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《論　文》
非分割フローを考慮した容量制約をもつネットワーク設計問題
片　山　直　登
1　はじめに
ネットワーク設計問題は，ネットワーク上の施設・設備であるアークにかかる固定的
な費用とものの移動にかかる変動的な費用を考慮して，施設・設備などに対応するアー
クやノードを適切に選択することによりネットワークを形成し，かつ異なる始点と終点
をもつ複数の荷物，商品やデータなどの移動経路であるパスを決める問題である．この
問題は，輸送，ロジスティクス，通信や生産システムなどに幅広い応用分野をもつネッ
トワークの構造を設計する問題であり，一般的なネットワーク設計問題は NP- 困難な問
題であることが知られている（Magnanti and Wong 1984）.
容量制約をもつネットワーク設計問題はアークまたはノードに容量をもつ問題であ
り，ネットワーク設計問題の中でも最適解や良い近似解を求めることが困難な問題であ
る．容量制約をもつネットワーク設計問題に関しては，今日まで数多くの研究が行わ
れている．ネットワーク設計問題とその関連問題に関するサーベイとして，Magnanti 
and Wong（1984），Wong（1984, 1985），Minoux（1989），Balakrishnan et al.（1997），
Gendron et al.（1997），Crainic（2003），Costa （2005），片山直登（2008）および Yaghini 
and Rahbar （2012）などがある．
通信ネットワーク上では，同一の始点と終点をもつパケットなどのフローは必ずしも
単一の経路上で送信されるとは限らず，トラフィックの状態に応じて複数の経路上で分
割されて送信されることが一般的である．一方，ロジスティクスやサプライチェーンの
ネットワーク上では，同一の発地と着地をもつ荷物が複数に分割され，別々の経路で輸
送されることはなく，単一の経路上で輸送されるのが一般的である．このような分割さ
れないフローを非分割フローとよび，この非分割フローを考慮した問題を非分割フロー
を考慮した容量制約をもつネットワーク設計問題（UCND：Unsplittable Capacitated 
2Network Design Problem）とよぶ．この問題では，アークのデザイン変数のみならず，
パスやアークフロー変数も0-1 離散変数となり，すべての変数が離散変数である困難な
組合せ最適化問題となる．ネットワーク設計問題においてデザイン変数を固定した問題
は，分割フローを許す問題では多品種フロー問題，すなわち線形計画問題となるため，
比較的容易に解くことができる．一方，非分割フローを考慮した問題では，デザイン変
数を固定した問題でさえ 0-1 変数をもつ組合せ最適化問題となるため，最適に解くこと
が困難となる．
非分割フローを考慮した容量制約をもつネットワーク設計問題に対する研究は最
近始まったばかりであり，それほど多くはない．従来の研究としては，Yaghiniand 
Kazemzadeh（2012） のシミュレーテッドアニーリング法を用いた研究，Hewitt et al. 
（2012）の IP 探索法および分枝価格法とガイドつき探索法を用いた研究がある．
本研究では，非分割フローを考慮した容量制約をもつ設計問題に対して，容量スケー
リング法と局所探索法およびパス再結合法を組合せた近似解法を提案する．
2 　問題の定式化
はじめに，UCNDの前提条件，使用する記号および UCNDの定義を示す．続いて，
アークフローによる定式化，およびパスフローによる定式化を示す．
2 ． 1 　前提条件，記号および問題の定義
UCNDの前提条件を示す．
• ノード集合が与えられている．
• 向きをもつアーク集合が与えられている．
• アークには，非負のデザイン費用が与えられている．
• 複数の品種からなる品種集合が与えられている．
• アークには，品種ごとの全需要に対する非負のフロー費用が与えられている．
• アークには，単位期間当たりの処理量の上限であるアーク容量が与えられている．
• 各品種ごとの需要が与えられている．
• 各品種の需要は，始点から終点までの 1 つのパス上を移動する．
UCNDの定式化で使用する記号の定義を示す．
• N：ノード集合
• A：アーク集合
• K：品種集合
• N+n：ノード n を終点とするアークの終点であるノード集合
• N −n：ノード n を始点とするアークの始点であるノード集合
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• Pk：品種 k の取り得るパス集合
• ckij：アーク（i, j）上における品種 k の全需要に対する非負のフロー費用
• fij：アーク（i, j）の非負のデザイン費用
• Cij：アーク（i, j）のアーク容量
• dk：品種 k の需要
• δ pij：パス p にアーク（i, j）が含まれるとき 1 ，そうでないとき 0 を表す定数
• Ok：品種 k の始点
• Dk：品種 k の終点
• x kij： 品種 k のフローがアーク（i, j）上に含まれるとき 1 ，そうでないとき 0 である
アークフロー変数；0–1 変数
• zkp： 品種 k のフローがパス p 上を移動するとき 1 ，そうでないとき 0 であるパスフ
ロー変数；0–1 変数
• yij：アーク（i, j）を選択するとき 1 ，そうでないとき 0 であるデザイン変数；0–1変数
次に，UCNDの定義を示す．
定義2． 1（UCND）デザイン費用 f ，フロー費用 c ，アーク容量 C をもつ向きをもつ
アーク集合 A が与えられ，ノード集合 N および品種の需要 d をもつ品種集合 K が与えら
れている．このとき，フロー費用とデザイン費用の合計を最小にするアーク集合 A′
（⊆ A），およびアーク容量を満足する非分割アークフロー x または非分割パスフロー
z を求めよ．
2 ． 2 　アークフローによる定式化
UCND のアークフローによる定式化を UCNDA とする．UCNDA は，次のようになる．
• AɿΞʔΫू߹
• Kɿ඼छू߹
• N+nɿϊʔυ nΛऴ఺ͱ͢ΔΞʔΫͷऴ఺Ͱ͋Δϊʔυू߹
• N−nɿϊʔυ nΛ࢝఺ͱ͢ΔΞʔΫͷ࢝఺Ͱ͋Δϊʔυू߹
• P kɿ඼छ kͷऔΓಘΔύεू߹
• ckijɿΞʔΫ (i, j)্ʹ͓͚Δ඼छ kͷશधཁʹର͢Δඇෛͷϑϩʔඅ༻
• fijɿΞʔΫ (i, j)ͷඇෛͷσβΠϯඅ༻
• CijɿΞʔΫ (i, j)ͷΞʔΫ༰ྔ
• dkɿ඼छ kͷधཁ
• δpijɿύε pʹΞʔΫ (i, j)ؚ͕·ΕΔͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Λද͢ఆ਺
• Okɿ඼छ kͷ࢝఺
• Dkɿ඼छ kͷऴ఺
• xkijɿ඼छ kͷϑϩʔ͕ΞʔΫ (i, j)্ʹؚ·ΕΔͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ
͋ΔΞʔΫϑϩʔม਺ʀ0–1ม਺
• zkpɿ඼छ kͷϑϩʔ͕ύε p্ΛҠಈ͢Δͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋Δύ
εϑϩʔม਺ʀ0–1ม਺
• yijɿΞʔΫ (i, j)Λબ୒͢Δͱ͖ 1ɼͦ͏Ͱͳ͍ͱ͖ 0Ͱ͋ΔσβΠϯม਺ʀ
0–1ม਺
࣍ʹɼUCNDͷఆٛΛࣔ͢ɽ
ఆٛ 2.1 (UCND) σβΠϯඅ༻ fɼϑϩʔඅ༻ cɼΞʔΫ༰ྔ C Λ΋ͭ޲͖Λ΋
ͭΞʔΫू߹ A͕༩͑ΒΕɼϊʔυू߹ N ͓Αͼ඼छͷधཁ dΛ΋ͭ඼छू߹
K ͕༩͑ΒΕ͍ͯΔɽ͜ͷͱ͖ɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ߹ܭΛ࠷খʹ͢Δ
ΞʔΫू߹A′(⊆ A)ɼ͓ΑͼΞʔΫ༰ྔΛຬ଍͢Δඇ෼ׂΞʔΫϑϩʔ x·ͨ͸ඇ
෼ׂύεϑϩʔ zΛٻΊΑɽ
2.2 ΞʔΫϑϩʔʹΑΔఆࣜԽ
UCNDͷΞʔΫϑϩʔʹΑΔఆࣜԽΛUCNDAͱ͢ΔɽUCNDA͸ɼ࣍ͷΑ͏
ʹͳΔɽ
(UCNDA)
min
∑
(i,j)∈A
∑
k∈K
ckijxkij +
∑
(i,j)∈A
fijyij (1)
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subject to
∑
i∈N+n
xkin −
∑
j∈N−n
xknj =


−1 if n = Ok
1 if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
dkxkij ≤ Cijyij ∀(i, j) ∈ A (3)
xkij ≤ yij ∀k ∈ K, (i, j) ∈ A (4)
xkij ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)ࣜ͸໨తؔ਺Ͱ͋Γɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ૯࿨Λ࠷খԽ͢Δɽ(2)
ࣜ͸ϑϩʔอଘࣜͰ͋Γɼϊʔυʹྲྀೖ͢Δϑϩʔͱྲྀग़͢Δϑϩʔม਺஋ͷࠩ
͕ɼ඼छ kͷ࢝఺Ͱ͋Ε͹−1ɼऴ఺Ͱ͋Ε͹ 1ɼͦͷଞͷϊʔυͰ͋Ε͹ 0Ͱ͋Δ
͜ͱΛද͢ɽ͜ͷࣜ͸ɼ֤඼छʹ͍ͭͯɼඞͣ࢝఺͔Βऴ఺·Ͱधཁ͕Ҡಈ͢Δ
͜ͱΛอূ͢Δɽ(3)ࣜ͸ɼ༰ྔ੍໿ࣜͰ͋ΔɽΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ɼࠨ
ล͸ΞʔΫ্ΛҠಈ͢Δϑϩʔྔͷ߹ܭͰ͋Γɼ͜Ε͕ӈลͷΞʔΫ༰ྔҎԼͰ
͋Δ͜ͱΛද͢ɽ·ͨɼΞʔΫ͕બ୒͞Εͳ͍ͱ͖͸ϑϩʔྔͷ߹ܭ͕ 0Ͱ͋Δ
͜ͱΛද͢ɽ(4)ࣜ͸ɼΞʔΫ (i, j)ʹ͓͚Δ඼छ kʹؔ͢Δڧ੍੍໿ࣜͰ͋Δɽ͜
ͷࣜ͸ɼΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ͸඼छ kͷΞʔΫϑϩʔม਺஋͕࠷େͰ
1ͱͳΓɼΞʔΫ (i, j)͕બ୒͞Εͳ͍ͱ͖ʹ͸ 0ͱͳΔ͜ͱΛද͢ɽ(5)ࣜ͸Ξʔ
Ϋϑϩʔม਺ͷ 0–1৚݅ɼ(6)ࣜ͸σβΠϯม਺ͷ 0–1৚݅Ͱ͋Δɽ
UCNDA ͸ɼ|A||K| ݸͷΞʔΫϑϩʔม਺ɼ|A| ݸͷσβΠϯม਺ɼ͓Αͼ
|N ||K|+ |A|+ |A||K|ຊͷ੍໿ࣜΛ΋ͭ໰୊ͱͳΔɽ
2.3 ύεϑϩʔʹΑΔఆࣜԽ
UCNDͷύεϑϩʔʹΑΔఆࣜԽ UCNDP Λࣔ͢ɽ
(UCNDP )
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
zkp = 1 ∀k ∈ K (8)
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4subject to
∑
i∈N+n
xkin −
∑
j∈N−n
xknj =



−1 if n = Ok
1 if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
dkxkij ≤ Cijyij ∀(i, j) ∈ A (3)
xkij ≤ yij ∀k ∈ K, (i, j) ∈ A (4)
xkij ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)ࣜ͸໨తؔ਺Ͱ͋Γɼϑϩʔඅ༻ͱσβΠϯඅ༻ͷ૯࿨Λ࠷খԽ͢Δɽ(2)
ࣜ͸ϑϩʔอଘࣜͰ͋Γɼϊʔυʹྲྀೖ͢Δϑϩʔͱྲྀग़͢Δϑϩʔม਺஋ͷࠩ
͕ɼ඼छ kͷ࢝఺Ͱ͋Ε͹−1ɼऴ఺Ͱ͋Ε͹ 1ɼͦͷଞͷϊʔυͰ͋Ε͹ 0Ͱ͋Δ
͜ͱΛද͢ɽ͜ͷࣜ͸ɼ֤඼छʹ͍ͭͯɼඞͣ࢝఺͔Βऴ఺·Ͱधཁ͕Ҡಈ͢Δ
͜ͱΛอূ͢Δɽ(3)ࣜ͸ɼ༰ྔ੍໿ࣜͰ͋ΔɽΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ɼࠨ
ล͸ΞʔΫ্ΛҠಈ͢Δϑϩʔྔͷ߹ܭͰ͋Γɼ͜Ε͕ӈลͷΞʔΫ༰ྔҎԼͰ
͋Δ͜ͱΛද͢ɽ·ͨɼΞʔΫ͕બ୒͞Εͳ͍ͱ͖͸ϑϩʔྔͷ߹ܭ͕ 0Ͱ͋Δ
͜ͱΛද͢ɽ(4)ࣜ͸ɼΞʔΫ (i, j)ʹ͓͚Δ඼छ kʹؔ͢Δڧ੍੍໿ࣜͰ͋Δɽ͜
ͷࣜ͸ɼΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ͸඼छ kͷΞʔΫϑϩʔม਺஋͕࠷େͰ
1ͱͳΓɼΞʔΫ (i, j)͕બ୒͞Εͳ͍ͱ͖ʹ͸ 0ͱͳΔ͜ͱΛද͢ɽ(5)ࣜ͸Ξʔ
Ϋϑϩʔม਺ͷ 0–1৚݅ɼ(6)ࣜ͸σβΠϯม਺ͷ 0–1৚݅Ͱ͋Δɽ
UCNDA ͸ɼ|A||K| ݸͷΞʔΫϑϩʔม਺ɼ|A| ݸͷσβΠϯม਺ɼ͓Αͼ
|N ||K|+ |A|+ |A||K|ຊͷ੍໿ࣜΛ΋ͭ໰୊ͱͳΔɽ
2.3 ύεϑϩʔʹΑΔఆࣜԽ
UCNDͷύεϑϩʔʹΑΔఆࣜԽ UCNDP Λࣔ͢ɽ
(UCNDP )
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
zkp = 1 ∀k ∈ K (8)
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⑴式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．⑵式はフ
ロー保存式であり，ノードに流入するフロー変数値と流出するフロー変数値の差が，品
種 k の始点であれば−1，終点であれば 1 ，その他のノードであれば 0 であることを表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保証する．
⑶式は，容量制約式である．アーク（i, j）が選択されるとき，左辺はアーク上を移動す
るフロー量の合計であり，これが右辺のアーク容量以下であることを表す．また，アー
クが選択されないときはフロー量の合計が 0 であることを表す．⑷式は，アーク（i, j）
における品種 k に関する強制制約式である．この式は，アーク（i, j）が選択されるとき
には品種 k のアークフロー変数値が最大で 1 となり，アーク（i, j）が選択されないとき
には 0 となることを表す．⑸式はアークフロー変数の 0–1 条件，⑹式はデザイン変数の
0–1 条件である．
UCNDAは，︱A︱︱K︱個のアークフロー変数，︱A︱個のデザイン変数，および
︱N︱︱K︱+︱A︱+︱A︱︱K︱本の制約式をもつ問題となる．
2 ． 3 　パスフローによる定式化
UCND のパスフローによる定式化 UCNDP を示す．
subject to
∑
i∈N+n
xkin −
∑
j∈N−n
xknj =



−1 if n = Ok
1 if n = Dk
0 otherwise
∀n ∈ N, k ∈ K (2)
∑
k∈K
dkxkij ≤ Cijyij ∀(i, j) ∈ A (3)
xkij ≤ yij ∀k ∈ K, (i, j) ∈ A (4)
xkij ∈ {0, 1} ∀k ∈ K, (i, j) ∈ A 5
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)ࣜ͸໨తؔ਺Ͱ͋Γ ϑϩʔඅ༻ͱσβΠϯඅ༻ͷ૯࿨Λ࠷খԽ͢Δɽ(2)
ࣜ ϑϩʔอଘࣜͰ͋Γɼϊ υʹྲྀೖ͢Δϑϩʔͱྲྀग़͢Δϑϩʔม਺஋ͷࠩ
͕ɼ඼छ kͷ࢝఺Ͱ͋Ε͹−1ɼऴ఺Ͱ͋ ͹ 1ɼͦͷଞͷϊ υͰ͋Ε͹
͜ͷࣜ͸ɼ֤඼छʹ͍ͭͯɼඞͣ࢝఺͔Βऴ఺·Ͱधཁ͕Ҡಈ͢Δ
͜ͱΛอূ͢Δɽ(3 ࣜ͸ɼ༰ྔ੍໿ࣜͰ͋ΔɽΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ɼࠨ
ล͸ΞʔΫ্ΛҠಈ͢Δϑϩʔྔͷ߹ܭͰ͋Γɼ͜Ε͕ӈลͷΞʔΫ༰ྔҎԼͰ
͋Δ͜ͱΛද͢ɽ·ͨɼΞʔΫ͕બ୒͞Εͳ͍ͱ͖͸ϑϩʔྔͷ߹ܭ͕ 0Ͱ͋Δ
͜ͱΛද͢ɽ(4)ࣜ͸ɼΞʔΫ (i, j)ʹ͓͚Δ඼छ kʹؔ͢Δڧ੍੍໿ࣜͰ͋Δɽ͜
ͷࣜ͸ɼΞʔΫ (i, j)͕બ୒͞ΕΔͱ͖ʹ͸඼छ kͷΞʔΫϑϩʔม਺஋͕࠷େͰ
1ͱͳΓɼΞʔΫ (i, j)͕બ୒͞Εͳ͍ͱ͖ʹ͸ 0ͱͳΔ͜ͱΛද͢ɽ(5)ࣜ͸Ξʔ
Ϋϑϩʔม਺ͷ 0–1৚݅ɼ(6)ࣜ͸σβΠϯม਺ͷ 0–1৚݅Ͱ͋Δɽ
UCNDA ͸ɼ|A||K| ݸͷΞʔΫϑϩʔม਺ɼ|A| ݸͷσβΠϯม਺ɼ͓Αͼ
|N ||K|+ |A|+ |A||K|ຊͷ੍໿ࣜΛ΋ͭ໰୊ͱͳΔɽ
2.3 ύεϑϩʔʹΑΔఆࣜԽ
UCNDͷύεϑϩʔʹΑΔఆࣜԽ UCNDP Λࣔ͢ɽ
(UCNDP )
min
∑
(i,j)∈A k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (7)
subject to
∑
p∈Pk
zkp = 1 ∀k ∈ K (8)
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∑
k∈K
∑
p∈Pk
δpijd
kzkp ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijz
k
p ≤ yij ∀k ∈ K, (i, j) ∈ A (10)
zkp ∈ {0, 1} ∀p ∈ P k, k ∈ K (11)
yij ∈ {0, 1} ∀(i, j) ∈ A (12)
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ํ๏Ͱ͋Δɽ͜ΕΒͷํ๏ʹ͍ͭͯ͸ɼ༰ྔ੍໿Λ΋ͭωοτϫʔΫઃܭ໰୊ʹ
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⑺式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．ここで，
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δpijd
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p∈Pk
δpijz
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͢ͳΘͪ୯Ұͷύε্ͷΈʹϑϩʔ͕ྲྀΕΔ͜ͱΛද͢ɽ(9)ࣜ͸ɼΞʔΫ (i, j)͕
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は
k∈K p∈Pk
δpijd
kzkp ≤ Cijyij ∀(i, j) ∈ A (9)
p∈Pk
δpijz
k
p ≤ yij ∀k ∈ K, (i, j) ∈ A (10)
zkp ∈ {0, 1} ∀p ∈ P k, k ∈ K (11)
yij ∈ {0, 1} ∀(i, j) ∈ A (12)
(7)
p∈Pk δ
p
ijzkp xkij (8) k 1
(9) (i, j)
0 (10)
(i, j) k (11)
0–1 (12) 0–1
UCNDP k∈K |P k| |A|
|K|+ |A|+ |A |K| 0-1
0-1
3
3.1
0–1
(2010)
0-1
UCNDP 0-1 0 1
LR
5
に一致する．⑻式は，品種 k のパスフロー変数値の合計が 1 ，すな
わち単一のパス上のみにフローが流れることを表す．⑼式は，アーク（i, j）が選択され
るときはアーク上を移動するフロー量の合計がアーク容量以下であり，アークが選択さ
れないときは 0 であることを表す容量制約式である．⑽式は，アーク（i, j）における品
種 k に関する強制制約式である．⑾式はパスフロー変数の 0–1 条件，⑿式はデザイン変
数の 0–1 条件である．
UCNDP は，
∑
k∈K
∑
p∈Pk
δpijd
kzkp ≤ Cijyij ∀(i, j) ∈ A (9)
∑
p∈Pk
δpijz
k
p ≤ yij ∀k ∈ K, (i, j) ∈ A (10)
zkp ∈ {0, 1} ∀p ∈ P k, k ∈ K (11)
yij ∈ {0, 1} ∀(i, j) ∈ A (12)
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͢ͳΘͪ୯Ұͷύε্ͷΈʹϑϩʔ͕ྲྀΕΔ͜ͱΛද͢ɽ(9)ࣜ͸ɼΞʔΫ (i, j)͕
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個である指数個のパスフロー変数，︱ ︱ 個のデザイン変数と
︱K︱+︱A︱+︱A︱︱K︱本の制約式をもつ問題となる．0–1 変数が指数個と膨大なものと
なるので，小規模な問題であってもこの定式化を直接解くことは困難である．実際には，
逐次，必要なパスフロー変数を生成して問題を解く列生成法が用いられる．この列生成
法をうまく適用すれば，アークフローによる定式化の場合よりも，陽的に使用する変数
の数を抑えることができる．
アークフロー変数およびパスフロー変数が 0-1 変数であること以外，基本的には容量
制約をもつネットワーク設計問題と同一である．そこで，容量制約をもつネットワーク
設計問題に対する近似解法である容量スケーリング法と局所分枝法を適用し，さらにパ
ス再結合法を併用する．
3 　容量スケーリング法
3 ． 1 　線形緩和問題と容量スケーリング
容量スケーリング法は，線形緩和問題の解をもとに，アーク容量を変更して繰り返し
線形緩和問題を解き，0–1 変数解を導く近似解法である．列生成法は限定主問題を解き，
適時，被約費用が負となる変数を生成する方法である．また，行生成法は，列生成法に
より生成された変数に対する有効な制約式を逐次追加する方法である．これらの方法に
ついては，容量制約をもつネットワーク設計問題に対する片山直登（2010）の研究に詳
細が記載されており，アークフロー変数およびパスフロー変数が 0-1 変数であることを
除けば同一の解法である．
UCNDP において，デザイン変数およびパスフロー変数の 0-1 条件を 0 から 1 の連続
数に緩和した線形緩和問題 LR を考える．
(LR)
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (13)
subject to
∑
p∈Pk
zkp = 1 ∀k ∈ K (14)
∑
k∈K
∑
p∈Pk
δpijd
kzkp ≤ Cijyij ∀(i, j) ∈ A (15)
∑
p∈Pk
δpijz
k
p ≤ yij ∀k ∈ K, (i, j) ∈ A (16)
0 ≤ zkp ≤ 1 ∀p ∈ P k, k ∈ K (17)
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (18)
LRʹ͓͍ͯɼ܁Γฦ͠ճ਺ lͷͱ͖ͷΞʔΫ (i, j)্ͷΞʔΫ༰ྔΛ C lij ͱͨ͠
໰୊Λ LR(C l)ͱ͠ɼ܁Γฦ͠ຖʹΞʔΫ༰ྔΛมԽͤ͞ΔɽLRͷ lճ໨ͷ܁Γ
ฦ͠ʹ͓͚Δ LR(C l)͸ɼ࣍ͷΑ͏ʹͳΔɽ
(L(C l))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (19)
subject to
∑
p∈Pk
zkp = 1 ∀k ∈ K (20)
∑
k∈K
∑
p∈Pk
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (21)
∑
p∈Pk
δpijz
k
p ≤ yij ∀k ∈ K, (i, j) ∈ A (22)
0 ≤ zkp ≤ 1 ∀p ∈ P k, k ∈ K (23)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (24)
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LR において，繰り返し回数 l のときのアーク（i, j）上のアーク容量を Clij とした問題
を LR（Cl）とし，繰り返し毎にアーク容量を変化させる．LR の l 回目の繰り返しにおけ
る LR（ l）は，次のようになる．
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p ≤ yij ∀k ∈ K, (i, j) ∈ A (16)
0 ≤ zkp ≤ 1 ∀p ∈ P k, k ∈ K (17)
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໰୊Λ LR(C l)ͱ͠ɼ܁Γฦ͠ຖʹΞʔΫ༰ྔΛมԽͤ͞ΔɽLRͷ lճ໨ͷ܁Γ
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p∈Pk
δpijz
k
p +
∑
(i,j)∈A
fijyij (19)
subject to
∑
p∈Pk
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∑
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Cij
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∀(i, j) ∈ A (24)
6ここでは，デザイン変数の上限値である 1 を変更し，͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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に変更している．
パラメータλ（0 < λ < 1），LR（Cl −1）におけるアーク（i, j）上の総フロー量
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼL ( 1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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およ
びアーク（i, j）のアーク容量 Clij
−1を用いて，LR（Cl）におけるアーク容量を次のように
更新する．
非分割フローを考慮した容量制約をもつネットワーク設計問題
7
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
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ここで，LR（Cl −1）における実行可能なパスフロー変数を
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR( l )ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
ฏ໘๏ΛΑͿɽ
7
とすると，
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
k∈K p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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7
は次式と
なる．
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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7
一方，⒃式があるために，最適解において必ずしも
͜ Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜ ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
k∈K p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜ ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜ ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍ ໿ࣜͰ͋Δ (2 )ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍ ໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍ ໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍ ໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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7
が成り立たず，
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λ l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
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となり，
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l 1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢Δ ɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
k∈K p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = Xij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ Xij ͱͳΓɼC lij y˜ij ͸Xij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l 1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generatio and Row
Generatio ͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bou ͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ ඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ ( 2)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ ઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮ ڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
ฏ໘๏ΛΑͿɽ
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は
l
l
l l
l l−
l
∑ ∑
l
l l l
l
l l l− l
l
l
の上限値となる．そこで，LR（Cl −1）におけるアーク
（i, j）上のデザイン変数
͜ Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝʔλ λ(0 < λ < 1)ɼLR(C l−1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔྔ X˜ij ͓
ΑͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜ ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/C lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
༰ྔεέʔϦϯά๏ͷΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜ ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜ ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒๏ɼRestricted Branch and Bound ݶఆ ݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ͱ͸ࠔ೉
Ͱ͋Δɽͦ͜Ͱɼ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ɼ໰୊ʹ௥Ճ͍ͯ͘͠ɽੜ੒͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
ҰํɼLR(C l)ʹ͸ɼඇৗʹଟ͘ͷڧ੍ ໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺ؚ͕·ΕΔڧ੍ ໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍ ໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ɼઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍ ໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
ฏ໘๏ΛΑͿɽ
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を用いて， （ l）におけるアーク容量を次のように更新す
ることもできる．
͜͜Ͱ͸ɼσβΠϯม਺ͷ্ݶ஋Ͱ͋Δ 1Λมߋ͠ɼysij ≤ Cij/C lij ʹมߋͯ͠
͍Δɽ
ύϥϝ λ λ(0 < λ < 1)ɼLR( l 1)ʹ͓͚ΔΞʔΫ (i, j)্ͷ૯ϑϩʔ X˜ij ͓
ͼΞʔΫ (i, j)ͷΞʔΫ༰ྔ C l−1ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷ
Α͏ʹߋ৽͢Δɽ
C lij := λX˜ij + (1− λ)C l−1ij ∀(i, j) ∈ A (25)
͜͜ͰɼLR(C l−1)ʹ͓͚Δ࣮ߦՄೳͳύεϑϩʔม਺Λ z˜ͱ͢ΔͱɼX˜ij ͸࣍ࣜ
ͱͳΔɽ
X˜ij =
∑
k∈K
∑
p∈P¯ k
δpijd
kz˜kp ∀(i, j) ∈ A (26)
Ұํɼ(16)͕ࣜ͋ΔͨΊʹɼ࠷దղʹ͓͍ͯඞͣ͠΋ y˜ij = X˜ij/ lij ͕੒Γཱͨ
ͣɼC lij y˜ij ≥ X˜ij ͱͳΓɼC lij y˜ij ͸ X˜ij ͷ্ݶ஋ͱͳΔɽͦ͜ͰɼLR(C l−1)ʹ͓͚Δ
ΞʔΫ (i, j)্ͷσβΠϯม਺ y˜ij Λ༻͍ͯɼLR(C l)ʹ͓͚ΔΞʔΫ༰ྔΛ࣍ͷΑ
͏ʹߋ৽͢Δ͜ͱ΋Ͱ͖Δɽ
C lij := λC l−1ij y˜ij + (1− λ)C
l−1
ij = {1− λ(1− y˜ij)}C
l−1
ij ∀(i, j) ∈ A (27)
ΞϧΰϦζϜΛ Algorithm1ʹࣔ͢ɽ͜͜ͰɼITEmin ͸
༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ɼITEmax͸༰ྔεέʔϦϯά๏ͷ࠷େ
܁Γฦ͠ճ਺Ͱ͋ΓɼUB͸্ք஋Ͱ͋Δɽ͜͜ͰɼColumn Generation and Row
Generation͸ྻੜ੒ͱߦੜ੒ ɼRestricted r c and Bound͸ݶఆ෼ࢬݶఆ๏ɼ
Path Relinking͸ύε࠶݁߹๏Ͱ͋ΓɼLocal Branching͸ہॴ෼ࢬ๏Ͱ͋Δɽ
3.2 ݶఆओ໰୊
LR(C l)ʹ͸ඇৗʹଟ͘ͷύεϑϩʔม਺ؚ͕·ΕΔͨΊɼ௚઀ղ͘͜ ͸ࠔ೉
͋Δɽͦ͜Ͱ ͋Β͔͡Ί͢΂ͯͷύεϑϩʔม਺ΛؚΉ໰୊Λର৅ͱ͢Δͷ
Ͱ͸ͳ͘ɼஞ࣍ɼඞཁͳύεϑϩʔม਺Λੜ੒͠ ໰୊ʹ௥Ճ͍ͯ͘͠ɽ ͢Δ
ύεϑϩʔม਺͕୯ମ๏ͷྻʹ૬౰͢Δ͜ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λྻੜ੒๏ͱ
ΑͿɽ
Ұํ LR(C l) ͸ɼඇৗʹଟ͘ͷڧ੍੍໿ࣜͰ͋Δ (22)ؚ͕ࣜ·Ε͍ͯΔɽ͠
͔͠ɼྻੜ੒ʹΑΓੜ੒͞Εͨύεϑϩʔม਺͕ Δڧ੍੍໿ࣜ͸ͦΕ΄Ͳ
ଟ͘ͳ͘ɼੜ੒͞Εͨύεϑϩʔม਺͕ࠨลʹؚ·Ε͍ͯͳ͍ڧ੍੍໿ࣜ͸ෆཁ
ͳ΋ͷͱͳΔɽͦ͜Ͱɼੜ੒ͨ͠ύεϑϩʔม਺͕ॳΊͯࠨลʹؚ·ΕΔڧ੍੍
໿ࣜΛஞ࣍ੜ੒͠ɼ໰୊ʹ௥Ճ͢Δɽੜ੒͢Δ੍໿͕ࣜ୯ମ๏ͷߦʹ૬౰͢Δ͜
ͱ͔Βɼ͜ͷΑ͏ͳํ๏Λߦੜ੒๏ͱΑͿɽͳ͓ɼద࣌ ઢܗ؇࿨ղΛআ֎͢Δ
Α͏ͳ༗ޮͳڧ੍੍໿ࣜͷΈΛՃ͑Δ͜ͱ΋ՄೳͰ͋Γɼ͜ͷΑ͏ͳํ๏Λ੾আ
ฏ໘๏ΛΑͿɽ
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容量スケーリング法のアルゴリズムを Algorithm1に示す．ここで，ITEmin は容量ス
ケーリング法の最小繰り返し回数，ITEmaxは容量スケーリング法の最大繰り返し回数
であり，UB は上界値である．ここで，C lumn Generation and Row Generation は列
生成と行生成法，Restricted Branch and Bound は限定分枝限定法，Path Relinking は
パス再結合法であり，Local Branching は局所分枝法である．限定分枝限定法により実
行可能解が見つかるか，繰り返し回数が上限を超えたときに，アルゴリズムが終了する。
3 ． 2 　限定主問題
LR（Cl）には非常に多くのパスフロー変数が含まれるため，直接解くことは困難であ
る．そこで，あらかじめすべてのパスフロー変数を含む問題を対象とするのではなく，
逐次，必要なパスフロー変数を生成し，問題に追加していく．生成するパスフロー変数
が単体法の列に相当することから，このような方法を列生成法とよぶ．
一方，LR（Cl）には，非常に多くの強制制約式である式が含まれている．しかし，
列生成により生成されたパスフロー変数が含まれる強制制約式はそれほど多くなく，生
成されたパスフロー変数が左辺に含まれていない強制制約式は不要なものとなる．そこ
で，生成したパスフロー変数が初めて左辺に含まれる強制制約式を逐次生成し，問題に
追加する．生成する制約式が単体法の行に相当することから，このような方法を行生成
法とよぶ．なお，適時，線形緩和解を除外するような有効な強制制約式のみを加えるこ
とも可能であり，このような方法を切除平面法をよぶ．
8Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generati n;
G t the design solution y˜ a the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Bra ching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤ C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
r peat
Solve LR(C l) by Column Generation and Row Generation;
Ge the design solution y˜ and the total ﬂow solution X˜ f LR(C l);
R stricted Branch and Bou ;
Pa h Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Loca Branching;
Pa h Reli king;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 yij
Cij
l
ij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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品種 k の適当なパスの部分集合
Algorith 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the t tal ﬂow solutio X˜ of LR(C l);
Restricte Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= , or l ≥ ITEmax
Local Branching;
Path Relinking;
k P¯ = (P¯ k)
A¯K(⊂ A ×K) P¯
A¯K LRR(C l, P¯ , A¯K)
(LR(C l, P¯ , A¯K))
min
(i,j)∈A k∈K
ckij
p∈P¯k
δpijz
k
p +
(i,j)∈A
fijyij (28)
subject to
p∈P¯k
zkp = 1 ∀k ∈ K (29)
k∈K p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31) (i, j) k
P¯ A¯K
8
＝（
i li
, i , ;
: ; : ; : ;
l l l i i ;
i l i o l l i l ;
i ;
li i ;
: ;
,
l
i : i
l
i
l
i : i
l
i ;
i ̸
l i ;
li i ;
l, ,
l, ,
i
i,
i i
i,
i i
i
l
i i ,
i i , ,
,
i
i
l
i
,
,
）および適当な強制制約式の部分集合
Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin a d UB ̸= ∞, or l ≥ ITEmax
Local Branching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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が求められているものとする．このとき，パス集合が
Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K )
min
(i,j)∈A k∈K
ckij
p∈P¯k
δpijz
k +
(i,j)∈A
fijyij (28)
subject to
p∈P¯k
zkp = 1 ∀k ∈ K (29)
k∈K p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
p∈P¯k
δpijz
k ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A ( 3)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
8
，強制制約式が
Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
p∈P¯k
δpijz
k +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, ) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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に限定されている次のような限定主問題
i li
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i
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∑
i
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i i
i
l
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i i , ,
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i
i
l
i
, j
,
（
l i : i li
, i , ;
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l l l i i ;
i l i l l i f l ;
i ;
li i ;
l : l ;
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l
ij : ij
l
ij
l
ij : ij
l
ij ;
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li i ;
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l, ,
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ij
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,
ij
ij
l
ij
i,
i,
）を考える．
Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation nd Row Generation;
Get he design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Res rict d Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branchi g;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LR (C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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̸
n
lgorit 1: apacity Scaling
Set λ, IT in, IT ax;
1 : ; : ; l : 1;
re eat
Solve ( l) by olu n enera ion and o eneration;
e th desig solution y˜ and the otal ﬂo solution ˜ of ( l);
estricted ranch and ound;
ath elinking;
l : l 1;
for (i, j) o
l
ij : λ ˜ij (1 λ)
l−1
ij or lij : {1 λ(1 y˜ij)}
l−1
ij ;
e
til If l IT in and ̸ , or l IT ax
Local ranching;
ath elinking;
k ¯ ( ¯k)
¯ ( ) ¯
¯ ( l, ¯, ¯ )
( ( l, ¯, ¯ ))
in
(i,j)∈A k∈
ckij
p∈P¯k
δpijz
k
p
(i,j)∈A
fijyij (28)
subjec to
p∈P¯k
zkp 1 ∀k (29)
k∈ p∈P¯k
δpijd z
k
p
l
ijyij ∀(i, j) (30)
p∈P¯k
δpijz
k
p yij ∀(k i, j) ¯ (31)
0 zkp 1 p ¯k, k (32)
0 yij
Cij
l
ij
∀(i, j) (33)
(31) (i, j) k
¯ ¯
8
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∈ d
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∈
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∈
∈ P
C
∈
P
式はアーク（i, j）を通る品種 k のパスフロー変数が生成されているときのみ存在す
る強制制約式となる．
この問題は線形計画問題であるため，
Algori hm 1: Capacity Scaling
S t λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repea
Solve LR(C l) by Column Generation and Row Generation;
Ge the desig solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
:= l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
un il If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branching;
Path Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ (i, j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ͷ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
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l
ij : ˜ij (1 )
l 1
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l 1
ij ;
e
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ocal ra c i g;
at eli ki g;
k ¯ ( ¯k)
¯ ( ) ¯
¯ ( l, ¯, ¯ )
( ( l, ¯, ¯ ))
i
(i,j)∈ k∈
ckij
p∈P¯k
δpijz
k
p
(i,j)∈
fijyij (28)
s ject to
p∈P¯k
zkp 1 k (29)
k∈ p∈P¯k
δpijd
kzkp lijyij (i, j) (30)
p∈P¯k
δpijz
k
p yij (k, i, j) ¯ (31)
0 zkp 1 p ¯k, k (32)
0 yij ijl
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(i, j) (33)
(31) (i, j) k
¯ ¯
8
の要素数が少なければ，汎用の最適化
ソルバーを用いて解くことができる．
̸
i
t
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̸
t
非分割フローを考慮した容量制約をもつネットワーク設計問題
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3 ． 3 　列生成法と行生成法3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
9
（
.
( l, ¯, ¯ )
¯k
( l, ¯, ¯ )
( l)
(29) s (30) (31) u
( l, ¯, ¯ )
z
(i,j)∈A
δpij(c
k
ij dkuij kij) sk ∀p k, k (34)
(i, j) ckij dkuij kij (i,j)∈A δ
p
ij(ckij dkuij kij)
p sk k ¯k
p
sk
k (34) p
( l, ¯, ¯ ) k
k
( k)
in
p∈Pk (i,j)∈AP¯ k
δpij(c
k
ij dkuij kij)
(i,j)∈A\AP¯ k
δpij(c
k
ij dkuij) sk zkp (35)
subject to
p∈Pk
zkp 1 (36)
0 zkp 1 ∀p k (37)
k (i, j) (22)
¯ k
ij 0 (35)
sk k (i, j) ckij dkuij kij
ckij dkuij k
9
）はパスフロー変数が限定された問題であるため，最適解を求めるた
めには，逐次，基底に入るであろう新たなパスフロー変数を生成しなければならない．
そのために，価格付け問題とよばれる問題を解き，被約費用が負であるパスフロー変数
を求める．パスフロー変数とそれに対応するパスを
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋Δ Ίɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚ ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30) (31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
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に加え，再度
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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）を
解き直す．この操作を被約費用が負である変数がなくなるまで繰り返す．被約費用が負
である変数がなければ，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
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）の最適解が得られたことになる．
式に対する双対変数を s ，，式に対する非負の双対変数を u，w とする．こ
れらの値は，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + d uij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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（
.
( l, ¯, ¯ )
¯k
( l, ¯, ¯ )
( l)
(29) s (30) (31) u
( l, ¯, ¯ )
z
(i,j)∈A
δpij(c
k
ij dkuij kij) sk ∀p k, k (34)
(i, j) ckij dkuij kij (i,j)∈A δ
p
ij(ckij dkuij kij)
p sk k ¯k
p
sk
k (34) p
( l, ¯, ¯ ) k
k
( k)
in
p∈Pk (i,j)∈AP¯ k
δpij(c
k
ij dkuij kij)
(i,j)∈A\AP¯ k
δpij(c
k
ij dkuij) sk zkp (35)
subject to
p∈Pk
zkp 1 (36)
0 zkp 1 ∀p k (37)
k (i, j) (22)
¯ k
ij 0 (35)
sk k (i, j) ckij dkuij kij
ckij dkuij k
9
）を最適化ソルバーにより最適に解くことにより求めるこ
とができる．
パスフロー変数 z に関する被約費用は，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼs ͸඼छ ͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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である．アーク（i, ）の長さを
.
( l, ¯, ¯ )
¯k
( l, ¯, ¯ )
( l)
(29) s (30) (31) ͢ u
( l, ¯, ¯ )
z
(i,j)∈A
δpij(c
k
ij dkuij kij sk ∀p k, k (34)
(i, j) ckij dkuij ij (i,j)∈A δ
p
ij(ckij dkuij kij)
p sk k ¯k
p
sk
k (34) p
( l, ¯, ¯ ) k
k
( k)
in
p∈Pk (i,j)∈AP¯ k
δpij(c
k
ij dkuij kij)
(i,j)∈A\AP¯ k
δpij(c
k
ij dkuij) sk zkp (35)
subject to
p∈Pk
zkp 1 (36)
0 zkp 1 ∀p k (37)
k (i, j) (22)
¯ k
ij 0 (35)
sk k (i, j) ckij dkuij kij
ckij dkuij k
9
としたとき，
3.3 ྻੜ੒๏ͱߦੜ੒๏
L R(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ L R(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼL R(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼL R(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij dkuij + wij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ ( 2)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPR ͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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は
パス p の長さとなる．また，sk は品種 k の現在のパス集合
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ ύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋ ɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛ ม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕ ͕ඇෛ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢ ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
9
におけるパスの最短距離
である．被約費用は「パス p の長さ−現在の最短距離」であるので，被約費用が負であ
る変数を見つけることは現在の最短距離よりも短いパスを見つけることになる．
sk は定数項として扱えるので，被約費用が負であるパスフロー変数を見つけるには，
品種 k に対して，式の第一項を最小化するパス p を見つければ良い．したがって，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋Δ Ίɼ࠷దղ ٻΊ
ΔͨΊʹ͸ɼஞ࣍ جఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛ
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ ɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛ ͋ ύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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（
.
( l, ¯, ¯ ) ͨ
¯k
( l, ¯, ¯ )
( l)
(29) s (30) (31) u
( l, ¯, ¯ )
z
(i,j)∈A
δpij(c
k
ij dkuij kij) sk ∀p k, k (34)
(i, j) ckij dkuij kij (i,j)∈A δ
p
ij(ckij dkuij kij)
p sk k ¯k
p
sk
k (34) p
( l, ¯, ¯ ) k
k
( k)
in
p∈Pk (i,j)∈AP¯ k
δpij(c
k
ij dkuij kij)
(i,j)∈A\AP¯ k
δpij(c
k
ij dkuij) sk zkp (35)
subject to
p∈Pk
zkp 1 (36)
0 zkp 1 ∀p k (37)
k (i, j) (22)
¯ k
ij 0 (35)
sk k (i, j) ckij dkuij kij
ckij dkuij k
9
）における品種 k に関する価格付け問題は，次のような問題
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε p ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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に帰着
される．
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ ͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ Δ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ ٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ ύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭ ඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛ ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ ߲ͱͯ͠ѻ͑Δ Ͱɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱ ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij 0ͱ͠ (35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j) ௕͕͞ඇෛͷ ckij + d uij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏ ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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ここで，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩ ม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊ ύεϑϩʔม਺ͱͦΕʹରԠ ύεΛ P¯ k ʹՃ͑
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚ ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ ඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30) (31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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は
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷ ղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ର Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻ ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼ ؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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に含まれるアーク集合である。また，品種 k ，アーク（i, j）の需要
に関する強制制約式である式が生成されていない，すなわち
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭ ɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺ Δ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭ
͜ͱʹͳ ɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢ ڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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に含まれない制約
式に対する
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊ ɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛ ͋ ม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱ ͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ z ؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ Ձ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜ ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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は 0 とし，式には含めていない．
sk は定数であるので，
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞ ͨ Ͱ͋ ͨΊɼ࠷దղΛٻΊ
ͨΊʹ͸ɼஞ࣍ جఈʹೖ Ͱ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ ύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij wijͱͨ͠ ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij wij)
ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ k ݱࡏ ू߹ P¯ kʹ͓ Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋Δ Ͱɼඃ໿
අ༻͕ෛͰ͋ ม਺Λݟ͚ͭ ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ Γ΋୹͍ύε
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij)
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢ ڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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はアーク（i, j）の長さが非負の
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P , AK)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔ Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔ ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P , AK)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋ ม਺ ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
ʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜ ͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P ,AK)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈
δp (cki + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p (ck +dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮ pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑Δͷ ɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P ,AK)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δp (cki + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δp (cki + dkuij)− s
}
zp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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または
10
3.3 ྻੜ੒๏ͱߦੜ੒๏
LRR(C l, P¯ , A¯K)͸ύεϑϩʔม਺͕ݶఆ͞Εͨ໰୊Ͱ͋ΔͨΊɼ࠷దղΛٻΊ
ΔͨΊʹ͸ɼஞ࣍ɼجఈʹೖΔͰ͋Ζ͏৽ͨͳύεϑϩʔม਺Λੜ੒͠ͳ͚Ε͹
ͳΒͳ͍ɽͦͷͨΊʹɼՁ֨෇͚໰୊ͱΑ͹ΕΔ໰୊Λղ͖ɼඃ໿අ༻͕ෛͰ͋
Δύεϑϩʔม਺ΛٻΊΔɽύεϑϩʔม਺ͱͦΕʹରԠ͢ΔύεΛ P¯ k ʹՃ͑ɼ
࠶౓ LRR(C l, P¯ , A¯K)Λղ͖௚͢ɽ͜ͷૢ࡞Λඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͘ͳΔ
·Ͱ܁Γฦ͢ɽඃ໿අ༻͕ෛͰ͋Δม਺͕ͳ͚Ε͹ɼLR(C l)ͷ࠷దղ͕ಘΒΕͨ
͜ͱʹͳΔɽ
(29)ࣜʹର͢Δ૒ରม਺Λ sɼ(30)ɼ(31)ࣜʹର͢Δඇෛͷ૒ରม਺Λ uɼwͱ͢
Δɽ͜ΕΒͷ஋͸ɼLRR(C l, P¯ , A¯K)Λ࠷దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹΑΓ
ٻΊΔ͜ͱ͕Ͱ͖Δɽ
ύεϑϩʔม਺ zʹؔ͢Δඃ໿අ༻͸ɼ
∑
(i,j)∈A
δpij(c
k
ij + dkuij + wkij)− sk ∀p ∈ P k, k ∈ K (34)
Ͱ͋ΔɽΞʔΫ (i, j)ͷ௕͞Λ ckij+dkuij+wkijͱͨ͠ͱ͖ɼ
∑
(i,j)∈A δ
p
ij(ckij+dkuij+wkij)
͸ύε pͷ௕͞ͱͳΔɽ·ͨɼsk͸඼छ kͷݱࡏͷύεू߹ P¯ kʹ͓͚Δύεͷ࠷
୹ڑ཭Ͱ͋Δɽඃ໿අ༻͸ʮύε pͷ௕͞ −ݱࡏͷ࠷୹ڑ཭ʯͰ͋ΔͷͰɼඃ໿
අ༻͕ෛͰ͋Δม਺Λݟ͚ͭΔ͜ͱ͸ݱࡏͷ࠷୹ڑ཭ΑΓ΋୹͍ύεΛݟ͚ͭΔ
͜ͱʹͳΔɽ
sk ͸ఆ਺߲ͱͯ͠ѻ͑ΔͷͰɼඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺Λݟ͚ͭΔ
ʹ͸ɼ඼छ kʹରͯ͠ɼ(34)ࣜͷୈҰ߲Λ࠷খԽ͢Δύε pΛݟ͚ͭΕ͹ྑ͍ɽ͠
͕ͨͬͯɼLRR(C l, P¯ , A¯K)ʹ͓͚Δ඼छ kʹؔ͢ΔՁ֨෇͚໰୊͸ɼ࣍ͷΑ͏ͳ
໰୊ PRkʹؼண͞ΕΔɽ
(PRk)
min
∑
p∈Pk
{ ∑
(i,j)∈AP¯ k
δpij(c
k
ij + dkuij + wkij) +
∑
(i,j)∈A\AP¯ k
δpij(c
k
ij + dkuij)− sk
}
zkp (35)
subject to
∑
p∈Pk
zkp = 1 (36)
0 ≤ zkp ≤ 1 ∀p ∈ P k (37)
͜͜Ͱɼ඼छ kɼΞʔΫ (i, j)ͷधཁʹؔ͢Δڧ੍੍໿ࣜͰ͋Δ (22)͕ࣜੜ੒͞
Ε͍ͯͳ͍ɼ͢ͳΘͪ A¯K ʹؚ·Εͳ੍͍໿ࣜʹର͢Δ wkij ͸ 0ͱ͠ɼ(35)ࣜʹ͸
ؚΊ͍ͯͳ͍ɽ
sk͸ఆ਺Ͱ͋ΔͷͰɼPRk͸ΞʔΫ (i, j)ͷ௕͕͞ඇෛͷ ckij + dkuij +wkij ·ͨ͸
ckij + dkuij ͱͨ͠඼छ kʹର͢Δ࢝఺ɾऴ఺ؒͷ࠷୹࿏໰୊ʹؼண͞Εɼ͜ͷ໰୊
͸μΠΫετϥ๏ʹΑΓ༰қʹղ͘͜ͱ͕Ͱ͖Δɽ
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とした品種 k に対する始点・終点間の最短路問題に帰着され，この問題はダ
イクストラ法により容易に解くことができる．
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algorithm 2: Column Generation and Row Generation
Set P and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate p th variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no p th variabl is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ t ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ ɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algorithm 2: Column Generati n and Row Gener tion
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, , w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path le gth zk;
if zk < sk then
pˆ is added to P¯ k and gener te path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is gener ted
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ z k ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ L ( l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algorithm 2: Column Genera ion and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP s lver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length ;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ t ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0 ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algo ithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the ptimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ th sh rtest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
͜ͱʹͳΓɼpk ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ k ͍ͭ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k) A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέ Ϧϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ UCNDP ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algorithm 2: Column Generation and Row Generation
S t P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solutio (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ kɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ k ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ ΕͨσβΠϯղΛ΋ͱ ͨ͠ݶఆ෼ࢬݶఆ
ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ ͷ 3छྨͷۙࣅղ๏Λ࢖ Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
ɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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この最短路問題の最短パスを
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solutio (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύ ࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅ ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ σβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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，最短パスの長さを
Algorithm 2: Column G neration and Row G neration
Set P¯ and A¯K := ϕ;
repe t
Solve L R(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of L R(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk hen
pˆ i a d to P¯ k and g nerate path variable xkpˆ;
for (i, j) ∈ A do
f (i j, k) /∈ A¯K and δpˆij = 1 then (i j, k) is add to A¯K;
end
end
until no path variable is g nerated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚ ඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ k ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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とする．このとき，
Algorithm 2: Column G neration and Row G neration
Se P¯ and A¯K := ϕ;
repeat
Solve L R(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual s lution ( u,w) of L R(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get t e shortes path pˆ and t e shortes path length zk;
if z < sk then
pˆ is ad ed to P¯ k and g n rate path variable xkpˆ;
for (i, j) ∈ A do
f (i j, k) /∈ A¯K and δpˆij = 1 then (i j, k) is add to A¯K;
end
end
u til no path variable is g nerated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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Algori m 2: Colum G ner ion a Row G neration
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , ) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦ ά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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であれば，品種 における被約費用が負であるパスフロー変数が見つかったこと
になり，
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔ ͯɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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が生成すべきパス，パスに対応するパスフロー変数
Algorithm 2: Column Ge eration Row Generation
Set P¯ and AK := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the op imal dual solution (s, u, w) of LRR(C l, P , A¯K);
for k ∈ K do
Solve PRk;
G t the shor st path pˆ and the shor est path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path vari ble xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path vari ble is generated
͜ͷ࠷୹࿏໰୊ ࠷୹ύεΛ pk ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹ ͨݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
10
が生成すべき変数と
なる．また，すべての品種 k について
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate p th variabl xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pk ࠷୹ύεͷ௕͞Λ tk ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ ʹͭ ͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹ ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹ ͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ UCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ
Βɼ༰ྔεέʔϦϯά๏Ͱ ɼඞͣ͠΋͢΂ͯ σβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
10
であれば，被約費用が負である変数が
存在しないため，
Algorithm 2: Column Gener tion and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solu i n (s, u, w) f LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the short st path le gth zk;
if zk < sk then
pˆ is added to P¯ k and gene te ath vari ble xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻ ෛͰ͋ ϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒ ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ ΊɼLR(C l)͕࠷ద ղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δ ྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓ LR(C l) ͢΂ͯͷ ͕ 0·ͨ͸ 1 ऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
10
（
l rit : l e rati e er ti
et : ;
r t
l e ( l, , ) I s l er;
et t e ti l l s l tio (s, , ) of ( l, , );
f r
l e k;
et t e s rtest t t e s rtest t len t zk;
if zk sk t
is e t k e e ate t ri le kpˆ;
f r (i, j)
if (i, j, ) δpˆij t (i, j, ) is t ;
til t v ri ble is ge er te
k tk tk
sk
k ͢΂͖ zkpk
tk sk
ͨ ( l) ʹ
k (i, j, )
( l) ( l 1)
ɽ l rit
.
( l) ʹ
͕
）が最適に解けたことになる．続いて，生成した
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no pa h variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛ ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ ΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭ ΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
10
上のアーク
に関して，要素（
Alg rithm 2: Column G eratio and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP so ver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K o
Solve PRk;
Get the shortest path pˆ and the hort st path length zk;
if zk < sk then
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δ ϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ ΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δ ྻੜ੒๏ͱྻੜ੒๏ ΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ
Βɼ༰ྔεέʔϦϯά๏Ͱ ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
10
）を
l i : l r ti r ti
t : ;
l ( l, , ) I s l r;
t t ti l l s l ti ( , , ) f ( l, , );
f
l k;
t t s rt st t t s rtest t l t k;
if k k
is t k r t t ri l kpˆ;
f (i, j)
if (i, j, ) pˆij (i, j, ) is t ;
il t ri l is r t
k tk tk
k
k
pk
tk k
( l)
k (i, j, )
( l) ( l 1)
l rit
.
( l)
͕
に追加する．
容量スケーリング法では，容量を変更して繰り返し線形緩和問題を最適化ソルバー最
適により解く．このため，
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
r peat
Solve LRR(C l, P¯ , A¯K) by an MIP solver;
Get e optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk the
pˆ is added to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ ʹ ͚Δඃ໿අ༻͕ෛͰ͋ ύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ ͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕
͢΂͖ม਺ͱͳΔɽ·ͨɼ͢΂ ͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ ༰ྔΛมߋͯ͠܁Γฦ ઢܗ؇࿨໰୊ ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒ ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ 3छྨͷۙࣅղ๏ ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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（
l rit : l e er ti e er ti
et : ;
r t
l e ( l, , ) I s l er;
et ti l l s l ti (s, , ) f ( l, , );
f r
l e k;
et t e s rtest t t e s rtest t le t zk;
if zk sk t
is e t k e er te t ri le kpˆ;
f r (i, j)
if (i, j, ) δpˆij t (i, j, ) is t ;
til t v ri ble is ge er te
k tk tk
sk k
k ੜ੒ zkpk
tk sk
( l)
k (i, j, )
ɼ
( l) ( l 1)
l rit
Λ
.
( l)
）では，
Alg rithm 2: C l mn Generation nd Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by an MIP s lver;
Get the op imal al solution (s, u w) of LRR(C l, P¯ , A¯K);
for k ∈ K o
Solve PRk;
Get he shortest path pˆ and he shortest path length zk;
if zk < sk then
pˆ is add d to P¯ k and generate path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
unti no ath v riable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ύεͷ௕͞Λ tk ͱ͢ ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔ ·ͨɼ͢΂ͯͷ඼छ kʹ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊɼLR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ɼཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔ ߋ ͯ܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊ L l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά๏ʹΑ ੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ ύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓɼLR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ͱʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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（
Algorithm 2: Column Generation and Row Generation
Set P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯ ) by MIP s lver;
Get the optim l ual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Ge the shortest a pˆ and the sh rte p h length zk;
if zk < sk then
pˆ is ad ed to ¯k and generate path variable xkpˆ;
for (i, j) ∈ A do
if ( , j, ) /∈ A¯K a d δpˆij = 1 then (i, j, k) is add to A¯K;
e d
end
until no path variable is generated
͜ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ ͷ௕͞Λ tk ͱ ɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ɼ඼छ kʹ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ ʹͳΓɼpk ͕ੜ੒͢΂͖ύεɼύεʹରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ· ɼ͢΂ͯͷ඼छ kʹ͍ͭͯ − sk ≥ 0Ͱ͋Ε͹ ඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊ LR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳ ଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞ Ϋʹؔ ཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊Λ࠷దԽιϧ
όʔ࠷ద ΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ ( l−1)·Ͱ ੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ๏
༰ྔεέʔϦϯά ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέʔϦϯά๏ʹΑΓ LR(C l)ͷ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ɼ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆͨ͠໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩ ͕ٻ·Ε͹ɼUCNDP ͷ࣮ߦՄೳղ͕ٻ·Δ͜ ʹͳΔɽ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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）までに生成したパス集合を初期集合
として利用できる．列生成法と行生成法のアルゴリズムを Algorithm2に示す．
4 　近似解法
容量スケーリング法により生成されたデザイン解をもとにした限定分枝限定法，パス
再結合法および局所分枝法の 3 種類の近似解法を使用する．
4 ． 1 　限定分枝限定法
容量スケーリング法により，
Algo ithm 2: Column Generation and Row Generation
S t P¯ and A¯K := ϕ;
repeat
Solve LRR(C l, P¯ , A¯K) by a MIP solver;
Get the optimal dual solution (s, u, w) of LRR(C l, P¯ , A¯K);
for k ∈ K do
Solve PRk;
Get the shortest path pˆ and the shortest path length zk;
if zk < sk then
pˆ is added to P¯ k and gener te path variable xkpˆ;
for (i, j) ∈ A do
if (i, j, k) /∈ A¯K and δpˆij = 1 then (i, j, k) is add to A¯K;
end
end
until no path variable is generated
ͷ࠷୹࿏໰୊ͷ࠷୹ύεΛ pkɼ࠷୹ ͷ௕͞Λ tk ͱ͢Δɽ͜ͷͱ͖ɼtk −
sk < 0Ͱ͋Ε͹ ඼छ k ͓͚Δඃ໿අ༻͕ෛͰ͋Δύεϑϩʔม਺͕ݟ͔ͭͬ
ͨ͜ͱʹͳΓɼpk ੜ੒͢΂͖ύε ύε ରԠ͢Δύεϑϩʔม਺ zkpk ͕ੜ੒
͢΂͖ม਺ͱͳΔɽ·ͨ ͢΂ ͷ඼छ k ͍ͭͯ tk − sk ≥ 0Ͱ͋Ε͹ɼඃ໿අ༻
͕ෛͰ͋Δม਺͕ଘࡏ͠ͳ͍ͨΊ LR(C l)͕࠷దʹղ͚ͨ͜ͱʹͳΔɽଓ͍ͯɼ
ੜ੒ͨ͠ pk্ͷΞʔΫʹؔͯ͠ ཁૉ (i, j, k)Λ A¯K ʹ௥Ճ͢Δɽ
༰ྔεέʔϦϯά ͸ɼ༰ྔΛมߋͯ͠܁Γฦ͠ઢܗ؇࿨໰୊ ࠷దԽιϧ
όʔ࠷దʹΑΓղ͘ɽ͜ͷͨΊɼLR(C l)Ͱ͸ɼLR(C l−1)·Ͱʹੜ੒ͨ͠ύεू߹
Λॳظू߹ͱͯ͠ར༻Ͱ͖Δɽྻੜ੒๏ͱྻੜ੒๏ͷΞϧΰϦζϜΛ Algorithm2
ʹࣔ͢ɽ
4 ۙࣅղ
༰ྔεέʔϦϯά๏ʹΑΓੜ੒͞ΕͨσβΠϯղΛ΋ͱʹͨ͠ݶఆ෼ࢬݶఆ
๏ɼύε࠶݁߹๏͓Αͼہॴ෼ࢬ๏ͷ 3छྨͷۙࣅղ๏Λ࢖༻͢Δɽ
4.1 ݶఆ෼ࢬݶఆ๏
༰ྔεέ Ϧϯά๏ʹΑΓɼLR(C l) ͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͠ ͔ͭͦΕΒͷ஋ʹσβΠϯม਺Λݻఆ ͨ໰୊ʹ͓͍࣮ͯߦՄೳͳඇ෼
ׂϑϩʔ͕ٻ·Ε͹ UCNDP ࣮ߦՄೳղ ٻ· ͜ͱʹͳΔ ͔͠͠ͳ͕
Βɼ༰ྔεέʔϦϯά๏Ͱ͸ɼඞͣ͠΋͢΂ͯͷσβΠϯม਺͕ 0·ͨ͸ 1ʹऩ
ଋ͢Δอূ͸ͳ͘ɼ·ͨଟ͘ͷ܁Γฦ͕͠ඞཁͱͳΔ৔߹΋ଟ͍ɽͦ͜Ͱɼେ൒
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is t k rat t ri l pˆ;
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il t ri l is r t
k ύε tk tk
k
k ͕ ɼ kpk
ɼ ʹ tk k
( l)
k (i, j, )
๏
( l) ( l 1)
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.
ʔ ( l)ͷ
ɼ
）のすべてのデザイン変数が 0 または 1 に収束し，
かつそれらの値にデザイン変数を固定した問題において実行可能な非分割フローが求ま
れば，UCNDP の実行可能解が求まることになる．しかしながら，容量スケーリング法
では，必ずしもすべてのデザイン変数が 0 または 1 に収束する保証はなく，また多くの
非分割フローを考慮した容量制約をもつネットワーク設計問題
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繰り返しが必要となる場合も多い．そこで，大半のデザイン変数が収束したとしても，
非分割フローを最適に求めることも困難である．
Algorithm 3: Restricted Branch and Bound
Set ϵ, B, Bmin, ∆B, α and T ;
if B ≥ Bmin then
for (i, j) ∈ A do
if y˜ij < ϵ then yij = 0;
else if y˜ij > 1− ϵ then yij = 1;
else yij is free;
end
if the number of free variables of y is less than B then
Solve UCNDA associated with the restricted design variable y and adding
ZUCNDA < UB × (1 + α) as a constraint by an MIP solver within T ;
Get the objective function value ZUCNDA and the design solution y¯ of
UCNDA;
B := max{Bmin, B −∆B};
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y¯;
ͷσβΠϯม਺͕ऩଋͨ͠ͱͯ͠΋ɼඇ෼ׂϑϩʔΛ࠷దʹٻΊΔ͜ͱ͕ࠔ೉Ͱ
͋Δɽ
ͦ͜Ͱɼऩଋ͍ͯ͠ͳ͍σβΠϯม਺͓Αͼϑϩʔม਺ͷΈΛม਺ͱ͠ɼͦΕ
Ҏ֎Λݻఆͨ͠ݶఆ෼ࢬݶఆ๏Λద༻͢Δɽద౰ͳ൑ఆج४஋Λઃఆ͠ɼऩଋ͠
͍ͯͳ͍σβΠϯม਺ͷ਺͕͜ͷ൑ఆج४஋ҎԼͱͳͬͨͱ͖ʹɼUCNDAʹର
ͯ͠෼ࢬݶఆ๏Λద༻͢ΔɽUCNDP Ͱ͸ͳ͘ɼUCNDAʹରͯ͠෼ࢬݶఆ๏Λ
ద༻͢Δͷ͸ɼ࠷దղʹؚ·ΕΔύεϑϩʔม਺Λੜ੒͓ͯ͘͜͠ͱ͕ࠔ೉ͳͨ
ΊͰ͋Δɽ͜ͷΑ͏ͳݶఆ෼ࢬݶఆ๏Λద༻ͨ͠ޙɼ൑ఆج४஋ΛҰఆ஋ͩ͸ݮ
͡ɼݶఆ෼ࢬݶఆ๏Λ܁Γฦ͢ɽ͜ͷΑ͏ʹม਺Λݶఆͯ͠΋ UCNDAͷ࠷దղ
ΛٻΊΔ͜ͱ͸ࠔ೉Ͱ͋ΔͷͰɼద౰ͳܭࢉ࣌ؒͷ্ݶΛઃఆ͢Δɽ͞Βʹɼݱ
ࡏͷ࠷ྑͷ໨తؔ਺஋Ͱ͋Δ্ք஋ͷҰఆഒҎԼʹͳΔͱ͍͏৚݅Λ੍໿ࣜͱ͠
ͯՃ͓͖͑ͯɼղ๏ͷऩଋΛݶఆૢ࡞ΛڧԽ͢Δɽ໨తؔ਺஋͕࠷ྑͷ্ք஋ະ
ຬͰ͋Δ੍໿Λ௥ՃΕ͹ɼܭࢉ࣌ؒΛ୹ॖͰ͖Δ͕ɼޙʹࣔ͢ύε࠶݁߹๏ʹͷ
ͨΊͷ໨ඪ஋Λࢉग़͢ΔͨΊʹɼ໨తؔ਺஋͕࠷ྑͷ্ք஋ΑΓ΋एׯߴΊ·Ͱ
ͱ͍͏੍໿Λ௥Ճ͢Δɽ
༰ྔεέʔϦϯά๏Ͱ͸ɼݶఆ෼ࢬݶఆ๏ʹΑΓ࣮ߦՄೳղ͕ݟ͔ͭΔ͔ɼ܁
Γฦ͠ճ਺্͕ݶ஋Λӽ͑ͨͱ͖ʹऴྃ͢Δɽݶఆ෼ࢬݶఆ๏ΛؚΉ༰ྔεέʔ
Ϧϯά๏ͷΞϧΰϦζϜΛAlgorithm3ʹࣔ͢ɽ͜͜Ͱɼϵ͸ݶఆ෼ࢬݶఆ๏ʹ͓͚
Δᮢ஋ɼB ͸ݶఆ෼ࢬݶఆ๏ͷద༻ج४ͷॳظ஋ɼ∆B ͸ݶఆ෼ࢬݶఆ๏ͷద༻
ج४ͷݮগྔɼBmin͸ݶఆ෼ࢬݶఆ๏ͷద༻ج४ͷ࠷খ஋ɼα͸ݶఆ෼ࢬݶఆ๏
ͷ্ݶύϥϝʔλͰ͋ΓɼT ͸ܭࢉ࣌ؒͷ্ݶͰ͋Δɽ
11
そこで，収束していないデザイン変数およびフロー変数のみを変数とし，それ以外を
固定した限定分枝限定法を適用する．適当な判定基準値を設定し，収束していないデザ
イン変数の数がこの判定基準値以下となったときに，UCNDA に対して分枝限定法を適
用する．UCNDP ではなく，UCNDA に対して分枝限定法を適用するのは，最適解に含
まれるパスフロー変数を生成しておくことが困難なためである．このような限定分枝限
定法を適用した後，判定基準値を一定値だけ減じ，限定分枝限定法を繰り返す．このよ
うに変数を限定しても UCNDA の最適解を求めることは困難であるので，適当な計算
時間の上限を設定する．さらに，現在の最良の目的関数値である上界値の一定倍以下
になるという条件を制約式として加えておき，解法の収束を限定操作を強化する．目的
関数値が最良の上界値未満である制約を追加すれば計算時間を短縮できるが，後に示
すパス再結合法のための目標値を算出するために，目的関数値が最良の上界値よりも
1＋α倍までという制約を追加する．
限定分枝限定法のアルゴリズムを Algorithm3に示す．ここで，ϵは限定分枝限定法
における閾値，Bは限定分枝限定法の適用基準の初期値，ΔBは限定分枝限定法の適用
基準の減少量，Bminは限定分枝限定法の適用基準の最小値，αは限定分枝限定法の上限
パラメータであり，Tは計算時間の上限である．
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Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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4 ． 2 　パス再結合法
パス再結合法は，解集合から初期解と目標解の 2 つの解を選択し，これら 2 つ
の解の中間的な解を探索する近似解法である．ネットワーク設計問題に対しては，
Ghamlouche et al.（2004）がパス再結合法を用いた解法を示している．
本研究では，現在までの最良解を初期解とし，限定分枝限定法により得られた実行可
能解を目標解に設定する．これらの解において， 2 つのデザイン変数の値が一致すれば
その値に固定し，そうでなければ自由変数とした問題を作成し，最適化ソルバー最適に
より解くことにする．現在までの最良解を
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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，限定分枝限定法により得られた実行可能
解を
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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とする．このときアーク（i, j）に対して，初期解と目標解が一致，すなわち
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λࣔ ͍ͯΔɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ ΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷ ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
(i,j)∈A|yˆij=1
(1− yij) +
(i,j)∈A|yˆij=0
yij ≤M, (38)
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であれば，このデザイン変数
̸
を
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に固定する．
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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であれば，このデ
ザイン変数を 0-1 の自由変数とする．適当な計算時間の上限T のもとで，この制限を
もつ UCANDA を解く．パス再結合法のアルゴリズムを Algorithm4に示す．
4 ． 3 　局所分枝法
これまでに示した解法から得られた中の最良解に対して，局所分枝法（Fischetti and 
Lodi 2003）を適用して，より良い解を探索する．局所分枝法は，局所分枝制約によっ
て制約された問題を直接的に解くことによって，現在の解を近傍を効率的に探索する解
法である．本研究では，以下のような局所分枝法を利用する。
適当な実行可能解
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bou d or Local Branching;
if New current design solution y˜ is found then
for ( , j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղ ୳ࡧ͢Δۙࣅղ๏Ͱ͋ ωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒ ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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が求められたときに，近傍パラメータを （ ）とすると，局所
分枝制約は次のようになる．
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Ge the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹ ͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouch et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯ 2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱ ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1 ࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻͠ ΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ and UB by Capacity Scaling;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints by an MIP solver
within T ;
if a feasible solution of UCNDA is found then
Get the upper bound ZUCNDA and the feasible design solution of UCNDA;
Remove the equation (38) and add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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l i 4: Path Relinking
T ;
current best design solution yˆ, and current design solution y¯ by Restricted
Branc and Bou d or Local Branching;
if N w current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
2
Algorithm 4: Path Relinking
Set T ;
Get cur ent best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective functi n value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷ ͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ a d UB by Capacity Scali g;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints by an MIP solver
within T ;
if a feasible solution of UCNDA is found then
Get the upper bound ZUCNDA and the feasible design solution of UCNDA;
Remove the equation (38) and add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ ݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i,j)∈A|yˆij=1
( − yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨ ہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ ہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ and UB by Capacity Scaling;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints by an MIP solver
within T ;
if a feasible solution of UCNDA is found then
Get the upper b u ZUCNDA and he f sible desig solution of UCNDA;
Remove the equation (38) a d add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the quation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑ Λߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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Al orithm 5: Local Branching
Set M , ∆M and T ;
Get and UB by Capacity Scaling;
Add the equation (38) and (39) o UCNDA;
repeat
Solve UCNDA asso iated wi h loc l branching constraints by an MIP solver
within T ;
if a feasible solutio of UCNDA s found then
Get the upper boun ZUCNDA and th feasible design solution of UCNDA;
Remove the equation (38) and add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i, )∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹ ͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i, )∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ C໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡Π ελϯεͰ͋Δɽ
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Algorithm 1: Capacity Scaling
Set λ, ITEmin, ITEmax;
C1 := C; UB := ∞; l := 1;
repeat
Solve LR(C l) by Column Generation and Row Generation;
Get the design solution y˜ and the total ﬂow solution X˜ of LR(C l);
Restricted Branch and Bound;
Path Relinking;
l := l + 1;
for (i, j) ∈ A do
C lij := λX˜ij + (1− λ)C
l−1
ij or C lij := {1− λ(1− y˜ij)}C
l−1
ij ;
end
until If l ≥ ITEmin and UB ̸= ∞, or l ≥ ITEmax
Local Branchi g;
P th Relinking;
඼छ kͷద౰ͳύεͷ෦෼ू߹ P¯ = (P¯ k)͓Αͼద౰ͳڧ੍੍໿ࣜͷ෦෼ू߹
A¯K(⊂ A ×K)͕ٻΊΒΕ͍ͯΔ΋ͷͱ͢Δɽ͜ͷͱ͖ɼύεू߹͕ P¯ɼڧ੍੍໿
͕ࣜ A¯K ʹݶఆ͞Ε͍ͯΔ࣍ͷΑ͏ͳݶఆओ໰୊ LRR(C l, P¯ , A¯K)Λߟ͑Δɽ
(LR(C l, P¯ , A¯K))
min
∑
(i,j)∈A
∑
k∈K
ckij
∑
p∈P¯k
δpijz
k
p +
∑
(i,j)∈A
fijyij (28)
subject to
∑
p∈P¯k
zkp = 1 ∀k ∈ K (29)
∑
k∈K
∑
p∈P¯k
δpijd
kzkp ≤ C lijyij ∀(i, j) ∈ A (30)
∑
p∈P¯k
δpijz
k
p ≤ yij ∀(k, i, j) ∈ A¯K (31)
0 ≤ zkp ≤ 1 p ∈ P¯ k, k ∈ K (32)
0 ≤ yij ≤
Cij
C lij
∀(i, j) ∈ A (33)
(31)ࣜ͸ΞʔΫ ( , j)Λ௨Δ඼छ kͷύεϑϩʔม਺͕ੜ੒͞Ε͍ͯΔͱ͖ͷΈ
ଘࡏ͢Δڧ੍੍໿ࣜͱͳΔɽ
͜ ໰୊͸ઢܗܭը໰୊Ͱ͋ΔͨΊɼP¯ ΍ A¯K ͷཁૉ਺͕গͳ͚Ε͹ɼ൚༻ͷ
࠷దԽιϧόʔΛ༻͍ͯղ͘͜ͱ͕Ͱ͖Δɽ
8
lgorith 5: Local ra ching
Set , and T ;
et yˆ and U by apacity Scaling;
dd the equation (38) and (39) to U ;
repeat
S lve U associated ith local branching constraints by an IP solver
ithin T ;
if a feasible solution of U is found then
et the upper bound ZUCNDA and the feasible design solution of U ;
e ove the equation (38) and add the equation (40) to U ;
if ZUCNDA U then
U : ZUCNDA and yˆ : y′;
dd the equation (38) and (39) to U ;
else : / ;.
until min
(i,j)∈A|yˆij=1
(1 yij)
(i,j)∈A|yˆij=0
yij 1. (39)
yˆ PT
yˆ
yˆ (38) (39) U
T y′
yˆ : y′ (38)
(i,j)∈A|yˆij=1
(1 yij)
(i,j)∈A|yˆij=0
yij 1. (40)
lgorith 5
min
e itt et al. (2012)
31
0-1
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第一の制約は，現在の解
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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の M−OPT 近傍を含む領域を表す制約である．第二の制約
は
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ UCANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀ ʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ʹɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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を除外する制約である．
Algorithm 4: Path Relinking
Set T ;
Get current best design solution yˆ, and current design solution y¯ by Restricted
Branch and Bound or Local Branching;
if New current design solution y˜ is found then
for (i, j) ∈ A do
if yˆij = y¯ij then yij = yˆij ;
else yij is free;
end
Solve UCNDA associated with the restricted design variable y by an MIP
solver within T ;
Get the objective function value ZUCNDA and the design solution y˜ of UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y˜;
4.2 ύε࠶݁߹๏
ύε࠶݁߹๏͸ɼղू߹͔Βॳظղͱ໨ඪղͷ 2ͭͷղΛબ୒͠ɼ͜ΕΒ 2ͭ
ͷղͷதؒతͳղΛ୳ࡧ͢Δۙࣅղ๏Ͱ͋ΔɽωοτϫʔΫઃܭ໰୊ʹରͯ͠͸ɼ
Ghamlouche et al. (2004)͕ύε࠶݁߹๏Λ༻͍ͨղ๏Λ͍ࣔͯ͠Δɽ
ຊݚڀͰ͸ɼݱࡏ·Ͱͷ࠷ྑղΛॳظղͱ͠ɼݶఆ෼ࢬݶఆ๏ʹΑΓಘΒΕͨ
࣮ߦՄೳղΛ໨ඪղʹઃఆ͢Δɽ͜ΕΒͷղʹ͓͍ͯɼ2ͭͷσβΠϯม਺ͷ஋
͕Ұக͢Ε͹ͦͷ஋ʹݻఆ͠ɼͦ͏Ͱͳ͚Ε͹ࣗ༝ม਺ͱͨ͠໰୊Λ࡞੒͠ɼ࠷
దԽιϧόʔ࠷దʹΑΓղ͘͜ͱʹ͢Δɽݱࡏ·Ͱͷ࠷ྑղΛ yˆɼݶఆ෼ࢬݶఆ
๏ʹΑΓಘΒΕ࣮ͨߦՄೳղΛ y¯ͱ͢Δɽ͜ͷͱ͖ΞʔΫ (i, j)ʹରͯ͠ɼॳظղ
ͱ໨ඪղ͕Ұகɼ͢ͳΘͪ yˆij = y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺ yij Λ yˆij ʹݻఆ
͢Δɽyˆij ̸= y¯ij Ͱ͋Ε͹ɼ͜ͷσβΠϯม਺Λ 0-1ͷࣗ༝ม਺ͱ͢Δɽద౰ͳܭࢉ
࣌ؒͷ্ݶͷ΋ͱͰɼ͜ͷ੍ݶΛ΋ͭ CANDAΛղ͘ɽύε࠶݁߹๏ͷΞϧΰ
ϦζϜΛAlgorithm4ʹࣔ͢ɽ
4.3 ہॴ෼ࢬ๏
͜Ε·Ͱʹࣔͨ͠ղ๏͔ΒಘΒΕͨதͷ࠷ྑղʹରͯ͠ɼہॴ෼ࢬ๏ (Fischetti
and Lodi 2003)Λద༻ͯ͠ɼΑΓྑ͍ղΛ୳ࡧ͢Δɽہॴ෼ࢬ๏͸ɼہॴ෼ࢬ੍໿
ʹΑ੍ͬͯ໿͞Εͨ໰୊Λ௚઀తʹղ͘͜ͱʹΑͬͯɼݱࡏͷղΛۙ๣Λޮ཰త
ʹ୳ࡧ͢Δղ๏Ͱ͋Δɽ
ద౰ͳ࣮ߦՄೳղ yˆ͕ٻΊΒΕͨͱ͖ ɼۙ๣ύϥϝʔλΛM(> 0)ͱ͢Δͱɼ
ہॴ෼ࢬ੍໿͸࣍ͷΑ͏ʹͳΔɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij ≤M, (38)
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に対する局所分枝制約である式と式を UCNDA に加えた問題を最適化ソルバー
で解く．この問題を最適に解くことは困難な場合があるため，計算時間の上限Tを設定
する．もし，現在の解よりも良い実行可能解
Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ and UB by Capacity Scaling;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints by an MIP solver
within T ;
if a feasible solution of UCNDA is found then
Get the upper bound ZUCNDA and the feasible design solution of UCNDA;
Remove the equati n (38) and add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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が見つかれば，
Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ and UB by Capacity Scaling;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints by an MIP solver
within T ;
if a feasible solution of UCNDA is found then
Get the upper bound ZUCNDA and the feasible design solution of UCNDA;
Remove the equation (38) and add the equation (40) to UCNDA;
if ZUCNDA < UB then
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39)
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆͷM −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ੍໿͸ yˆΛআ֎͢Δ੍໿Ͱ͋Δɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ͨ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
∑
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM Λݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ɼύε
࠶݁߹๏Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC໰୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1Ͱ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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として現在の最
良解を更新する．次の繰り返しにおいて式を次式で置き換える．
Algorithm 5: Local Branching
Set M , ∆M and T ;
Get yˆ and UB by Capacity Scaling;
Add the equation (38) and (39) to UCNDA;
repeat
Solve UCNDA associated with local branching constraints b an MIP solver
within T ;
if a f asible solution of UCNDA is found then
G t th upp r bound ZUCNDA and the feasible design solution of UCNDA;
Remove the equation (38) and add the equation (40) to UCN ;
if ZUCNDA < UB hen
UB := ZUCNDA and yˆ := y′;
Add the equation (38) and (39) to UCNDA;
else M :=M/∆M ;.
until M < Mmin
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > 1. (39
ୈҰͷ੍໿͸ɼݱࡏͷղ yˆ M −OPT ۙ๣ΛؚΉྖҬΛදΘ੍͢໿Ͱ͋Δɽୈೋ
ͷ ͸ yˆΛআ֎͢Δ ɽ
yˆʹର͢Δہॴ෼ࢬ੍໿Ͱ͋Δ (38)ࣜͱ (39)ࣜΛ UCNDAʹՃ͑ ໰୊Λ࠷ద
ԽιϧόʔͰղ͘ɽ͜ͷ໰୊Λ࠷దʹղ͘͜ͱ͸ࠔ೉ͳ৔߹͕͋ΔͨΊɼܭࢉ࣌
ؒͷ্ݶ T Λઃఆ͢Δɽ΋͠ɼݱࡏͷղΑΓ΋ྑ͍࣮ߦՄೳղ y′ ͕ݟ͔ͭΕ͹ɼ
͜ΕΛ yˆ := y′ͱͯ͠ݱࡏͷ࠷ྑղΛߋ৽͢Δɽ࣍ͷ܁Γฦ͠ʹ͓͍ͯ (38) ࣜΛ࣍
ࣜͰஔ͖׵͑Δɽ
(i,j)∈A|yˆij=1
(1− yij) +
∑
(i,j)∈A|yˆij=0
yij > M + 1. (40)
ݱࡏͷղΑΓ΋ྑ͍ղ͕ݟ͔ͭΒͳ͍৔߹ɼۙ๣ύϥϝʔλM ݮͯ͡ɼ࠶౓ہ
ॴ෼ࢬΛ࣮ࢪ͢Δɽ·ͨɼہॴ෼ࢬ๏ʹΑΓ࠷ྑղ͕ಘΒΕͨ৔߹ɼ࠶౓ ύε
࠶݁߹ Λߦ͏ɽہॴ෼ࢬ๏ͷΞϧΰϦζϜΛ Algorithm5ʹࣔ͢ɽ͜͜ͰɼM ͸
ہॴ෼ࢬʹ͓͚Δۙ๣ͷॳظ஋ɼ∆M ͸ۙ๣ͷݮগྔɼMmin ͸ۙ๣ͷ࠷খ஋Ͱ
͋Δɽ
5 ਺஋࣮ݧ
Hewitt et al. (2012)͕༻͍͍ͯΔϕϯνϚʔΫ໰୊Ͱ͋ΔC ୊ʹରͯ͠ɼ਺஋
࣮ݧΛߦ͍ɼैདྷͷݚڀͱͷൺֱΛߦ͏ɽ͜ͷϕϯνϚʔΫ໰୊͸ 31໰Ͱ͋Γɼ
͜ΕΒͷ໰୊͸ϑϩʔม਺͕ 0-1 ͋ΔҎ֎͸༰ྔ੍໿Λ΋ͭͷωοτϫʔΫઃ
ܭ໰୊Ͱ༻͍ΒΕΔϕϯνϚʔΫ໰୊ͱಉ͡ΠϯελϯεͰ͋Δɽ
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現在の解よりも良い解が見つからない場合，近傍パラメータ M を減じて，再度局所分
枝を実施する．また，局所分枝法により最良解が得られた場合，再度，パス再結合法を
行う．局所分枝法のアルゴリズムを Algorithm5 に示す．ここで，M は局所分枝におけ
る近傍の初期値，ΔMは近傍の減少量，Mminは近傍の最小値である．
5 　数値実験
Hewitt et al.（2012）が用いているベンチマーク問題である C問題に対して，数値実
験を行い，従来の研究との比較を行う．このベンチマーク問題は31問であり，これらの
問題はフロー変数が 0-1 である以外は容量制約をもつのネットワーク設計問題で用いら
れるベンチマーク問題と同じインスタンスである．
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本研究では，限定分枝限定法のみを行う方法（RBB），限定分枝限定法と局所分枝を
行う方法（LBR），およびすべての解法を行う方法（PRL）の結果を示す．
比較する研究は，Yaghini and Kazemzadeh（2012）のシミュレーテッドアニーリン
グ法（SA）と Hewitt et al.（2012）の IP 探索法（IPS）および分枝価格ガイドつき探
索法（BPG）である．なお，記載した上界値と計算時間は，各論文に記載されているも
のである．また，上界値の誤差を算出するために，アークフローによる定式化 UCNDA
を数理計画ソルバー CPLEX（最大30時間）により解き，下界値または最適値（LB/
OPT）を求めている．なお，同時に CPLEX により上界値（CPLEX）も求めている．
本研究の解法で設定した主な条件およびパラメータなどは以下の通りである．
• 使用 OS および言語：UBUNTU 12.04，GNU C++ compiler
• 最適化ソルバー：CPLEX 12.4（Parallel Version）
• 容量の変更方法：Cl：=｛1−λ（1−
ຊݚڀͰ͸ɼݶఆ෼ࢬݶఆ๏ͷΈΛߦ͏ํ๏ (RBB)ɼݶఆ෼ࢬݶఆ๏ͱہॴ෼
ࢬΛߦͳ͍ํ๏ (LBR)ɼ͓Αͼ͢΂ͯͷղ๏Λߦͳ͏ํ๏ (PRL)ͷ݁ՌΛࣔ͢ɽ
ൺֱ͢Δݚڀ͸ɼYaghini and Kazemzadeh (2012)ͷγϛϡϨʔςουΞχʔϦϯ
ά๏ (SA)ͱ Hewitt et al. (2012)ͷ IP୳ࡧ๏ (IPS)͓Αͼ෼ࢬՁ֨ΨΠυ͖ͭ୳ࡧ
๏ (BPG)Ͱ͋Δɽͳ͓ɼهࡌ্ͨ͠ք஋ͱܭࢉ࣌ؒ͸ɼ֤࿦จʹهࡌ͞Ε͍ͯΔ
΋ͷͰ͋Δɽ·ͨɼ্ք஋ͷޡࠩΛࢉग़͢ΔͨΊʹɼΞʔΫϑϩʔʹΑΔఆࣜԽ
UCNDAΛ਺ཧܭըιϧόʔ CPLEX(࠷େ 30࣌ؒ)ʹΑΓղ͖ɼԼք஋·ͨ͸࠷
ద஋ (LB/OPT)ΛٻΊ͍ͯΔɽͳ͓ɼಉ࣌ʹ CPLEXʹΑΓ্ք஋ (CPLEX)΋ٻ
Ί͍ͯΔɽ
ຊݚڀͷղ๏Ͱઃఆͨ͠ओͳ৚͓݅ΑͼύϥϝʔλͳͲ͸ҎԼͷ௨ΓͰ͋Δɽ
• ࢖༻OS͓ΑͼݴޠɿUBUNTU 12.04ɼGNU C++ compiler
• ࠷దԽιϧόʔɿCPLEX 12.4(Parallel Version)
• ༰ྔͷมߋํ๏ɿC l : {1− λ( y˜)}C l−1
• εέʔϦϯάύϥϝʔλ λɿ0.025ʙ0.250
• ༰ྔεέʔϦϯά๏ͷ࠷খ܁Γฦ͠ճ਺ ITEminɿ100
• ༰ྔεέʔϦϯά๏ͷ࠷େ܁Γฦ͠ճ਺ ITEmaxɿ1000
• ݶఆ෼ࢬݶఆ๏ʹ͓͚Δᮢ஋ ϵɿ0.01
• ݶఆ෼ࢬݶఆ๏ͷద༻ج४ͷॳظ஋Bɿ150
• ݶఆ෼ࢬݶఆ๏ͷద༻ج४ͷݮগྔ∆Bɿ5
• ݶఆ෼ࢬݶఆ๏ͷద༻ج४ͷ࠷খ஋Bminɿ5
• ݶఆ෼ࢬݶఆ๏ͷ্ݶύϥϝʔλ αɿ1.02
• ܭࢉ࣌ؒͷ্ݶ Tɿ2000ඵ
• ہॴ෼ࢬͷۙ๣Mɿ20
• ہॴ෼ࢬͷۙ๣ͷݮগྔ∆Mɿ2
• ہॴ෼ࢬͷۙ๣ͷ࠷খ஋Mminɿ2
ͳ͓ɼ֤࿦จ಺Ͱ࢖༻͍ͯ͠ΔίϯϐϡʔλͳͲ͸ҎԼͷ௨ΓͰ͋Δɽ
• SAɿ࿦จʹෆهࡌ
• IPSɼBPGɿCPU INTEL Xeon 2.26GHz 8CoreɼRAM 24GByte
• RBBɼLBRɼPRL͓Αͼ CPLEXɿCPU INTEL i7 2600 3.4GHz 4CoreɼRAM
16GByte
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）｝ l −1
• スケーリングパラメータ ：0.025～0.250
• 容量スケーリング法の最小繰り返し回数ITEmin：100
• 容量スケーリング法の最大繰り返し回数ITEmax：1000
• 限定分枝限定法における閾値 ϵ：0.01
• 限定分枝限定法の適用基準の初期値 B：150
• 限定分枝限定法の適用基準の減少量Δ B：
• 限定分枝限定法の適用基準の最小値 Bmin：5
• 限定分枝限定法の上限パラメータα：1.02
• 計算時間の上限 T：2000秒
• 局所分枝の近傍M：20
• 局所分枝の近傍の減少量Δ M：2
• 局所分枝の近傍の最小値Mmin：2
なお，各論文内で使用しているコンピュータなどは以下の通りである．
• SA：論文に不記載
• IPS，BPG：CPU INTEL Xeon 2.26GHz 8Core，RAM 24GByte
• RBB，LBR，PRL および CPLEX：CPU INTEL i7 2600 3.4GHz 4Core，RAM16GByte
C 問題に対する解法別の上界値の平均誤差を表 1 に示す．なお，SA では31問中の比
較的小さな15問の解のみが掲載されている．SA の平均誤差は14.99% と大きく，IPでは
2.70%，BPG では1.72% であり，最適化ソルバーである CPLEX では1.89% となっている．
一方，限定分枝限定法のみの解法である RBB では1.58%，局所分枝法を加えた解法で
ある LBR では1.46%，パス再結合を組み合せた解法である PRL では1.34% であり，い
ずれの解法においても従来法よりの良い解を求めることができている．C 問題に対する
非分割フローを考慮した容量制約をもつネットワーク設計問題
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平均計算時間を表 2 に示す．SA では計算時間が未掲載であり，IP と BPG では30分の
上限時間を設けている．一方，CLPEX では62911.0秒を要し，RBB では5491.2秒，LBR
では7566.3 秒，PRL では14503.2秒を要している．提案した解法では，最良解を算出し
たパラメータによる計算時間であり，パラメータチューニングを行わない場合，トータ
ルの計算時間はこれらの数倍となる．
表 3 に，C 問題の個別の問題ごとの最適値 / 下界値，CPLEX および各解法により得
られた上界値を示す．“O”最適値，“L”は下界値であることを表している。また，ボー
ルド体は最適値，イタリック体は最良値を表している。31問の内で最適解を求めること
ができたのは，SA では 0 問，IP では 9 問，BPG では 8 問である．一方，RBB では 2 問，
LBR では 4 問と少ないが，PRL では12問である．CPLEX で最適解が求められたすべ
ての問題に対して，PRL でも最適解を求めることができている．また，最適解を除い
た最良解を算出したのは，RBB では 2 問，LBR では15問であり，PRL では19問である．
PRL では，すべての問題に対して，最適解または最良解を求めることができている．
表 4 に，CPLEX および各解法により得られた上界値の誤差を示す．最大誤差は，SA
では34.59%，IPでは9.92%，BRG では5.57% であり，いずれも最大誤差が 5 % を超えている．
一方，RBB では4.87%，LBR では4.77%，PRL では4.53% であり，すべて 5 % 以内に収まっ
ている．
表 1：上界値の平均誤差の比較（%）
CPLEX SA IP BPG RBB LBR PRL
1.89 14.99* 2.70 1.72 1.58 1.46 1.34
　　　　*：15 out of 31 instances
表 2：平均計算時間の比較（秒）
CPLEX IP BPG RBB LBR PRL
62911.0 1800.0 1800.0 5491.2 7566.3 14503.2
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表 3：個別の問題に対する上界値の比較ද 3: ݸผͷ໰୊ʹର͢Δ্ք஋ͷൺֱ
Problem LB/OPT CPLEX SA IP BRG RBB LBR PRL
20/230/040/V/L 423933.0O 423933 423933 423933 424075 424075 423933
20/230/040/V/T 398870.0O 398870 398870 398870 400380 400380 398870
20/230/040/F/T 668699.0O 668699 670928 668699 668699 669642 669642 668699
20/230/200/V/L 93592.5L 95187 118785 95695 94843 94644 94644 94644
20/230/200/F/L 135466.2L 139570 141700 138476 138084 138084 138084
20/230/200/V/T 98229.0L 98899 112792 100884 98947 98674 98610 98610
20/230/200/F/T 133762.1L 139329 167006 141734 139889 137618 137594 137594
20/300/040/V/L 430253.0O 430253 433929 430253 430314 430253 430253 430253
20/300/040/F/L 597059.0O 597059 597059 597059 597170 597059 597059
20/300/040/V/T 501766.0O 501766 511384 501766 501889 511019 511019 501766
20/300/040/F/T 643395.0O 643395 656412 643395 643395 651667 644453 643395
20/300/200/V/L 74283.8L 76194 91702 76946 76333 75820 75802 75802
20/300/200/F/L 112574.7L 119278 151513 119590 118204 117814 117617 117617
20/300/200/V/T 75341.6L 76631 88550 77055 76986 76549 76357 76357
20/300/200/F/T 105683.4L 110417 110516 109776 109875 109385 109385
30/520/100/V/L 54387.0O 54387 57422 54427 54387 54432 54387 54387
30/520/100/F/L 93815.1L 96176 97199 96277 96357 95947 95877
30/520/100/V/T 53812.0O 53812 53812 53812 53971 53961 53812
30/520/100/F/T 98283.3L 99331 100391 99355 99355 99204 99204
30/520/400/V/L 112194.9L 114835 134587 116465 114867 114405 114295 114295
30/520/400/F/L 147314.5L 152169 156433 152837 150909 150965 150965
30/520/400/V/T 114818.7L 116544 118193 116730 116318 116306 116306
30/520/400/F/T 150272.4L 157483 161513 155982 155820 155720 155641
30/700/100/V/L 47883.0O 47883 51505 47883 47883 47883 47883 47883
30/700/100/F/L 60347.3L 60384 68179 61254 60384 60573 60384 60384
30/700/100/V/T 47670.0O 47670 47736 47686 47766 47733 47670
30/700/100/F/T 56686.0O 56686 56931 56809 56942 56934 56686
30/700/400/V/L 96945.2L 99398 100368 98850 98538 98535 98535
30/700/400/F/L 131078.1L 141180 144077 138376 137468 137337 137017
30/700/400/V/T 94526.0L 96801 98040 97352 96468 96475 96366
30/700/400/F/T 127884.2L 135693 168070 135512 133759 132112 132112 132112
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表 4：個別の問題に対する誤差の比較ද 4: ݸผͷ໰୊ʹର͢Δޡࠩͷൺֱ
Problem CPLEX SA IP BRG RBB LBR PRL
20/230/040/V/L 0.00 0.00 0.00 0.03 0.03 0.00
20/230/040/V/T 0.00 0.00 0.00 0.38 0.38 0.00
20/230/040/F/T 0.00 0.33 0.00 0.00 0.14 0.14 0.00
20/230/200/V/L 1.70 26.92 2.25 1.34 1.12 1.12 1.12
20/230/200/F/L 3.03 4.60 2.22 1.93 1.93 1.93
20/230/200/V/T 0.68 14.83 2.70 0.73 0.45 0.39 0.39
20/230/200/F/T 4.16 24.85 5.96 4.58 2.88 2.86 2.86
20/300/040/V/L 0.00 0.85 0.00 0.01 0.00 0.00 0.00
20/300/040/F/L 0.00 0.00 0.00 0.02 0.00 0.00
20/300/040/V/T 0.00 1.92 0.00 0.02 1.84 1.84 0.00
20/300/040/F/T 0.00 2.02 0.00 0.00 1.29 0.16 0.00
20/300/200/V/L 2.57 23.45 3.58 2.76 2.07 2.04 2.04
20/300/200/F/L 5.95 34.59 6.23 5.00 4.65 4.48 4.48
20/300/200/V/T 1.71 17.53 2.27 2.18 1.60 1.35 1.35
20/300/200/F/T 4.48 4.57 3.87 3.97 3.50 3.50
30/520/100/V/L 0.00 5.58 0.07 0.00 0.08 0.00 0.00
30/520/100/F/L 2.52 3.61 2.62 2.71 2.27 2.20
30/520/100/V/T 0.00 0.00 0.00 0.30 0.28 0.00
30/520/100/F/T 1.07 2.14 1.09 1.09 0.94 0.94
30/520/400/V/L 2.35 19.96 3.81 2.38 1.97 1.87 1.87
30/520/400/F/L 3.30 6.19 3.75 2.44 2.48 2.48
30/520/400/V/T 1.50 2.94 1.66 1.31 1.30 1.30
30/520/400/F/T 4.80 7.48 3.80 3.69 3.63 3.57
30/700/100/V/L 0.00 7.56 0.00 0.00 0.00 0.00 0.00
30/700/100/F/L 0.06 12.98 1.50 0.06 0.37 0.06 0.06
30/700/100/V/T 0.00 0.14 0.03 0.20 0.13 0.00
30/700/100/F/T 0.00 0.43 0.22 0.45 0.44 0.00
30/700/400/V/L 2.53 3.53 1.96 1.64 1.64 1.64
30/700/400/F/L 7.71 9.92 5.57 4.87 4.77 4.53
30/700/400/V/T 2.41 3.72 2.99 2.05 2.06 1.95
30/700/400/F/T 6.11 31.42 5.96 4.59 3.31 3.31 3.31
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6 　おわりに
本研究では，非分割フローを考慮した容量制約をもつ設計問題に対して，容量スケー
リング法，限定分枝限定法，局所探索法およびパス再結合法を組合せた近似解法を提案
した．
ベンチマーク問題である C問題に対して，数値実験を行い，従来の研究との比較を
行った．その結果，従来の最良の解法であるガイドつき探索法を用いた解法をよりも平
均で，0.14～0.28% 優れた解を算出することができた．また，提案した解法により，す
べての問題に対して最適解または最良解を求めることができた．
本研究は科学研究費基盤研究 C（課題番号25350454）による成果の一部である．
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