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GLOBAL WELL-POSEDNESS FOR THE TWO-DIMENSIONAL
STOCHASTIC COMPLEX GINZBURG-LANDAU EQUATION
WILLIAM J. TRENBERTH
Abstract. We study the stochastic complex Ginzburg-Landau equation (SCGL) with
an additive space-time white noise forcing on the two-dimensional torus. This equation is
singular and thus we need to renormalize the nonlinearity in order to give proper meaning
to the equation. Unlike the real-valued stochastic quantization equation, SCGL is complex
valued and hence we are forced to work with the generalized Laguerre polynomials for the
sake of renormalization. In handling nonlinearities of arbitrary degree, we derive a useful
algebraic identity on the renormalization in the complex-valued setting and prove that
the renormalized SCGL is locally well-posed. We prove global well-posedness using an
energy estimate and almost sure global well-posedness under different conditions using an
invariant measure argument.
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2 W. J. TRENBERTH
1. Introduction
1.1. The stochastic complex Ginzburg-Landau equation. We study the following
stochastic complex Ginzburg-Landau equation on T2 = (R/2πZ)2 with an additive space-
time white noise forcing:{
∂tu = (a1 + ia2)∆u+ (b1 + ib2)u− (c1 + ic2)|u|2m−2u+
√
2γξ
u|t=0 = u0
(1.1)
where (x, t) ∈ T2 × R+, a1, γ,> 0, a2, b1, b2, c2, c3 ∈ R, m ≥ 2 is an integer and ξ(x, t)
denotes a complex valued, Gaussian, space-time white noise on T2 × R+.
For s > − 22m−1 , we consider SCGL with initial data in the space Cs(T2). Here Cs(T2)
is the Besov-Ho¨lder space of regularity s. See Section 2 for the definition and some basic
properties of these spaces.
The complex Ginzburg-Landau equation (CGL), namely equation (1.1) without the white
noise forcing, is one of the most studied equations in physics. CGL is used to describe phe-
nomenon such as nonlinear waves, second order phase transitions, superconductivity, Bose-
Einstein condensation and liquid crystals. For more information on complex Ginzburg-
Landau equations in physics, see the survey paper [1].
Due to its physical importance, CGL has been heavily studied from a mathematical
perspective. See for example [11] where an energy estimate was used to show that, with
twice differentiable initial data, if the ratio |a2a1 | is small enough, CGL on Td is globally
well-posed. See [14] for a similar result on Rd.
There has also been a substantial amount of research on complex Ginzburg-Landau
equations with random forcing. See for example [29, 20, 31, 30, 32, 43, 25, 24, 26]. We
note in particular the work [20] where Hairer studied a complex Ginzburg-Landau equation
driven by a real valued space-time white noise in one spatial dimension and the work [25]
where Hoshino, Inahama and Naganuma studied a complex Ginzburg-Landau equation
driven by a complex valued space-time white noise in three spatial dimensions. To the
authors knowledge, no work has studied complex Ginzburg-Landau equations driven by a
space-time white noise in two spatial dimensions. The current work aims to fill this gap in
the literature.
In this paper we will only consider SCGL (1.1), with b1 = −a1 and b2 = −a2. That is
we consider SCGL in the form:
∂tu = (a1 + ia2)[∆ − 1]u− (c1 + ic2)|u|2m−2u+
√
2γξ. (1.2)
We do this to avoid issues occurring at the zero frequency that arise as ∆ is not a strictly
positive operator.
1.2. Renormalized SCGL. To explain the renormalization procedure used for this equa-
tion, we consider a truncated version of it. Let BR be the ball of radius R centered at 0,
measured in the Euclidean distance. We denote χN = χ(
·
N ), where χ : R
2 → R is a smooth
function such that χ = 1 on B 1
2
and χ = 0 outside of B1. Using this smooth truncation,
we define the smooth frequency projector, SN by
SNf =
∑
|n|≤N
χN (n)f̂(n)e
in·x.
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Consider the following truncated version of SCGL (1.2):{
∂tuN = (a1 + ia2)[∆− 1]uN − (c1 + ic2)|uN |2m−2uN +
√
2γSNξ
uN |t=0 = SNu0.
(1.3)
It can be shown that for each fixed N , this truncated equation is globally well-posed and
its solutions are smooth in space-time. We define the truncated stochastic convolution
ΨN (t)
def
=
√
2γ
ˆ t
−∞
S(t− t′)d(SNW (t′)) (1.4)
=
√
2γ
∑
|n|≤N
χN (n)e
in·x
ˆ t
−∞
e−(t−t
′)(a1+ia2)(|n|2+1)dβn(t′).
Then, using the fact that βn and βm are independent unless n = m, and using Itoˆ’s isometry
we have,
σN = E
[|ΨN (x, t)|2]
= 2γ
∑
|n|≤N
|χN (n)|2
ˆ t
−∞
e−2(t−t
′)a1(|n|2+1)dt′
=
∑
|n|≤N
|χN (n)|2 γ
a1(|n|2 + 1)
∼a1,γ logN.
In particular σN is independent of (x, t) ∈ T2 × R+. It follows that ΨN is a Gaussian
random variable of mean zero and variance σN . We make the ansatz uN = vN + ΨN and
then study the resulting equation for vN :∂tvN = (a1 + ia2)[∆− 1]vN − (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(m
i
)(m−1
j
)
viNvN
jΨm−iN ΨN
m−j−1
uN |t=0 = SNu0 −ΨN(0).
(1.5)
The nonlinearity in the above equation comes from expanding
|x+ y|2m−2(x+ y) = (x+ y)m(x+ y)m−1
using the binomial theorem twice. This ansatz is one of the main ideas in [9] and has come
to be known as the Da Prato-Debussche trick in the SPDE literature. However, this idea
was first used by McKean [33] and Bourgain [6] in the context of PDEs with random initial
data.
The equation (1.5) still has the problem that the monomials ΨkNΨN
ℓ
do not have good
limiting behaviour as N →∞. Beleaguered by this lack of convergence, we consider instead
the Wick ordered truncated monomials defined by1
:ΨkNΨN
ℓ
:=
(−1)
kk!L
(ℓ−k)
k (|ΨN (x, t)|2;σN )ΨN
ℓ
, k > ℓ,
(−1)ℓℓ!L(k−ℓ)ℓ (|ΨN (x, t)|2;σN )ΨkN , ℓ ≤ k.
(1.6)
1For the purposes of this paper it is enough to take this as a definition. See [40, 37] for information on
how this relates to Fock spaces.
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Here L
(ℓ)
k (x;σ) = σ
kL
(ℓ)
k (
x
σ ) where L
(ℓ)
k (x) are the generalized Laguerre polynomials. These
polynomials can be defined using the recursion relation
L
(ℓ)
k+1(x) =
(2k + 1 + ℓ− x)L(ℓ)k (x)− (k + ℓ)L(ℓ)k−1(x)
k + 1
after initializing
L
(ℓ)
0 (x) = 1, L
(ℓ)
1 (x) = 1 + ℓ− x.
Alternatively, the generalized Laguerre polynomials can be defined using a generating func-
tion:
GL(t, x, ℓ)
1
(1 − t)ℓ+1 e
− tx
1−t =
∞∑
n=0
tnL(ℓ)n (x).
The first few generalized Laguerre polynomials are:
L
(ℓ)
0 (x) = 1
L
(ℓ)
1 (x) = 1 + ℓ− x
L
(ℓ)
1 (x) =
1
2
x2 − (ℓ+ 2)x+ (ℓ+ 1)(ℓ+ 2)
2
L
(ℓ)
3 (x) =
−1
6
x3 +
(ℓ+ 3)
2
x2 − (ℓ+ 2)(ℓ+ 3)
2
x+
(ℓ+ 1)(ℓ+ 2)(ℓ + 3)
6
.
One can show that, for given k, ℓ ∈ N, the Wick ordered truncated monomial, : ΨkNΨN
ℓ
:,
converges to a well defined distribution which we denote by :ΨkΨ
ℓ
:. In particular we have
the following proposition.
Proposition 1.1. Let k, ℓ ∈ N, T > 0 and p ≥ 1. Then, {:ΨℓNΨN
k
:}N∈N is a Cauchy
sequence in Lp(Ω;C([0, T ];C−ε(T2))). Moreover, denoting the limit by : ΨℓΨk :, we have
:ΨℓΨ
k
:∈ C([0, T ];C−ε(T2)) almost surely.
We will prove this proposition in Section 4. One can think of : ΨkΨ
ℓ
: as being ΨkΨ
ℓ
with infinite counter terms. For example, for k = 2 and ℓ = 1 we can think of : |Ψ|2Ψ : as
being |Ψ|2Ψ−2∞Ψ. This heuristic is justified by looking at (1.6) and noting that σN →∞
as N →∞.
Consider now the following equation:
∂tv = (a1 + ia2)[∆ − 1]v − (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(
m
i
)(
m−1
j
)
vivj :Ψm−iΨm−j−1 :
v|t=0 = u0 −Ψ(0).
(1.7)
This is an untruncated version of (1.5) with Ψm−iΨm−j−1 replaced by : Ψm−iΨm−j−1 :.
The point here is that although Ψm−iΨm−j−1 is not well defined, : Ψm−iΨm−j−1 : is by
Proposition 1.1.
If a solution v exists to this equation we define
u
def
= v +Ψ
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to be a solution of the Wick ordered SCGL (WSCGL),{
∂tu = (a1 + ia2)[∆− 1]u− (c1 + ic2) : |u|2m−2u : +
√
2γξ
uN |t=0 = u0
(1.8)
where : |u|2m−2u := (−1)m−1(m− 1)!L(1)m−1(|u|2;∞) is the Wick ordered nonlinearity. This
perhaps seems unusual because we are defining solutions to WSCGL (1.8) through another
equation, (1.7). We do this because WSCGL only makes sense formally. WSCGL (1.8) is an
abuse of notation because L
(1)
m−1(x;∞) makes no sense and is an abuse of definitions because,
Wick ordering is only defined for Gaussian random variables, see [37] for more information,
and there is no reason for u to be a Gaussian random variable. As the nonlinearity in
WSCGL (1.8) does not have any rigorous meaning, WSCGL (1.8) itself also does not have
any rigorous meaning. However, morally, WSCGL (1.8) is the renormalized equation that
we are trying to solve in this paper.
This definition of u solving WSCGL (1.8) is of such importance to this paper that it is
worth stating in a reverse manner for extra clarity: u solves WSCGL (1.8) if v = u − Ψ
solves (1.7).
The connection between (1.7) and WSCGL (1.8) can be understood by looking at trun-
cated versions of these equations. Looking at the following truncated version of (1.7):
∂tvN = (a1 + ia2)[∆− 1]vN − (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(m
i
)(m−1
j
)
viNv
j
N :Ψ
m−i
N ΨN
m−j−1
:
v|t=0 = SNu0 −ΨN (0)
(1.9)
and using the following generalized Laguerre polynomial sum formula, see Section 3,
(−1)mm!L(1)m (|x+ y|2;σ)(x + y) =
∑
0≤i≤m+1
0≤j≤m
(
m+ 1
i
)(
m
j
)
Pm,σi,j (y, y)x
ixj (1.10)
where
Pm,σi,j (y, y) =

(−1)m−j(m− j)!L(j−i+1)m−j (|y|2;σ)yj−i+1, j + 1 ≥ i
(−1)m−i+1(m− i+ 1)!L(i−j−l)m−i+1 (|y|2;σ)yi−j−l, j + 1 ≤ i.
it follows that uN = vN +ΨN satisfies the following equation:{
∂tuN = (a1 + ia2)[∆− 1]uN − (c1 + ic2)(−1)m−1(m− 1)!L(1)m−1(|uN |2;σN )uN +
√
2γSNξ
uN |t=0 = SNu0.
(1.11)
The Laguerre polynomial sum formula (1.10) intermediates (1.11) and (1.9). Formally
taking a limit as N →∞, the relationship, uN = vN+ΨN , between the truncated equations
(1.11) and (1.9) gives justification for defining solutions to the purely formal (1.8) through
(1.7). To the authors knowledge the sum formula (1.10) has not appeared in the literature.
An elementary proof is given in Section 3 of this paper.
Remark 1.2. An alternative way to define solutions to WSCGL (1.8) would be the fol-
lowing: u solves WSCGL (1.8) if the sequence {uN}N∈N, where uN solves (1.11), converges
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in probability to u, measured in the space C([0, T ], Cs(T2)). It turns out that these defi-
nitions are equivalent. This is the case for practically all singular SPDEs, see for example
[18, Remark 1.2].
1.3. Main results. Our main goal in this paper is to study the well-posedness of
WSCGL (1.8) defined in the previous section. We will prove the following.
Theorem 1.3. Let a1 > 0, m ≥ 2 be an integer, let s0 > − 22m−1 and ε > 0 be sufficiently
small. Then WSCGL (1.8) is pathwise locally well-posed in Cs0(T2). More precisely there
exists θ > 0 such that given any u0 ∈ Cs0(T2), there exists T ∼ω ‖u0‖−θCs0 (T2), which is
positive almost surely, such that there is a unique solution to the mild formulation of (1.7)
on [0, T ] with
v ∈ C((0, T ];C2ε(T2)) ∩ C([0, T ];Cs0(T2)).
Using an energy estimate we are then able upgrade this local well-posedness result to
deterministic2 global well-posedness provided that the dispersion, a2, is small compared to
the dissipation, a1, and that the heat part of the nonlinearity is defocusing, c1 > 0.
Theorem 1.4. Let a1, c1 > 0 and s0 > − 22m−1 . Set r =
∣∣a1
a2
∣∣ and let m ≥ 2 be an integer
such that
2m− 1 < 2 + 2
(
r2 + 2r
√
1 + r2
)
.
Then WSCGL, (1.8) is pathwise globally well-posed in Cs0(T2). More precisely for any
T > 0, and any u0 ∈ Cs0(T2), there almost surely exists a unique solution to the mild
formulation of (1.7) on [0, T ] with
v ∈ C((0, T ];C2ε(T2)) ∩C([0, T ];Cs0(T2))
almost surely, for ε > 0 small enough.
The above result leaves global well-posedness open for small dissipation-dispersion ratios,
r = |a1a2 |. We extend it to small values of r using an invariant measure argument.
Intuitively the measure
dPa1,c1,γ,2m = e
− c1
2mγ
´
:|u|2m: dx− a1
2γ
´ |∇u|2 dx− a1
2γ
´ |u|2 dx
du (1.12)
should be invariant under the flow of (1.8) if a2a1 =
c2
c1
. This is because under this condition
the measure (1.12) is expected to be an invariant measure for the heat equation part of
(1.8) and the Schro¨dinger part separately. For a rigorous definition of what is meant by
“invariant measure” see Section 7. However, as it is written, this measure does not make
any sense. In particular the du in (1.12) refers to the non existent Lebesgue measure on
some infinite dimensional vector space. Well known results in constructive quantum field
theory show that one can rigorously make sense of this measure as a weighted Gaussian
measure, see for example [37, 40]. We review the needed results in Section 7.
Using an invariant measure argument we are able to, in an almost all sense, upgrade
Theorem 1.4 to a wider parameter range.
2Here, and in the rest of this paper, by deterministic global well-posedness we mean deterministic with
respect to the initial data. That is, global well-posedness for all initial data as opposed to global well-
posedness for almost all initial data.
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Theorem 1.5. Suppose a2a1 =
c2
c1
. Then there exists a set, U ⊂ suppPa1,c1,γ,2m, of
Pa1,c1,γ,2m-measure 1 such that, for each T > 0 and u0 ∈ U , there exists a solution v
to (1.7) on [0, T ], with initial data u0.
As a consequence of the arguments used to prove Theorem 1.5, we can also prove the
following.
Theorem 1.6. The measure Pa1,c1,γ,2m is an invariant measure for (1.8).
1.4. Methodology and discussion. In this subsection we describe how the results in this
paper, and the methods used to prove them, fit into the wider singular SPDE literature.
Singular stochastic partial differential equations have been heavily studied. The interest
in them goes back to an article by Parisi and Wu, [41], (see also [37]) where it was proposed
that the Euclidean Φkd quantum field theory on finite volume could be constructed as the
invariant measure of the aptly named stochastic quantization equation (SQE){
∂tu = ∆u− u+ uk + ξ
u|t=0 = u0
(x, t) ∈ Td × R+, (1.13)
where ξ denotes a real valued space-time white noise. More precisely, the Euclidean quan-
tum field theory on finite volume is the invariant measure of an appropriately renormalized
version of (1.13). SQE (1.13) is also referred to as the Φkd-model in the literature. Due to
its importance in physics, this equation has been the primary motivator for most major
advancements in the field of singular SPDEs.
Concerning the two-dimensional setting, in [9] Da Prato and Debussche proved local
well-posedness for the Wick ordered SQE using the trick that now bears their names and
a fixed point argument. In the same paper, almost sure global well-posedness for SQE was
proven using an invariant measure argument. In [35] an energy estimate was used to prove
deterministic global well-posedness, improving the almost sure global well-posedness result
in [9]. The energy estimate in [35] essentially amounts to multiplying the equation (1.13)
by up−1 and integrating in space to get a bound on the growth of the Lp norm of u. See
[46, 42] for more papers on the two-dimensional SQE involving similar energy estimates.
The situation for the three-dimensional SQE proved to be much more difficult. The Da
Prato-Debussche trick and Wick ordering are not sufficient to make sense of SQE in the
three-dimensional setting. In the groundbreaking work of [21], Hairer invented the theory
of regularity structures, a general framework for making sense of singular stochastic PDEs.
Using this machinery, Hairer was able to make sense of and prove the local well-posedness
of SQE in three-dimensions. In [36] Mouratt and Weber used PDE techniques to show
that the three-dimensional SQE ‘comes down from infinity’. This is a strong result which
implies global well-posedness. Since the work of Hairer, there has been a menagerie of
results giving alternative frameworks in which to study singular stochastic PDEs. In [7]
Catellier and Chouk used the theory of paracontrolled distributions developed by Gubinelli,
Imkeller and Perkowski in [16] and gave an alternative proof of local well-posedness for the
three-dimensional SQE. In [27], Kupiainen developed a renormalization group approach to
solving SQE.
Many other singular SPDEs fit nicely into the frameworks listed above. For example the
KPZ equation
∂th = ∂xxh+ (∂x)
2 + ξ
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can be solved in the context of regularity structures, see [21] and paracontrolled distribu-
tions, see [17]. The two and three-dimensional parabolic Anderson model
∂tu = ∆u+ uξ
can be solved in the context of regularity structures, see [21], or paracontrolled distribu-
tions, see [16]. In [25], the three-dimensional SCGL was solved in the context of regularity
structures and paracontrolled distributions.
As previously mentioned, the aim of this work is to fill in a gap in the literature by
solving the two-dimensional SCGL. This problem of course is much easier than the three-
dimensional equation solved in [25]. We do not need to use the frameworks of regularity
structures or paracontrolled distributions to give meaning to (1.2). The Da Prato-Debussche
trick and Wick ordering suffices, as in [9].
However, at the same time, we believe this gap in the literature is an interesting prob-
lem as the renormalization procedure needed is slightly different to that in other papers.
Consider for example, SQE. Due to physical considerations one often wants to only study
real valued solutions of SQE. To do this one puts the ‘reality’ condition
ξ̂(n) = ξ̂(−n), for all n ∈ Zd
on the white noise ξ. In contrast to SQE, SCGL has to be studied in the complex valued
setting. This is due to the complexifying nature of the Schro¨dinger, ia2∆u− ic2|u|2m−2u,
part of the equation. The renormalization procedure for the real valued two-dimensional
SQE then differs to the renormalization procedure for the complex valued two-dimensional
SCGL described in subsection 1.2 for two reasons. Firstly, more terms appear in the
expansion of |v + Ψ|2m−2(v + Ψ) than in the expansion of (v + Ψ)2m−1. The former is a
polynomial in two variables Ψ and Ψ with coefficients depending on v and v while the latter
is a polynomial in a single variable, Ψ with coefficients depending on v. This means that
more terms have to be renormalized in the complex valued setting, compared to the real
valued setting. Secondly, we use the Laguerre polynomials. This is in contrast to the real
valued setting where the Hermite polynomials are used.
Recall that the generalized Hermite polynomials Hk(x;σ) can be defined through the
generating function:
GH(t, x; ℓ) = e
tx− 1
2
ℓt2 =
∞∑
k=0
tk
k!
Hk(x; ℓ).
When ℓ = 1 we simply call Hk(x; 1) the Hermite polynomials and write Hk(x; 1) = Hk(x).
The first few generalized Hermite polynomials are
H0(x;σ) = 1, H1(x;σ) = x, H2(x;σ) = x
2 − σ,
H3(x;σ) = x
3 − 3σx, H4(x;σ) = x4 − 6σx2 + 3σ2.
For the real valued cubic SQE one essentially replaces the nonlinearity u3 by
H3(u;∞) = u3 − 3∞u.
Compare this to the complex valued cubic SCGL were we replace |u|2u by
−L(1)1 (|u|2;∞) = |u|2u− 2∞u.
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Note the difference in the amount of ‘counter terms’ subtracted in the above two equations.
Formally, this is because in the real valued setting there are three pairings between u and
itself in the nonlinearity u3 while in the complex valued setting, there are only 2 pairings
between u and u in the nonlinearity |u|2u = uuu.
Wick ordering has previously been studied in the complex valued setting, see for example
[40] where the, complex valued, Wick ordered nonlinear Schrodinger equation was studied
in the context of random initial data. However, to the authors knowledge, this is the first
time Wick ordering and Laguerre polynomials have been applied together in the complex
valued setting in the context of singular SPDEs.
In proving the regularity of the Wick ordered monomials, Proposition 1.1, we use a
Fourier analytic proof, inspired by the analysis in [18, Proposition 2.1]. One key formula
used to prove the regularity of the Wick ordered monomials in [9, 35, 46, 18] and other
papers studying real valued equations is the following Hermite polynomial expectation
formula:
E[Hk(f ;σf )Hℓ(g;σg)] = k!δkℓ (1.14)
where f and g are mean-zero complex valued Gaussian random variables with variances
σf and σg respectively. In this paper, as we work in the complex valued setting and use
Laguerre polynomials, we need the following Laguerre polynomial analogue of (1.14):
E
[
L
(ℓ)
k (|f |2;σf )f ℓL(ℓ)m (|g|2;σg)gℓ
]
= δkm
(k + ℓ)!
k!
|E[fg]|2k E[fg]ℓ. (1.15)
See [12] for more information on (1.15).
The argument used to prove local well-posedness, Proposition 1.3, in this paper is vir-
tually the same as that in [9]: Once we know the Wick ordered monomials have regularity
C−ε(T2), we can close a contraction mapping argument to solve (1.7) by postulating that
v ∈ C2ε(T2) and using the following product estimate for Besov-Ho¨lder spaces:
‖fg‖C−ε(T2) ≤ ‖f‖C−ε(T2)‖g‖C2ε(T2).
See Section 2 for a more general statement of this formula.
The argument used to prove global well-posedness in this paper is similar to the papers
[35, 46]. From local well-posedness theory it can be shown that the time of local existence,
T , satisfies T &ω ‖v‖−θLp(T2) for some θ > 0 if
2m− 1 < p. (1.16)
It then suffices to get an a priori bound on the growth of ‖v‖Lp . To do this we essentially
test (1.7) by |v|p−2v. This argument relies on the nonlinearity of (1.8) having a good sign,
that is c1 > 0. However, compared to the real valued setting in [35, 46] a complication
arises due to the dispersion, the ia2∆ term, in (1.8). Instead of getting a nice a priori
bound of the form
∂t‖v‖pLp(T2) ≤ C (1.17)
as is obtained in [35, 46], we get a bound of the form
∂t‖v‖pLp(T2) + 4A(−2 Im(v∇v),∇|v|2) ≤ C
where A is a quadratic form with coefficients depending on p, a1 and a2. Using ideas
originating in [11], see also [14, 24], we can show that A is a positive definite quadratic
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form if
2 < p < 2 + 2
(
r2 + 2r
√
1 + r2
)
(1.18)
where r = |a1a2 |. The positivity of A gives us an a priori bound of the form (1.17). The con-
ditions (1.16) and (1.18) give the restriction on the dissipation-dispersion ratio in Theorem
1.4.
The proof of Theorem 1.5 relies on an invariant measure argument first used by Bourgain,
[5], in the context of dispersive PDEs with random initial data. Although in this paper we
apply a version of the argument in [5], due to [9], more adapted to the setting of stochastic
PDEs.
We end this introduction with a few remarks.
Remark 1.7. SCGL can be viewed as an equation interpolating the parabolic SPDE
setting corresponding to a2 = c2 = 0, SQE, and the dispersive SPDE setting corresponding
to a1 = c1 = 0, a stochastic nonlinear Schro¨dinger equation (SNLS) with white noise forcing.
As explained at the beginning of this subsection, SQE is well understood in dimensions one,
two and three. Contrastingly, almost nothing is known about SNLS with white noise forcing.
Local well-posedness is an open problem even in the one-dimensional setting. Local well
posedness of SNLS with a smoothed noise has been studied in many papers, see for example
[13] where local well-posedness of SNLS with an almost space-time white noise forcing is
proven. More is understood for other dispersive SPDEs with white noise forcing. See for
example [38, 18, 19].
Remark 1.8. It should be possible to adapt the arguments in [46] or [22] to show that the
transition semi-group associated to (1.8) satisfies the strong Feller property. One should
then be able to extend the almost sure GWP result of Theorem 1.5 to deterministic GWP.
See for example [10] where this was done for the one dimensional Gross-Pitaevskii equation.
Remark 1.9. Using ideas from [23], it should be possible to prove the Triviality of
the two-dimensional SCGL, (1.1). That is, if {uN}N∈N is a sequence of solutions to, the
unrenormalized, (1.3) that converges to some u, then u = 0.
Remark 1.10. Using the estimates used to prove Theorem 1.5, it should be possible to
prove a coming down from infinity result like in [36, 46]. However, as we had no use for
this result, in this paper we did not pursue this.
2. Function spaces and basic estimates
Throughout the rest of this paper we use the notation A . B in place of writing A ≤ CB
where C is some inessential, perhaps very large, constant. If we want to explicate what the
implicit constant depends on, we use a subscript. For example, A .s,p,d B means A ≤ CB
where C depends on s, p and d.
In the following, unless explicitly stated otherwise, all functions spaces are defined with
T
2 as the underlying space. For ease of notation we will omit writing T2 when referring to
the function spaces. For example we write Lp instead of Lp(T2).
In this section we define the Besov and Sobolev spaces we work with in this paper and
then collect some estimates involving these spaces.
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Let ϕ0 be a smooth function satisfying
ϕ0(ξ) =
{
1, |ξ| ≤ 58
0, |ξ| ≥ 85
and for j ≥ 1 define
ϕj(ξ) = ϕ0(ξ/2
j)− ϕ0(ξ/2j−1).
The function ϕj is supported on an annuli of width approximately 2
j . Note that∑
j≥0
ϕj = 1.
For a function f : T2 → C with Fourier coefficients {f̂(n)}n∈Z, we then define, as Fourier
multipliers, the Lp projectors:
δ̂jf(n) = ϕj(n)f̂(n).
The function δjf is a smooth localization of f around frequencies of size approximately
2j . Using the Lp projectors, for s ∈ R and p, q ∈ [1,∞], we define the Besov spaces Bsp,q
through the norm
‖f‖Bsp,q(T2) = ‖2js‖δjf‖Lp‖ℓq .
We define the Besov-Ho¨lder spaces, Cs = Bs∞,∞.
We will now state some useful Besov space estimates. Unless otherwise mentioned, proofs
of the estimates in this section can be found in [35].
First we have the following Besov space embedding result.
Proposition 2.1. Let s0 ≤ s1, 1 ≤ q ≤ ∞ and 1 ≤ r ≤ p ≤ ∞ be such that
s1 = s0 + d
(
1
r
− 1
p
)
.
Then,
‖f‖Bs0p,q . ‖f‖Bs1r,q .
Proposition 2.2. Let s ∈ [0, 1) and p, q ∈ [1,∞]. Let p′ and q′ be the conjugate exponents
of p and q respectively. Then,
|〈f, g〉| . ‖f‖Bsp,q‖g‖B−s
p′ ,q′
where 〈·, ·〉 denotes the L2 inner product.
Proposition 2.3. Let s ∈ (0, 1). Then,
‖f‖Bs1,1 . ‖f‖1−σL1 ‖∇f‖σL1 + ‖f‖L1
Proposition 2.4. Suppose s0 < 0 and s1 > 0 satisfy s0 + s1 > 0. Then the mapping
(f, g) 7→ fg can be extended from to a continuous linear map from Cs0 × Cs1 to Cs1 and
‖fg‖Cs0 . ‖f‖Cs0‖g‖Cs1 .
The Besov-Ho¨lder spaces Cs have the following algebra property.
Proposition 2.5. For s > 0 we have
‖fg‖Cs ≤ ‖f‖Cs‖g‖Cs .
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For s ∈ R and 1 ≤ p ≤ ∞ we define the Sobolev space W s,p through the norm
‖f‖W s,p = ‖〈∇〉sf‖Lp .
We then have the following Sobolev embedding result.
Proposition 2.6. Suppose s0 ≤ s1 and 1 ≤ q ≤ p ≤ ∞ satisfy s1 = s0 + (1p − 1q ). Then,
‖f‖W s0,p . ‖f‖W s1,q .
We are mainly interested in the Sobolev space corresponding to p = ∞. The following
proposition shows that, up to a ε loss in regularity we can transfer estimates between W s,∞
and Cs.
Proposition 2.7. For all s ∈ R and ε > 0 we have
‖f‖Cs . ‖f‖W s,∞ . ‖f‖Cs+ε .
The following three heat-type linear smoothing estimates are used to prove WSCGL is
locally well-posed. For proofs of these estimates we refer the reader to [2], where the results
are proven for a2 = 0. The proofs easily adapt to the case a2 6= 0.
Proposition 2.8. Let s0 ≤ s1. Recall S(t) = et(a1+ia2)[∆−1]. Then,
‖S(t)f‖Cs1 . t
s0−s1
2 ‖f‖Cs0 .
Proposition 2.9. Let s0 ≤ s1 be such that s1 − s0 ≤ 2. Then,
‖(1 − S(t))f‖Cs0 . t
s1−s0
2 ‖f‖Cs1 .
The previous Proposition shows that, if s1 > s0 and f ∈ Cs1 , then the mapping t 7→ S(t)f
is continuous as a mapping from [0,∞) to Cs0 . The proposition however, says nothing about
continuity if s0 = s1. The following proposition states that this mapping is continuous, even
though we do not have an explicit bound.
Proposition 2.10. Suppose s0 ∈ R and f ∈ Cs0. Then the mapping t 7→ S(t)f is contin-
uous as a mapping from [0,∞) to Cs0.
3. Laguerre polynomial formulae
This section is devoted to proving the Laguerre polynomial sum formula, (1.10) and the
Laguerre polynomial expectation formula (1.15).
3.1. Sum formula. The generalized Laguerre polynomials enjoy the following, classical,
three point rules:
(n+ ℓ)L
(ℓ)
n−1(x) = nL
(ℓ)
n (x) + xL
(ℓ+1)
n−1 (x), L
(ℓ)
n (x)− L(ℓ)n−1(x) = L(ℓ−1)n (x).
Together these relations imply
(n+ ℓ)L(ℓ−1)n (x) = ℓL
(ℓ)
n (x)− xL(ℓ+1)n−1 (x). (3.1)
There is also a well known recurrence formula for derivatives of generalized Laguerre poly-
nomials:
d
dx
Lℓk(x) = −Lℓ+1k−1(x), for k ≥ 1. (3.2)
The aim of this subsection is to prove the following sum formula.
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Lemma 3.1. Let m ≥ 1 and ℓ ≥ 0. Then the following is true:
(−1)mm!L(ℓ)m (|x+ y|2;σ)(x + y)ℓ =
∑
0≤i≤m+ℓ
0≤j≤m
(
m+ ℓ
i
)(
m
j
)
Pm,ℓ,σi,j (y, y)x
ixj
where
Pm,ℓ,σi,j (y, y) =

(−1)m−j(m− j)!L(ℓ+j−i)m−j (|y|2;σ)yℓ+j−i, ℓ+ j ≥ i
(−1)m+ℓ−i(m+ ℓ− i)!L(i−j−ℓ)m+ℓ−i (|y|2;σ)yi−j−ℓ, ℓ+ j ≤ i.
Proof. We view both sides of the equality as polynomials in x and x with coefficients
depending on y and y. By scaling it suffices to prove the lemma for σ = 1.
Note that the lemma is true for all m, ℓ ≥ 0 satisfying 2m+ ℓ ≤ 1. To prove the Lemma
for all m and ℓ we induct on 2m+ ℓ.
Let n ∈ N and suppose the statement in the Lemma is true for all m, ℓ ≥ 0 satisfying
2m − ℓ < n. Then for m, ℓ ≥ 0 such that 2m + ℓ = n, using (3.2) and the inductive
hypothesis, we have,
∂
∂x
[
(−1)mm!L(ℓ)m (|x+ y|2)(x+ y)ℓ
]
= (−1)m−1m!L(ℓ+1)m−1 (|x+ y|2)(x+ y)ℓ+1
=
∑
0≤i≤m+ℓ
0≤j≤m−1
m
(
m+ ℓ
i
)(
m− 1
j
)
Pm−1,ℓ+1,σi,j (y, y)x
ixj .
“Partially integrating” this expression with respect to x we get
(−1)mm!L(ℓ)m (|x+ y|2)(x+ y)ℓ
=
∑
0≤i≤m+l
0≤j≤m−1
m
j + 1
(
m+ l
i
)(
m− 1
j
)
Pm−1,ℓ+1,σi,j (y, y)x
ixj+1 + C(y, y, x)
=
∑
0≤i≤m+ℓ
1≤j≤m
(
m+ ℓ
i
)(
m
j
)
Pm,ℓ,σi,j (y, y)x
ixj + C(y, y, x) (3.3)
where the last equality comes from relabeling j in the summation and noting
Pm−1,ℓ+1,σi,j−1 (y, y) = P
m,ℓ,σ
i,j (y, y). Differentiating the left hand side of (3.3) with respect
to x and using the three point rule (3.1) we have,
∂
∂x
[
(−1)mm!L(ℓ)m (|x+ y|2)(x+ y)ℓ
]
= −(−1)mm!L(ℓ+1)m−1 (|x+ y|2)(x+ y)ℓ−1|x+ y|2
+ ℓ(−1)mm!L(ℓ)m (|x+ y|2)(x+ y)ℓ−1
= (m+ ℓ)(−1)mm!L(ℓ−1)m (|x+ y|2)(x+ y)ℓ−1.
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Equating this with the derivative of the right hand side of (3.3),∑
0≤i≤m+ℓ−1
0≤j≤m
(
m+ ℓ− 1
i
)(
m
j
)
Pmℓ−1i,j (y, y)x
ixj
=
∑
1≤i≤m+ℓ
1≤j≤m
i
m+ ℓ
(
m+ ℓ
i
)(
m
j
)
Pm,ℓi,j (y, y)x
i−1xj +
∂
∂x
C(y, y, x)
=
∑
0≤i≤m+ℓ−1
1≤j≤m
(
m+ ℓ− 1
i
)(
m
j
)
Pm,ℓ−1i,j (y, y)x
ixj +
1
m+ ℓ
∂
∂x
C(y, y, x)
where in the last equality we used the fact that Pm,ℓ−1i,j (y, y) = P
m,ℓ
i+1,j(y, y). Hence we get
an expression for ∂∂x C(y, y, x),
∂
∂x
C(y, y, x) = (m+ ℓ)
∑
0≤i≤m+ℓ−1
(
m+ ℓ− 1
i
)
Pm,ℓ−1i,0 (y, y)x
i.
“Partially integrating” this expression we get
C(y, y, x) =
∑
0≤i≤m+ℓ−1
m+ 1
i+ 1
(
m+ ℓ− 1
i
)
Pm,ℓ−1i,0 (y, y)x
i+1 + C(y, y)
=
∑
1≤i≤m+ℓ
(
m+ ℓ
i
)
Pm,ℓi,0 (y, y)x
i + C(y, y)
where we have relabeled the sum in the second inequality. This shows,
(−1)mm!L(ℓ)m (|x+y|2;σ)(x+y)ℓ =
∑
0≤i≤m+ℓ
0≤j≤m
(i,j)6=(0,0)
(
m+ ℓ
i
)(
m
j
)
Pm,ℓ,σi,j (y, y)x
ixj+C(y, y). (3.4)
For C(y, y), note that when x = 0 (3.4) reduces to,
(−1)mm!L(ℓ)m (|y|2;σ)yℓ = C(y, y).
This completes the proof. 
3.2. Expectation formula. The generalized Hermite polynomials satisfy the following
recurrence relation
Hk+1(x;σ) = xHk(x;σ) − σHk−1(x;σ). (3.5)
These polynomials also enjoy the following properties.
Proposition 3.2. Let k ≥ 0 and σ, β ∈ R. Then the following are true.
(i) ˆ
R
Hk(x;σ)e
ux−x2
2 dx =
√
2πHk(u;σ − 1)e
u2
2 , (3.6)
(ii)
ikHk(x;−σ) = Hk(ix;σ) (3.7)
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(iii)
Hn(x; ℓ+ β) =
n∑
k=0
(
n
k
)
Hk(x; ℓ)Hn−k(x;β), (3.8)
(iv) if σ > 0,
Hk(x;σ) = σ
k/2Hk(x/
√
σ).
Proof. These facts can be proven by using the recurrence relation (3.5) and a standard
induction argument. We will just prove (1) to give the reader a taste of how to complete
such an argument. Note that the generating function for the Hermite polynomials is
exu−
u2
2 =
∞∑
n=0
Hn(x)
n!
un.
Multiplying both sides by Hn(x)e
x2
2 and using the fact that
´
R
Hn(x)Hm(x)e
x2
2 dx =√
2πn!σnm,
e
−u2
2
ˆ
R
exu−
x2
2 Hn(x)dx =
√
2πun
and so the result is true for σ = 1. As H0(x;σ) = 1 and H1(x;σ) = x for all σ, the k = 0
and k = 1 cases are also true. From the recurrence relation (3.5) the result is then true for
all σ. 
The key ingredient in the real valued analogue of Proposition 1.1 in the next section is
the following well known identity:
E[Hk(f ;σf )Hℓ(g;σg)] = k!δkℓ (3.9)
where f and g are Gaussian random variables with variances σf and σg respectively. To
prove Proposition 1.1 we need the following Laguerre polynomial analogue of (3.9).
Proposition 3.3. Let f and g be mean-zero complex valued Gaussian random variables
with variances σf and σg respectively. Then,
E
[
L
(ℓ)
k (|f |2;σf )f ℓL(ℓ)m (|g|2;σg)gℓ
]
= δkm
(k + ℓ)!
k!
|E[fg]|2k E[fg]ℓ.
The above proposition was proven in [40] for ℓ = 0 and ℓ = 1. The proof for the general
case proved in this section is the natural generalization of the proof in [40]. We use the
following elementary lemma.
Lemma 3.4. Let g be a mean-zero complex valued random variable. Then
E
[
eRe g
]
= e
1
4
E[|g|2].
Proof of Proposition 1.1. It suffices to prove the Lemma assuming σf = σg = 1. Let
f1 = Re f and f2 = Im f . Using the binomial expansion formula for (f1 + if2)
ℓ and then
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applying (3.6) with σ = 1, u =
√
−2t
1−tf1 and again with σ = 1, u =
√
−2t
1−tf2,
Gℓ(t, |f |2)f ℓ = 1
(1− t)ℓ+1 (f1 + if2)
ℓe
−t
1−t
(f21+f
2
2 ) (3.10)
=
l∑
k=0
1
(1− t)ℓ+1
(
ℓ
k
)
iℓ−kfk1 f
ℓ−k
2 e
−t
1−t
(f21+f
2
2 )
=
ℓ∑
k=0
(
ℓ
k
)
iℓ−k
(
√−2t)l(1− t)l/2+1
1
2π
ˆ
R2
Hk(x1)Hℓ−k(x2)e−
x21+x
2
2
2 e
√
−2t
1−t
(x1f1+xxf2)dx1dx2.
Given x1, x2, x3, x4 ∈ R, we set x = x1+ ix2 and y = y1+ iy2. For s, t ∈ (−1, 0) applying
(3.10) twice and taking an expectation gives,ˆ
Ω
Gℓ(t, |f |2)f ℓGℓ(t, |g|2)gℓdP (ω)
=
ℓ∑
k,m=0
(
ℓ
k
)(
ℓ
m
)
i2ℓ−k−m
1
(
√−2t)l(1− t)l/2+1
1
(
√−2s)ℓ(1− s)l/2+1
1
4π2
×
ˆ
R4
Hk(x1)Hℓ−k(x2)Hm(y1)Hℓ−m(y2)e−
|x|2+|y|2
2
×
ˆ
Ω
exp
(
Re
(√ −2t
1− txf +
√ −2s
1− syg
))
dx1dx2dy1dy2
=
ℓ∑
k,m=0
(
ℓ
k
)(
ℓ
m
)
i2ℓ−k−m
1
(
√−2t)ℓ(1− t)l/2+1
1
(
√−2s)ℓ(1− s)ℓ/2+1
1
4π2
×
ˆ
R4
Hk(x1)Hℓ−k(x2)Hm(y1)Hℓ−m(y2)
× e−
|x|2
2(1−t)
− |y|2
2(1−s) e
1
2
Re
(√
−2t
1−t
√
−2t
1−t
xyE[fg]
)
dx1dx2dy1dy2
where in the second inequality we used Lemma 3.4. Applying the change of variables
x,= 1√
1−tx and y,=
1√
1−sy and then using Lemma 3.6 with u =
√
tsRe(yE[fg]) and again
with u =
√
ts Im(yE[fg]) we have,ˆ
Ω
Gℓ(t, |f |2)f ℓGℓ(t, |g|2)gℓdP (ω)
=
ℓ∑
k,m=0
(
ℓ
k
)(
ℓ
m
)
i2ℓ−k−m
1
(2ts)ℓ/2
1
4π2
×
ˆ
R4
Hk(x1; (1 − t)−1)Hℓ−k(x2; (1 − t)−1)Hm(y1; (1− s)−1)Hℓ−m(y2; (1 − s)−1)
× e− |x|
2
2
− |y|2
2 e
√
tsx1 Re(yE[fg])+
√
tsx2 Im(yE[fg])dx1dx2dy1dy2
=
ℓ∑
k,m=0
(
ℓ
k
)(
ℓ
m
)
i2ℓ−k−m
2π(2ts)ℓ/2
ˆ
R2
Hk(
√
tsRe (yE[fg]) ; t1−t)Hℓ−k(
√
ts Im (yE[fg]) ; t1−t)
×Hm(y1; (1− s)−1)Hℓ−m(y2; (1− s)−1)e−
|y|2
2 e
1
2
√
ts|y|2|E[fg]|2dy1dy2
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=
1
(2ts)ℓ/2
1
2π
ˆ
R2
(
ℓ∑
k=0
(
ℓ
k
)
Hk(
√
tsRe (yE[fg]) ; t1−t)i
ℓ−kHℓ−k(
√
ts Im (yE[fg]) ; t1−t)
)
×
(
ℓ∑
m=0
(
ℓ
m
)
Hm(y1; (1− s)−1)iℓ−mHℓ−m(y2; (1− s)−1)
)
e−
1
2(1−
√
ts|E[fg]|2)|y|2dy1dy2.
Using (3.7) and then (3.8) we get,
ˆ
Ω
Gℓ(t, |f |2)f ℓGℓ(t, |g|2)gℓdP (ω) = E[fg]
ℓ
2ℓ+1π
ˆ
R2
|y|2ℓe−12 (1−
√
ts|E[fg]|2)|y|2dy.
Integrating the right hand side over R2 using the formulaˆ
R2
|y|2ℓe−β|y|2dy = ℓ!π
βℓ+1
we get, ˆ
Ω
Gℓ(t, |f |2)f ℓGℓ(t, |g|2)gℓdP (ω) = E[fg]
ℓ
2ℓ+1π
2ℓ+1πℓ!
(1− ts|E[fg]|2)ℓ+1
= ℓ!
E[fg]ℓ
(1− ts|E[fg]|2)ℓ+1
=
∞∑
k=0
ℓ!
(
ℓ+ k
ℓ
)
tksk|E[fg]|2kE[fg]ℓ
where the last equality uses the Maclaurin series
1
(1− x)ℓ+1 =
∞∑
n=0
(
ℓ+ n
ℓ
)
xn
which is valid for |x| ≤ 1. On the other hand, from the the generating function Gℓ we have,ˆ
Ω
Gℓ(t, |f |2)f ℓGℓ(t, |g|2)gℓdP (ω) =
∞∑
k,m=0
tnsmE
[
L
(ℓ)
k (|f |2;σf )f ℓL(ℓ)m (|g|2;σg)gℓ
]
.
The proposition follows by comparing coefficients. 
4. On the stochastic convolution
In this section we will give a proof of Proposition 1.1, establishing regularity estimates
for the Wick ordered powers : ΨkNΨN
ℓ
:. Before we do this, we state a version of the well
known Wiener chaos estimate that will be used extensively in this section.
Proposition 4.1. Let {gn}n∈Z be a sequence of standard independent identically distributed
Gaussian random variables. Let k ∈ N and let {Pj(g)}j∈N be a sequence of polynomials in
{gn}n∈Z of degree at most k. Then for p ≥ 2,∥∥∥∥∑
j∈N
Pj(g)
∥∥∥∥
Lp(Ω)
≤ (p− 1)k2
∥∥∥∥∑
j∈N
Pj(g)
∥∥∥∥
L2(Ω)
.
For a proof of this result, see [44].
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Proof of Proposition 1.1. We prove this proposition using a Fourier analytic approach sim-
ilar to that in [18, Proposition 2.1].
We will assume k ≥ ℓ, the other case is similar. In the estimates in this proof, for ease of
notation, we will ignore the the terms χN (n) in the definition of ΨN , (1.4) as these terms
can simply be bounded by 1, independently of N and n. By Lemma 2.7 it suffices to prove
the proposition with W−ε,∞ in place of C−ε. Further, as Lp1(Ω) ⊂ Lp2(Ω) for p1 ≤ p2, it
suffices to prove the proposition for p sufficiently large.
First we drive a useful formula used throughout this proof. For t1 ≤ t2, by the indepen-
dence of βn and βm for m 6= n, the independent increment property of Brownian motion
and the Itoˆ isometry we have
E
[
ΨN (x, t1)ΨN (y, t2)
]
= γ
∑
|n|,|m|≤N
en(x)e−m(y)E
[ˆ t1
−∞
e−(t1−t
′)(a1+ia2)(|n|2+1)dβn(t′)
×
ˆ t2
−∞
e−(t2−t′)(a1+ia2)(|m|2+1)dβm(t′)
]
= γ
∑
0≤|n|≤N
en(x− y)E
[ˆ t1
−∞
e−(t1−t
′)(a1+ia2)(|n|2+1)dβn(t′)
×
ˆ t1
−∞
e−(t2−t′)(a1+ia2)(|n|2+1)dβn(t′)
]
= 2γ
∑
0≤|n|≤N
en(x− y)e−(t2−t1)(a1−ia2)(|n|2+1)
ˆ t1
−∞
e−2(t1−t
′)(|n|2+1)a1dt′
=
∑
0≤|n|≤N
en(x− y)e−(t2−t1)(a1−ia2)(|n|2+1) γ
a1(|n|2 + 1)
=
∑
0≤|n|≤N
en(x− y)ζ(n, t1, t2) (4.1)
where
ζ(n, t1, t2) = e
−(t2−t1)(a1−ia2)(|n|2+1) γ
a1(|n|2 + 1) .
Note that
|ζ(n, t1, t2)| .a1,γ 〈n〉−2. (4.2)
When t1 = t2, ζn(n, t1, t2) is independent of t1 and t2 and so we write ζ(n) instead of
ζn(n, t1, t2).
Now we will show that ΨN (·, t) ∈ W−ε,∞ for a fixed t. Applying the Bessel potentials
〈∇x〉−ε and 〈∇y〉−ε to (4.1) with t1 = t2 = t we have,
E[|〈∇x〉−εΨN (x, t)|2] =
∑
|n|≤N
ζ(n)
〈n〉2ε .
∑
|n|≤N
1
〈n〉2+2ε . 1 <∞
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uniformly in N ∈ N, x ∈ T2 and t ∈ R. Using Proposition 2.6, switching the order of
integration and then using Proposition 4.1 we have
E
[‖ΨN (t, ·)‖pW−ε,∞] .p,ε E [‖ΨN (t, ·)‖pW−ε/2,p]
=
ˆ
T2
E[|〈∇〉−ε/2ΨN(t, x)|p]dx
.
ˆ
T2
E[|〈∇〉−ε/2ΨN(t, x)|2]dx
. 1.
(4.3)
Now we will show that :ΨN (·, t)kΨN (·, t)ℓ : is in W−ε,∞ for a fixed t. Using Lemma 3.3,
E
[
:ΨN (x, t)
kΨN (x, t)
ℓ
::ΨNk(y, t)kΨN (y, t)
ℓ
:
]
= Ck,lE
[
ΨN (x, t)ΨN (x, t)
]k
E
[
ΨN(x, t)ΨN (x, t)
]ℓ
= Ck,l
( ∑
|n|≤N
en(x− y)ζ(n)
)k( ∑
|n|≤N
en(x− y)ζ(n)
)ℓ
= Ck,l
∑
|n1|,...,|nk+ℓ|≤N
en1···+nk+ℓ(x− y)
k+ℓ∏
j=1
ζ(nj)
(4.4)
for some inessential constant Ck,ℓ. Applying the Bessel potentials 〈∇x〉−ε and 〈∇y〉−ε and
then setting x = y we get,
E
[
|〈∇x〉−ε :ΨNk(x, t)kΨN (x, t)ℓ : |2
]
.
∑
|n1|,...,|nk+ℓ|≤N
1
〈n1 · · ·+ nk+ℓ〉2ε
k+ℓ∏
j=1
1
〈nj〉2 .
We want to use an argument similar to that in equation (4.3) but before we can do this
we need to show the sum in the above equation is bounded independently of N . To do this
we argue by induction. Note that it is obviously bounded when k+ ℓ = 1. When k+ ℓ > 1,
we split the sum into two regions corresponding to
〈n1 + · · · + nk+ℓ〉 ≤ 〈nk+ℓ〉 and 〈n1 + · · ·+ nk+ℓ〉 > 〈nk+ℓ〉.
This is motivated by the fact that
〈n1 + · · ·+ nk+ℓ−1〉 . max(〈n1 + · · ·+ nk+ℓ〉, 〈nk+ℓ〉).
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With this splitting we have,∑
|nk+ℓ|≤N
1
〈n1 + · · ·+ nk+ℓ〉2ε
1
〈nk+ℓ〉2 . (4.5)
1
〈n1 + · · ·+ nk+ℓ−1〉ε
∑
|nk+ℓ|≤N
1
〈n1 + · · · + nk+ℓ〉2ε〈nk+ℓ〉2−ε
+
1
〈n1 + · · ·+ nk+ℓ−1〉ε
∑
|nk+ℓ|≤N
1
〈n1 + · · · + nk+ℓ〉ε〈nk+ℓ〉2
.
1
〈n1 + · · ·+ nk+ℓ−1〉ε
independently of N . Hence,∑
|n1|,...,|nk+ℓ|≤N
1
〈n1 · · ·+ nk+ℓ〉2ε
k+ℓ∏
j=1
1
〈nj〉2 .
∑
|n1|,...,|nk+ℓ−1|≤N
1
〈n1 · · ·+ nk+ℓ−1〉ε
k+ℓ−1∏
j=1
1
〈nj〉2
and so the desired bound follows by induction.
We have shown,
E
[
|〈∇x〉−ε :ΨNk(x, t)kΨN (x, t)ℓ : |2
]
<∞
independently of N . Using the Propositions 2.6 and 4.1 in similar way to (4.3),
E[‖ :ΨN (·, t)kΨN (·, t)ℓ: ‖pW−ε,∞ ] .p,ε E[‖ :ΨN (·, t)kΨN (·, t)
ℓ
: ‖p
W−ε/2,p
]
=
ˆ
T2
E[|〈∇〉−ε/2 :ΨN (·, t)kΨN (·, t)ℓ: |p]dx
.
ˆ
T2
E[|〈∇〉−ε/2 :ΨN (·, t)kΨN (·, t)ℓ: (·, t)|2]dx
. 1 <∞
which shows :ΨkNΨN
ℓ
:∈ Lp(Ω;L∞([0, T ];W−ε,∞)) uniformly in N .
Now we show that : ΨkNΨN
ℓ
: is Cauchy in Lp(Ω, L∞([0, T ],W−ε,∞)). For N ≥ M ≥ 1,
similar to (4.4) we have,
E
[
(:ΨN (x, t)
kΨN (x, t)
ℓ
:− :ΨM (x, t)kΨM(x, t)ℓ :)
× (:ΨN (y, t)kΨN (y, t)ℓ : − :ΨM (y, t)kΨM(y, t)ℓ :)
]
= Ck,lE
[
ΨN (x, t)ΨN (y, t)
]k
E
[
ΨN (x, t)ΨN (y, t)
]ℓ
− Ck,lE
[
ΨN (x, t)ΨM (y, t)
]k
E[ΨN (x, t)ΨM (y, t)]
ℓ
− Ck,lE
[
ΨM (x, t)ΨN (y, t)
]k
E
[
ΨM(x, t)ΨN (y, t)
]ℓ
+ Ck,lE
[
ΨM (x, t)ΨM (y, t)
]k
E
[
ΨM (x, t)ΨM (y, t)
]ℓ
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= Ck,l
( ∑
|n|≤N
en(x− y)ζ(n)
)k( ∑
|n|≤N
en(x− y)ζ(n)
)ℓ
− Ck,ℓ
( ∑
|n|≤M
en(x− y)ζ(n)
)k( ∑
|n|≤M
en(x− y)ζ(n)
)ℓ
= Ck,l
∑
|n1|,...,|nk+ℓ|≤N
en1···+nk+ℓ(x− y)
k+ℓ∏
j=1
ζ(nj)
− Ck,l
∑
|n1|,...,|nk+ℓ|≤M
en1···+nk+ℓ(x− y)
k+ℓ∏
j=1
ζ(nj). (4.6)
Using the notation
ΓN,M (n) = {|n1|, . . . , |nk+ℓ| ≤ N : |nj| > M for some j}
we have
LHS of (4.6) = Ck,l
∑
ΓN,M (n)
en1···+nk+ℓ(x− y)
k+ℓ∏
j=1
ζ(nj).
Applying the Bessel potentials 〈∇x〉−ε and 〈∇y〉−ε and then setting x = y we get
E
[∣∣〈∇x〉−ε( :ΨN (x, t)kΨN (x, t)ℓ :− :ΨM (x, t)kΨM (x, t)ℓ : )∣∣2]
= Ck,l
∑
ΓN,M (n)
1
〈n1 · · · + nk+ℓ〉2ε
k+ℓ∏
j=1
ζ(nj).
We can estimate this sum in a way similar to (4.5). Indeed, without loss of generality we
can assume |nk+ℓ| > M . Then, adapting the estimate in (4.5), we have,∑
N<|nk+ℓ|≤M
1
〈n1 + · · ·+ nk+ℓ〉2ε
1
〈nk+ℓ〉2 . (4.7)
1
〈n1 + · · ·+ nk+ℓ−1〉ε
∑
N<|nk+ℓ|≤M
1
〈n1 + · · ·+ nk+ℓ〉2ε〈nk+ℓ〉2−ε
+
1
〈n1 + · · · + nk+ℓ−1〉ε
∑
N<|nk+ℓ|≤M
1
〈n1 + · · ·+ nk+ℓ〉ε〈nk+ℓ〉2
.
1
〈n1 + · · · + nk+ℓ−1〉ε
1
M
ε
2
.
This shows, ∑
ΓN,M (n)
1
〈n1 · · · + nk+ℓ〉2ε
k+ℓ∏
j=1
ζ(nj) .M
− ε
2 .
Using the Propositions 2.6 and 4.1 in a similar way to (4.3) we have,
E[‖ :ΨN (·, t)kΨN (·, t)ℓ: − :ΨM (·, t)kΨM (·, t)ℓ: ‖pW−ε,∞ ] .p,ε M−
ε
2 . (4.8)
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We now show a time difference estimate for : ΨkNΨ
ℓ
N :. This will show that : Ψ
k
NΨ
ℓ
N : is
almost surely continuous in time and hence, combined with the previous part of this proof,
:ΨkNΨ
ℓ
N: is Cauchy in L
p(Ω;C([0, T ];W−ε,∞)).
We define the time deference operator
δh :Ψ
k
NΨN
ℓ
(x, t) :
def
= :ΨkNΨN
ℓ
(x, t+ h) : − :ΨkNΨNℓ(x, t) :
for |h| < 1. In the following we will assume h > 0 for simplicity. Simple modifications are
needed for the h < 0 case. Expanding and then using Proposition 3.3 we have,
E
[(
δh :Ψ
k
NΨN
ℓ
(x, t) :
)(
δh :Ψ
k
NΨN
ℓ
(y, t) :
)]
(4.9)
= E
[
:ΨkNΨN
ℓ
(x, t+ h) : :ΨkNΨN
ℓ
(y, t+ h) :
]
− E
[
:ΨkNΨN
ℓ
(x, t) : :ΨkNΨN
ℓ
(y, t+ h) :
]
+ E
[
:ΨkNΨN
ℓ
(x, t) : :ΨkNΨN
ℓ
(y, t) :
]
− E
[
:ΨkNΨN
ℓ
(x, t+ h) : :ΨkNΨN
ℓ
(y, t) :
]
= Ck,ℓE
[
ΨN (x, t+ h)ΨN (y, t+ h)
]k
E
[
ΨN (x, t+ h)ΨN (y, t+ h)
]ℓ
−Ck,ℓE
[
ΨN (x, t)ΨN (y, t+ h)
]k
E
[
ΨN (x, t)ΨN (y, t+ h)
]ℓ
+Ck,ℓE
[
ΨN (x, t)ΨN (y, t)
]k
E
[
ΨN (x, t)ΨN (y, t)
]ℓ
−Ck,ℓE
[
ΨN (x, t+ h)ΨN (y, t)
]k
E
[
ΨN (x, t+ h)ΨN (y, t)
]ℓ
= (I) + (II)
where in (I), we group the first and second terms on the right hand side of (4.9) and in
(II) we group the third and fourth terms on the right hand side of (4.9). Using the purely
algebraic formula
akaℓ − bkbℓ = (a− b)aℓ
k−1∑
i=0
biak−1−i + (a− b)bk
ℓ−1∑
i=0
b
i
aℓ−1−i (4.10)
we can write (I) as,
(I) = Ck,ℓE
[
δhΨN (x, t)ΨN (y, t+ h)
]
E
[
ΨN (x, t+ h)ΨN (y, t+ h)
]ℓ
×
k−1∑
i=0
E
[
ΨN (x, t)ΨN (y, t+ h)
]i
E
[
ΨN (x, t+ h)ΨN (y, t+ h)
]k−1−i
−Ck,ℓE
[
δhΨN (x, t)ΨN (y, t)
]
E
[
ΨN (x, t)ΨN (y, t)
]ℓ
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×
ℓ−1∑
i=0
E
[
ΨN (x, t)ΨN (y, t)
]i
E
[
ΨN(x, t+ h)ΨN (y, t)
]ℓ−1−i
= (Ia) + (Ib).
Using equation (4.10) again we have a similar decomposition for (II),
(II) = (IIa) + (IIb).
From (4.1) we have,
E
[
δhΨN(x, t)ΨN (y, t+ h)
]
=
∑
|n|≤N
en(x− y)
(
ζ(n)− ζ(n, t, t+ h))
A similar equality holds for E
[
δhΨN (x, t)ΨN (y, t)
]
. Using the mean value theorem,∣∣ζ(n)− ζ(n, t, t+ h)∣∣ . min (|h|, 〈n〉−2).
Hence by interpolation with (4.2),∣∣ζ(n)− ζ(n, t+ t+ h)∣∣ . |h|α〈n〉2−2α. (4.11)
Taking the 〈∇x〉−ε and 〈∇y〉−ε Bessel potentials of (4.9), setting x = y and then using the
estimates (4.2) and (4.11) we have,
E
[∣∣δh(〈∇〉−ε :ΨkNΨNℓ(·, t) : )∣∣2] . |h|α ∑
|n1|,...,|nk+ℓ|≤N
1
〈n1 + · · · + nk+ℓ〉2ε
1
〈n1〉2−2α
k+ℓ∏
j=2
1
〈nj〉2 .
If α < ε the summation in the above equation can be summed using a method similar to
(4.7). Using Propositions 2.6 and 4.1,
E
[
‖δh :ΨkNΨNℓ(x, t) : ‖pW−ε,∞
]
. |h|αp. (4.12)
Choosing p large enough so that αp > 1, the Kolmogorov continuity criterion, see [4,
Propostion 8.2], implies that : ΨkNΨN
ℓ
:∈ C([0, T ];W−ε,∞) almost surely. For the conver-
gence of :ΨkNΨN
ℓ
: in Lp(Ω;C([0, T ];W−ε,∞)), in a manner similar to (4.12) and (4.8), for
N ≥M ≥ 1 we can show
E
[
‖δh
(
:ΨkNΨN
ℓ
(·, t) : − :ΨkMΨMℓ(·, t) :
)‖p
W−ε,∞
]
. |h|αpM−ε/2.
Choosing p large enough so that αp > 1, from the Kolmogorov continuity criterion we have
that :ΨkNΨN
ℓ
: is a Cauchy sequence in Lp(Ω;C([0, T ];W−ε,∞)) and so denoting it’s limit
by :ΨkΨ
ℓ
: we have that :ΨkΨ
ℓ
:∈ C([0, T ];W−ε,∞)) almost surely. 
Remark 4.2. The above argument can be easily adapted to show the paths of :ΨkΨ
ℓ
: are
in Cα([0, T ];C−ε) almost surely for α < ε. See for example [18].
Remark 4.3. Similar calculations would show that Proposition 1.1 also holds for a sharp
frequency truncation of Ψ instead of a smooth frequency truncation. In particular, if PN
is the smooth frequency projector defined by
PN
∑
n∈Z2
fne
in·x
 = ∑
|n|≤N
fne
in·x,
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then,
E
[‖PNΨ(t)‖pC−ε] < C <∞.
5. Local well-posedness of the renormalized SCGL
5.1. Statement of results. In this section, we present the proof of Theorem 1.3. To do,
this we reformulate Theorem 1.3 in a way slightly more amenable to PDE techniques.
For ε > 0 to be fixed later, we consider the space Ĉ−εT of (m+1)×m-tuples of functions
in C([0, T ];C−ε). That is ~z ∈ Ĉ−εT if
zi,j ∈ C([0, T ];C−ε) for all 0 ≤ i ≤ m and 0 ≤ j ≤ m− 1.
We define a norm on Ĉ−εT as follows:
‖~z‖Ĉ−εT = maxi,j ‖zi,j‖C([0,T ];C−ε).
Instead of studying (1.7) directly, for ~z ∈ Ĉ−εT we study the equation{
∂tv = (a1 + ia2)[∆− 1]v + F (v, ~z)
v|t=0 = v0
(x, t) ∈ T2 × R+ (5.1)
where
F (v, ~z) = (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(
m
i
)(
m− 1
j
)
zm−i,m−1−jvivj.
The local well-posedness argument in this section will work for any choice of ~z ∈ Ĉ−εT .
Proposition 1.1 shows that, {: ΨℓΨk :}i,j ∈ Ĉ−εT . Hence if we show that (5.1) is locally
well-posed, Theorem 1.3 will follow. The point of proving local well-posedness this way is
that it draws a clear line between the probabilistic techniques used in the construction of
the stochastic objects in Section 4 and the PDE techniques used in this section.
As usual, we interpret (5.1) in the mild sense. That is we say v solves (5.1) on [0, T ] if
for all t ∈ [0, T ],
v(t) = S(t)v0 +
ˆ t
0
S(t− t′)F (v, ~z)dt′. (5.2)
In the following we look for solutions in the Banach space Xs1,s2T defined through the
norm
‖v‖Xs1,s2T = ‖v‖ s2−s12 ,s2,T + ‖v‖L∞([0,T ];Cs0)
where
‖v‖α,β,T = sup
t∈[0,T ]
tα‖v(t)‖Cβ .
The goal in this section is to prove the following.
Proposition 5.1. Suppose m ≥ 2, an integer, and s0 < 0 are such that
− (2m− 1)s0
2
< 1. (5.3)
Then (5.1) is locally well-posed for initial data in Cs0. More precisely for ε > 0 small
enough there exists θ > 0 such that for R > 1, given v0 ∈ Cs0 and ~z ∈ Ĉ−εT such that
‖~z‖Ĉ−εT , ‖v0‖C−s0 ≤ R
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there exists a unique solution, v ∈ C([0, T ];Cs0)∩C((0, T ];C2ε) where T ∼ R−θ. Moreover,
if v0, u0 ∈ C−s0 and ~z, ~x ∈ Ĉ−εT satisfy
‖~z‖
Ĉ−εT
, ‖v0‖Cs0 , ‖~x‖Ĉ−εT , ‖u0‖Cs0 ≤ R
then the respective solutions v1, v2 ∈ C((0, T ];C−s0) to (5.2) with initial data and forcing
v0, ~z and u0, ~x satisfy
‖v1 − v2‖Xs0,2εT . ‖u0 − v0‖Cs0 + ‖~z − ~x‖Ĉ−εT .
A similar local well-posedness result holds for Cs initial data, but with time of existence
depending on the Lp norm of the initial data. See [35] for a similar result for SQE.
Proposition 5.2. Suppose m ≥ 2 is an integer, p > 2m − 1 and ε > 0 is sufficiently
small but fixed. Then for initial data in C2ε, there exists a unique solution to (5.1) in
C([0, T ], C2ε). Moreover, this solution depends continuously on ~z and v0. More precisely
there exists θ > 0 such that for R > 1, given v0 ∈ C2ε and ~z ∈ Ĉ−εT such that
‖~z‖
Ĉ−εT
, ‖v0‖Lp ≤ R
there exists a unique solution, v ∈ C([0, T ];C2ε) where T ∼ R−θ, to (5.2). Moreover, if
v0, u0 ∈ C2ε and ~z, ~x ∈ Ĉ−εT satisfy
‖~z‖Ĉ−εT , ‖v0‖C2ε , ‖~x‖Ĉ−εT , ‖u0‖C2ε ≤ R
then the respective solutions v1, v2 ∈ C([0, T ];Cs0) to (5.2) with initial data and forcing
v0, ~z and u0, ~x satisfy
‖v1 − v2‖C([0,T ];C2ε) .R ‖u0 − v0‖C2ε + ‖~z − ~x‖Ĉ−εT .
In light of the instantaneous smoothing from regularity s0 to 2ε in Proposition 5.1,
this proposition will allow us to prove global well-posedness by demonstrating an a priori
estimate on the growth of the Lp norm of solutions to (5.1).
5.2. Proof of local well-posedness results. Before we prove the above propositions we
first state and prove a useful elementary lemma.
Lemma 5.3. Suppose α, β ∈ R satisfy α < 1 and β < 1. Then,ˆ t
0
(t− s)−αs−β ds ∼ t1−α−β .
Proof. We split the integral into two parts and estimate each piece separately:ˆ t
0
(t− s)−αs−β ds =
ˆ t/2
0
(t− s)−αs−β ds+
ˆ t
t/2
(t− s)−αs−β ds
∼ t−α
ˆ t/2
0
s−β ds+ t−β
ˆ t
t/2
(t− s)−α ds
∼ t1−α−β
where in the last line we simply evaluated the two integrals. 
The following local well-posedness proof, using the Da Prato-Debussche trick, the linear
heat smoothing estimate (2.8) and the product estimate (2.4) is standard, see for example,
[9, 35, 46]. For completeness we go through the argument here.
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Proof of Proposition 5.1. We will first show the existence of the solution in Xs0,2εT .
Suppose ‖~z‖Ĉ−εT , ‖v0‖Cs0 ≤ R. For R0 > R yet to be chosen, let BR0 be the ball of radius
R0 and center 0 in X. We aim to show the map
Γv(t) = S(t)v0 +
ˆ t
0
S(t− t′)F (v, ~z)(t′) dt′
is a contraction mapping on BR0 . The linear heat smoothing estimate, Proposition 2.8,
gives,
‖S(t)v0‖Cs0 . t
s0−2ε
2 ‖v0‖C2ε .
From Proposition 2.4 we have,
‖F (v, ~z)(t′)‖C−ε .
∑
0≤i≤m
0≤j≤m−1
‖zi,j‖C−ε‖v‖i+jC2ε . R2m−10 (t′)(2m−1)
s0−2ε
2 (5.4)
where we used the fact that t′
2ε−s0
2 ‖v(t′)‖C2ε ≤ R0 for v ∈ BR0 and the fact that ‖zi,j‖C−ε ≤
‖~z‖
Ĉ−ε
≤ R ≤ R0. We then have,
t
2ε−s0
2 ‖Γv‖C2ε . ‖v0‖Cs0 + t
2ε−s0
2
ˆ t
0
(t− t′)− 3ε2 ‖F (v, ~z)(t′)‖C−ε dt′
. ‖v0‖Cs0 +R2m−10 t
2ε−s0
2
ˆ t
0
(t− t′)− 3ε2 (t′)(2m−1) s0−2ε2 dt′
. ‖v0‖Cs0 +R2m−10 t
1− 3ε
2
+(2m−2)
(
s0−2ε
2
)
(5.5)
where in the final inequality we used Lemma 5.3 and the condition (5.3). Taking a supre-
mum we have
‖Γv‖ 2ε−s0
2
,2ε,T
≤ C‖v0‖Cs0 +CR2m−10 T
1− 3ε
2
+(2m−2)
(
s0−2ε
2
)
where C is the implicit constant (5.5).
Similarly, choosing ε small enough so that s0 < −ε and using (5.4),
‖Γv‖Cs0 . ‖v0‖Cs0 +
ˆ t
0
‖F (v, ~z)(t′)‖C−ε dt′
. ‖v0‖Cs0 +R2m−10 t1+(2m−1)
s0−2ε
2 . (5.6)
Taking a supremum we have,
‖Γv‖L∞([0,T ];Cs0) ≤ C‖v0‖Cs0 + CR2m−10 T 1+(2m−1)
s0−2ε
2 . (5.7)
Adding (5.7) and (5.6) and choosing ε small so that s0−2ε2 < −3ε2 ,
‖Γv‖
X
s0,2ε
T
≤ C‖v0‖Cs0 +CR2m−10 T 1+(2m−1)
s0−2ε
2 .
By the condition (5.3) we can choose ε > 0 small enough so that
θ := 1 + (2m− 1)
(
s0 − 2ε
2
)
> 0
and so the power of T is positive. Hence choosing R0 = 2CR and T satisfying
CR2mT 1−
3ε
2
+(2m−2) s0−2ε
2 ≤ R
2
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we find that Γ maps BR0 to BR0 . Now we verify the contraction property. It follows form
Proposition 2.5 and (4.10) that for v1, v2 ∈ BR0 ,
‖vi1v1j − vi2v2j‖C2ε . (t′)(i+j−1)
s0−2ε
2 Ri+j−1‖v1 − v2‖C2ε .
Hence we have the difference estimate
‖F (v1, ~z)(t′)− F (v2, ~z)(t′)‖C−ε . (t′)(2m−1)
s0−2ε
2 R2m−1‖v1 − v2‖C2ε . (5.8)
Using this estimate and estimates similar to those in (5.5) and (5.6) we can show that
Γ : BR0 → BR0 is a contraction mapping. By the contraction mapping theorem it follows
that Γ has a unique fixed point and hence, (5.1) has a solution in Xs0,2εT .
Using Gro¨nwall and standard PDE techniques the uniqueness of the solution on BR0 can
be extended to all of Xs0,2εT . Using (2.9) and standard PDE techniques it can be shown
that the solution we constructed above is in fact in C((0, T ];C2ε) ∩C([0, T ];Cs0). Further
using standard PDE techniques it can be shown that the solution depends continuously on
the noise and initial data.
The proofs of these three statements are quite standard. We will just prove the continuous
dependence. Let
v1(t) = S(t)v0 +
ˆ t
0
S(t− t′)F (v1, ~z)(t′) dt′
and
v2(t) = S(t)u0 +
ˆ t
0
S(t− t′)F (v2, ~x)(t′) dt′
be the solutions on [0, T ] for T ∼ R−θ constructed by the above contraction mapping
argument. Adding and subtracting F (v1, ~x) we have
F (v1,~z)− F (v2, ~x) =
+ (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(
m
i
)(
m− 1
j
)
(zm−i,m−1−j − xm−i,m−1−j)vi1v1j
+ (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(
m
i
)(
m− 1
j
)
xm−i,m−1−j(vi1v1
j − vi2v2j)
= (I) + (II)
Using estimates similar to (5.4) to estimate (I) and (5.8) to estimate (II),
‖F (v1, ~z)(t′)− F (v2, ~x)(t′)‖C−ε . R2m−20 (t′)(2m−2)
s0−2ε
2 ‖v1 − v2‖ 2ε−s0
2
,2ε,T
+R2m−10 (t
′)(2m−1)
s0−2ε
2 ‖~z − ~x‖Ĉ−εT .
So,
‖v1 − v2‖ 2ε−s0
2
,2ε,T
. ‖v0 − u0‖Cs0 + T
2ε−s0
2
ˆ T
0
(t′)−
3ε
2 ‖F (v1, ~z)− F (v2, ~x)‖C−ε dt′
. ‖v0 − u0‖Cs0
+ T 1−
3ε
2
−(2m−3) 2ε−s0
2 R2m−10
(
‖~z − ~x‖
Ĉ−εT
+ ‖v1 − v2‖Xs0,2εT
)
.
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Similarly we have
‖v1− v2‖L∞([0,T ];Cs0) . ‖v0−u0‖Cs0 +T 1−(2m−2)
2ε−s0
2 R2m−10
(‖~z−~x‖Ĉ−εT + ‖v1− v2‖Xs0,2εT ).
Adding the above estimates gives,
‖v1 − v2‖Xs0,2εT ≤ C‖v0 − u0‖Cs0 + CT
1−(2m−2) 2ε−s0
2 R2m−10
(‖~z − ~x‖Ĉ−εT + ‖v1 − v2‖Xs0,2εT ).
Choosing T small enough, we can bring 12‖v1−v2‖Xs0,2εT to the left hand side of the above
inequality giving,
‖v1 − v2‖Xs0,2εT . ‖v0 − u0‖Cs0 + ‖~z − ~x‖Ĉ−εT .

We now outline the proof of Proposition 5.2. For more details we refer the reader to [35]
where a similar result is proven for the two dimensional SQE.
Proof of Proposition 5.2. Suppose ‖~z‖Ĉ−ε , ‖v0‖Lp ≤ R. We let B denote the Banach space
defined through the norm ‖ · ‖ε+ 1
p
,2ε,T . Following [35, Theorem 6.2] we will first show that
there exists a solution in B. Then we will show that the solution constructed is in fact in
C([0, T ];C2ε). For R0 > R yet to be chosen let BR0 be the ball of radius R0 and center 0
measured in the norm ‖ · ‖ε+ 1
p
,2ε,T . From the mild formulation we have,
‖Γv(t)‖C2ε ≤ ‖S(t)v0‖C2ε +
ˆ t
0
(t− t′)− 3ε2 ‖F (v, ~z)(t′)‖C−ε dt′.
Using Proposition 2.1 and Proposition 2.8,
‖S(t)v0‖C2ε . ‖S(t)v0‖
B
2ε+ 2p
p,∞
. t
−ε− 1
p ‖v0‖Lp .
Using the above estimate and an estimate similar to (5.4) in the proof of Proposition 5.1
we have
tε+
1
p ‖Γv(t)‖C2ε . ‖v0‖Lp + tε+
1
p
ˆ t
0
(t− t′)− 3ε2 (t′)−(2m−1)(ε+ 1p )R2m−10 dt′.
If 2m − 1 < p and ε > 0 is small enough then the integral in the above equation can be
evaluated using Lemma 5.3 and taking a supremum,
‖Γv‖ε+ 1
p
,2ε,T ≤ C‖v0‖Lp + CR2m−10 T 1−
3ε
2
−(2m−2)(ε+ 1
p
).
Choosing R0 = 2CR and T so that
CR2m−10 T
1− 3ε
2
−(2m−2)(ε+ 1
p
) ≤ 1
2
R
it follows that Γ maps BR0 to itself. Using arguments similar to those in the proof of Propo-
sition 5.1 one can verify a difference estimate for Γ. Hence by the Contraction Mapping
Theorem, Γ has a fixed point.
Using 2.9 and arguments in [35, Proposition 6.2] one can show the solution constructed
above is in fact in C([0, T ];C2ε) and is unique in this space.
The proof of the continuous dependence on v0 ∈ Cs and ~z is similar to the proof of
continuous dependence in the proof of Proposition 5.1. 
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6. Global well-posedness of the renormalized SCGL
In this section we place the additonal assumption that c1 < 0. This means that the
nonlinearity is defocusing with respect to the heat part of SCGL.
In this section we will prove Theorem 1.4. To do this we will prove the following global
well-posedness result for (5.1).
Proposition 6.1. Let m ≥ 2 be an integer and suppose s0 > − 22m−1 . Set r =
∣∣a2
a1
∣∣. Suppose
2m− 1 < 2 + 2(r2 + 2r
√
1 + r2)
and suppose ε = ε(m, r) > 0 is sufficiently small. Then for any T > 0, v0 ∈ Cs0 and
ẑ ∈ Ĉ−εT there exists a unique solution v to (5.1) with v ∈ C((0, T ];C2ε) ∩ C([0, T ];Cs0).
From Proposition 1.1 {:ΨkΨℓ :}k,ℓ ∈ Ĉ−εT . Thus, if we can prove the above proposition, the
Theorem 1.4 will follow
To prove this, we will establish an a priori Lp bound coming from a “Testing against
vp−1” identity. This is similar to the method in [35, 46, 36, 24]. However, as in [24] our
situation is more delicate than the situation in [35, 46, 36]. Due to some extra terms
appearing in our “Testing against vp−1” identity, we are only be able to establish a suitable
a priori Lp bound for small p. However, for the Lp norm to control the time of existence in
Proposition 5.2 we need p > 2m− 1. Hence we only get global well-posedness when these
two ranges overlap.
We now state and prove the “Testing against vp−1” identity previously alluded to.
Proposition 6.2. Let T > 0 be fixed and m ≥ 2 be an integer. Set r = ∣∣a2a1 ∣∣. Suppose
2m− 1 < 2 + 2(r2 + 2r
√
1 + r2)
and suppose ε = ε(m, r) > 0 is sufficiently small. Further, suppose v0 ∈ C∞x , ẑ ∈ Ĉ∞T and
v ∈ C∞t C∞x solves (5.1). Then, for η > 0 small enough, v satisfies the following inequality
1
p
(‖v(t)‖pLp − ‖v(t0)‖pLp)+ ˆ t
t0
‖vp+2m−2(t′)‖L1 dt′ + 4ηa1
ˆ t
t0
‖vp−2|∇v|2(t′)‖L1 dt′
≤
ˆ t
t0
|〈F0(v, ~z), |v|p−2v〉|(t′) dt′
(6.1)
where
F0(v, ~z) = (c1 + ic2)
∑
0≤i≤m
0≤j≤m−1
(i,j)6=(m,m−1)
(
m
i
)(
m− 1
j
)
zm−i,m−1−jvivj.
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Proof. We will assume a2 ≥ 0 as if a2 < 0 we can take the conjugate of (5.2) so that v
solves (5.2) with the sign of a2 switched. As v is sufficiently smooth we can compute,
1
p
∂t‖v(t)‖pLp =
1
p
∂t
ˆ
T2
(vv)p/2 dx.
=
1
2
ˆ
T2
(vv)p/2−1 (v∂tv + v∂tv) dx
=
1
2
ˆ
T2
(vv)p/2−1 ((a1 − ia2)v∆v + (a1 + ia2)v∆v) dx
+
ˆ
T2
(vv)p/2−1Re (vF (v, ~z) dx.
(6.2)
Integrating by parts and then applying the product rule gives,
1
2
ˆ
T2
(vv)p/2−1 ((a1 − ia2)v∆v) dx = −1
2
(a1 − ia2)
ˆ
T2
∇
[
(vv)p/2−1v
]
· ∇v dx
= −p
4
(a1 − ia2)
ˆ
T2
|v|p−2|∇v|2 dx
− p− 2
4
(a1 − ia2)
ˆ
T2
|v|p−4v2(∇v)2 dx.
Here we are using the notation v2 = v21 + v
2
2 for v ∈ C2. Note that this is distinct from |v|2.
Using this expression we can write the first line in the third equality in (6.2) as
1
2
ˆ
T2
(vv)p/2−1
(
(a1 − ia2)v∆v + (a1 + ia2)v∆v
)
dx =
− p
2
a1
ˆ
T2
|v|p−2|∇v|2 dx
− p− 2
4
a1
ˆ
T2
|v|p−4 [v2(∇v)2 + v2(∇v)2] dx
− ip− 2
4
a2
ˆ
T2
|v|p−4 [v2(∇v)2 − v2(∇v)2] dx.
(6.3)
Making use of the identities
v2(∇v)2 + v2(∇v)2 = (v∇v − v∇v)2 + 2|v|2|∇v|2,
∇|v|2 = v∇v + v∇v
and
4|v|2|∇v|2 = (∇|v|2)2 − (v∇v − v∇v)2,
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for η > 0 we can write (6.3) as
1
2
ˆ
T2
(vv)p/2−1
(
(a1 − ia2)v∆v + (a1 + ia2)v∆v
)
dx =
− (p− 1)a1
ˆ
T2
|v|p−2|∇v|2 dxp− 2
4
a1
ˆ
T2
|v|p−4(v∇v − v∇v)2 dx
− ip − 2
4
a2
ˆ
T2
|v|p−4∇|v|2 (v∇v − v∇v) dx
= −4ηa1
ˆ
T2
|v|p−2|∇v|2 dx− (p− 1
4
− η)a1 ˆ
T2
|v|p−4(∇|v|2)2 dx
+
(1
4
− η)a1 ˆ
T2
|v|p−4(v∇v − v∇v)2 dx
− p− 2
4
a2
ˆ
T2
|v|p−4∇|v|2i (v∇v − v∇v) dx
= −4ηa1
ˆ
T2
|v|p−2|∇v|2 dx−
ˆ
T2
|v|p−4Ap,η(f, g) dx
where
f = i (v∇v − v∇v) , g = ∇|v|2
and Ap,η(f, g) is the quadratic form
Ap,η(f, g) =
(1
4
− η)a1f2 + p− 2
4
a2fg +
(p− 1
4
− η)a1g2.
Note that both f and g are real valued and so the quadratic form Ap,η takes real arguments.
If
2 < p < 2 + 2r(r +
√
1 + r2)
then for small enough η = η(p, r) the matrix
a2
(
(14 − η)r p−28
p−2
8 (
p−1
4 − η)r
)
is non-negative definite, has non-negative trace and non-negative determinant, and so
Ap,η(f, g) ≥ 0. In this case
1
2
ˆ
T2
(vv)p/2−1 ((a1 − ia2)v∆v + (a1 + ia2)vηv) dx ≤ −4ηa1
ˆ
T2
|v|p−2|∆v|2 dx. (6.4)
Note that the left hand side of the above inequality is real valued and so the inequality
makes sense. We now consider the term on the second line of (6.2). As
F (v, ~z) = (c1 + ic2)|v|2m−2v + F0(v, ~z)
we haveˆ
T2
(vv)p/2−1Re (vF (v, ~z) dx = c1
ˆ
T2
|v|p+2m−2 dx+Re
ˆ
T2
|v|p−2vF0(v, ~z). (6.5)
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Putting (6.2), (6.4) and (6.5) together after integrating from t0 to t gives the desired L
p
inequality
1
p
(‖v(t)‖pLp − ‖v(t0)‖pLp)+ ˆ t
t0
‖vp+2m−2(t′)‖L1 dt′ + 4ηa1
ˆ t
t0
‖vp−2|∇v|2(t′)‖L1 dt′
≤
ˆ t
t0
|〈F0(v, ~z), |v|p−2v〉|(t′) dt′.

It is not immediately clear how this proposition helps prove global well-posedness. Propo-
sition 6.2 only holds for smooth initial data, noise and solutions to (5.1). Without knowing
the time continuity properties of v it is not even clear (6.1) even makes sense for rough
solutions of (5.1). In [35] this problem was solved by proving a certain amount of time
continuity of v and then proving an a priori bound of type (6.1) for rough v. In this paper
we take an alternative PDE approach which we outline here.
Consider the solution vN of (5.2) with truncated forcing and initial data. That is the
equation, {
∂tvN = [(a1 + a2)∆ − 1]vN + F (vN , ~zN )
v|t=0 = SNv0
(6.6)
where
~zN = {SNzi,j}i,j .
It can be shown that vN ∈ C∞t C∞x and hence vN is sufficiently regular for the hypothesis
of Proposition 6.2 to hold. We then prove an a priori Lp bound on vN that is independent
of N . Using the fact that ~zN → ~z in ~C−εT and SNv0 → v0 in Cs0 one can can use the
continuous dependence of the solution on v0 and ~z, from Section 5 to show that v is also a
global solution.
With this in mind, to prove Proposition 6.1, it suffices to prove the following bound.
Proposition 6.3. Suppose 2 < p < 2 + 2(r2 + 2r
√
1 + r2) and ε > 0 is sufficiently small.
Let T > 0 and 0 < t0 < T . Then there exists C = C(m, p, ε, ~z) > 0 such that if vN is a
solution to (6.6) on [0, T ] then for all t ∈ [t0, T ],
‖vN (t)‖Lp ≤ ‖vN (t0)‖Lp + Ct.
To prove this Proposition we use an almost identical proof to that in [35, 46]. For
completeness we present the details here.
Proof of Proposition 6.3. In the following we write v instead of vN for simplicity. Set
At = 4ηc1‖vp−2(t)|∇v(t)|2‖L1 and Bt = ‖vp+2m−2(t)‖L1 .
Recall
F0(v, ~zN ) = (c1 + ic2)
∑
0≤i<m
0≤j≤m−1
(i,j)6=(m,m−1)
(
m
i
)(
m− 1
j
)
SNzm−i,m−1−jvivj.
From (6.1) it suffices to show,
|〈|v|p−2v, F0(v, ~zN 〉| ≤ At +Bt +C
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for some constant C. To do this it suffices to prove
|〈SNzm−i,m−1−jvivj, |v|p−2v〉| ≤ δ(As +Bs) + C(δ) (6.7)
for some small δ > 0, for each i and j.
We will just prove (6.7) for the case (i, j) = (m−1,m−1), the other cases are similar, and
in fact slightly easier as the homogeneity in v is lower. By Proposition 2.2, the boundedness
of SN ,
‖SNf‖C−ε ≤ ‖f‖C−ε ,
see [2], and the fact ‖z1,0‖L∞([0,∞);C−ε) <∞ we have,
|〈SNz1,0vm−1vm−1, |v|p−2v〉| = |〈SNz1,0, |v|p−2vvm−1vm−1〉|
. ‖|v|2m−4+pv‖Bε1,1‖SNz1,0‖C−ε
. ‖|v|2m−4+pv‖Bε1,1 .
Applying Proposition 2.3, Cauchy-Schwarz and then Jensen’s inequality gives,
‖|v|2m−4+pv‖Bε1,1 . ‖v2m−3+p‖1−εL1 ‖v2m−4+p∇v‖εL1 + ‖v2m−3+p‖L1
. ‖vp−2|∇v|2‖ε/2
L1
‖vp+4m−6‖ε/2
L1
‖v2m−3+p‖1−ε
L1
+ ‖v2m−3+p‖L1
. A
ε/2
t B
2m−3+p
2m−2+p
(1−ε)
t ‖vp+4m−6‖ε/2L1 +B
2m−3+p
p+2m−2
t .
(6.8)
Note that, as x 7→ x p+4m−6p+2m−2 is not concave for m ≥ 2, we cannot use Jensen’s inequality
to control ‖vp+4m−6‖L1 by a power of Bt. To get around this problem we use a trick in
[46]. Using Proposition 2.6 in the form
‖f‖Lq . ‖f‖L2 + ‖∇f‖L2
which holds for q <∞. With f = vp/2 this implies
‖vpq/2‖1/2
L1
. ‖vp‖q/4
L1
+ ‖vp−2|∇v|2‖q/4
L1
.
In particular with q = 2(p+4m−6)p we have,
‖vp+4m−6‖1/2
L1
. ‖vp‖
p+4m−6
2p
L1
+ ‖vp−2|∇v|2‖
p+4m−6
2p
L1
. B
p+4m−6
2(p+2m−2)
t +A
p+4m−6
2p
t (6.9)
where the second inequality follows from Jensen’s inequality which is now applicable.
Putting (6.8) and (6.9) together gives
|〈SNz1,0vm−1vm−1, |v|p−2〉| . A
ε/2+ p+4m−6
2p
ε
t B
2m−3+p
2m−2+p
(1−ε)
t
+A
ε/2
t B
(2m−3+p)
2m−2+p
(1−ε)+ p+4m−6)
2(p+2m−2)
ε
t +B
2m−3+p
p+2m−2
t .
Choosing ε small enough so that
ε/2 +
p+ 4m− 6
2p
ε+
2m− 3 + p
2m− 2 + p(1− ε) < 1
and
ε/2 +
(2m− 3 + p)
2m− 2 + p (1− ε) +
p+ 4m− 6
2(p + 2m− 2)ε < 1
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we can use Young’s inequality to get,
|〈SNz1,0vm−1vm−1, |v|p−2v〉| ≤ δ(At +Bt) +C(δ).
Here we are choosing a preliminary δ′ = δC to absorb the implicit constants in the preceding
inequalities. This completes the proof. 
7. Invariant measure and almost sure global well-posedness
In this section we use an invariant measure argument to prove almost sure global well-
posedness. In particular, we are able to prove almost sure global well-posedness for arbi-
trarily small dissipatation/dispersion ratios going beyond the global well-posedness result
using the energy estimate in Section 6.
7.1. On the Gibbs measure. In this subsection we breifly discuss, by referring to results
already in the literature, how to make sense of the measure (1.12). For more details see
[40, 37]. These results will be important in the proof of Theorem 1.5.
Consider the measure µa which is induced under the map
ω ∈ Ω 7→ u(x) = u(x;ω) =
∑
n∈Z2
gn(ω)√
a(1 + |n|2)e
in·x. (7.1)
This measure is, for any s < 0, a mean-zero Gaussian measure on Hs(T2) with covariance
operator Qs = (aId− a∆)−1+s. The measure µa is formally given by
dµa“ = ”Z
−1
a e
− a
2
´ |∇u|2dx− a
2
´ |u|2dxdu.
In the following it will be useful to decompose µa in the form
µa = µ
N
a ⊗ µN,⊥a
where µNa is the measure induced under the map
ω ∈ Ω 7→ uN (x) = uN (x;ω) =
∑
|n|≤N
gn(ω)√
a(1 + |n|2)e
in·x
and µN,⊥a is the measure induced under the map
ω ∈ Ω 7→ u(x) = u(x;ω) =
∑
|n|>N
gn(ω)√
a(1 + |n|2)e
in·x.
Note that if u(x) is given by (7.1) with a = a1γ then for all t ∈ R, Law(SNu) = Law(SNΨ(t)).
For uN in the support of µ
N
a we define the Wick order monomial
3
: |SNuN |2m := (−1)mm!Lm(|SNuN |2;σN ).
Set
GNc,2m(u) = e
− c
2m
´
T2
:|SNuN |2m: dx.
The following convergence result can be proven using standard techniques in the construc-
tive quantum field theory literature. See for example [40].
3Here it makes sense to talk about : |uN |
2m : as a Wick ordered monomial because of the Gaussian
structure in (7.1). See [37] for more information on Wick ordering
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Proposition 7.1. Let m ≥ 2 be an integer and c > 0. Then GNc,2m ∈ Lp(µa) for any
1 ≤ p < ∞, with a bound uniform in N . Further, the sequence {GNc,2m}N∈N converges in
Lp(µa) to some, non zero, Gc,2m ∈ Lp(µa).
The above result gives a rigorous construction of the measure Pa1,c1,γ,2m: we define
dPa1,c1,γ,2m := Z
−1
a1,c1,γ,2m
G c1
γ
,2mdµ a1
γ
.
Here Za1,c1,γ,2m is a normalization factor to make Pa1,c1,γ,2m a probability measure,
Za1,c1,γ,2m =
ˆ
C−ε
G c1
γ
,2mdµ a1
γ
.
One can also show that the truncated measures
dPNa1,c1,γ,2m := Z
N
a1,c1,γ,2m
−1
GNc1
γ
,2m
dµ a1
γ
(7.2)
converge weakly, as N →∞, to dPa1,c1,γ,2m, see for example [40]. Here again, ZNa1,c1,γ,2m is
a normalization factor to make Pa1,c1,γ,2m a probability measure,
ZNa1,c1,γ,2m =
ˆ
C−ε
GNc1
γ
,2m
dµ a1
γ
.
We note that, as ZNa1,c1,γ,2m is positive for every N , and Za1,c1,γ,2m 6= 0, there exists δ such
that
ZNa1,c1,γ,2m > δ for all N. (7.3)
7.2. On the truncated equation and measure. We will prove Theorem 1.5 using the
truncated measure defined in the previous section, (7.2), and the following truncated version
of (1.8): {
∂tuN = (a1 + ia2)[∆ − 1]uN −N (uN ) +
√
2γξ
uN |t=0 = u0
(7.4)
where
N (uN ) = (c1 + ic2)(−1)m−1(m− 1)!SN
[
L
(1)
m−1(|SNuN |2;σN )SNuN
]
In a manner similar to the introduction, we can decompose a solution, uN , to (7.4) in
the form uN = vN +Ψ where vN solves:∂tvN = (a1 + ia2)[∆ − 1]vN − (c1 + ic2)SN
∑
0≤i≤m
0≤j≤m−1
(m
i
)(m−1
j
)
(SNvN )
i(SNvN )j :Ψ
m−i
N Ψ
m−j−1
N :
vN |t=0 = u0 −Ψ(0)
(7.5)
where recall ΨN = SNΨ.
We have the following result on the well-posednes of (7.5).
Proposition 7.2. For N ∈ N and s0 > − 22m−1 , (7.5) is pathwise globally well-posed with
initial data measured in Cs0.
Proof. Here we just sketch to proof. The equation (7.5) can be decoupled into a low fre-
quency equation and a high frequency equation. Global well-posedness of the high frequency
part of the equation is immediate as it is linear. Local well-posedness of the low frequency
part of the equation follows from the Cauchy-Lipschitz theorem for stochastic processes.
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This can be extended to global well-posedness by proving a basic L2 energy estimate, sim-
ilar to that in Proposition 6.3 and then the Burkholder-Davis-Gundy inequality. For more
details about this procedure, see [39, Proposition 5.1]. 
Using the local well-posedness theory developed in Section 5 we can prove the following.
Proposition 7.3. Let u0 ∈ Cs0 and let T = T (ω) be the maximal time of existence of
(1.7). Then the solution, vN , to (7.5) converges to v, the solution, to (1.7) in C([0, T ];C
s0)
as N →∞ for any T < T (ω).
Proposition 7.2 allows us to define the solution map associated to equation (7.4),
ΦN(·, ·, ·) : R× C−ε ×Ω→ C−ε.
That is ΦN(t, f, ω) is the solution to (7.4) at time t starting from initial data f ∈ C−ε.
We then define PNt : Cb(C
−ε)→ Bb(C−ε), the transition semi-group associated to (7.4), as
follows:
PNt ψ(f) = E[ψ(ΦN (t, f, ω))].
Here Bb(C
−ε) is the set of all Borel-bounded functions from C−ε to C and Cb(C−ε) is the
set of all continuous Borel-bounded functions from C−ε to C.
We say a measure ν on C−ε is invariant under PNt ifˆ
C−ε
PNt ψ dν =
ˆ
C−ε
ψ dν
for all ψ ∈ Cb(C−ε) and for all t ≥ 0. See [8] for equivalent characterizations of what it
means for a measure to be invariant.
Proposition 7.4. Assume a1a2 =
c1
c2
. Then the probability measure dPNa1,c1,γ,2m is an invari-
ant measure for PNt .
Proof. In this proof we heavily use ideas from [10, Proposition 4]. We present details here
for completeness.
Equation (7.5) decouples into a finite dimensional system of SDEs, corresponding to
frequencies |n| ≤ N ,{
duN = (a1 + ia2)[∆ − 1]uNdt−N (uN )dt+
√
2γPNdW (t)
uN |t=0 = PNu0
(7.6)
and an infinite dimensional system of linear SDEs corresponding to the frequencies |n| > N .{
duN = (a1 + ia2)[∆− 1]uN dt+
√
2γP>NdW (t)
uN |t=0 = P>Nu0.
(7.7)
Hence it suffices to show that the low frequency component of dPNa1,c1,γ,2m,
ZNa1,c1,γ,2m
−1
GNc1
γ
,2m
dµNa1
γ
is an invariant measure for (7.6) and the high frequency com-
ponent of dPNa1,c1,γ,2m, dµ
N,⊥
a1
γ
is an invariant measure for (7.7). For the high frequency
component, we simply note that the solution of (7.7) is P>NΨ(t). By looking at the ran-
dom Fourier series that defines this process, it is easy to check that P>NΨ(t) is a stationary
process with law dµN,⊥a1
γ
.
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For the low frequency measure, we use a method in [10]. We work in the finite dimensional
space EN = span{ein·x}. We view an element of EN as a vector composed of it’s real and
imaginary parts, y = y1 + iy2 = (y1, y2) and write (7.6) in the form
d(Re uN , ImuN ) = −a2
a1
JDI(Re uN , ImuN )−DI(ReuN , ImuN ) +
√
2γPNd(ReW, ImW ).
(7.8)
Here, J is an analogue of multiplication by i,
J(y) = J(y1 + iy2) = J(y1, y2) = (−y2, y1) = −y2 + iy1 = iy
and for y = y1 + iy2 ∈ EN ,
I(y) = I(y1 + iy2) = I(y1, y2) =
a1
2
ˆ
T2
(|∇y1|2 + |∇y2|2 + |y1|2 + |y2|2)
+
c1
2m
ˆ
T2
(−1)m−1(m− 1)!L(1)m−1(|SNy1|2 + |SNy2|2;σN ).
Here we are using the notation that if K : EN → R, then DK(x) is the Fre´chet derivative
of K at x ∈ EN which we identify with an element of EN .
The generator of (7.8) (see [9] for more information of generators of finite dimensional
SDEs), LN is
LNf(y) = γTrD
2f1(y) + γTrD
2f2(y)− a2
a1
〈Df(y), JDI(y)〉EN − 〈Df(y),DI(y)〉EN
where f = (f1, f2) and f1, f2 : EN → R. Here for a twice differentiable function g : EN → R,
TrD2g(y) =
∑
|n|≤N
〈D2g(y)ein·x, ein·x〉EN .
To show that GNc1
γ
,2m
dµNa1
γ
= e−
1
γ
I(y)dy is an invariant measure for (7.8) we need to show
that, for all twice differentiable f1, f2 : EN → R, f = (f1, f2),ˆ
EN
LNf(y)e
− 1
γ
I(y)
dy = 0.
We do this by integration by parts. We haveˆ
EN
LNf(y)e
− 1
γ
I(y)
dy = γ
ˆ
EN
(
TrD2f1(y) + TrD
2f2(y)
)
e
− 1
γ
I(y)
dy
− a2
a1
ˆ
EN
〈Df(y), JDI(y)〉EN e−
1
γ
I(y)
dy
−
ˆ
EN
〈Df(y),DI(y)〉EN e−
1
γ
I(y)dy
= (I) + (II) + (III).
Integrating by parts we have
(II) = −γ a2
a1
ˆ
EN
Tr(DJD)e−
1
γ
I(y)dy = 0
as Tr(DJD)=0.
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For (III) we have,
(III) = γ
ˆ
EN
〈Df(y),D(e− 1γ I(y))〉ENdy
= γ
ˆ
EN
(TrD2f1(y) + TrD
2f2(y)
)
e
− 1
γ
I(y)
dy
= −(I).
This completes the proof. 
7.3. Almost sure global well-posedness. Before we get to the main estimate in this
section, we first state some preliminary probabilistic estimates.
Proposition 7.5. Let a1, γ > 0 and N ∈ N. Then,ˆ
C−ε
‖u0‖pC−εdµ a1γ (u0) < C <∞
and ˆ
C−ε
‖L(1)m−1(|SNu0|2;σN )SNu0‖pC−εdµ a1γ (u0) < C <∞
for some constant independent of N .
Proof. This result is a consequence of Proposition 1.1 and the fact that the law of Ψ(t) is
µ a1
γ
. 
To prove Theorem 1.5 we use an invariant measure argument as in [9]. The problem
however is, that in order for to prove invariance of (1.12), we need (1.8) to have a well-
defined flow but in order to prove (1.8) has a well defined flow we need to use the invariance
of the measure (1.12). To enter this loop we use the truncated equation (7.4) which we
know has a globally defined flow and invariant measure (7.2). We first prove the following.
Proposition 7.6. Suppose a1a2 =
c1
c2
. Then for T > 0 there exists a constant CT > 0 such
that for all N ∈ N, ˆ
C−ε
E[ sup
t∈[0,T ]
‖ΦN (t, u0, ω)‖C−ε ] dPNa1,c1,γ,2m ≤ CT .
Proof. We follow an argument similar to the one in [9]. See also [10, Proof of Theorem 1].
Let uN = ΦN (t, u0, ω) be the solution to (7.4). Then uN satisfies the mild formulation
uN (t) = S(t)u0 +
ˆ t
0
S(t− t′)N (uN )dt′ +Ψ(t).
Taking the C−ε norm of both sides and using Proposition 2.8 and the C−ε → C−ε bound-
edness of SN we get,
‖uN (t)‖C−ε . ‖u0‖C−ε +
ˆ t
0
‖L(1)m−1(|SNuN |2;σN )SNuN (t′)‖C−εdt′ + ‖Ψ(t)‖C−ε .
Taking the supremum over [0, T ] of both sides we get,
sup
t∈[0,T ]
‖uN (t)‖C−ε . ‖u0‖C−ε+
ˆ T
0
‖L(1)m−1(|SNuN |2;σN )SNuN (t′)‖C−εdt′+ sup
t∈[0,T ]
‖Ψ(t)‖C−ε .
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Taking the expectation of both sides, integrating both sides over C−ε with respect to
dPa1,c1,γ,2m and then using Tonelli’s Theorem to switch the order of integration in the
second term gives,
ˆ
C−ε
E[ sup
t∈[0,T ]
‖uN (t)‖C−ε ]dPNa1,c1,γ,2m(u0) .
.
ˆ
C−ε
‖u0‖C−εdPNa1,c1,γ,2m(u0) + E
[
sup
t∈[0,T ]
‖Ψ(t)‖C−ε]
+
ˆ T
0
ˆ
C−ε
E
[‖L(1)m−1(|SNuN |2;σN )SNuN (t′)‖C−ε]dPNa1,c1,γ,2mdt′
= (I) + (II) + (III).
We will estimate the three terms on the right hand of the above inequality separately and
show
(I) + (II) + (III) ≤ CT .
We can estimate (I) using Ho¨lder’s inequality and Propositions 7.5 and 7.1,
(I) =
ˆ
C−ε
‖u0‖C−εGNc1
γ
,2m
(u0)dµ a1
γ
(u0)
.
(ˆ
C−ε
‖u0‖2C−εdµ a1
γ
(u0)
) 1
2
(ˆ
C−ε
GNc1
γ
,2m
(u0)
2dµ a1
γ
(u0)
) 1
2
. C
independently of N . We can estimate (II) using Proposition 1.1. For (III) we claim that
(III) = T
ˆ
C−ε
‖L(1)m−1(|SNu0|2;σN )SNu0‖C−εdPNa1,c1,γ,2m(u0).
To prove this claim we use an argument in [10, Proof of Theorem 1]. Defining the functions
ψm : C
−ε 7→ C by ψm(f) = max(m, ‖L(1)m−1(|SNf |2;σN )f‖C−ε) we have that ψm are Borel
and bounded. Using the dominated convergence theorem, the definition of the transition
semi-group, the invariance of PNa1,c1,γ,2m and then the dominated convergence theorem again
we get,
(II) =
ˆ T
0
ˆ
C−ε
E
[‖L(1)m−1(|SNuN |2;σN )SNuN (t′)‖C−ε]dPNa1,c1,γ,2mdt′
=
ˆ T
0
lim
m→∞
ˆ
C−ε
PNt′ ψmdP
N
a1,c1,γ,2mdt
′
=
ˆ T
0
lim
m→∞
ˆ
C−ε
ψmdP
N
a1,c1,γ,2mdt
′
= T
ˆ
C−ε
‖L(1)m−1(|SNu0|2;σN )SNu0‖C−εdPNa1,c1,γ,2m(u0).
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From Ho¨lder’s inequality and Propositions 7.5 and 7.1 we then have,
(II) . T
ˆ
C−ε
‖L(1)m−1(|SNu0|2;σN )SNu0‖C−εdPNa1,c1,γ,2m(u0)
. CT
(ˆ
C−ε
‖L(1)m−1(|SNu0|2;σN )SNu0‖2C−εdµ a1γ (u0)
) 1
2
(ˆ
C−ε
GNc1
γ
,2m
(u0)
2dµ a1
γ
(u0)
) 1
2
. CT
giving the bound for (III).

We now upgrade the previous proposition to the following.
Proposition 7.7. Suppose a1a2 =
c1
c2
. For any T > 0 there exists a constant CT > 0 such
that ˆ
C−ε
E
[
sup
t∈[0,T∧T ∗(u0,ω)
‖Φ(t, u0, ω)‖C−ε
]
dPa1,c1,γ,2m(u0) ≤ CT .
Here T ∗(u0, ω) > 0 a.s. is the maximal time of existence of u according to Proposition 1.3.
Proof. From Proposition 7.1 we know that GNc,2m(u0) → Gc,2m(u0) Pa1,c1,γ,2m-almost ev-
erywhere, up to a sub sequence which we still denote by {GNc,2m} by abuse of notation.
Further, by Proposition 7.3, uN → u in C([0, T ∧T ∗(u0, ω)], C−ε) where u solves (1.8) with
initial data u0 and uN = ΦN (t, u0, ω) solves (7.5).
Hence by Fatou’s lemma we have,ˆ
C−ε
E
[
sup
t∈[0,T∧T ∗(u0)
‖Φ(t, u0, ω)‖C−ε
]
dPa1,c1,γ,2m(u0)
=
ˆ
C−ε
E
[
sup
t∈[0,T∧T ∗(u0)
‖u(t)‖C−ε
]
G c1
γ
,2m(u0) dµ a1
γ
(u0)
. lim inf
N→∞
ˆ
C−ε
E
[
sup
t∈[0,T∧T ∗(u0)
‖uN (t)‖C−ε
]
GNc1
γ
,2m
(u0) dµ a1
γ
(u0)
< CT .

We can now complete the proof of Theorem 1.5.
Proof of Theorem 1.5. Consider a sequence of times Tk → ∞ as k → ∞. Then, by the
above proposition, for each k there exists a set Uk of Pa1
γ
,
c1
γ
,2m-measure one such that for
each u0 ∈ Uk
sup
t∈[0,T∧T ∗(u0)]
‖u(t)‖C−ε <∞ almost surely.
From the ansatz u = v +Ψ and Proposition 1.1 we then have
sup
t∈[0,T∧T ∗(u0)]
‖v(t)‖C−ε <∞ almost surely.
where v(t) is the solution to (1.7). Proposition 5.1 then implies that T ∗(u0) ≥ Tk almost
surely. Taking U =
⋂
k≥0
Uk we have our desired measure one set. 
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This almost sure global existence result allows us to define the solution map Φ : R+×U×
Ω → C−ε associated to (5.1) with initial data in U . Further we can define the transition
semi-group Pt associated to (5.1) by
Ptψ(u0) = E
[
ψ(Φ(t, u0, ω)
]
Finally we show that the measure Pa1,c1,γ,2m is an invariant measure for (5.1), proving
Theorem 1.6.
Theorem 7.8. Suppose a1a2 =
c1
c2
. Then the measure Pa1,c1,γ,2m is an invariant measure for
(5.1). That is, ˆ
C−ε
Ptψ dPa1,c1,γ,2m =
ˆ
C−ε
ψ dPa1,c1,γ,2m
for all t > 0 where Pt is the transition semi-group associated to (5.1).
Proof. We follow an approximation argument as in [10]. Let ψ ∈ Cb(C−ε). From the
invariance of dPNa1,c1,γ,2m,ˆ
C−ε
Ptψ dP
N
a1,c1,γ,2m =
ˆ
C−ε
ψ dPNa1,c1,γ,2m. (7.9)
For the left hand side of (7.9) we have,∣∣∣∣ˆ
C−ε
Ptψ dPa1,c1,γ,2m −
ˆ
C−ε
PNt ψ dP
N
a1,c1,γ,2m
∣∣∣∣ (7.10)
≤
∣∣∣∣ ˆ
C−ε
E
[
ψ(Φ(t, u0, ω))
]
dPa1,c1,γ,2m −
ˆ
C−ε
E
[
ψ(Φ(t, u0, ω))
]
dPNa1,c1,γ,2m
∣∣∣∣
+
∣∣∣∣ ˆ
C−ε
(
E
[
ψ(Φ(t, u0, ω))
] − E[ψ(ΦN (t, u0, ω))])dPa1,c1,γ,2m∣∣∣∣
≤ ‖ψ‖L∞
∣∣Za1,c1,γ,2m − ZNa1,c1,γ,2m∣∣
+
ˆ
C−ε
∣∣E[ψ(Φ(t, u0, ω))]− E[ψ(ΦN (t, u0, ω))]∣∣dPa1,c1,γ,2m.
The first term on the right hand side of (7.10) goes to zero from Proposition 7.1. The
second term on the right hand side of (7.10) goes to zero from a combination of the fact
that ΦN(t, u0, ω) → ΦN (t, u0, ω) in C([0, T ];C−ε) for almost every u0 ∈ suppPa1,c1,γ,2m,
the continuity of ψ and the dominated convergence theorem.
For the right hand side of (7.9),∣∣∣∣ ˆ
C−ε
ψ dPa1,c1,γ,2m −
ˆ
C−ε
ψ dPNa1,c1,γ,2m
∣∣∣∣
. (ZNa1,c1,γ,2m)
−1
∣∣∣∣ˆ
C−ε
ψG c1
γ
,2mdµ a1
γ
−
ˆ
C−ε
ψGNc1
γ
,2m
dµ a1
γ
∣∣∣∣
+
(
(ZNa1,c1,γ,2m)
−1 − (ZNa1,c1,γ,2m)−1
)ˆ
C−ε
ψG c1
γ
,2mdµ a1
γ
≤ δ−1‖ψ‖L∞
∣∣Za1,c1,γ,2m − ZNa1,c1,γ,2m∣∣
+ δ−2
∣∣Za1,c1,γ,2m − ZNa1,c1,γ,2m∣∣‖ψ‖L∞δ
≤ δ−1‖ψ‖L∞
∣∣Za1,c1,γ,2m − ZNa1,c1,γ,2m∣∣
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where in the second inequality δ is the constant in (7.3). The right hand side of this
inequality goes to zero from Proposition 7.1. 
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