In part I of this series (H. , J. Clin. Chem. Clin. Biochem. 27, 709-720) we described a new biometrical procedure for the evaluation of method comparison studies. In part II we now discuss its properties and compare them with thöse of other established procedures by means of a Simulation study, We demonstrate that the reliability of the results not only depends on the sample size but also on the sampling distribution, the precisipn of the methods, and the concentration ränge covered by the samples. Linear regression and principal component procedures are either inadequate or not äs reliable äs our new procedure. The appropriate sample size is discussed and recommendations are given.
Introduction
In part I of our paper (1) we described a new statistical linear regression procedure which can be employed in the v evaluation of method comparison studies. We showed its theoretical advantages compared with other statistical procedures and presented an example with real data to support our arguments.
In this paper we present the comparison of our procedure with other established procedures in order to demonstrate its merits. Further we shall expose the strong dependence of the appropriate sample size on certain properties which are inherent in the analytical methods for which a comparison should be performed.
The experimental design consists of drawing n independent samples from a population and measuring the analyte in question with each of the two methods. The evaluation usually consists of fitting a straight line Υ = α -l· X to the data and in testing the hypotheses β = l and α = 0. The evaluation procedures discussed here differ with regard to the estimators, the meaning of β and a, and the tests of the hypotheses. The statistical models on which an evaluation can be based are discussed in part I. The notation and meaning of X and Υ will be the same s in part I.
In this context we should like to point out that the problem of determining the parameters of a linear equation by which one method is transformed into the other is a different one. It deserves a separate treatment and will be the topic of part III of our paper.
Evaluation Procedures for Method Comparison
The evaluation procedures discussed in this paper are divided in two groups, one which is invariant with regard to the assignment of the methods to X and Y, and one which is not. A procedure is invarî ant, if after interchanging X and Υ the respective estimators of β and α can be transformed into each other, and if the test of the hypotheses β = l and α = 0 gives the same results under both assignments.
Invariant procedures
The invariant procedures asume that the Variation of the observed values Xi and yi has two independent sources: one is the Variation within the population of all possible samples, the other one is the measurem ent error within each sample. This leads to the partition Xi = χ* + ξί and yi = y,* -l· η ί?
where x* and y* are the expected values within the i-th sample and ζι and η, are the rneasurement errors. The procedures ass me the structural relationship γί = α + βχΓ between the expected values.
Procedure P/: This is our new procedure s described in part L The estimators of β and α are both medians. The usual statistics, such s mean, Standard deviation and correlation coefficient are not required. The hypothesis tests do not ask for any specific distributional assumptipns. τ Procedure Py. Standardized principal component analysis (2) . Its estimators are based on means and Standard deviations; the tests require certain distributional properties of the data.
Procedure P3: Principal component analysis (2, 3) . The theoretical background is identical to that of ?2 and the test of the hypothesis β = l is the same; the estimators, however, involve in addition the coeffi-. cient of correlation.
Procedures which are not invariant
These procedures ass me that one variable is free of random Variation iinplying that it is fixed.
The underlying statistical models are given by yi = α -l-xj Φ ηί with fixed xj^or Xi = A + Byi + ξι with fixed y f .
?.2.1 Procedures assuming X to be fixed
Procedure P 4 : TheU's procedui-e (4): This is similar to PI, in particular the estimator of β is also a medi-an. The test of the hypothesis β = l is distributionfree. Theil does not give an estimator for α; α may be estimated s in PI. Procedure PS: This is the classical linear regression based on least squares (5) . Its estimators are based on means, Standard deviations and the correlation coefficient ( s for ?2 and PS); the tests require certain distributional properties of the underlying data.
Procedures aswning Υ ίο be fixed
Procedure PO is identical to procedure ?4 and procedure P 7 identical to procedure P 5 , only the assignment of the methods to X and Υ is interchanged.
(If the arithmetical evaluation of a method comparison is carried out by a procedure which is not invariant then usually both ?4 and PO, or PS and P? are calculated.)
The Simulation Model
If the same data set is evaluated by the procedures PI to P 7 the estimators of β and α usually yield different results. Moreover, the results of testing the hypotheses β = l and α = 0 are not necessarily identical. Therefore it is desirable to know which procedure really gives the correct result. Each of the 7 procedures is based on certain mathematical assumptions which are different or even contrary to each other. If the properties of the real data ineet the assumptions of a particular procedure i t will give a reliable result; otherwise the result may be biased. Therefore, a given data set may satisfy the assumptions of one procedure but not of the other one so that systematic differences between the results can be expected. If we restrict ourselves to the slope β -and β is the inost important parameter in such an evaluation -= then deviations may occur in two respects: Firstly, an estimator b of β njay be biased in so far that it achieves values which are systematically larger (or smaller) than . Hence b would not estimate β but anything eise resulting possibly in an erroneous judgement of the methods. Consequently an unbiased estimation of b in realistic situations is a desirable property. Secondly, testing the hypothesis β = l for the estimated slope b may result in a significant difference even though β = l is trae. If the mathematical assumptions of the test are met the probability of such a false positive result is restricted to the level γ (e. g. γ = 5%). Otherwise the actual level -that is the true probability of obtaining a false positive result under the given circumstances -may be much higher than the nominal level of γ on which the test is J. Clin. Chem. Clin. Biochem. / Vol. 22,1984 / No. 6 performed. Consequently, an evaluation procedure becomes inappropriate if significant differences between the two methods would be found too frequently. Therefore, a second desirable property of a procedure is to achieve the level γ of probability in realistic situations.
Itfollows that a procedure gives the correct result ifits actual level is about y and ifits estimator ofthe slope is unbiased.
Obviously both properties cannot be studied by evaluating real data sets, since the true relation between both methods is not known. They can, however, be judged by the results of Simulation experiments (6) . Here data sets describing a well defined "Situation" are repeatedly generated to study the behaviour of PI to P? in detail. Our Simulation is based on the structural relationship model which gives a reasonable description of reality. Since procedures ?4 to P-j are frequently used in method comparison studies we have incl ded these procedures in the Simulation study. From the structural relationship model, it follows that the CV's of the methods can be defined from the variances σ| and o\ of their respective measurement errors. For ease of notation, however, we shall use CV X and CV y when we refer to the coefficient of Variation of method X or method Υ respectively. Before we describe the details of the Simulation model we state the following general assumptions: -There is a linear relationship between method X and method Y. -The measurements of X and Y are realisations of independent continuous bivariate variables. Let [c u , co] be the r nge of measurements for the method assigned to X, and [ c u , c 0 ] the corresponding r nge for the method assigned to Y. Let c = ~^-be the common size of both raiiges with Kc< °o. A large size corresponding to c^8 will be represented by c = oo, a medium size corresponding to 4 ^ c < 8 by c = 4. Further, a small size of 2^c<4 will be modelled by c = 2 and a very small size of 1.25 ^c<2 by c = 1.25. Since every method has a lower detection limit there is always c u >0. As a measure of precision which is known before the Start of a method comparison experiment, we use the coefficient of Variation. In the Simulation model we assume CV X and CV y to be constant over their concentration r nge 1 ). This is much more realistic than ') The CV is chosen here s a famili r measure of precision. In I.e. (7) it is shown that other measures may be more appropriate if the distribution of the measurement error is skew or has a kurtosis, but this property is without relcvance in this context.
the usual assumption of constant Standard deviations (2, 5) . For completeness sake, we also studied the influence of non-constant CV's on the evaluation procedures. The magnitude of the CV's is not independent of the size c of the measurement r nge since methods for constituents with a very small biological r nge ( s for instance electrolytes) require small CV's for the differentiation of measurements. Therefore, the CV's are varied independently of each other from 2% to 13% for a medium or large size c and from 2% to 10% for a small size c. In the case of a very small size the CV's are varied from 1% to 2%. It can be shown that it is sufficient to take the inter- In the Simulation model, n samples are drawn from the interval [-, 1] ; the i-th sample has expected values x* and y,* = x*. (Since we study the estimation of β we assume a constant α and set it equal to zero). The samples are generated from -a uniform sampling distribution over [-, 1] , represented by equidistant x*, or -a skew sampling distribution over [-, 1] : to c achieve this the interval is divided into 5 sections of equal length with equidistant x* covering 5%, 50%, 30%, 10% and 5% of n. In this way the measurements are concentrated more in the left part of the r nge. This distribution corresponds to many real situations where usually samples come both from healthy and diseased persons.
The choice of predefined x* from the uniform and skew sampling distribution actually leads to a functional relationship model. However, our first investigations demonstrated that the results from the Simulation on the basis of a true structural relationship model (with random generation of χΓ) did not differ from those of the functional relationship model. Considering the amount of Computing time needed for the Simulation we decided to use the less demanding functional relationship model. Besides, this model can be interpreted s a special case of the structural relationship model.
In order to estimate β reliably it would be optimal to have the samples located at the boundaries of the r nge s long s linearity is guaranteed. Obviously, this sampling distribution will be insufficient for practical reasons. However, the uniform distribution lies between this extreme and the usually skew sampling distribution and is attainable.
The expected values are distorted by independe t measurement errors ξί and r\\ giving "measurement values" Xj = χ? + ξ,· and y\ = y* + T)J. These errors correspond to the precision of the methods. Three types of distribution of measurement errors are considered: -ξ,· and i]i are normally distributed.
-ξί and r|i both have a mixture of two normal distributions differing slightly from each other so that the resulting distributions of ξί and T)J look like a normal distribution; in particular they are symmetric. -ξ,· and η, both have a skew distribution with a positive kurtosis so that they differ essentially from a normal distribution.
The latter two distributions are chosen since it is well known (8, 9 ) that in general the measurement errors are not normally distributed. Therefore it is advisable to investigate several distributions.
So far the Simulation does not allow for large differences between Xj and yj that occur frequently in real experiments. We call such a pair (xj, yi) an extreme value. It may be caused by a difference in specificity or by susceptibility to interferences of the methods and should not be removed from the evaluation without any experimental reasbn/Hence it is necessary to consider extreme vajues in the Simulation model; they are introduced to the data by changing some values of Y up to ± 50%.
In summing up we define one Simulation step by the following parameters: c = common size of ranges, n = sample size, CV X , CV y , , sampling distribution, distribution of measurement errors and number and Position of extreme values.
In our basic Simulation model n pairs (xi, yj) are generated for each choice of Simulation parameters. The estimators bi, ,.., b? of the slope are calculated according to PI, ..., P 7 , and the hypothesis = l is tested with respect to PI, ..., P 7 . These Steps are performed 500 times for each choice of the Simulation parameters. From the 500 bj's the median med (bi) is calculated. The bias of bi is estimated (med (bi) -).
The proportion of significant test results given by Pj is an estimator of the actual level of = P\ if = 1. The 7 procedures are compared with regard to their aetual level and to their bias, if J= 1. The case β Φ l deserves a separate investigation. As the maximum sample size we choose n = 90 since otherwise the Simulation expenditure would be too large. The influence of extreme values is not investigated and only normally distributed measurement errors are considered. The probability of a significant test result if β φ l is true, is called the power. It is tabulated for several parameter combinations. The power should be large if there is a relevant difference between β and 1. Therefore the user must define a relevant value, r d, which is adequate to his specific problem. Then, if β is larger than re i or less than l/ rc i the power should be sufficiently large, say ^ 80%. It is shown that this desirable property depends on the suitable choice of the sample size n. A list of such sample sizes is given.
Since it is difficult to assess the properties of an experimental data set with respect to the model assumptions of a regression procedure, we find it more advantageous to demonstrate how a procedure behaves if certain assumptions are not met. 6  7  8  9  12  10  13  16  13  12   5  11  16  9  23  13  25  35  30  27   5  21  43  34  63  25  52  43   P 7   7  23  30  18  16  13  25  41  33  22   7  27  39  20  49  20  40  58  47  37   7  41  68  47  79  33  68  55 properties of the individual procedures are discussed in the light of the overall results from the Simulation; they are available on request. We give the Interpretation on the basis of differences in CV's:
Comparison of Procedures
Both CV's are identical: P ι achieves its nominal level rather well for all Simulation parameters (see also part I). In many cases, however, P 2 and P 3 show insufficient results particularly if the size is large and the sampling distribution is skew; then they exceed their nominal level considerably. The procedures P 4 , PS, PO and P 7 are far away from their nominal level unless both CV's are small. To illustrate an actual level of about 50% one could say that the outcome of a method comparison can be obtained by tossing a coin. Both CV's are approximately identical, say CV l <-^-^< 1.5. Here PI is the best of all proceuv x . dures in meeting the nominal level for all Simulation parameters, but it does occasionally exceed γ = 5%. If the size c is large and the sampling distribution is skew then P 2 and P 3 exceed their nominal level considerably. If the size c is small the actual levels of PI, P 2 , PS are essentially higher than in case I. The actual levels of PO and PI are higher, and those of P 4 and PS are lower when compared with case I. Both CV's are rather different, say 1.5 <-CVy cv x < 2.5: Then P 4 is the procedure with the best result but it can also exceed γ. However, if both CV's are less than 7% and the sampling distribution is uniform then PI also meets the level γ rather well in contrast to P 2 and P 3 . PS has a higher level than P 4 . In comparison with case II the levels of P 4 and PS are decreased whereas those of P 6 and P 7 are further increased. CV IV. Both CV's are essentially different, say y CV X > 2.5: Then P 4 achieves γ = 5%, whereas the level of P 5 is in most of the cases higher. PI, P 2 , and Ρ 3 may also exceed γ = 5% considerably. The levels of P 6 and P 7 can go s far s 100%.
These results are plausible: If both CV's are very different then X might be considered to be free of random Variation relative to Y, so that P 4 and P 5 will be appropriate; in contrast P 6 and P 7 are completely inappropriate. P 4 is superior to P 5 since P 4 is distribution-free. If, however, both CV's are identical then no variable can be assumed to be free of random variation, and Pj, P 2 or P 3 will be applicable. PI is superior to P 2 and P 3 since it is not based on any distributional assumptions.
11 can be seen that the actual level of P ι is more independent of the sampling distribution than that of P 2 or Ρ 3 , especially in the case of a large c which is typical for most of the applications. It is obvious from the results that it does not make sense to perform both P 4 and PO or PS and P 7 since' il is likely that the test results will contradict each other.
The bias of the slope estimators if no extreme values are present
Again the sample size is restricted to n = 40. The resulting bias is accurate up to ± 1%. Table 2 If an estimator is biased the corresponding actual test level is increased. The inverse, however, is not true. The test level may be highly increased even though the estimator is unbiased -caused by a violation of the corresponding distributjon l assumptions. Therefore PI with no distributional assumptions is superior to P 2 and P 3 , and P 4 is superior to PS even if extreme values do not occur. regression line). Table 5 shows the simulated cases, where the extreme values are obtained s described above. Table 6 states the respective probability of a false positive test result and the bias of procedures Pi, P 2 and P 3 if both CV's are 7% (in this constellation procedures P 4 , PS, PO, P? are completely inadequate). The probability of a false positive test resült obtained by PI can be higher than = 5% and bi may be biased. P 2 and P 3 , however, exceed the nominal level to a much greater extent and show a considerably greater bias. The extreme point located at the upper boundary of the ränge of X and above the regression line causes most of these effects whereas the extreme value located inside the ränge and below the regression line does not show any extra effect. An additional extreme value near the upper boundary of the ränge of X and above the line increases the effect.
Therefore, if there is at least one extreme value present PI is superior to P 2 and P 3 since the results given by PI are only slightly impaired. This property holds for both a uniform and a skew sampling distribution; it is a generalization of our example in part I of this paper.
' . \ 4.4 Very small size of measurement ränge All previous Statements hold also for a very small size c, but all effects are amplified even when the precision of both methods is high. Table 7 shows the probability of a false positive test result and the bias of bi, b 2 4.5 The influence of a non-constant CV on the behaviour of the procedures We investigated three different situations in which the Variation of the CV was the same for both methods:
A constant Standard deviation in the lower part (first 20%) and a constant CV in the rest of the measurement ränge do not influence the results.
A constant CV for 80% of the measurement ränge* followed by an increasing CV up to double its size, affects the results of procedure PI only slightly whereas the results from procedures P 2 and PS become seriously impaired.
A non-constant CV at both ends of the measurement ränge, however, does not lead to a further deterioratipn of the results.
The influence of the sample size on the above results
The results of our Simulation study show that the estimates of the slöpe do not change if the sample size of n = 40 is enlarged to 60 or 80; i. e. the biasif any -is independent of n. Therefore the results obtained in 4.2 to 4.5 do not depend on the sample size.
The probability of a false positive test result is al$o independent of n if the corresponding estimator is unbiased. Otherwise the actual level increases if n is increased. The judgement and ranking of procedures PI, ..., P?, however, remain valid.
However, it must be stressed that these Statements of independence of n are only valid for the average of the estimation; its precision decreases with the sample size.
Recommendations
There is no procedure whicli can be applied without restrictions for the statistical evaluation of a method comparison ünless the appropriate experimental design is used. In particular, it has been demonstrated that the quality of statistical results from P 2 and P 3 may be impaired if the sampling distribution is not uniform. Reliable statistical results, however, can be expected from procedure PI even if some extreme values are present, provided that the following recommendations are observed.
-The sampling distribution should be uniform.
Under the usual experimental conditions, however, it is more likely to be skew. In this case the results from P r are more reliable than those from the other procedures.
-If the precisions of both methods are identical or nearly identical then PI is the most reliable of all the procedures, even if the CV's are not constant ovef the measurement ränge.
-If the precisions Of both methods are different then P] gives reliable resultsJprovided that both CV's are less than 7%.
For any other constellation of the CV's there are two possibilities: P 4 is the most appropriate of all, but the results are not invariant with respect to the assignment to X and Y.
If it is required that X and can be interchanged, then without impairing the results an alternative experimental design is recommended: Single determinations should be performed with the more precise method (X) wHereas k-fold determinations should be performed with the less precise one (Y). k is determined from where f is obtained from table 8.
Tab. 8. Factor f determining the number k of replicate measurements for the less precise method. If we take the mean of these k-fold determinations for each sample we ensure that its coefficient of Variation differs from CV X by the factor f only. Then taking äs input the single values of the one method and the means of the k-fold determinations of the other method, PI can be used for evaluation.
The Sample Size

The probability of a significant test result
The power of procedure PI if > l and CV X = CV y is given in tables 9, 10 and 11 for different sizes c. The accuracy of the values is in the ränge of ± 2.
To demonstrate the dependence of the power on the Simulation parameters, consider the following example: Let c be^large, both CV's 7%, n = 60 and the sampling distribution skew, then the chance of a significant test result is about 40% if the true but unknown value of is 1.06 (see tab. 9).
Tab. 9. Probability of a significant test result obtained by PI if the size is large (c = ») and both CV's are equal ( = 5%). From the tables the following properties can be deduced: -The power decreases with the size c. For the above example the power goes down to 11% if c = 2 (see tab. 11). This is intuitively clear since the estimation is more precise if the size c is large and a precise estimator bi of causes a high power. -The power decreases with increasing CV's. If both CV's are 2% then the power is äs high äs 100% whereas if both CV's are 13% the power goes down to 19% (see tab. 9).
-The power increases with the value of ß. It reaches about 100% if ß = 1.15. Obviously the more both methods differ from each other the better the difference can be detected (see tab. 9).
-The power increases with increasing n. If n = 90 then the power goes up to 57%, but the power is 22% only if n = 30 (see tab. 9). The power approaches 100% if n is large enough.
-The uniform sampling distribution leads to a higher power than the skew sampling distribution. In the above example, the power is 67% in the case of a uniform sampling distribution (see tab. 9). Analogous Statements hold if the CV's are not equal. They also remain valid if the CV's are very different and the evaluation is done by procedure P 4 (see 4.7).
Therefore, the reliability ofthe result when testing the hypothesis = l depends not only on n but also on the other conditions, L e. on size c, CV X and CV y , true value of ß, and the sampling distribution. A fixed sample size independently of these conditions cannot be recommended.
The consequences of an inappropriate sample size can be demönstrated by the above example. Let c = oo, CV X = CV y = 7%, and let the sampling distribution be uniform. Assume that a deviation of 8% or more from ß = l is relevant, i.e. ß re i = 1.08. If = 30, then the power is 57% if the true but unknown ß is 1.08; however, the power is 79% if ß = 1.10 holds (see tab, 9). If therefore the unknown ß were 1.08 or a little bit larger, this deviation would not be detected with a sufficient probability (^80%), though the value of ß re i would be exeeeded. On the other side let n = 90. Then the power is 86% even if ;ß = 1.06 holds; i.e. this deviation would be detected äs significant with a high probability even though it wouid not be relevant. A reäsonable sample size, however, would be n = 50. If the unknown ß exceeds the threshold <ß r ei then the probability of a significant test result is af least 83%; but for ß < ß re i J. Clin. Chem. Clin. Biochem. / Vol. 22, 1984 / No. 6 this probability is lower. The sample sizes given in the next chapter are found in this way (under the assumption of identical CV's).
If the methods have different CV's then the power of the test will be different depending on whether ß or 1/ß is greater than 1. As a consequence different sample sizes are also required. Since it is usually not known before the evaluation whether the outcome is ß > l or 1/ß > l we recommend the use of the larger sample size; the tabulated sample sizes take this into account.
Determination of the sample size
The common size c of the measurement ränge of both methods is known before the beginning of an experiment. The same is true with the precisions of both methods. If the coefficients of Variation do not vary too much over their concentration ränge the precisions may be expressed by CV X and CV y . The investigator h^s to define by ß re i a relevant difference to ß = 1. If both precisions do not differ by more than the factor f, evaluation should be carried out by procedure PI; table 12 gives the respective sample sizes if the sampling distribution is uniform; table 13 gives the appropriate sample sizes in the case of a skew sampling distribution. If n is determined in this way then the probability of detecting a relevant deviation from ß = l by procedure PI is about 80% or more.
it is evident that a skew sampling distribution requires a larger sample size than a uniform sampling distribution; the skew distribution äs described, requires approximately twice the sample size of a uniform distribution. Oft the other hand, to obtain a uniformly distributed sample one needs to carry out more than the required number of determinations to achieve such a distribution. To aim for the sample size of a skew distribution may be the easier solution; the properties of procedure PI are still acceptable in this case. If the precisions of both methods are different but both are less than 7% then the evaluation can be carried out by PI and n is obtained from table 12 or 13. If the precisions of both methods are different and at least one CV is larger than 7% then the evaluation can be performed by PI provided that k-fold determinations have been carried out for each sample of the less precise method. The value of k is obtained from equation (1) and n from table 12 or 13.
The assumptions with regard to the shape of the skew sampling distribution and to normally distrib-Tab. 12. Proposcd sample sizes for procedure Pj if the sampling distribution is uniform ( = 5%; power at least 80% uted measurement errors have a serious influence on the appropriate sample size; n would have to be increased if the sampling distribution becomes more skew. The distribution of measurement errors is generally not known; therefore we refer to a "Standard" distribution. It must be noted here that the distribution of measurement errors may affect the power, but the Chance of a false positive test result (i.e. if = l is true) remains about 5%.
Conclusion
Statistical evaluation of a method comparison by linear regression is completely inappropriate since it is rather likely that it produces misleading results. The results of the principal component analysis (procedure P 3 ) are more reliable, and those of the standardized principal componeiit analysis (procedure Pa) even better. But both principal component procedures show important drawbacks if the sampling distribution is skew, if the CV's are not constant over the measurement ränge, or if extreme values are present. Because of its robustness the new procedure PI can also cope with those situations; it is the regression procedure we recömmend for the statistical evaluation of method comparison stüdies. 
