We address three problems of statistical analysis of real-valued time series: goodness-of-fit (or identity) testing, process discrimination, and the change point problem. For each of the problems we construct a test that is asymptotically accurate for the case when the data is generated by stationary ergodic processes. All problems are solved in a similar way by using empirical estimates of the distributional distance between the processes.
I. INTRODUCTION
In this work we consider three problems of statistical analysis of real-valued time series: goodness-of-fit (or identity) testing, process discrimination, and the change point problem. For all three problems we obtain asymptotically accurate tests not making any other assumptions about the distributions generating the data rather than they are stationary ergodic. The problems are solved in a similar way, namely by evaluating empirical distributional distance: a weighted sum of frequencies of all k-tuples for all natural k. These results extend those of the work [10] , where processes with finite alphabets are considered.
The first problem we consider is testing whether a data sample was generated by a known stationary ergodic process ρ versus it was generated by a stationary ergodic process which is different from ρ. This is called goodness-of-fit or identity testing (while the hypothesis {ρ} is called simple). For the case when ρ has finite memory [11] gives a solution to this problem: a test that can be based on an arbitrary universal code. It was noted in [12] that an asymptotically accurate test for the case of stationary ergodic processes over finite alphabet exists. Here we propose a concrete and simple asymptotically accurate goodness-of-fit test, which demonstrates the proposed approach: to use empirical distributional distance for hypotheses testing. The Type I error of the test is fixed and the Type II error goes to 0 with probability 1.
The second problem is process discrimination: we are given three samples X = (X 1 , . . . , X k ), Y = (Y 1 , . . . , Y m ) and Z = (Z 1 , . . . , Z n ) generated by ergodic processes with distributions ρ X , ρ Y and ρ Z . It is known that ρ
It is required to test which one is the case. This problem for the case of dependent time series was considered for example in [8] . It is closely related to many important problems in machine learning and statistics, such as classification. Apparently no asymptotically accurate procedure for process discrimination has been known so far for the general case of real-valued stationary ergodic processes.
Here we propose a simple test that converges almost surely to the correct answer. The test answers ρ X or ρ Y according to whether X or Y is closer to Z in empirical distributional distance.
Finally we consider the change point problem. It is another classical problem of mathematical statistics, with vast literature on both parametric (see e.g. [2] for an introduction) and non-parametric (see e.g. [5] ) methods for solving it. There are also many variants and generalizations of this problem. In this work we consider the following setting: a real-valued sample Z 1 , . . . , Z n is given, where Z 1 , . . . , Z k are generated according to some distribution ρ X and Z k+1 , . . . , Z n are generated according to some distribution ρ Y which is different from ρ X . It is known that the distributions ρ X and ρ Y are stationary ergodic, but nothing else is known about them. The case when the stationary distributions before and after the change are known (possibly up to a parametrization) was considered in many works, for example [1] , [6] , [9] . As for non-parametric methods, so far most literature on change point problem for dependent time series is concerned with detecting changes in the mean, or in the form of the single-dimensional distribution. Thus, in [5] the change point problem is considered for distributions satisfying certain strong mixing conditions and having different single-dimensional marginals. Apparently the most general case is considered in the recent work [3] , namely, it is assumed that the time series before and after the change point are first-order stationary and have different single-dimensional marginals. Again, we solve the change point problem by considering empirical distributional distance which results in an asymptotically accurate change point estimate for the case of stationary ergodic distributions before and after the change.
II. PRELIMINARIES
We are considering (stationary ergodic) processes with alphabet A = R. The results can be extended to the case when A is a complete separable metric space. We use the symbol A * for ∪ ∞ i=1 A i . Elements of A * are called words or sequences. Let B k be the set of all cylinders of the form
For a sequence X ∈ A n and a set B ∈ B denote ν(X, B) the frequency with which the sequence X falls in the set B
where X = (X 1 , . . . , X n ), and as 0 otherwise.
We use the symbol S for the set of all stationary ergodic processes on A ∞ . The ergodic theorem (see e.g. [4] ) implies that for any process ρ ∈ S generating a sequence X 1 , X 2 , . . . the frequency of observing a tuple that falls into each B ∈ B tends to its limiting probability a.s.:
The distributional distance is defined for a pair of processes ρ 1 , ρ 2 as follows [7] :
where w i are summable positive real weights (e.g. w k = 2 −k ). It is easy to see that d is a metric.
Define empirical distributional distance aŝ
Similarly, we can define the empirical distance when only one of the process measures is unknown:
where ρ is a process and X is a sample.
III. MAIN RESULTS
The following lemma will play a key role in establishing the main results.
Lemma 1: Let two samples X = (X 1 , . . . , X k ) and Y = (Y 1 , . . . , Y m ) be generated by stationary ergodic processes ρ X and ρ Y respectively. Then
Proof: For any ε > 0 we can find such an index J that ∞ i=J w i < ε/2. Moreover, for each j we have ν(X, B j ) → ρ X (B j ) a.s., so that
from some K j on. Let K := max j<J K j (K depends on the realization X 1 , X 2 , . . . ). Define analogously M for the sequence (Y 1 , . . . , Y m , . . . ). Thus for k > K and m > M we have
which proves the first statement. The second statement can be proven analogously.
A. Goodness-of-fit Test
For a given stationary ergodic process measure ρ and a sample X = (X 1 , . . . , X n ) we wish to test whether the sample was generated by ρ versus it was generated by a stationary ergodic source different from ρ. Thus H 0 is "the sample X was generated by ρ", and H 1 is "the sample X was generated by a stationary ergodic source ρ = ρ".
Define the set D n δ as the set of all words of length n that are at least δ-far from ρ: D n δ := {X ∈ A n :d(X, ρ) ≥ δ}. For a given confidence level α define the critical region C α of the test as C n α := D n γ where γ := max{δ : ρ(D n δ ) ≤ α}. As usual, the test rejects H 0 at confidence level α if (X 1 , . . . , X n ) ∈ C n α and accepts it otherwise. Theorem 1: The Type I error of the test is not greater than α, and the Type II error goes to zero as the sample size n tends to infinity: ρ(C n α ) ≤ α for any n, while lim n→∞ ρ (C n α ) = 1 for all ρ ∈ S\{ρ}.
Note that using appropriate randomization in the definition of C n α we can make the Type I error exactly α. Proof: The first statement holds by construction. Let the sample X be generated by ρ ∈ S, ρ = ρ. Put δ = d(ρ, ρ )/2. By Lemma 1 we haved(X, ρ) > δ from some n on a.s., so ρ (D n δ ) → 1. At the same time ρ(D n δ ) → 0, so that ρ(D n δ ) < α from some n on, whence D n δ ⊂ C n α , so that ρ (C n α ) → 1.
B. Process discrimination
Let there be given three samples X = (X 1 , . . . , X k ), Y = (Y 1 , . . . , Y m ) and Z = (Z 1 , . . . , Z n ). Each sample is generated by a stationary ergodic process ρ X , ρ Y and ρ Z respectively. Moreover, it is known that either ρ Z = ρ X or ρ Z = ρ Y , but ρ X = ρ Y . We wish to construct a test that, based on the finite samples X, Y and Z will tell whether
The test chooses the sample X or Y according to whichever is closer to Z ind. That is, we define the test G(X, Y, Z) as follows. Ifd(X, Z) ≥d(Y, Z) then we conclude that the sample Z is generated by the same process as the sample X (formally G(X, Y, Z) = 1), otherwise we say that the sample Z is generated by the same process as the sample Y (or G(X, Y, Z) = 2).
Theorem 2: The suggested test makes a finite number of errors if k, m and n go to infinity. In other words: if ρ X = ρ Z then G(X, Y, Z) = 1 from some k, m, n on with probability 1; otherwise G(X, Y, Z) = 2 from some k, m, n on with probability 1.
Proof: From the fact that d is a metric and from Lemma 1 we conclude thatd(X, Z) → 0 (with probability 1) if and only
Thus in this cased(Y, Z) >d(X, Z) from some k, m, n on with probability 1 and G(X, Y, Z) = 1. The opposite case is analogous.
C. Change point problem
The sample Z = (Z 1 , . . . , Z n ) consists of two concatenated parts X = (X 1 , . . . ,
The samples X and Y are generated independently by two different stationary ergodic processes with alphabet A = R. The distributions of the processes are unknown. The value k is called the change point; it is also unknown, but it is assumed that k is linear in n (more precisely, αn < k < βn for some 0 < α ≤ β < 1 from some n on a.s.).
It is required to estimate the change point k based on the sample Z.
For each t, 1 ≤ t ≤ n, denote U t the sample (Z 1 , . . . , Z t ) consisting of the first t elements of the sample Z and V t the remainder (Z t+1 , . . . , Z n ). Define the estimatek as follows:
In should be noted that the term √ n in this definition can be replaced by any o(n) function that goes to infinity with n; this, in particular, does not affect the theorem below. Alternative approaches used in the literature on the change point problem are to introduce weights near the ends of the sample, or to specify linear bounds for the change point. when k, m → ∞ in such a way that α < k n < β for some α, β ∈ (0, 1) from some n on.
Proof: To prove the statement, we will show that for every γ, 0 < γ < 1 with probability 1 the inequalitŷ d(U t , V t ) >d(X, Y ) holds for each t such that √ n ≤ t < γk possibly except for a finite number of times. Thus we will show that linear γ-underestimates occur only a finite number of times, and for overestimate it's analogous. Fix some γ, 0 < γ < 1 and ε > 0. Let J be big enough to have
