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Quasichemical theory and the description of associating fluids relative to a reference:
Multiple bonding of a single site solute
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We derive an expression for the chemical potential of an associating solute in a solvent relative
to the value in a reference fluid using the quasichemical organization of the potential distribution
theorem. The fraction of times the solute is not associated with the solvent, the monomer fraction, is
expressed in terms of (a) the statistics of occupancy of the solvent around the solute in the reference
fluid and (b) theWidom factors that arise because of turning on solute-solvent association. Assuming
pair-additivity, we expand the Widom factor into a product of Mayer f -functions and the resulting
expression is rearranged to reveal a form of the monomer fraction that is analogous to that used
within the statistical associating fluid theory (SAFT). The present formulation avoids all graph-
theoretic arguments and provides a fresh, more intuitive, perspective on Wertheim’s theory and
SAFT. Importantly, multi-body effects are transparently incorporated into the very foundations of
the theory. We illustrate the generality of the present approach by considering examples of multiple
solvent association to a colloid solute with bonding domains that range from a small patch on the
sphere, a Janus particle, and a solute whose entire surface is available for association.
Keywords: patchy-colloids, molecular simulations, Monte Carlo, self-assembly
I. INTRODUCTION
The statistical associating fluid theory (SAFT) [1, 2]
is a well-established framework for modeling associating
fluids. SAFT, and Wertheim’s theory [3–6] on which it is
based, seek to describe the physics of short-range associ-
ation given the properties of a reference fluid, typically a
hard-sphere or Lennard-Jones fluid. The associating so-
lute and solvent are envisioned as having sticky-patches
on their surfaces over which they bond; the range of at-
traction is very short relative to the size of the particle.
The Helmholtz free energy of this associating fluid is then
constructed using as key ingredients the pair-correlation
information from the reference, the first order thermo-
dynamic perturbation theory (TPT1), or triplet correla-
tion that go beyond the superposition approximation, the
second order perturbation theory (TPT2) [7, 8]. TPT1
works well when the attraction is of short-range and the
sticky patches are restricted to bond only once. TPT2
works well for systems where patches are restricted to
bound a maximum of two particles [7, 8]. However TPT2
fails for patch geometries that allow bonding more than
two times. But for many problems, such as those involv-
ing colloidal-solvent or ion-solvent association, acknowl-
edging multiple bonding (> 2) at a site, and multi-body
effects in general, becomes essential.
Earlier Marshall and Chapman [9, 10] had suggested an
approach to model multiple solvent bonding to a spheri-
cally symmetric association site within the TPT2 frame-
work. In essence they approximate the integral∫
v
. . .
∫
v
d~r1 · · · d~rn gHS(~r1 · · ·~rn|0),
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of the n-particle correlation gHS(~r1 · · ·~rn|0) of the hard-
sphere solvent given the hard-sphere solute at the origin
(. . . |0) by ynHS(d)δ
(n)Ξ(n), where yHS(d) is the cavity
correlation function at contact for particles of diameter
d, δ is a correction to account for three body interactions,
and Ξ(n) is related to the cluster integral of n-solvent
plus one solute particle within the observation volume
v. The cluster integrals are calculated separately by a
Monte Carlo procedure.
The Marshall-Chapman approach [9, 10] works quite
well for low particle densities, typically ρd3 ≤ 0.6,
but deviations in structural and thermodynamic proper-
ties become serious for higher densities and/or bonding
strengths. Building on the Marshall-Chapman approach,
and drawing inspiration from the quasichemical theory
of solutions [11–13], earlier we [14, 15] developed an ap-
proach to model the above integral by the occupancy
distribution of the solvent around the solute within the
observation volume v. Importantly in our approach the
occupancy distribution was obtained from the reference
fluid at the same density as the solution being modeled.
This complete reference approach [14, 15] is able to de-
scribe accurately the structure and thermodynamics of
a colloidal solute that can bond multiple patchy-solvents
for a range of system densities, bonding energies, and
solute-solvent size asymmetries.
The above development motivated us to reconsider the
problem of modeling associating fluids entirely within the
quasichemical (QC) organization of the potential distri-
bution theorem (PDT) [11–13]. As has been emphasized
earlier [12, 13], the potential distribution theorem pro-
vides a general basis for the theory of solutions and a
tool to develop physically motivated approximate mod-
els of solution thermodynamics. The potential distribu-
tion theorem presents a local partition function to be
evaluated for the excess chemical potential of the defined
component. Importantly, this partition function can be
2recast as a summation over physical clusters within the
defined observation volume, leading to the quasichem-
ical organization of the potential distribution theorem.
The equilibrium constant for forming the clusters then
plays an important role in the theory. While the calcula-
tion of the equilibrium constant is not trivial for most
problem of interest, a definite virtue of the approach
is its rather clear physical underpinnings. Importantly,
the many-body aspect of clustering is built into the very
foundations of the theory.
It is helpful to contrast the QC/PDT approach with
the Wertheim/SAFT approach. The latter rests on an
expansion of the grand-potential of the entire system
in terms of physically bonded components, but to dis-
cover the physically bonded clusters requires use of subtle
graph-theoretic ideas. A virtue of the Wertheim/SAFT
approach is that it makes available the excess Helmholtz
free energy of the system, making its use in applica-
tions easier. But, as noted above, incorporating many-
body correlations in Wertheim/SAFT is not as transpar-
ent as in QC/PDT. For problems requiring attention to
many-body correlations, QC/PDT may helpfully com-
plement Wertheim/SAFT. With this broader goal, here
we present the key steps for describing associating fluids
within QC/PDT.
We explore a range of bonding configurations from a
solute that can bond only once, to a solute that can bond
multiple solvents but only on one-hemisphere of its sur-
face, i.e. a Janus particle [16, 17], and to a solute with a
sticky patch that covers its entire surface. Quasichemical
theory leads to the identification of the occupancy of a
patch conditional on the total occupancy of the observa-
tion volume, all in the reference fluid, as an important
quantity within the theory. We suggest a Monte Carlo
procedure to calculate this for general cases and provide
analytical models for limiting cases of a patch that can
bond only once or a patch that covers the entire sur-
face of the solute. For simplicity, in the present work we
consider a system where only solute-solvent bonding is
allowed. Forthcoming studies will ease this requirement.
The rest of the article is organized as follows. In Sec-
tion II we sketch the quasichemical approach and then de-
velop the idea of association relative to a non-associating
reference. In Section III we present the methods, and
in Section IV we present the results from several model
systems.
II. QUASICHEMICAL THEORY
The excess chemical potential, µex, of a solute in a sol-
vent is that part of the Gibbs free energy of solvation that
arises due to intermolecular interactions; µex is defined
relative to the ideal gas at the same density and tempera-
ture. Formally, µex is given by the potential distribution
relation
βµex = ln
∫
eβεP (ε)dε , (1)
where P (ε) is the probability density distribution of the
solute-solvent binding energies, and as usual, β = 1/kBT .
A direct application of Eq. 1 is almost never satis-
factory because the high-ε tail of the probability distri-
bution, which reflects short-range repulsive interactions,
is usually difficult to characterize. In the quasichemical
(QC) approach [12, 13], we separate the short-range and
long-range contributions and include the contribution
from the short-range solute-solvent interactions within
a chemical equilibrium framework. To this end we de-
marcate a domain, the observation volume or inner-shell,
around the solute (Fig. 1). The observation volume is
usually restricted to the first solvation shell of the solute.
The probability of observing n-solvent particles within
the observation volume is denoted as xn. The reversible
work to empty the observation volume is−β−1 lnx0. The
solute with an empty observation shell, the renormalized
solute, interacts with the bulk fluid solely through long-
range interactions. In particular, for a sufficiently large
inner-shell radius, the solute-solvent binding energy of
the renormalized solute is Gaussian. To complete the
thermodynamic description of solvation, we also need to
account for the free energy to create a bare cavity of the
size and shape of the observation volume. This free en-
ergy is denoted as −β−1 ln p0, where p0 is the probability
to form an empty cavity in the bulk fluid. Thus the ex-
cess chemical potential is written as
βµex = lnx0 − ln p0 + ln〈e
βε|n = 0〉 . (2)
Fig. 1 provides a schematic of the quasichemical organi-
zation. As discussed next, the appellation quasichemical
derives from the chemical organization of x0 and p0.
Consider the chemical equilibrium between the solute
(σ) and solvent (s) to form an n-solvent cluster,
σ + n · s⇋ σsn
The usual products-over-reactants equilibrium constant
is given by Kn = xn/x0ρ
n
s , where ρs is the density of the
solvent. A mass balance [12, 13, 18] then gives
lnx0 = − ln

1 +∑
n≥1
Knρ
n
s

 . (3)
A similar equation can be written for p0,
ln p0 = − ln

1 +∑
n≥1
K˜nρ
n
s

 . (4)
where K˜n is the equilibrium constant for the association
between a bare cavity and n-solvent particles.
Kn is related to configurational integrals by
Kn =
(eβµ
ex
s )n
n!
e−βw(R
n)
∫
v
d~r1 . . .
∫
v
d~rn e
−βUσsn(R
n) ,
(5)
where v is the volume of the inner-shell, Uσsn(R
n) is the
potential energy of the solute-n-solvent cluster, µexs is the
3−kBT ln p0 kBT ln〈e
βε|n = 0〉 kBT lnx0
FIG. 1. Schematic of the quasichemical organization of Eq. 1. Adapted from Figure 1, J. Chem. Phys. 130, 195102 (2009).
excess chemical potential of the solvent, and e−βw(R
n) =
〈e−βφ(R
n;β)|Rn〉0 is the average of the interaction free en-
ergy between the cluster and the bulk. Here 〈. . . |Rn〉0
indicates averaging over the normalized probability den-
sity for cluster conformations Rn in the absence of inter-
actions with the rest of the medium.
A. Quasichemical perspective of associating fluids
Associating fluids are characterized by short range,
directional interactions. In SAFT and in Wertheim’s
theory [1–4, 19], we assume the availability of a well-
characterized reference and the role of association is con-
sidered relative to the reference. For definiteness, we as-
sume the reference is a hard-sphere fluid. The above
quasichemical organization can be used for the reference
as well, and we distinguish all the reference properties
with the subscript r.
We first focus on x0 and rewrite this in terms of the
properties of the reference. From Eqs. 3 and 5 and
the corresponding relations for the reference, we can re-
express the chemistry contribution relative to the refer-
ence as
lnx0 = − ln

1 +∑
n≥1
Kn
Kn,r
Kn,rρ
n
s

 = lnx0,r − ln

x0,r +∑
n≥1
Kn
Kn,r
xn,r

 (6)
Let us next examine the ratio of the equilibrium con-
stants. We have
Kn
Kn,r
= en·β∆µ
ex
s · eβ∆w(R
n) · 〈e−β∆U˜σsn (R
n)|Rn〉r (7)
where ∆U˜σsn(R
n) is the potential energy of the n-solvent
plus solute cluster in the physical system relative to the
reference. Likewise, ∆µexs and ∆w(R
n) are the corre-
sponding properties relative to the reference. The fac-
tor en·β∆µ
ex
s · eβ∆w(R
n) accounts for the entropic effects
in sequestering the solvent within the observation vol-
ume above the effect in the reference system. The factor
〈e−β∆U˜σsn(R
n)|Rn〉r are Widom-factors, but now relative
to a reference and in the volume v. The above relations
are exact within classical statistical mechanics for any
arbitrary forcefield. Appendix (Section VII) provides a
concise derivation of Eq. 7.
The potential energy ∆U˜σsn can be partitioned into
solvent-solvent (∆Uss) and solute-solvent (∆Uσsn) con-
tributions. The presence of solvent-solvent short-
range interaction can be incorporated by factoring the
Widom factor as 〈e−β∆Uss |Rn〉r · 〈e
−β∆Uσsn |Rn〉r+ss,
where 〈. . .〉r+ss indicates averaging over the case where
solute-solvent interactions are reference interactions and
solvent-solvent interactions including short-range bond-
ing. (There are other ways to incorporate solvent-solvent
association effects, but we will not consider those in the
present paper.)
We consider solvent bonding configurations such that
solvent-solvent bonding within the solute’s inner-shell
is avoided. In this case, 〈e−β∆Uss |Rn〉r = 1 and
〈e−β∆Uσsn |Rn〉r+ss = 〈e
−β∆Uσsn |Rn〉r. Further, for
a pair additive forcefield, ∆Uσsn(R
n) =
∑n
i=1∆Uσsi .
Thus
e−β∆Uσsn(R
n) =
n∏
i=1
(1 + fσi) = 1 +
∑
i
fσi +
∑
1≤k<j≤n
fσkfσj + . . . , (8)
where fσi = e
−β∆Uσi − 1 is the Mayer f -function for as- sociation between the solute and the ith solvent within
4the observation volume. Each term in the above expan-
sion is a contribution due to association when one, two,
. . ., n solvent particles bond with the solute, given that
n solvent particles in the inner shell of the solute. As
is typically assumed in SAFT and Wertheim’s approach,
we assume the association strength is the same for all
the solvent-solute pairs. The association potential [20]
for the solute-solvent pair (σ, s) is given by:
∆uAB(σ,s)(r) =
{
−ǫ , r < rc and θA ≤ θ
(A)
c,σ and θB ≤ θ
(B)
c,s
0 otherwise
(9)
where the superscripts A and B represent the type of site
on, respectively, the solute and the solvent, and ǫ is the
association energy; fσ = e
−βǫ − 1 is the corresponding
Mayer f function. r is the distance between the particles
and θA is the angle between the vector connecting the
centers of two molecules and the vector connecting asso-
ciation site A to the center of that molecule (Fig. 2). The
critical distance beyond which particles do not interact
is rc. The angular extents of the patch for the solute and
the solvent molecules are, respectively, θ
(A)
c,σ and θ
(B)
c,s ; if
the inter-particle vector falls outside a patch, the parti-
cles cannot bond. The angular span of the patch θ
(A)
c,σ on
the solute molecule determines whether the solute can
bond one or more solvent particles (Fig. 2).
Denoting the Mayer f -functions as fσ, we thus find
〈e−β∆Uσsn(R
n)|Rn〉r = 1 +
∑
1≤i≤n
〈fσ|R
n〉r
+
∑
1≤k<j≤n
〈f2σ |R
n〉r
+ . . . (10)
Consider the term 〈fσ|R
n〉r. This is the average Mayer
f -function for a single solvent particle interacting with
the solute. Since there are n-solvent particles in the ob-
servation volume, there are n choices of particles to oc-
cupy the bonding patch (solid bond angle) on the solute,
leading to the summation
∑
1≤i≤n. The other terms in
the expansion can be given a similar meaning. It proves
helpful to codify the combinatorics by means of an indi-
cator function. Specifically, we define
χ(i, n) =


1, if at least i ≤ n solvent
occupy the bonding patch
0, otherwise
(11)
The (i+ 1)th term on the right hand side of Eq. 10 is then
∑
1≤a<...<i≤n
〈f iσ|R
n〉r ≡ 〈f
i
σχ(i, n)|R
n〉r =
〈f iσχ(i, n)|R
n〉r
〈χ(i, n)|Rn〉r
〈χ(i, n)|Rn〉r = 〈f
i
σ|i · R
n〉r · 〈χ(i, n)|R
n〉r (12)
In deriving the last term in Eq. 12 we have used the rule-
of-averages [11–13], and 〈. . . |i ·Rn〉r indicates that (a) n-
solvent particles are in the inner shell and (b) at least i of
the n solvent particles are over the bonding patch. When
the association strength is the same for all the solute-
solvent pairs, as in the usual cases in Wertheim/SAFT,
the solvent on the solute patch bonds independently of
the bonding state of the other solvent particles, we find
〈f iσ|i · R
n〉r = f¯
i
σ · κ
i
s , (13)
where κs = [1 − cos(θc,s)]/2 is the probability that the
solvent molecule is oriented such that it can bond with
the solute and f¯ accounts for averaging over the radial
coordinate. For a square-well potential (Eq. 9), we simply
have f = f¯ = e−βε − 1. The factor 〈χ(i)|Rn〉[= Q(i|n)]
is the probability that given n-solvent particles in the
inner-shell, at least i ≤ n occupy the patch region and
are available to bond with the solute.
Putting all of the above together, we have
〈e−β∆Uσsn(R
n)|Rn〉r = 1 +∑
1≤i≤n
f¯ iσ · κ
i
s ·Q(i|n) (14)
Going back to Eq. 7, we provisionally assume that the
surface term is also pair-decomposable, with each pair-
wise contribution the same. (We emphasize that pair
decomposability is assumed for a free energy rather than
an interaction potential, but this assumption can be re-
laxed.) Thus, provisionally we set β∆w(Rn) = n · β∆w.
For convenience we write ξs = exp(β∆µ
ex
s ) exp(β∆w).
Thus we finally obtain
Kn
Kn,r
= ξns ·

1 + ∑
1≤i≤n
f¯ iσ · κ
i
s ·Q(i|n)

 (15)
Substituting the above ratio in Eq. 6, we find
5θA
θc,σ
A
θB
θc,s
B
r
θc,σ = 27
o
θc,σ = 40
o θc,σ = 60
o θc,σ = 90
o
θB
θc,s
A
B
r
θc,σ = 180
o
FIG. 2. Different patch geometries (θc,σ) of the solute molecule. For a solute with (θc,σ = 180
◦
), the attractive patch A can be
approached from any direction. Note that the critical angle for the solvent molecules θc,s = 27
◦, so that the patch B(colored
green) on the solvent can only interact once with the multi-bonding patch A(colored red) on the solute molecule. It should be
noted that due to the 2-D nature of the graph, all the possible bonding conditions can not be represented. Table I gives the
maximum bonding numbers for different patch sizes on the solute molecule.
lnx0 = lnx0,r − ln

x0,r +∑
n≥1
ξns ·

1 + ∑
1≤i≤n
f¯ iσ · κ
i
s ·Q(i|n)

 · xn,r


= lnx0,r + lnXσ . (16)
The physical meaning of the above equation is the fol-
lowing. The chemical work (Fig. 1) is composed in two
steps: (1) the free energy lnx0,r to populate the obser-
vation shell with reference solvent particles, and (2) the
free energy lnXσ to turn on solute-solvent and solvent-
solvent association. Eq. 16 is the principal contribution
of this work.
We can pursue a similar development for the packing
contribution (Fig. 1). The final form of the association
contribution to the excess chemical potential of the solute
is thus
µexasso = ln
x0
x0,r
− ln
p0
p0,r
= lnXσ − lnPσ , (17)
where the lnPσ term arises solely from association con-
tribution to solvent reorganization.
Given the ratio of the equilibrium constants (Kn/Kn,r)
and Xσ, the occupancy distribution of solvent molecules
around the associating solute is
xn = Kn · ρ
n
s · x0
=
Kn
Kn,r
· xn,r ·Xσ (18)
The bonding distribution can be obtained from this oc-
cupancy distribution using standard rules of probability
Xi =
∑
n≥i
xn · P (Xi|n), ∀n ≥ 0 , (19)
where P (Xi|n) is the conditional probability of having i
bonded solvents when n solvent molecules are present in
the observation volume. Note that∑
i≤n
P (Xi|n) = 1, ∀n ≥ 0 (20)
B. Single site solute
To maximize clarity and simplify the analysis of the as-
sociation contribution, in this article we consider the case
of an infinitely dilute solute in a solvent which can not
associate with other solvent molecules, i.e. only solute-
solvent association is allowed. For this case ξs = 1;
please note that there will also be some contribution to
the chemical potential of the solvent due to solute-solvent
association, but for an infinitely dilute case this can be
neglected. The equilibrium ratio simplifies to
Kn
Kn,r
=

1 + ∑
1≤i≤n
f¯ iσ · κ
i
s ·Q(i|n)

 . (21)
For this system, Xσ is equal to X0, the fraction of times
the solute is not bonded, i.e. the monomer fraction, a
quantity that plays a central role in Wertheim/SAFT.
For the chemical contribution, expanding and rearrang-
ing the order of summation in the second term on the
right hand side of Eq. 16, we have
x0,r +
∑
n≥1

1 + ∑
1≤i≤n
f¯ iσ · κ
i
s ·Q(i|n)

 · xn,r =
x0,r +
∑
n≥1
xn,r +
∑
i≥1
f¯ iσ · κ
i
s ·

∑
n≥i
Q(i|n) · xn,r

 (22)
Eq. 16 simplifies to:
lnx0 = lnx0,r − ln

1 +∑
i≥1
f¯ iσ · κ
i
s ·

∑
n≥i
Q(i|n) · xn,r




= lnx0,r + lnX0 (23)
Note that the summation (
∑
n≥iQ(i|n)·xn,r) contains all
of the multi-body information in the reference fluid for a
6given patch geometry of the solute, at the density of the
solution. This approach of representing the multi-body
information can also be incorporated within SAFT and
Wertheim’s approach [14] for different patch geometries.
Eqs. 18 and 19 can be used to obtain the occupancy
and bonding distributions, respectively, with P (Xn|i)
given by
P (Xi|n) =
f¯ iσ · κ
i
s ·Q(i|n)
Kn/Kn,r
, (24)
the bonded fractions in Eq. 19 are
Xi = f¯
i
σ · κ
i
s ·X0

∑
n≥i
Q(i|n) · xn,r

 (25)
As there is no association between the solvent molecules,
the excess chemical potential of the solute due to associ-
ation is reduced to
µexasso = lnX0 (26)
We consider several cases of solute patch geometry to
test and illustrate the generality of the present approach.
Please note that as the patch size increases, as illustrated
by Fig.2, we should expect multi-body interactions to be-
come more important, making the analysis of association
interactions more challenging.
III. METHODS
A. Monte Carlo Simulations
Monte Carlo simulations were carried out for the refer-
ence hard sphere systems and associating systems to vali-
date the theory. The associating system contains a single
solute and 255 solvent particles [14]. Solute-solvent asso-
ciation is allowed, but the solvent-solvent association is
absent. The system was equilibrated for 1 million steps
with translational factors chosen to yield an acceptance
rate of 0.3, and data was collected every 100 sweeps,
where a sweep is an attempted move of all the parti-
cles in the system. Analysis was carried out for differ-
ent densities. As discussed before [14], we use ensemble
reweighting [21] to map {xn}.
For associating systems, bonding (Xn) and occupancy
(xn) distributions were studied for a range of critical an-
gles for the solute and solvent molecules. The inner-shell
radius (Fig. 1) is rc = 1.1d, where d is the diameter
of the solute and solvent molecules. Since we are only
exploring solute-solvent association in this work, for no-
tational simplicity we dispense with the super-script (A
or B) that classifies the patch according to its type. For
association, Table I gives the different solute patch sizes
(θc,σ) along with the corresponding maximum bonding
numbers (Nmax), studied in this work.
For most systems, a single bonding condition i.e. θc,s =
27◦ was used for the solvent molecules. Some cases
TABLE I. Patch size of the solute (θc,σ) studied in the
present work and the corresponding maximum bonding num-
ber (Nmax).
θc,σ 27
◦ 35◦ 40◦ 50◦ 60◦ 90◦ 180◦
Nmax 1 2 3 4 5 7 12
with the same critical angle for the solute and solvent
molecules, i.e. θc,σ = θc,s, were studied to compare QC
results with the TPT2 framework developed earlier by
Marshall et. al.[8]. For the spherically symmetric solute
(θc,σ = 180
◦), the excess chemical potential of coupling
the solute with solvent was also calculated using thermo-
dynamic integration using a three-point Gauss Legendre
quadrature rule [14, 22]. We analyzed cases of different
densities and different association strengths between the
solute and solvent molecules.
B. Calculation of Q(i|n)
Recall that Q(i|n) = 〈χ(i)|Rn〉r is the probability that
for n-solvent particles in the inner-shell, at least i of those
occupy the bonding patch and are available to bond with
the solute. For a defined solute patch geometry and oc-
cupancy n, we first obtain a viable n-solvent structure
by adapting a method that we formerly used to compute
the n-solvent cluster integral [14]. Then we generate new
configurations by a Monte Carlo procedure. The Monte
Carlo moves comprise a radial displacement that is re-
stricted to be within [d, rc] and an orientational move
over the surface of the sphere. The latter is performed by
first picking at random one of three orthogonal axes, then
choosing at random an angle by which to move around
that axis. The maximum angular move is adjusted to
target 30 percent acceptance. After every 100th sweep,
we analyze the configuration to compose Q(i|n). We dis-
cretize the spherical polar coordinates cos θ ∈ [−1, 1] and
φ ∈ [0, 2π] into a grid of dimension 400× 8000. Then we
sweep through the grid treating each grid site as a can-
didate direction for the bonding patch (Fig. 2). As we
sweep through the grid sites, we collect statistics on how
many of the n particles in the cluster occupy the patch.
From this information, we construct Q(i|n).
IV. RESULTS AND DISCUSSIONS
As discussed above, the present approach is general
and can be applied to any geometry of the patch on the
solute molecule. The factors Q(i|n) discussed above play
an important role in the theory. As we will also show be-
low, a simple representation of Q(i|n) can be obtained for
the solute patch geometries that allow the separation of
orientation dependence from occupancy, as happens for a
patch that can bond only once or a spherically symmetric
patch. For all other cases, we need to explicitly calculate
7Q(i|n). Appendix VIIB gives the values of Q(i|n) for
different patch geometries studied in this work. Through-
out, we compare our results with Monte Carlo simula-
tions, and where possible, with available SAFT models.
A. Patch geometries for the solute
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FIG. 3. Top panel: Comparison of the occupancy distribu-
tion for different patch geometries on the solute. The hard
sphere reference distribution is also shown using black dashed
line. Bottom panel: Average occupancy for an associating so-
lute for a range of patch geometries and for different reduced
densities. The solvent molecules can bond only once to the
solute molecule (θc,s = 27
◦) and ǫ = 7kBT . Solid lines are QC
predictions and symbols are Monte Carlo simulation results.
We first consider a case where the solute can bond be-
tween 2 to 7 particles (Table I), i.e. θc,σ ∈ [35, 90], and the
solvent bonds only once, θ(c,s) = 27
◦. Fig. 3 (Top) shows
the occupancy distribution for different patch geometries
of the solute for a reduced density of 0.8. Observe that
when the patch size is increased from 35◦ to 90◦, the dis-
tribution moves towards higher occupancy states. The
hard sphere distribution (black dashed line) is also in-
cluded to contrast with the cases including association.
Fig. 3 (Bottom panel), shows the average occupancy for
a range of patch sizes on the solute and for different re-
duced densities of the solvent. We find that the QC based
approach is able to capture accurately the average occu-
pancy for the entire range of densities.
Fig. 4 shows the bonding distribution for the solute
patch sizes of 35◦ to 90◦. The QC theory is able to de-
scribe adequately the bonding distribution for all these
patch sizes. Deviations for the highest bonded state were
observed and are ultimately traced to numerical limita-
tions in estimating Q(i|n) accurately. For high associ-
ation strengths (such as ǫ = 7kBT ), due to the higher
powers of Mayer f function (Eq. 24), even slight errors
in the magnitude of Q(i|n) will have considerable impact
on the bonding state.
Fig. 4 (Right panel) shows the variation in the bond-
ing fractions with association strength for the case with
θc,σ = 35
◦. As the solute-solvent association strength
is increased, the fraction of times the solute is non-
bonded, the monomer fraction (X0), decreases. The frac-
tion bonded once (X1) first increases and then decreases
after a certain association threshold that starts favoring
the double bonded fractions. This variation highlights
the competition between the entropic effects that would
favor the reference state, and the energetic effect, which
favors higher bonding, of association. The QC theory is
able to capture this behavior rather well.
The decrease in the value of X1 after a certain asso-
ciation strength as shown in Fig. 4 cannot be captured
within the TPT1 framework as the doubly bonded frac-
tions are ignored. Marshall et.al. [8] extended SAFT be-
yond first order perturbation to include the double bond-
ing condition. Their approach was based on a second or-
der perturbation, but terms beyond second bonding were
left out. They studied mixtures of solvent and solute
having the same bonding angles and allowed only solute-
solvent association. As is clear from Fig. 4, as the bond
angle increases beyond 35◦, the solute can bond more
than three times and the second order perturbation is
also inadequate.
In Fig. 5 (top panel), we compare the results of Mar-
shall et. al. [8] for a 40◦ patch at a density of ρd3 = 0.6
and for different association strengths. We find that for
lower association strengths (ǫ/kBT < 6), the second or-
der perturbation is able to capture the bonding fractions.
When the association strength is increased, fractions that
are bonded three times increase and become more dom-
inant. Necessarily, the second order perturbation is not
adequate for these cases. QC is able to capture accu-
rately all the bonding fractions across the association en-
ergy range. Fig. 5 (bottom panel) shows the excellent
agreement for higher bonding fractions as the patch size
on the solute is increased to 90◦ to model a Janus particle
(Fig. 2).
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B. Simplifications — Single bonding patch
In Wertheim’s theory [3, 4] and SAFT [1], a single
bonding condition is assumed for the association sites.
Thus Q(i|n) = 0 for i > 1. This assumption is valid
only a patch size θc = 27
◦ or less (Fig. 2). For this
case, bonding and occupancy can be separated, and in
particular, we have
Q(1|n) = κσ · C
n
1 (27)
where Cn1 is a combinatorial factor accounting for
the freedom to choose 1 solvent molecule from n sol-
vent molecules in the observation volume and κσ =
(1− cos(θc,σ))/2 is the probability that a solute molecule
is oriented such that it can bond with the solvent. The
equilibrium constant ratio (Eq.21) simplifies to
Kn
Kn,r
=
[
1 + f¯σ · κsκσ · C
n
1
]
(28)
=
[
1 + f¯σ · κ · n
]
where κ = κsκσ. The monomer fraction is then
lnX0 = − ln

x0,r +∑
n≥1
[
1 + f¯σ · κ · n
]
· xn,r


= − ln

1 + f¯σ · κ∑
n≥1
n · xn,r

 (29)
In our previous work [14], we identified the sum in Eq. 29
as
F (1) =
∑
n≥1
n · xn,r = n
hs
avg = ρs
∫
v
d~r1gr (~r1|0) (30)
where nhsavg is the average occupancy in the hard sphere
reference, ρs is the density of the solvent and gr is the
pair correlation in the reference hard sphere system. Sub-
stituting the pair correlation form for the summation in
Eq. 29, we recover the SAFT representation [1] for the
monomer fraction
X0 =

1 + f¯σ · κρs
∫
v
d~r1gr (~r1|0)


−1
, (31)
and the excess chemical potential of the solute due to
association is
µexasso = lnX0 , (32)
again a well-known result within SAFT.
Fig. 6 (Right) compares SAFT [1] and QC estimates
for the residual chemical potential of the solute due to
association. At higher densities, the SAFT approach is
in error, whereas the QC approach describes the simula-
tion results accurately. The deviation in the SAFT-based
prediction ultimately arises from the approximation
r2 · gr(r) ≈ d
2 · gr(d) (33)
that is made within SAFT. It was observed [23, 24] that
this approximation is most accurate at a reduced density
of 0.5. This approximation under-predicts bonding at the
lower densities and over-predicts bonding at the higher
densities, leading to a much too negative chemical po-
tential at higher densities. We observe that, when accu-
rate nhsavg values are provided in SAFT from Monte Carlo
simulations [14] (represented by SAFT MC in Fig. 6
(Right)), excellent agreement with the QC estimate is
obtained.
The occupancy distribution can be obtained from
Eq. 18 by using equilibrium constant ratio from Eq. 29
xn =
Kn
Kn,r
· xn,r ·X0 (34)
For a reduced density of 0.8 and an association strength
of 7kBT , Fig. 6 (Left) shows that excellent agreement
with Monte Carlo results is obtained with the QC theory
for the entire distribution. The average occupancy for
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an associating solute can be obtained from the above
distribution
nassoavg =
∑
n≥1
n · xn (35)
= nhsavg +∆nasso
where nhsavg =
∑
n≥1 n · xn,r. Fig. 6 (Middle panel) gives
the results for a single bonding solute for different asso-
ciation strengths.
C. Simplifications — Spherically symmetric patch
When the solute has a spherically symmetric patch
θc,σ = 180
◦ (Fig. 2), all the orientations of the solute
are favorable for bonding and hence the isolated clus-
ter probabilities Q(i|n), reduce to just choosing i solvent
molecules from the n solvent molecules in the cluster, i.e.
Q(i|n) = Cni .
Q(i|n) = Cni =
(
n
i
)
, ∀ i ≤ n (36)
Substituting Eq. 36 in Eq. 21, we have
Kn
Kn,r
=

1 + ∑
1≤i≤n
f¯ iσ · κ
i
s ·
(
n
i
) (37)
The chemical contribution is obtained as
lnx0 = lnx0,r − ln

1 +∑
n≥1
f¯nσ · κ
n
s ·
∑
i≥n
(
i
n
)
· xi,r


= lnx0,r + lnX0 (38)
Recognizing that in the reference fluid, the average
number of clusters with n solvent molecules in the ob-
servation volume [14, 15, 25] is given by
F (n) =
∑
i≥n
(
i
n
)
· xi,r
=
ρns
n!
∫
v
d~r1 · · ·
∫
v
d~rngr (~r1 · · ·~rn|0) , (39)
we find that monomer fraction is
X0 =

1 +∑
n≥1
f¯nσ · κ
n
s · F
(n)


−1
(40)
and the chemical potential of the solute is
µexasso = lnX0 = − ln

1 +∑
n≥1
f¯nσ · κ
n
s · F
(n)

 , (41)
expressions that were derived earlier within SAFT using
the complete reference approach [14, 15].
Fig. 7 shows the comparison with Monte Carlo simu-
lation for the occupancy distribution (Eq. 18), bonding
distribution (Eq. 19), and the chemical potential(Eq. 41)
of an infinitely dilute solute with spherically symmetric
association. The QC theory is able to capture the dis-
tribution accurately for a high density and high associ-
ation strength where multi-body correlations are impor-
tant [14].
V. CONCLUSIONS
The quasichemical (QC) approach offers a physically
transparent and intuitive way to model the physics of
association given the properties of a reference fluid. In
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particular, the approach provides a simple path to in-
corporate the physics of multi-body correlations. In the
context of such multi-body correlations, the QC approach
leads to the identification of a term, Q(i|n), that plays a
central role in the theory. Q(i|n) is a reference fluid prop-
erty and is the conditional probability of i particles being
over the association patch given that n particles are in
the observation volume. For a generic bonding patch we
develop a Monte Carlo procedure for estimating Q(i|n);
for limiting cases where the orientation of the solvent can
be decoupled from occupancy in the solute’s inner-shell,
we develop analytical expressions for Q(i|n).
In this work, for simplicity we study a mixture where
solvent-solvent bonding is absent but the solvent can
bond with the solute. Further, the solute is infinitely
dilute. For such a mixture and for solutes with vary-
ing patch sizes, ranging from a solute that bonds only
once, to solutes with larger patch sizes including a Janus
particle, and a particle whose entire surface is available
for bonding, the theory leads to predictions of bonding
and occupancy that agree very well with results based
on particle simulations. The quasichemical approach di-
rectly provides the excess chemical potential of the so-
lute, which is expressed in terms of three contributions:
the work to create a cavity the size of the solute’s inner-
solvation shell to accommodate the solute, the long-range
work to couple the solute with the solvent when the inner-
shell is empty of solvent, and the work to allow short-
range association within the inner-shell. By construc-
tion, in the present study, the first two contributions are
zero and the chemistry contribution simplifies to the log-
arithm of the monomer fraction of the solute molecule.
For limiting cases, the expression for the nonbonded frac-
tion of the solute is the same as the expression based on
Wertheim’s theory/SAFT.
We note that the restriction of no solvent-solvent asso-
ciation is easily relaxed, potentially allowing us to model
more complex mixtures. Further, our work hints at
the possibility of readily modeling multi-body associa-
tion within Wertheim/SAFT by using the Q(i|n) factors
identified by quasichemical theory. Results from these
investigations will be presented later.
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VII. APPENDIX
A. Equilibrium constant
The equilibrium constant for the associating system
can be expressed as [15]
Kn =
(eβµ
ex
s )n
n!
e−βw(R
n)
∫
v
d~r1 . . .
∫
v
d~rn e
−βUσsn(R
n) ,
(42)
and for the hard sphere reference as
Kn,r =
(eβµ
hs
s )n
n!
e−βwhs(R
n)
∫
v
d~r1 . . .
∫
v
d~rn e
−βUhs
σsn
(Rn) ,
(43)
Taking ratio of the above two equations, we get
Kn
Kn,r
= en·β∆µ
ex
s · eβ∆w(R
n) ·
∫
v
d~r1 . . .
∫
v
d~rn e
−βUσsn(R
n)
∫
v
d~r1 . . .
∫
v
d~rn e
−βUhs
σsn
(Rn)
(44)
we define
Z0 =
∫
v
d~r1 . . .
∫
v
d~rn e
−βUhs
σsn
(Rn) (45)
Factoring e−βU
hs
σsn
(Rn), we get
Kn
Kn,r
= en·β∆µ
ex
s · eβ∆w(R
n) ·
∫
v
d~r1 . . .
∫
v
d~rn e
−β∆U˜σsn(R
n)e−βU
hs
σsn
(Rn)
Z0
(46)
which reduces to Eq. 7.
B. Q(i|n) - Conditional isolated cluster probabilities
As explained in section III, we calculated Q(i|n) for
different patch sizes (θ(c,σ)) of the solute molecule. The
values for different patch sizes studied in this work are
presented in Tables II and III. It should be noted that
for all the patch sizes, the maximum bonding numbers
Nmax (see Table I) also give the maximum number
that can be occupied in the patch region and hence,
Q(i|n) = 0, ∀ i > Nmax. For different patch sizes, Q(1|1)
can be physically interpreted as the probability that the
solvent molecule is in the patch region of the solute. The
numerical values of Q(1|1) obtained in this work agree
with kσ = [1− cos(θc,σ)] /2, the probability that a so-
lute molecule is oriented such that it can bond with the
solvent.
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