Abstract-In this paper, we introduce a new algorithm for inferring the structure of three-dimensional (3-D) objects from multiple viewing directions using an integration of active and passive sensing. Construction of the structural description of a 3-D object is composed of two stages: i) the surface orientation and partial structure are first inferred from a set of single views, and ii) the visible surface structures inferred from different viewpoints are integrated to complete the description of the 3-D object. In the first stage, an active stripe coding technique is used for recovering visible surface orientation and partial structure. In the second stage, an iterative constructionhefinement scheme is used which exploits both passive and active sensing for representing the object surfaces. The active sensing technique projects spatially modulated light patterns to encode the object surfaces for analysis. The visible surface orientation is inferred using a constraint satisfaction process based upon the observed orientation of the projected patterns. The visible surface structure is recovered by integrating a dense orientation map. For multiple view integration, the bounding volume description of the imaged object is first constructed using multiple occluding contours which are acquired through passive sensing. The bounding volume description is then refined using the partial surface structures inferred from active sensing. The final surface structure is recorded in a data structure where the surface contours in a set of parallel planar cross sections are stored. The system construction is inexpensive and the algorithms introduced are adaptive, versatile, and suitable for applications in dynamic environments. We expect this approach to be widely applicable in the field of robotics, geometric modeling, and factory automation.
I. INTRODUCTION
NE OF THE recurring problems in computer vision and 0 image analysis is the inference of the three-dimensional (3-D) structure of an object from its two-dimensional (2-D) projections. Although 2-D models are sometimes adequate for representing the structure of planar shapes, and 2-D analysis in some situations serves to capture the intrinsic nature of the problem [l] , [2] , 3-D models are essential in the analysis and interpretation of arbitrarily shaped 3-D objects.
This problem of inferring 3-D structure from 2-D projections is important for both its theoretical challenge and its many practical applications. Theoretically, objects are funda-IEEE Log Number 8927080. mentally three-dimenstional whereas images are essentially two-dimensional, which is to say that the depth information is lost in the image formation process. It is a nontrivial task to recover the lost depth information and to infer the 3-D structure of an object from its 2-D projections. Although the task is difficult, the need for modeling schemes to represent 3-D objects in computer vision, computer graphics, robotics, and geometric modeling applications has stimulated the research.
The construction of the description of a 3-D object usually consists of two stages: i) constructing partial 3-D surface descriptions from a set of single views, and ii) integrating the partial surface descriptions from multiple viewpoints to generate a complete description of the 3-D object. In this paper, we introduce a new algorithm for constructing surface descriptions of objects from multiple views by integrating passive and active sensing techniques. In the first part of this paper, an active sensing technique is described which infers the orientation and structure of the visible surfaces of an object from a set of single views. In the second part, the 3-D structural description of the imaged object is constructed by using both the occluding contours (which can be sensed passively) and the partial surface descriptions (obtained from active sensing) derived from multiple viewing directions.
The inference of visible surface structure from a single viewing direction is achieved in the following way. The observed object, which can have surfaces of arbitrary shape, is assumed to rest on a plane (base plane) in a scene which is encoded with light cast through a grid plane. Two orthogonal stripe patterns are used for spatial encoding. Each set comprises a collection of equally spaced parallel stripes marked on a glass pane. The spatially encoded object is observed on an image plane through a video camera (see Fig. 
8(b) and (c)).
Inference of the surface structure from a single view is accomplished in four steps: 1) a global coordinate system is defined with respect to the grid plane, 2) the orientation of the image plane in this global system is deduced by examining the observed base plane encoding, 3) the local surface orientation of the visible portions of the imaged object is determined from the observed object surface encoding, the orientation of the image plane, and the orientation of the grid plane, and 4) surface structure is constructed if the object's surfaces obey certain smoothness constraint.
The second part of this paper deals with the construction of 1042-296X/89/0800-0460$01 .OO @ 1989 IEEE WANG AND AGGARWAL: ACTIVE AND PASSNE SENSING OF THREE-DIMENSIONAL OBJECTS the 3-D structural description of an object using multiple views. We exploit both the actively sensed partial surface structures as described above, and the occluding contours, which are obtained through passive sensing, to construct the surface description of an object. Inferred surface structures represent pieces of strong evidence which should be incorporated in the surface description while occluding contours delimit the projective range of the invisible surface structures from which the 3-D bounding volume can be constructed. Furthermore, occluding contours obtained from one view delimit the range in which surfaces inferred (via spatial encoding) from another view should be. Hence, occluding contours and bounding volume together help position and coalesce inferred surface structures in space.
In the multiple-view integration stage, the object, the surface structure of which is to be constructed, is placed on a turntable in one of its stable positions. The turntable is rotated through a sequence of known angles. At each angle, the intensity image is always recorded. The stripe-coded images are acquired if desired. When the stripe-coded images are available, the structure of the visible surfaces at that angular position is recovered using the single-view algorithm mentioned above.
A construction/refinement process has been developed for integrating information from multiple viewing positions. A back projection with volume intersection technique is first employed to derive the bounding volume representation from multiple occluding contours. Next, the partial surface structures obtained through active sensing from multiple viewpoints are incorporated to refine the initial bounding volume description. The position of the partial structure in space can be uniquely determined if we observe that when the structure is viewed from a new direction, the location of the structure should be confined by the occluding contours in the new direction. Points on the structure which are of extrema1 projective range, as viewed from the new viewing direction, are placed on the occluding contours from the new viewing direction. The final surface description of the object can then be constructed by coalescing all partial surface structures into the bounding volume. The surface structure thus obtained is recorded in a data structure which delineates the object by a set of parallel planar slices. The surface contour in a slice in the structure is stored as a list of coordinates for display.
The algorithms developed here have the following advantages. The projected stripes create sharply contrasted features on object surfaces which facilitate their automatic extraction. The algorithm that estimates local surface structure from a single viewpoint yields reasonably accurate results, and is tolerant to noise especially when compared to passive techniques such as shape-from-shading. Only the orientations of the encoding patterns are used; no corrspondence relationship between the stripes or the grid intersections needs to be resolved. Both planar and curved surfaces can be processed in a uniform manner.
In the second stage of integrating partial surface structures from multiple views, both the inferred surface structures and the occluding contours are exploited for surface construction. As compared to the techniques relying only on the passive sensing, our techniques thus have the advantages of being more accurate and being able to construct reasonable approximations using a lesser number of views. With the iterative construction/refinement algorithm, the occluding contours and the bounding volume are exploited to guide the positioning of the partial surface structures. No time-consuming feature computation/matching operation is needed, and no overlap or correspondence between surface segments from different views is required. The system construction is inexpensive and we expect this approach to be widely applicable in the field of robotics, geometric modeling, and factory automation. The remainder of this paper is organized as follows: Section I1 presents the algorithm for constructing the partial structure from a single viewing direction. Section I11 considers the problems of integrating information from multiple views. Section IV presents implementation results for both singleview and multiple-view algorithms. Finally, Section V draws the conclusion and points out the directions of future research.
INFERRING SURFACE ORIENTATION AND STRUCTURE FROM A SINGLE VIEWING DIRECTION
In this section, an algorithm for inferring the orientation and partial structure of surfaces visible from a single viewing direction is discussed. Section 11-A describes the geometric configuration. The image plane registration algorithm is presented in Section 11-B. Section 11-C discusses the algorithm for inferring the local surface orientation, and Section 11-D discusses the surface smoothness assumption and the methods for recovering surface structure from the orientation constraints. The essence of the single-view algorithm is briefly reviewed, details of the algorithm for inferring surface orientation and structure can be found in [ 3 ] , [41. 
A . Geometric Configuration
The system configuration is shown in Fig. 1 . Here, the observed object rests on a supporting plane which is referred to as the base plane. For simplicity and without loss of generality, this base plane is assumed to be horizontal. The patterns marked on the grid plane are projected onto the scene and viewed by the camera. Two orthogonal patterns are used.
Each pattern comprises a set of equally spaced parallel stripes marked on a glass pane.
Before we proceed further, we first introduce notations and define terms that will be used in subsequent discussions. The orientation of a plane in the global coordinate system is defined as a (e, P) pair, where 8 is the pan angle of the plane normal measured counterclockwise from the X-axis in the base plane, and P is the elevation angle of the plane normal measured from the base plane. The orientation of the image plane in the global coordinate system can thus be denoted by (e;, P;) pair and that of the grid plane and an object surface by (e,, q g ) and (eo, Po), respectively. Also, let u1 and u2 be the orientations of the projected stripes in the image plane which are the observation of the stripe patterns in the base plane. Similarly, let p1 and p2 be the orientations of the object surface stripes observed in the image. Subscripts indicate the first or second sets of stripe patterns.
A parallel projection model is adopted here to simplify the mathematics involved. The parallel projection assumption is not unreasonable in many situations. It can be shown that if the distance between the object and the camera is much larger than the focal length of the camera, the parallel projection model can be regarded as a good approximation to the perspective one. In our experiment, the ratio is about 30:l (distance between the object and the camera is approximately 60 in, while camera focal length is less than 2 in).
B. Registration of the Image Plane
In order to compute the relevant parameters of the geometric configuration, the first step is to register the image plane with respect to the global coordinate system. The base plane appears as a uniform background in the image. The observed base plane encoding can thus be utilized to deduce the image plane orientation. Basically, we relate the orientations of the base plane stripe patterns observed in the image to the orientation of the image plane. The procedure involves first measuring the orientations, v 1 and u2, of the observed base plane stripes in the image. The global coordinates of the observed base plane stripe patterns are then obtained by applying a suitable coordinate transformation, and the observed base plane stripe patterns in the image are projected back into space to intersect the base plane. The orientation of the back-projected base plane stripes is computed as a function of the unknown image plane orientation. The image plane orientations which result in the back-projected stripe orientations that are consistent with the base plane stripe orientations inferred from the system configuration are selected as final candidates. Otherwise the orientation of the candidate image plane orientation must satisfy the following two constraints:
For the first stripe pattern AI:
For the second stripe pattern A2:
Each constraint equation gives rise to a curve on the Gaussian sphere. The orientation (e, P) pairs along the curve satisfy the orientation constraint imposed by one set of the observed base plane encoding. Intersections of these two curves give the orientations that satisfy the constraints imposed by both sets of encoding. In general, there will be four possible image plane orientations given the observed base plane stripe orientations as constraints. However, this ambiguity can be discerned by using some easily distinguishable spatial masking [3], [4].
C. Inferring Local Surface Orientation
Once the global coordinate system is defined and the image plane is registered in this global reference system, the orientation of visible object surfaces can be inferred. Both planar and curved surfaces can be processed in a uniform manner. For ease of discussion, the case of planar object surfaces is considered first. The method is then extended to handle curved surfaces.
First consider an object with planar surfaces. To determine the orientation of the object's visible surface, we will again use a constraint satisfaction approach. The object surface must, of course, be visible from both the grid plane and the image plane. Recall that the observed object surface stripe patterns result from projecting the grid plane stripe patterns onto the 3-D object surface and that the encoding is then recorded in the image plane. Working backwards from the image plane to the grid plane, we see that the observed object surface stripes in the image can be projected back into space. Only those plane orientations which intersect both back-projected patterns are possible 3-D object surface orientations. Then, the stripes thus obtained can again be projected back in the grid plane directions, and only those 3-D object surface orientations that give rise to the same stripe orientations as those marked on the grid plane are acceptable. The orientation (€lo, Po) of the object surface is valid if it satisfies the following conditions:
C cos 8, cos Po + D sin 8, cos Po + E sin Po = 0 where A , B, C , D, and E are functions of (PI, p z ) , (ei, *,Iy and (e,, P,), the expressions of which are given in [31, [41. Recall that (PI, p 2 ) are the orientations of the observed object surface stripes which can be measured from the image. (ej, Pi) is the image plane orientation derived from the image registration process, and (e,, P,) is the orientation of the grid plane which is assumed known.
Again, each equation represents a constraint curve on the Gaussian sphere. Intersections of the constraint curves produce the surface orientation that pass both orientation tests. It can be seen that if (e, \k) is a solution to the above equations, (II + 8 , -P) is also one. However, these two solutions actually represent the two sides of the same surface, and we will only be able to see one of them at a time. A unique solution can be obtained since the image plane orientation (the viewing direction) is determined.
As for objects of curved surface, the observed stripes are first extracted from the encoded image. A cubic spline approximation [5]-[7] is performed on the extracted data points along each stripe. If the curved surface is approximated by the tangent plane around a small neighborhood in space, the first derivatives of the projected stripes at the stripe junctions can be interpreted as the local orientations of the encoding patterns. The tangent plane orientation at the stripe junctions can thus be determined using the method developed above. Both planar and curved surfaces can then be handled in a uniform manner.
D. Computation of Relative Depth
In this section we show how local surface structure can be computed by integrating a simple differential equation relating surface orientation to relative depth. Accuracy of computed relative depth is significantly better with a denser surface orientation map. But, in general, surface orientations at grid intersections, as computed in previous sections, form a sparse map. Therefore, the first step is to interpolate the surface orientation between grid intersections. The basic assumption is that surfaces are smooth except at "edges" which are defined here as places on the surface which exhibit a sudden, significant change in surface orientation or depth. We have chosen to use bi-cubic interpolation [5]- [7] ; other schemes also exist which are equally appropriate.
In the following analysis, let (Xi, Y;, 2;) denote the coordinates of a particular point on the surface. Here "i" denotes quantities measured in the local image plane coordinate system S;. Also define a parameterization of the space coordinates ( X i , Y ; , Z;) 
+ b ( s ' , t')d Y;/ds'] ds' ( ( t t = t n )

+b(S', t')aY;/dt'] dt')(,t=,)+Z,,,
where Z,, is the depth at a particular point (X;(s,, t,), Y;(S,, t,) ) which is arbitrarily chosen to fix the scale factor. The cubic spline interpolation makes available a(s, t ) and b ( s , t ) , hence Zi is easy to compute at any (s, t ) .
It should be noted that any abrupt change in the perceived depth causes a discontinuity in the projected stripes. Different base depths are needed for surface patches which are not adjacent. However, discontinuity of the projected stripes is only the sufficient but not the necessary conditions of the abrupt change in depth. That is, it is possible that the perceived stripes do not break across the jump boundary even though the depth differs greatly from one surface to the other. There is no easy way to discern this anomaly from a single imaging position.
So far we have completed a brief discussion of the singleview algorithm. In contrast to other techniques which match the grid junctions for depth recovery, we use the orientation of the projected stripes for inferring the orientation of the object surfaces. The surface structure is then recovered by interpolating a dense orientation map. The correspondences between the stripes and the grid junctions do not have to be specified in our technique. However, the position in space of the reconstructed surfaces cannot be uniquely determined using a single view alone. In the next section, we will demonstrate how to determine the position of the surface structures in space by exploiting the projective constraints from other viewing directions.
INTEGRATING PARTIAL SURFACE DESCFUPTIONS FROM MULTIPLE VIEWS
The system configuration in this stage is similar to that in the previous stage. Here, the camera position is fixed with the focal axis of the camera parallel to the base plane. The object for which the surface structure is thought is placed in one of its stable positions on a turntable. The turntable is rotated through several known angles and the surface structure at each angular position is imaged. The intensity image is recorded at every angular position. However, the stripe-coded images may be missing from some of the angular positions which implies that the detailed surface structure may not be avilable at those positions. Furthermore, information concerning the surface structure of the object may be incomplete. That is, not all surfaces have to be revealed and the number of views available may vary. The surface patches extracted from different viewing positions do not have to overlap each other. The images may be acquired simultaneously or made available over a period of time. The goal is to develop an algorithm which utilizes the information available from the intensity as well as stripe-coded images to construct a description of the object surfaces and is able to refine the surface structure when more information is made available.
Two sources of information extracted from the images are used in the new surface reconstruction process: the occluding contours and the inferred partial surface structures .Occluding contours present an estimate of the projective range of the invisible surface structures. The bounding volume description of the object can be established by intersecting the occluding contours in space. The local surface structures inferred from different imaging directions present pieces of strong constraint. This constraint dictates the structure of the object surface when viewed from some particular directions and should be incorporated into the final surface description. A detailed description of the processes follows.
A . Construction of the Bounding Volume Description
A back-projection with volume intersection technique is applied to construct the bounding volume description of an object from multiple occluding contours. The object regions in intensity images are extracted through a simple binary thresholding. The extracted object region is then rasterized in the direction parallel to the base plane. The number and the position of the scan lines used in the rasterization is the same for occluding contours gathered from different angular posi- tions. Fig. 2 depicts the process of constructing the initial lines in the first and second images are back-projected into space to create the contour generating lines. The intersection of the contour generating lines of frames one and two in a cross section creates a parallelogram description of the object in that cross section (e.g., parallelogram P in cross section C in Fig. 2) . The collection of all parallelograms from different cross sections defines the structure of the initial bounding volume.
bounding volume structure from the first two frames. The scan 
Contour g e n e r a t i n g lines
If additional intensity images are acquired, the bounding volume can be modified using a refinement process. Fig. 3 depicts such a process. The contour points from the new frame are again projected back along the line of sight to create the contour generating lines. The bounding volume structure at a cross section is clipped by the contour generating lines from the new frame to update the shape of the bounding volume (for example, parallelogram P in cross section C is clipped against the contour generating lines of the third view to obtain P' in Fig. 3) . The coordinates of the vertices of the bounding polygons are recorded. position e t
B. Refinement of the Surface Structure
Now if a partial surface structure is made available, it is used to refine the established surface description. As mentioned in the previous section, the absolute position of the inferred partial surface structure is in general indeterminate. In order to incorporate the partial surface structures into the object surface description, the position of the structure relative to the bounding volume needs to be determined. The process of incorporating the partial surface structures to refine the bounding volume makes extensive use of the occluding contours. First, the partial surface structure is again rasterized in the direction parallel to the base plane. Since the axis of the camera is parallel to the base plane, the position of the surface structure is indeterminate with respect to shift along the focal axis of the viewing direction. The height of the structure from the base plane is fixed. So the position of the raster lines is chosen to be the same as that used in obtaining the bounding volume from the occluding contours. A cross section of the bounding volume together with the inferred partial surface description SI from angular position A l are depicted in Fig. 4 . If images are acquired from only a single-viewing direction, the surface structure can slide along the contour generating viewed from the direction A2, has to be confined by the occluding contours in that direction. This observation leads to the conclusion that positions a and c are illegal since both of them predict projective structures which cannot be verified in the direction A2. Also, the true perceived structure along the direction A2 cannot be completely accounted for in positions a and c. Only position b is valid under this geometric constraint satisfaction process.
To state the above discussion in more rigorous terms, critical points of surface Si in the direction Aj are defined to be the points on S; which are of extrema1 projective range in the direction Aj (for example, point PCr in Fig. 5 ). The intuitive arguments stated above can thus be translated into the following statement:
The position of Si can be determined uniquely by positioning the criticalpoints of Si with respect to A j on the contour generating line of the guiding direction Ai which is closer to A;.
If images from multiple viewing directions A I , A2, , A, are obtained, the guiding direction of S; will be the direction A j which is most perpendicular to the direction of A;. Thus the position of the partial surface structures with respect to the bounding volume can be determined independently without the correspondences between the structures specified. The coalescing of the surface structures in a particular cross section is depicted in Fig. 6 . The centroid of the bounding volume structure in a slice is computed from the vertices of the bounding polygon. Radial sampling lines of equal angular spacing are drawn from the centroid to intersect the contour. Depending upon the types of contour intersected, three different actions are taken. i) If only contour generating lines are intersected (the stripe-coded images are unavailable in this direction, e.g., direction i in Fig. 6 ), the structure predicted by the contour generating line is used (point Pi in Fig. 6) .
ii) If only one partial surface structure and one or more contour generating lines are intersected by the same radial sampling line (direction ii in Fig. 6 ) , the surface contour position predicted by the partial surface structure is chosen (point Pi; in Fig. 6 ).
iii) If more than one partial surface structures are intersected by a radial sampling line (due to the overlap of the extracted surfaces from different viewing directions, e.g., direction iii in Fig. 6) , the average radial position as predicted by the partial surface structures for that sampling line is used (point Pi;; in Fig. 6 ). The positions predicted by the partial surface structures from different views are weighted equally unless compelling reasons exist to favor one over the others.
Finally, a spline fitting scheme is employed to obtain a smooth surface contour at a cross section (Fig. 7) . Different weightings are assigned to each sampling point. Weighting factor represents the confidence in the accuracy of the position of the sampling points. The greater the weight, the higher the confidence in the accuracy of the position, and the closer the interpolated surface contour should be to that sampling point. Sampling points drawn from partial surface structures are weighted equally (e.g., in Fig. 7 , weights of PSI and Psz are the same). The sampling points on the contour generating lines are weighted less than those on the partial surface structures (e.g., in Fig. 7 , weights of Psi are greater than those of Phi, i = 1, 2). The weightings of the points on the contour generating lines vary with points far away from the partial surface structures receiving greater weighting (for example, in Fig. 7 , weight of Pbl is greater than that of Pb2). The reason is that occluding contours play an important role only when no other structural information is present. When partial surface structures are available at a particular angular position or are near by, the confidence in the occluding contours should decrease to let the structures predicted by the partial surface structures prevail.
It can be seen that the above arguments apply to every cross section in the structure. The surface structure can thus be obtained by repeating this surface construction/refinement process for all slices. The surface construction and refinement processes are summarized in Tables I and 11. Obtain the intensity image, stripe coded images (when available), and viewpoint specification for the first frame. 2. Obtain the intensity image, stripe coded images (when available), and viewpoint specification for the second frame.
3. Extract the occluding contours from the intensity image and recover the visible surface orientation and structure from the stripe coded images for the first frame. 4. Extract the occluding contours from the intensity image and recover the visible surface orientation and structure from the stripe coded images for the second frame. 5 . Obtain the rasterized description of the occluding contours and the partial surface structure for the first time.
6. Obtain the rasterized description of the occluding contours and the partial surface structure for the second frame. 7. For each cross section, do the following:
7a. Back-project the rasterized occluding contours of frames one and two along the respective line of sight to create the contour generating lines. 7b. Intersect the contour generating lines to create the initial parallelogram approximation to the object volume. Perform 7c to 7g only if the partial surface structures are available. 7c. Find the critical points of SI with respect to A*. 7d. Move the critical points of S , along the direction A , to lie on the contour generating lines in the direction A*. 7e. Find the critical points of S2 with respect to A , . 7f. Move the critical points of Sz along the direction A2 to lie on the contour generating lines in the direction A , . 7g. Coalesce the structure. 1. Obtain the intensity image, stripe coded images (when available), and viewpoint specification A, for the new frame.
2. Extract the occluding contours from the intensity image and recover the visible surface orientation and structure from the stripe coded images for the new frame.
3. Obtain the rasterized description of the occluding contours and the partial surface structure for the new frame. 4. For each cross section, do the following:
4a. Back-project the rasterized occluding contours along the line of sight to create the contour generating lines. 4b. Clip the previous bounding volume representation against the contour generating lines of A, to update the shape of the bounding volume. Perform 4c to 4f only if the partial surface structures are available. 4c. Find the guiding view direction A,.
4d. Find the critical points of S, with respect to A,. 4e. Move the critical points of S, along the direction of A, to lie on the contour generating lines in the direction A,. 4f. Coalesce the structure. 5 . Create surface description if desired.
6. Continue at Step 1 if there are more frames, else stop.
IV. EXPERIMENTAL RESULTS
The algorithms proposed in this study have been tested on camera acquired images of real objects using a grid projection setup. First, we present results of implementing the first stage of the surface construction algorithm, i.e., where surface orientation and partial structure are inferred from a single viewing direction using active stripe coding techniques. The experiment involves a scene containing multiple objects (Fig.  8(a) ). Objects with planar faces and some with curved faces are presented. The grid plane was placed along side with the camera. Fig. 8(b) and (c) shows scenes encoded with the two orthogonal stripe patterns. Local surface orientations at grid junctions are displayed in Fig. 8(d) . The surface structures thus reconstructed are shown in Fig. 8(e) . Some explanation is needed as to the way the surface structures are displayed in Fig. 8(e) . We have added raster lines to delineate the surface extent of planar surfaces. For the display of curved surfaces, only the visible surface regions encoded by the projected stripe patterns are displayed; no attempt was made to extrapolate the surface structure outside the encoded region. Hence for Fig. 8(e) , only the surface structure inside a projected parallelogram is displayed when the surface orientations at the four corners of the parallelogram are available. We note that the algorithm yields reasonable estimates of the surface.
Next, we present some implementation results of the multiple view integration algorithm. Here, three test objects, a jar (Fig. 9 ), a block (Fig. 14) , and a dodecahedron (Fig. 16 , an object with twelve faces), are used. Each object was imaged at three turntable positions. At each turntable position, both the intensity image and the stripe coded images are acquired. The intensity images are thresholded to extract the occluding contours. The occluding contours are then rasterized and the initial bounding volume representation is generated using the back-projection with volume intersection technique using the first two frames. The initial volume is then modified when the third view is made available. The rasterized occluding contours together with the bounding volume descriptions are displayed in Fig. 10 for the jar, Fig. 15(a) and (c) for the block, and Fig. 17(a) and (c) for the dodecahedron, respectively.
The orientation and structure of the visible surfaces at each turntable position are inferred from the stripe coded images. A typical example is given in Fig. 11 . Due to the symmetry of the cylindrical structure, only the structure of the jar from the first view is displayed in Fig. 11 . Similar results for the block and the dodecahedron are shown in Figs. 15(b) and (d) and 17@) and 17(d).
Finally, after the bounding volume is constructed and the partial surface structures are inferred at each turntable position, the partial surface structures are incorporated to refine the bounding volume description. The surface refinement process is demonstrated here by selecting a typical cross section from the jar. The shape of the bounding volume in this cross section and the evolution of the surface contours as the result of incorporating the partial surface structures are displayed in Fig. 12 . The final surface structures (using three intensity images and three sets of stripe coded images) are shown in Figs. 13, 15(e) , and 17(e) for the jar, the block, and the dodecahedron, respectively. Although the experimental setup in our experiments is simple, the performance of the algorithm is nevertheless demonstrated satisfactorily in the implementations. The sources of errors are many. Imperfect camera calibration, which causes the distortion of the projective length in different directions, has to be compensated for. The errors introduced in the process of image plane registration and in the detection of stripes in the image plane tend to propagate and degrade the accuracy of the recovered surface orientation. Furthermore, the projection of the spatially modulated patterns can be considered as a sampling process, i.e., the surface orientation can be inferred directly only at the intersections (sampling points) of the projected stripes. The surface orientation in between the sampling points has to be recovered through interpolating the sparse orientation map. Hence, the accuracy of the surface description is affected by the properties of the surfaces being sampled, the spacing between the stripes, and the orientation and distance of the object surfaces made with the grid plane and the image plane. After the surface structure from the first frame is incorporated, (e) After the surface structure from the second frame is incorporated, (f) After the surface structure from the third frame is incorporated.
(C) Final surface structure of the jar constructed using three intensity images and three sets of stripe-coded images. In the process of integrating surface structures from multiple views, the errors are mainly due to two factors: i) the error introduced in the inference of the surface orientation and structure from single views, and ii) the error in registering multiple views in a common reference system. One can expect the accuracy of the methods to improve if the accuracy in the system setup is improved.
The algorithms were implemented on a DEC VAX 11/780 under a time-sharing environment with an average load of 6-7 users. We did not record the run time statistics for the experiments. However, the processes of image plane registration and local surface orientation inference took less than 5 s (elapsed time, not the CPU time) for all the examples we demonstrate here. The bottleneck is the interpolation and the integration processes for recovering the visible surface structure. Bidirectional tension spline surfaces were generated for better approximation to the possible curved surface structures.
The surface interpolation process could take up to 2 min, (elapsed time) for curved surfaces such as those in Fig. 13 . The elapsed time for the integration of a single structure was less than 30 s.
V. CONCLUDING REMARKS
In summary, we have developed algorithms for integrating sensory data gathered through both active and passive sensing for three-dimensional image analysis. The projected stripes create features with sharp contrast on the object surfaces which facilitates their automatic extraction. A constraint satisfaction process which is computationally efficient is introduced to relate the perceived stripe orientations to that of the object surfaces in space. Here, no correspondence relationship between the stripes and the grid intersections needs to be resolved. Both planar and curved surfaces can be processed in a uniform manner. The single-view algorithm has been demonstrated to perform satisfactorily in the implementations. For the construction of the object surfaces from multiple views, information in both the partial surface structures and the occluding contours is exploited. The number of views needed for obtaining a reasonable approximation of the 3-D structure is thus reduced. Our technique does not require the whole surface structure to be revealed nor does it require surface patches to overlap for coalescing. An initial bounding volume description of the object is constructed using only the information in the occluding contours. Refinement of the bounding volume is then performed if detailed partial surface structures are acquired. The occluding contours obtained through passive sensing not only provide estimates of the structure of the hidden surfaces but also guide the positioning of the partial surface structures in space. The use of the partial surface descriptions enables us to arrive at more accurate results in a fewer number of views as compared to other techniques using only passive sensing while the use of the occluding contours enables us to incorporate recovered surface structures more readily.
However, this technique is not without its limitations and drawbacks. First, the active sensing characteristics limits its applications to well-lighted, controlled environments. To simplify the mathematical derivations, the parallel projection model is assumed. One has to exercise caution in the imaging process so that this assumption is not severely violated.
Future extension of this work is directed primarily at developing the ability to incorporate information gathered from noncoplanar viewing directions and secondly, at generalizing the technique to handle scenes with multiple objects. In the present system, the camera position is fixed and the camera axis is parallel to the base plane. Object surfaces are revealed by rotating the turntable. Hence, the viewing directions lie in a plane parallel to the base plane. The possibility of having cameras in a noncoplanar, for example overhead, direction is not addressed here. The techniques should be modified to handle noncoplanar camera directions using the same construction/refinement process.
The situations where multiple occluding objects are presented are much more complicated and involved. The accuracy of the final surface structure depends on that of the initial bounding volume description. If the projective ranges of two objects overlap when viewed from certain directions, the bounding volumes of the two objects have a high possibility of being merged together. Either additional views from other directions in which the two objects do not overlap need to be acquired, or intensity cues and connected component analysis are required to separate the bounding volumes. An intelligent segmentation process which uses intensity cues and the break of the projected stripes for separating different object descriptions needs to be developed. Furthermore, the structure of the occluded surfaces cannot be detected easily and would hence degrade the accuracy of the description.
