The term p(α, β) in eqn 1 is a penalty on model complexity applied to both the envi-142 ronmental parameters β and the sampling bias parameters α to shrink these parameters 143 toward zero in order to boost predictive performance. Here, we consider both the tradi-144 tional lasso penalty (Tibshirani, 1996) and the adaptive lasso penalty (Zou, 2006) . For where w = (w 1 , . . . , w p+q ) are weights for the adaptive lasso, typically of the form:
for γ > 0. Here,β (unp) i is the unpenalised coefficient estimate corresponding to the i th en- 149 vironmental variable x i andα (unp) i is the unpenalised coefficient estimate corresponding to 150 the i th sampling bias variable z i . The shape of the weights is determined by the parameter 151 γ. The data-driven choice of the adaptive weights w ensures that more important covari-152 ates (i.e. those with coefficient estimates further away from 0) will be penalised less. This 153 construction also enables the adaptive lasso to achieve so-called oracle properties (Zou, 154 2006), which means that asymptotically, the correct subset of coefficients will be chosen 155 and the procedure has an optimal estimation rate.
156
We can use eqn 1 to represent the simpler framework introduced by Dorazio (2014) and
Implementation in R 175
To fit models with the combined penalised log-likelihood in eqn 1, we have developed a set 176 of functions in R inspired by the optim function and ppmlasso package (Renner & Warton, 177 2013). The main function comb lasso takes as an input a list of species data, associated 178 environmental data, and formulae for the environmental trend and sampling bias trends 179 for each component, along with details such as type of presence-only likelihoods to use, 180 the type of penalty, the number of models to fit, and the tuning parameter criterion.
181
The function applies the coordinate descent algorithm of Osborne et al. (2000) . This From this pattern, we generated two presence-only subsamples s 1 and s 2 biased by a 197 different observation process. The first presence-only subsample s 1 was biased by z 1 , the 198 distance to a simulated road network, and the other s 2 by z 2 , the distance to a simulated 199 categorical covariate. We varied the size of the subsamples such that each pattern had 200 25, 100, or 400 points. We also varied the strength of the clustering of the presence-only 201 subsamples by setting the coefficient of the interaction term ν i = ln η i for i = 1, 2. Here, 202 the patterns either exhibit no clustering (ν i = 0), moderate clustering (ν i = 0.5) or strong 203 clustering (ν i = 1). In each case, the radius of interactions is set to 1 spatial unit. To 204 sample the points in s 1 , we proceed as follows: 205 vector of 0s 207 2. Compute the biased conditional intensity µ 1 (s; s 1 ) at every point in s true using 208 x 1 , . . . , x 4 , the sampling bias covariate z 1 , and the current vector of point inter-209 actions t s 1 , where the biased conditional intensity is defined as follows:
3. Set µ 1 (s; s 1 ) = 0 for all s ∈ s 1 . That is, we set the conditional intensity for any 211 point already selected in s 1 to 0 to ensure these points are not resampled 
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We also generated a history y occ of detections and non-detections from 5 visits to each of Finally, we generated four dummy covariates d 1 , . . . , d 4 to include in fitted models that 234 were meaningless in describing the true species distribution. We did this to reflect the 235 fact that in real applications, we may not know which among a suite of candidate vari-236 ables truly determine the species distribution. We ensured that the maximum absolute 237 correlation among all pairs of variables was smaller than 0.5.
238
After generating the species data, we fit a number of models, using as input environmental 239 covariates the four meaningful covariates x 1 , . . . , x 4 (parameterised by β 1 , . . . , β 4 ) as well 240 as four dummy covariates d 1 , . . . , d 4 (parameterised by β 5 , . . . , β 8 ) and using as sampling 241 bias covariates z 1 , z 2 , and z 3 (parameterised by α 1 , α 2 , and α 3 ). For both Poisson and 242 area-interaction presence-only likelihoods, we fit a model without any penalty, with a 243 lasso penalty, and with an adaptive lasso penalty. For the models fitted with either a 244 lasso or an adaptive lasso penalty, we fit regularisation paths of 1000 models, increasing 245 the penalty from 0 to the smallest penalty λ max that would shrink all coefficients to 0,Consequently, we fit combined likelihood models using both the standard, unpenalised 364 approach (analogous to Model 1 in Table 1 ) and the combined penalised likelihood for-365 mulation eqn 1 with a lasso penalty and area-interaction models for the presence-only 366 data sources (analogous to Model 5 in Table 1 ). The radii chosen to capture the residual 367 spatial patterning in the wild and domestic models are 2km and 5km, as chosen by the 368 profilepl function in spatstat.
369 Figure 4 shows the bias-corrected fitted intensities from these two models. For the com- could be used. Our choice of the area-interaction model as the alternative is motivated by
