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Nuclear masses are of great importance in nuclear physics and astrophysics. Description
and prediction of the nuclear masses based on residual proton-neutron interactions are
one of the focuses in nuclear physics. Because the accuracy of the residual interaction
determines the accuracy of the nuclear mass, so the study of residual interaction is essential.
This work has contributed to our present understanding of the systematicness of residual
interaction. Before we do so, there are many papers using artificial neural networks in
nuclear physics. Our paper that we introduce is enlightened by these papers. Based on BP
neural network, we obtained the description and prediction model for residual interaction.
In this paper, by combining experimental values with residual proton-neutron interactions,
we successfully calculate the nuclear mass of A ≥ 100. Neural network has some advantages
in studying the local mass relations. Results demonstrate that the differences between
our calculated values and databases (AME2003, AME2012 and AME2016) show that the
root-mean-squared deviations (RMSDs) are small (comparing with AME2003, the odd-A
nuclei RMSD and the even-A nuclei RMSD are 112 keV and 128 keV; comparing with
AME2012, the odd-A nuclei RMSD and the even-A nuclei RMSD are 103 keV and 121
keV; comparing with AME2016, the RMSD of odd-A nuclei and even-A nuclei are 106
keV and 122 keV, respectively). In addition, we obtained some predicted masses based
on AME2003 and AME2012, the predicted values have good accuracy and compared well
with experimental values (AME2012 and AME2016). These results show that the study of
residual interaction by using BP neural network is feasible and accurate. The BP neural
network helps us to get more accurate nuclear mass map, and the map may be helpful for
future astrophysics research. This idea is helpful to analyze or excavate useful information
from a large number of experimental values, and then provide a reference for discovering
physical laws, and provide support for the feasibility of physical experiments.
keywords: BP neural network; nuclear masses; residual proton-neutron interac-
tions; binding energies.
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1. Introduction
The study of nuclear masses [1-22] is of great significance not only to nuclear physics,
but also to astrophysics. Early database (AME2003) [19] contained many experi-
mental values of nuclear masses and many predictions of unknown nuclear masses,
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the database published in 2017 (AME2016) [20] has some new nuclear masses than
those published in 2012(AME2012)[21] and 2003. In addition, the new measurement
methods and the experimental instruments have made some nuclear masses more
accurate.
In recent years, in addition to some global mass relations [1-9], local mass re-
lations have also attracted much attention. For example: Audi-Wapstra systemat-
ics, Garvey-Kelson[10] local mass relations and the local mass relations of residual
proton-neutron interactions [12-15, 22]. In Refs.[12-15, 22], the accuracy of residual
interaction is closely related to the accuracy of nuclear masses, many methods and
formulas have been developed to study the residual interaction in order to obtain
more accurate predictions of nuclear masses. There are many papers using artificial
neural networks in nuclear physics [23-33], so we study the residual interaction of
nuclei with A ≥ 100 based on BP neural network (using MATLAB2015b to build
the model), then obtained the RMSD of odd-A nuclei and even-A nuclei: compar-
ing with AME2003, RMSDs are 112 keV and 128 keV; comparing with AME2012,
RMSDs are 103 keV and 121 keV; comparing with AME2016, RMSDs are 106 keV
and 122 keV, respectively. The predicted values based on databases (AME2003 and
AME2012) are compared well with the experimental values.
Neural network is applied in many fields [34-37]. The idea that we introduce
is enlightened by Refs.[23-33]. In this paper, we use BP neural network and AME
databases to study nuclear masses with A ≥ 100. We describe and predict resid-
ual interaction based on the strong descriptive and predictive properties of BP
neural network. It is found that the RMSD of known nuclear mass has been sig-
nificantly improved, and the accuracy of some nuclear mass predictions has also
been improved. In Sec. 2, the RMSD of known nuclear mass is calculated based on
BP neural network and databases. In Sec. 3, the predicted values of nuclear mass
calculated by residual interaction and experimental values are compared with the
experimental values. The comparison shows that our predicted values are close to
the experimental values. In Sec. 4, summarizes and discusses this article.
2. Residual interaction and BP neural network
The residual interaction between nucleons is very important. We assume that there
is a nucleus with Z protons andN neutrons, the relationship between binding energy
B(Z,N) and nuclear mass M(Z,N): B(Z,N) = ZMp + NMn −M(Z,N), where
the Mp and the Mn are the mass of a free proton and a free neutron, we then use
a definition of the B(Z,N) which yields a positive quantity and obtains a positive
δV1p−1n. In Ref. [38], the authors studied the effects of electron mass, electron
binding energy and Coulomb energy on nuclear masses. It is shown from residual
interaction formula that electron mass, electron binding energy and Coulomb energy
have no effect on the residual interaction. Therefore, in this paper these electronic
properties have no effect on the nuclear masses.
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2.1. residual interaction
The proton-neutron interactions between the last i protons and j neutrons is defined
as[12]
δVip−jn(Z,N) = B(Z,N) +B(Z − i, N − j)−
B(Z,N − j)−B(Z − i, N). (1)
It is easy to obtain the formula of δV1p−1n,
δV1p−1n(Z,N) = B(Z,N) +B(Z − 1, N − 1)−
B(Z,N − 1)−B(Z − 1, N)
= M(Z,N − 1) +M(Z − 1, N)−
M(Z,N)−M(Z − 1, N − 1). (2)
we then get the the mass equation as follows:
M(Z,N) = M(Z,N − 1) +M(Z − 1, N)−
M(Z − 1, N − 1)− δV1p−1n. (3)
Eq. (3) shows that the accuracy of residual interaction determines the accuracy
of nuclear masses. Ref. [33] uses Bayesian neural networks to construct prediction
models to study nuclear mass, while the prior knowledge of Bayesian neural networks
has certain limitations. Inspired by Ref. [23-33], this paper describes and predicts
the residual interaction based on BP neural network, thus describing and predicting
the nuclear masses.
2.2. BP neural network
BP (back-propagation) neural network [39-42] was proposed by Rumelhart and
McClelland in 1986. Multi-layer feedforward neural network trained by error back
propagation algorithm is the most representative and widely used neural network
learning model. According to the learning rule, the neural network can adjust the
weighted value of the link chain to achieve the convergence of the target through
training. BP neural network architecture is composed of several layers of inter-
connected neurons, usually including input layer, output layer and several hidden
layers, each layer contains a number of neurons. The network structure as shown in
Fig. 1.
In this paper, we study the known nuclear masses in databases (AME2003,
AME2012, AME2016), and obtain the residual interaction of odd-A and even-A
nuclei by using Eq. (2). First, we use the BP neural network to train the samples
with odd-A nuclei and even-A nuclei of δV1p−1n; second, with the proton number
(Z), neutron number (N) and mass number (A) as the inputs of the network, the
global minimum error is allowed to be 10−8; third, we use output to describe and
predict residual interaction. The nuclear mass of A ≥ 100 is obtained by the residual
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Fig. 1. (Color online) The BP neural network structure.
databases odd-even training times RMSD (keV)
AME2003 odd 1562 ≃112
even 3540 ≃128
AME2012 odd 1649 ≃103
even 3445 ≃121
AME2016 odd 2457 ≃106
even 2429 ≃122
interaction calculated values combined with the database, we then compared with
the experimental values. The RMSDs and training times are listed in Table 1.
As is known from Refs. [12, 22], the residual interaction of odd-A nuclear is more
statistical than even-A nuclear. Therefore, the RMSD of odd-A nuclear mass is less
than that of even-A nuclear mass based on Eq. (3). Table 1 also shows that the
RMSD of odd-A nuclei is less than that of even-A nuclei when the nuclear mass is
calculated by residual interaction trained by BP neural network.
For nuclei with mass number A ≥ 100 (AME2003), Ref. [12] uses two empirical
formulas to describe the residual interaction of odd-A nuclei and even-A nuclei,
then obtained the RMSD(odd-A and even-A nuclei) between the calculated and
experimental values of nuclei mass are 132 keV and 168 keV; in Ref. [22], the RMSD
of odd-A and even-A nuclei is 133 keV and 164 keV; in our paper, the RMSD
of odd-A and even-A nuclei is about 112 keV and 128 keV based on BP neural
network and database. In summary, the accuracy of describing residual proton-
neutron interactions based on BP neural network has been improved, which will
contribute to the development of nuclide maps.
Fig. 2 shows the deviations between calculated and experimental values. The
solid diamond in Fig. 2(a) represents the difference between the experimental value
in the database AME2003 and the calculated value M cal1; in Fig. 2(b) , solid di-
amonds show that the difference between the experimental value in the database
AME2012 and the calculated value M cal2; in Fig. 2(c), solid diamonds are plotted
by using the difference between the experimental value in the database AME2016
and the calculated value M cal3. These results demonstrate the feasibility and accu-
racy of using BP neural network to describe residual interaction. Therefore, we can
predict the residual interaction of unknown nuclear mass on the basis of training
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Fig. 2. (Color online) Deviations between our calculated values and the experimental values.
model.
In addition, we study the binding energy and mass excess of nuclei with A ≥ 100
(AME2012) based on the BP neural network, then obtained the RMSD of binding
energy and mass excess is about 1210 kev and 908 kev. When we study the binding
energies of even-A nuclei and odd-A nuclei, the RMSD is 1147 keV and 482 keV;
for the mass excess of nuclei, the RMSD is 1087 keV and 577 keV. It can be seen
from the above that the RMSD of binding energy and mass excess of odd-A nuclei
is smaller than that of even-A nuclei, which also shows that the systematicness
of binding energy and mass excess of odd-A nuclei is better than that of even-A
nuclei. Although the deviation of nuclear mass obtained by nuclear binding energy
and residual mass with BP neural network is relatively large, but the method can
be used to estimate the residual interaction, which is helpful to analyze or discover
useful information from a large number of experimental data. Further, it provides
reference for finding physical regularity, and provide support for the feasibility of
physical experiment.
3. Prediction of Nuclear Masses
In this section, the residual interaction of unknown nuclear masses are obtained
based on BP neural network, and combined with experimental data (AME2003)
obtained some unknown nuclear masses. We get the other mass equation based on
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Nucleus ME2012 ME2016 MEpred1 dev1 dev2
/keV /keV /keV /keV /keV
103Y -58458 -58458 -58912 454 454
119Pd -71408 -71408 -71091 -317 -317
129Cd -63510The. -63058 -62943 Null -115
147Ba -60264 -60264 -60617 353 353
149Ba -53020The. -53120 -53211 Null 91
155Nd -62284 -62284 -62444 160 160
161Ta -38701 -38779 -38885 184 106
106Sb -66473 -66473 -66541 68 68
112I -67063 -67063 -66947 -116 -116
160Eu -63480 -63480 -63613 133 133
164Re -27520 -27470 -27388 -132 -82
166Re -31890 -31890 -31737 -153 -153
176Au -18400 -18520 -18277 -123 -243
180T l -9260 -9390 -9309 49 -81
228Fr 33369 33384 33048 321 336
228Np 33600 33600 33879 -279 -279
M(Z,N) = M(Z + 1, N) +M(Z,N + 1)−
M(Z + 1, N + 1)− δV1p−1n. (4)
We obtain the residual interaction of unknown nuclear mass by using BP neural
network. We predict unknown masses with Eqs. (3) and (4), we calculate the average
value if they obtain the same nuclear mass. In table 2 we present a set of selected
data of mass excess of our predicted values and experimental values in the AME
database (AME2012 and AME2016).
In Table 2, we have listed some predicted values in comparison with the ex-
perimental values. Where, dev1 represents the difference between the experimental
values (ME2012) of the mass excess in the AME2012 database and our predicted
values (MEpred1); we use dev2 to represent the difference between the experimental
values (ME2016) of the mass excess in the AME2016 database and our predicted
values (MEpred1); These experimental values given in AME2012 and AME2016 are
rounded. From the above table, we can see that the predicted value is close to
the experimental value, and some nuclear mass deviations are only tens of keV or
even keV. In addition, two nuclei (129Cd and149Ba) have only predicted values in
the AME2012 database without experimental values, it is found that our predicted
value is closer to the experimental value (AME2016) than the predicted value in
AME2012. Although the deviation of some nuclear mass is too large, but it has little
effect on the overall description and prediction effect of nuclear mass. The residual
interaction based on BP neural network is inaccurate, which leads to the deviation
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Nucleus ME2016(keV) dev0(keV) MEpred2(keV) dev3(keV)
129Cd -63058 17 -63369 311
141I -59927 16 -59824 -103
149Ba -53120 440 -52937 -183
190T l -24372 8 -24432 60
194Bi -16029 6 -15985 -44
198At -6715 6 -6653 -62
202Fr 3096 7 3164 -68
between the calculated value and the experimental value. Therefore, the smaller the
residual interaction deviation is, the more accurate the nuclear mass will be.
In addition, we use BP neural network and AME2012 database to predict un-
known nuclear mass. We calculate the average value if Eqs. (3) and (4) obtain the
same nuclear mass. Table 3 shows some mass excess of the experimental values
(AME2016) compared with the predicted values. Results show that the predicted
values are in good agreement with the experimental values (AME2016). Where dev0
represents the measurement deviation in the AME2016 database; we use dev3 to rep-
resent the difference between the experimental values of the mass excess (ME2016)
in the AME2016 database and our predicted values (MEpred2).
These results show that the paper based on BP neural network to describe and
predict the residual interaction is feasible. The RMSD of the known nuclear masses
is reduced, at the same time, the predicted value based on the residual interaction
and the database (AME2003 and AME2012) is also close to the experimental values.
4. Discussion and Conclusions
The main work of this paper is to study residual interactions (δV1p−1n). Before us
there are many people using artificial networks in nuclear physics. In our paper, we
use BP neural network to build description and prediction models based on odd-A
nuclei and even-A nuclei residual interaction. We then describe and predict nuclear
masses using residual interaction combined with experimental values. Although the
mass of the deviation is too large, it does not affect the overall description and
prediction effect.
In this paper, our calculated values based on BP neural network are in good
agreement with the experimental data. At the same time, the residual interaction
of odd-A nuclei is statistically good. Therefore, the RMSD of odd-A nuclei is less
than even-A nuclei when describing the known nuclear mass. As shown in Table 2
and table 3, the predicted values based on AME2003 (AME2012) are close to the
experimental values in AME2012 and AME2016 (AME2016), and some of the de-
viations between predicted values and experimental values are only tens of keV. In
summary: BP neural network can better describe and predict the residual interac-
tion, and can better describe the AME database (AME2003, AME2012, AME2016)
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and predict the nuclear quality.
When using BP neural network for data fitting, as long as we select the appropri-
ate network structure, we can get a better fitting curve and meet the requirements
of different users. In this paper, BP neural network is suitable for medium and long
term prediction. It has the advantages of fast calculation speed, high precision and
strong non-linear fitting ability, which reduces the errors in describing and predict-
ing the nuclear mass. In addition, the number of nuclei involved in describing and
predicting nuclear mass formula is 3, and the accuracy of the extrapolation method
can be improved with the smaller number of nuclei involved [43]. Due to it can not
participate in the prediction process, the algorithm is incomplete and so on, so these
factors can lead to the deviation. The more precise residual interactions, the more
accurate nuclear masses will be obtained.
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