Abstract. We prove the existence of an unbounded sequence of critical points of the functional
Introduction
The aim of this paper is to prove that for suitable λ ∈ R there exist infinitely many pairs ±u of nontrivial critical points of the functional
in the space D The conditions on h will be specified later. It is clear that nontrivial critical points of the above functional will correspond to solutions of a nonlinear partial differential equation of order 2k. As a particular case, it will follow that the equation ∆(|x| −ap |∆u| p−2 ∆u) − λh(x)|x| −(a+2)p |u| p−2 u = Q(x)|x| −bq |u| q−2 u, which corresponds to the case k = 2, has infinitely many pairs of nontrivial solutions.
The case k = 1 and h = Q ≡ 1 has recently received considerable amount of attention, see e.g. [1, 3, 10, 11, 13, 16, 28, 31] . In these papers the authors have studied the existence and the nonexistence of ground state solutions and also conditions under which these solutions respectively are and are not radially symmetric. For higher order problems the reader may refer to [21, 22, 25, 27, 29] and the references therein. These papers rely on the concentration-compactness lemma, which first appeared in [21] and was further developed in [5, 4] . We should mention that in [3, 10] the authors also deal with parameters which do not satisfy the conditions in (1.1). The case h ≡ 1 has been considered in [12, 30] , where the authors employ a method which has origins in [17] (see also [8] ). Our method here does not make any use of the concentration-compactness lemma, instead we show that under our assumptions the functional satisfies the Palais-Smale condition.
The paper is divided into three sections. In Section 2 we introduce some notation and definitions. In Section 3 we consider the case h ≡ 1 and study the problem on the Nehari manifold. Our main result here is Theorem 3.9 which shows that for each λ smaller than a certain positive constant (λ < S k,p a,a+k , see below) there exist infinitely many pairs of nontrivial critical points of J λ . We use a standard minimax method and Krasnoselskii's genus. In Section 4 we consider the case 3) and show that for each λ ∈ R, J λ has an unbounded sequence of pairs of critical points. This is the content of Theorem 4.8. Here we do not work on the Nehari manifold but on the whole space X. Our proof uses a suitable modification of the argument of the fountain theorem by Bartsch [2, 32] . That we can treat all λ ∈ R is due to the compactness result in Lemma 4.1. This in turn allows us to prove that J λ satisfies the Palais-Smale condition. Our result here extends that in [30] to the case p = 2.
Notation and some Definitions
In this section we introduce some notation and definitions which will be needed in the sequel. Let
Remark 2.1. The Caffarelli-Kohn-Nirenberg inequality and its higher order variant by Lin (see [9, 19] 
.
We define the following functionals:
Denote the duality pairing between X * and X by . , . . We point out that for all t ≥ 0,
, and a mapping N : X → X is said to be compact if the closure of the image of each ball in X is compact.
When h satisfies (1.3), it has been shown in [30] (see also Lemma 4.1 below) that H is weakly continuous and H compact, and we will show that Palais-Smale sequences are bounded for each λ. By contrast, it is not known to the authors whether these sequences are necessarily bounded when h ≡ 1 and λ ≥ S k,p a,a+k (for λ < S k,p a,a+k they are). As usual, we define the Nehari manifold as the set
The notion of fibrering map will play an important role in the next section. With each u ∈ X \ {0} we associate the fibrering map φ u (t) := J λ (tu) for 0 < t < ∞. We observe that
Also, φ u (1) = J λ (u), u , and so u ∈ N λ if and only if φ u (1) = 0.
Remark 2.2. For future references, we remark that if h ≡ 1 and λ < S k,p a,a+k , then A λ (u) > 0 for all u = 0 (cf. (3.2) below) and hence the fibrering map φ u (t) has exactly one stationary point at
Let J ∈ C 1 (X, R). Recall that a sequence (u n ) ⊂ X is called a PalaisSmale sequence at the level c ∈ R ((P S) c -sequence in short) if J(u n ) → c and J (u n ) → 0. The functional J is said to satisfy the (P S) c -condition if every (P S) c -sequence contains a convergent subsequence, and it is said to satisfy the Palais-Smale condition if it satisfies (P S) c for every c.
The case h ≡ 1
Throughout this section we will assume (3.1)
h ≡ 1 and
It follows from Remark 2.1 that S k,p a,a+k > 0 and hence there exist constants
We begin with a result concerning the compactness of B + : X → X * .
Lemma 3.1. Assume that conditions (1.1), (1.2) are satisfied. Then the functional B + is weakly continuous and the mapping B + : X → X * is compact.
The proof follows easily from the Rellich-Kondrachov theorem (note that q < q * := N p/(N − kp) because a < b) and the fact that Q + (x) → 0 as x → 0 and as |x| → ∞. The details may be found in [30] , Lemma 5.4 and Remark 5.5.
Our method here requires that N λ be a closed C 1 -manifold. The next result shows that this is indeed the case.
Let u ∈ N λ . Using (2.1), (3.2) and the fact that Q ∈ L ∞ (R N ), we obtain
for a suitable constant C > 0. Hence N λ is bounded away from 0. Since
Denote by T u N λ the tangent space to the Nehari manifold at u. 
, u = 0, the conclusion follows immediately.
We shall show that J λ satisfies the Palais-Smale condition. First we prove that all (P S) c -sequences are bounded.
Lemma 3.4. Assume that conditions (1.1), (1.2) and (3.1) are satisfied and let (u n ) be a (P S) c -sequence for J λ . Then (u n ) is bounded.
Proof. We have
If we multiply (3.3) by q and then subtract (3.4), we obtain using (3.2) that
Recall that for x, y ∈ R N there exists c > 0 independent of x, y such that
where · is the standard scalar product in R N (see [24] ).
Proposition 3.5. Assume that conditions (1.1), (1.2) and (3.1) are satisfied and let (u n ) be a (P S) c -sequence for J λ such that u n u in X. Then:
and in L q (R N ), and consequently,
By applying the Rellich-Kondrachov theorem to D α (u n − u)D β φ R , where |α| + |β| = k and |α| < k, we see that
Hence in view of inequality (3.5), if p ≥ 2, then
. It follows that up to a subsequence, ∇ k u n → ∇ k u a.e. in Ω R . The same is true for 1 < p < 2 if one uses the second part of (3.5). Finally, letting R = 1, 2, . . . and using a standard diagonalization argument we arrive at the required conclusion. Note that if k is even, then ∇ k u(x) ∈ R, so we use (3.5) with N = 1.
by the Rellich-Kondrachov theorem. Passing to a subsequence,
for some v. Since ∇ k u n → ∇ k u a.e. in R N after passing to a subsequence once more, v = |∇ k u| p−2 ∇ k u and hence
and it follows that J λ (u) = 0.
The fact that the (P S) c -condition is satisfied for all c is the content of the next proposition. Proof. Let (u n ) be a (P S) c -sequence. By Lemma 3.4 and Proposition 3.5 we may assume that
possibly after passing to a subsequence. The Brézis-Lieb lemma [7, 32] and (2.1) with b = a + k give
Consequently, using weak continuity of B + and Fatou's lemma for B − , we obtain
where 0 < C λ := min{1, 1 − λ(S k,p a,a+k ) −1 }. If lim n→∞ I(u n − u) > 0, then A λ (u) < B(u) and hence J λ (u), u = 0, a contradiction to ii) of Proposition 3.5. Therefore u n → u in X.
Remark 3.7. The conclusions of Proposition 3.5 for k = 1, under different sets of assumptions, may be found e.g. in [1, 14, 18, 28] . Our proof here is much simpler because we have q < p * which makes the truncation argument used in these papers unnecessary. The idea of employing the Brézis-Lieb lemma instead of the concentration-compactness principle comes from [14, 18] .
Let A be the class of all closed subsets A of X \ {0} such that A = −A. Recall that for A ∈ A, the genus γ(A) of A is defined as the least integer n such that there exists an odd function f ∈ C(X, R n \ {0}). One also sets γ(∅) = 0 and γ(A) = +∞ if no f with the above property exists for any n. The properties of genus may be found e.g. in [23] .
The main result of this section will be a consequence of the following theorem which is a particular case of a more general result [26 The conclusion that c j → ∞ does not appear in [26] and the argument there does not employ the usual deformation lemma. However, in the present situation such lemma exists [6] and therefore a standard argument (see e.g. [23, Proposition 9 .33]) implies that c j → ∞.
We may now present the main theorem of this section. Proof. The conclusion follows from Propositions 3.3, 3.6 and Theorem 3.8 once we verify that Γ j = ∅ for all j ≥ 1.
Let X j be a j-dimensional subspace spanned by j linearly independent functions v m ∈ C ∞ 0 (R N ) such that supp v m ⊂ {x ∈ R N : Q(x) > 0} and set S j−1 := X j ∩ {v ∈ X : v = 1}.
If v ∈ S j−1 , then B(v) > 0. Hence the function f : S j−1 → N λ given by f (v) := t v v is well defined, and it is continuous because v is transversal to N λ . Further, the radial projection v → v/ v is the inverse of f. In particular, A := f (S j−1 ) is homeomorphic to S j−1 . Since γ(S j−1 ) = j, we have γ(A) = j and consequently, Γ j = ∅.
As mentioned in the introduction, our aim here is to prove that for each λ ∈ R, J λ has an unbounded sequence of pairs of critical points in X, provided (1.1), (1.2) and (1.3) are satisfied. We begin by proving that H is compact. The argument is taken from [30] and we give it here only for the reader's convenience. Proof. Let us first show that for each u ∈ X, 1 p H (u) ∈ X * . For this purpose, we define for φ ∈ X,
The first term above is finite by the assumptions on h and the other two are finite because of the embedding X → L q (R N , |x| −bq dx). Since
by Hölder's inequality and the above embedding we have
To prove compactness, assume that u n u in X. Hence, up to a subsequence, u n → u a.e. in R N . We denote by q the Hölder conjugate of q and apply Hölder's inequality to obtain
We have in fact shown a little more:
u, H is weakly continuous.
We shall show that J λ satisfies (P S) c for all c. But first we prove boundedness of (P S) c -sequences.
Lemma 4.2. Assume that conditions (1.1), (1.2) and (1.3) are satisfied and λ ∈ R. If Q = 0 a.e., then every (P S) c -sequence for J λ is bounded.
Proof. Assume that (u n ) is a (P S) c -sequence such that u n → ∞. Since v n := un un is bounded, we may assume passing to a subsequence that
and
Since J λ (u n ) → c, we have
and it follows that
We have
by (4.2) and the fact that v n → v in L q loc (R N \ {0}). Hence v = 0 a.e. on supp Q + and by a similar argument, v = 0 a.e. on supp Q − . Since supp Q + ∪ supp Q − = R N , we conclude that v = 0. Consequently, from (4.1) we deduce
On the other hand, since J λ (u n ) → 0 and
a contradiction to (4.3). We conclude that (u n ) is a bounded sequence. Proof. Let (u n ) be a (P S) c -sequence. By Lemma 4.2, (u n ) is bounded, hence we may assume u n u. Then
Since H and B + are compact and B − is monotone (because B − is convex), we obtain passing to a subsequence [15] , it follows that u n → u and therefore u n → u. i) A pair of sequences {e n } ∞ n=1 ⊂ X and {e * n } ∞ n=1 ⊂ X * is called a biorthogonal system if e * n (e m ) = δ nm . ii) A sequence {e n } ∞ n=1 ⊂ X is called a minimal system if there exists a sequence {e
n=1 is the closure of the span of {e n } ∞ n=1 . iv) A minimal system {e * n } ∞ n=1 in X * is called total if e * n (u) = 0 for all n implies that u = 0.
It is well known that any separable Banach space X contains a fundamental minimal system whose biorthogonal functionals are total (see [20, Proposition 1.f.3] ). Denote this biorthogonal system by ({e n } ∞ n=1 , {e * n } ∞ n=1 ), and as in the above definition, let [e n ] ∞ n=k be the closure of the span of {e n } ∞ n=k . Set Y k := [e n ] k n=1 and Z k := [e n ] ∞ n=k+1 . The next result asserts that A λ (u) is bounded below by u p on Z k for large k. Then c k is a critical value for all k large enough and c k → ∞.
Proof. Let g ∈ Γ k . By the first conclusion of Proposition 4.7, on ∂D k we have g(u) = u and J λ (u) ≤ 0. By Proposition 4.6, g(u) ∈ Z k−1 and g(u) = r k for some u ∈ D k , hence c k → ∞ according to the second conclusion of Proposition 4.7. Since g ≤ 0 on ∂D k and J λ satisfies the Palais-Smale condition, a classical deformation lemma (see e.g. [23] or [32] ) implies that c k is a critical value whenever c k > 0. See also the general minimax principle [32, Theorem 2.8].
Remark 4.10. In view of Proposition 3.6, the argument above can also be used to prove Theorem 3.9. However, we preferred to give a different proof which is more elementary in the sense that it employs a classical minimax principle.
