Deep multi-task learning attracts much attention in recent years as it achieves good performance in many applications. Feature learning is important to deep multi-task learning for sharing common information among tasks. In this paper, we propose a Hierarchical Graph Neural Network (HGNN) to learn augmented features for deep multi-task learning. The HGNN consists of twolevel graph neural networks. In the low level, an intra-task graph neural network is responsible of learning a powerful representation for each data point in a task by aggregating its neighbors. Based on the learned representation, a task embedding can be generated for each task in a similar way to max pooling. In the second level, an inter-task graph neural network updates task embeddings of all the tasks based on the attention mechanism to model task relations. Then the task embedding of one task is used to augment the feature representation of data points in this task. Moreover, for classification tasks, an inter-class graph neural network is introduced to conduct similar operations on a finer granularity, i.e., the class level, to generate class embeddings for each class in all the tasks use class embeddings to augment the feature representation. The proposed feature augmentation strategy can be used in many deep multi-task learning models. we analyze the HGNN in terms of training and generalization losses. Experiments on real-world datastes show the significant performance improvement when using this strategy.
Introduction
Multi-task learning (Caruana, 1997; Zhang & Yang, 2017) aims to leverage useful information contained in multiple learning tasks to improve their performance simultaneously. During past decades, many multi-task learning models have been proposed to identify the shared information which can take a form of the instance, feature, and model, leading to three categories including instance-based multi-task learning (Bickel et al., 2008) , feature-based multi-task learning (Argyriou et al., 2006; Obozinski et al., 2006; Liu et al., 2009; Lozano & Swirszcz, 2012; Shinohara, 2016; Misra et al., 2016; Liu et al., 2019) , and model-based multi-task learning (Ando & Zhang, 2005; Jacob et al., 2008; Bonilla et al., 2007; Jalali et al., 2010; Kumar & III, 2012; Han & Zhang, 2015; 2016; Zhang et al., 2018 ).
For multi-task learning, it is important to decide how to represent a task and how to leverage the relationship between tasks to improve the performance of all the tasks based on the task representation. For the first issue, multi-task learning can use the instance, feature or parameter as a media to construct the task representation. Built on the solution to the first issue, the task relationship can be learned via the chosen media, leading to a classification of multi-task learning including instance-based multi-task learning, feature-based multi-task learning, and parameter-based multi-task learning.
Different from existing studies, we think that the training dataset of a task contains important information to determine the task representation in the first issue and we can extract information from the training dataset as the task representation. However, it is not easy to derive a representation from a dataset based on convolutional neural networks or recurrent neural networks. Our solution is to represent a dataset as a graph where nodes represent data points and edges denote the similarities between data points. For the second issue, the task relationship can also be represented in a graph. So the two important issues can be related to graphs.
Inspired by this idea, in this paper, we propose a Hierarchical Graph Neural Network (HGNN) to further improve the performance of multi-task learning models by learning augmented features. The HGNN consists of two-level graph neural networks. In the first level, an intra-task graph neural network is to learn a powerful representation for each data arXiv:2002.04813v1 [cs. LG] 12 Feb 2020 point in a task by aggregating its neighbored data points in this task. Based on the representation learned in the first level, we can generate the task embedding, which is a representation for this task, in a way similar to max pooling. For classification tasks, we can generate the class embedding for each class in this task based on max pooling. Based on task embeddings of all the tasks generated in the first level, an inter-task graph neural network in the second level updates all the task embeddings based on the attention mechanism. For classification tasks, an inter-class graph neural network is introduced in the second level to update all the class embeddings based on neighbored class embeddings. Finally, each of the learned task embeddings as well as the class embeddings for classification tasks is used to augment the feature representation of all the data points in the corresponding task. The proposed HGNN can be used in many multi-task learning models. We analyze the use of HGNN in terms of both the training loss and generalization loss. Extensive experiments show the effectiveness of the proposed HGNN. Liu et al. (2018) explore the problem of learning the relationship between multiple tasks dynamically and formulate this problem as a message passing process over a graph neural network. Meng et al. (2018) solve relative attribute learning via a message passing scheme on a graph and the main idea is that relative attribute learning naturally benefits from exploiting the dependency graph among different relative attributes of images. The multi-task attention network proposed in (Liu et al., 2019) consists of a single shared network containing a global feature pool and a soft-attention module for each task that allows to learn taskspecific feature-level attentions. The soft-attention module can learn both task-specific features from global features and shared features across different tasks. Lu et al. (2019) present a graph star net which utilizes the message-passing and attention mechanisms for multiple prediction tasks, including node classification, graph classification, and link prediction. Even though the aforementioned works propose GNN or the attention mechanism for multi-task learning, none of them use a hierarchical version of GNN as well as the attention mechanism to learn augmented features for multi-task learning, which is the focus of this paper. Kim et al. (2019) propose a hierarchical attention network for stock prediction which can selectively aggregate information on different relation types and add the information to each representation of the company for the stock market prediction. By considering the market index as an entire graph and constituent companies as individual nodes, this method is used for predicting not only individual stock prices but also market index movements, which is similar to the graph classification task. However, after obtaining the additional information to each representation, it only uses the neighbored nodes but not all the nodes in the graph to aggregate the information, hence it cannot get whole information of the graph. Moreover, this method adds the additional information to the original feature representation, which is different from the concatenation method used in this paper. Ryu et al. (2019) propose a Hierarchical graph Attention-based Multi-Agent actor-critic (HAMA) method, which employs a hierarchical graph neural network to effectively model the inter-agent relationships in each group of agents and intergroup relationships among groups, and additionally employ inter-agent and inter-group attentions to adaptively extract state-dependent relationships among agents. However, similar to (Kim et al., 2019) , the HAMA method, a network stacking multiple Graph Attention Networks (GAT) hierarchically, only processes local observations of each agent but not all the information in the graph, which cannot capture enough information. Different from these two methods, we first use an intra-task graph neural network to generate a task embedding for each task by using all the data in this task. By using all the data in a task, we can get a more accurate and robust task embedding. Then, an inter-task graph neural network is used to update task embeddings of all the tasks based on the inter-task structure, which makes each task embedding contains useful information from embeddings of other tasks. The class embeddings can be obtained in a similar way. So the task embeddings can represent the relationship of all the tasks and the class embeddings can represent the relationship of all the classes in all the tasks. To the best of our knowledge, we are the first to use the feature augmentation strategy in multi-task learning.
Related Works

Hierarchical Graph Neural Network
In this section, we introduce the proposed architecture, the Hierarchical Graph Neural Network (HGNN), for deep multi-task learning. Whilst the architecture can be incorporated into any multi-task learning network, in the following sections we show how to build the HGNN upon a multi-task network.
Overview of The Architecture
The HGNN consists of two-level GNNs. The first-level GNN is an intra-task GNN to aggregate all the information contained in the data of a task to generate a task representation, which is called the task embedding. In the second level, based on the generated task embeddings in the first level, an inter-task GNN is used to update all the task embeddings by sharing information among all the tasks. Finally the task embeddings are used to augment the feature representation of the data to improve the learning performance. For classification tasks, we can learn augmented features in a Figure 1 . An illustration of the hierarchical graph neural network for multi-task learning. fine granularity -the class level. That is, another intra-task GNN is used to aggregate all the information in a class of a task to generate a class embedding. Then based on class embeddings in all the tasks, another inter-class GNN is used to update them. Finally, both task embeddings and class embeddings are used to augment the feature representation. The whole architecture of HGNN is shown in Figure 1 .
The Model
Suppose that there are m multi-class classification tasks where each task has k classes. The training dataset of the ith task consists of n i pairs of data samples and corresponding labels, i.e.,
For x i j , we first define its hidden representation aŝ
where σ s (·) can be any activation function such as the ReLU function, andŴ s ,b s are shared parameter among all the tasks.
For the intra-task GNN, we first construct an adjacency matrix G i for the ith task based on the hidden representation and label information. Specifically, the (j, l)th entry in G i , g i jl , can be defined as
where · 2 denotes the 2 norm of a vector. Then the intra-task GNN can be defined as
where σ h (·) can be any activation function such as the ReLU function, X i = (x i 1 , . . . , x i ni ),Ĥ i = (ĥ i 1 , . . . ,ĥ i ni ), 1 denotes a vector of all ones with an appropriate size, W h and b h are the parameters in the GNN. The jth column in H i denoted by h i j is a new hidden representation for x i j . G i in Eq. (2) can make similar data points in the same class have similar representations in H i and dissimilar data points from different classes have dissimilar representations. The intra-task GNN can have two or more layers each of which is defined as in Eq. (2).
Based on the intra-task GNN, the task embedding of the ith task is defined as
where the max operation is conducted elementwisely. So the task embedding is obtained via the max pooling on all the data points in the ith task based on the hidden representation learned by the intra-task GNN. Similarly, the class embedding of the jth class in ith task is defined as
which means that the class embedding of the jth class in the ith task is obtained via the max pooling on all the data points in the jth class of the ith task based on the intratask GNN. We have tried other pooling methods such as the mean pooling but the performance is inferior to that of the max pooling. One reason is that the max pooling can bring some nonlinearity but the mean pooling is a linear operation.
The m task embeddings {e i t } m i=1 for the m tasks can form a graph. The inter-task GNN is responsible of learning for the graph constructed by task embeddings
by exchanging information among tasks. Here we use GAT as an implementation of the inter-task GNN.
In order to learn powerful task embeddings, each task embedding e i t is first transformed by a weight matrix W. Then we perform self-attention on the task embeddings. That is, an attentional mechanism computes attention coefficients as
where the attentional mechanism a(·, ·) we use is the cosine function, which is different from the original GAT. To make coefficients comparable across different task embeddings, we normalize them over j by using the softmax function as
.
Attention values can be viewed as a measure of task relations between each pair of tasks. Once obtained, the normalized attention coefficients are used as combination coefficients to compute a linear combination of the new task embeddings before potentially applying a nonlinear activation function σ asê
Based on this equation, we can see thatê i t contains useful information from embeddings of other tasks. In experiments, the inter-task GNN adopts two such layers to generate the new task embeddings.
Similarly, the mk class embeddings {e i,j c } also can form a graph. We uses another inter-class GNN to generate new class embeddings {ê i,j c } in a way similar to task embeddings.
The learned task embeddings and class embeddings can be used to augment the data feature representation to form a more expressive one ash i l = (ĥ i l ,ê i t ,ê i,j c ), where (·, ·, ·) denotes the concatenation operation. Then data in such augmented representation can be fed into a deep multi-task learning model to learn class labels.
Testing Process
At the testing process, we do not know the true label, hence we cannot directly concatenate the class embedding to the hidden representation. We use the following method to solve this problem. For each testing sample, we concatenate the class embedding of each class c to the hidden representationĥ i j as its new hidden representation and then compute the prediction probability that the testing sample belongs to class c via the softmax function used in the multi-task neural network. Finally we choose class c with the largest prediction probability as the predicted label. In mathematics, we predict the class label of a testing sample as
where [k] denotes a set of positive integers no larger than k, h i * denotes the transformed testing sample before feeding into the HGNN as shown in Eq. (1), and f (·) denotes the multi-task neural network used. Note that in the prediction rule (3), the concatenated class embeddingê i,l c changes with l.
Extension to Regression Tasks
For the regression problems, there are only continuous labels and we cannot define class embeddings. So we only use task embeddings as the augmenter feature. Furthermore, the adjacency matrix G i for the ith task is different from classification tasks. Specifically, the (j, l)th entry in G i , g i jl , for a regression task is defined as
Since there is no class embedding, we do not need the prediction rule as in Eq.
(3). The rest is identical to classification tasks.
Analysis
The proposed approach to augment the feature representation in HGNN is novel and here we provide some analyses to give insights into this model. For simplicity, we consider a linear single-task learning model by utilizing the task embedding only, which can provide insights for understanding deep multi-task learning models with task embeddings as well as class embeddings learned in HGNN.
The input space, which is a subset of a vector space, is denoted by X and the output space is denoted by Y. Training samples {(x i , y i ) n i=1 } ∈ X ×Y are distributed according to some unknown distribution P . Let : R k × Y → R + be the loss function, where k denotes the dimension of the label space. The learning function is defined as f (x) = W x where the superscript denotes the transpose and W is abused to denote the parameter in this linear learner. The expected loss is defined as L(W) = E[ (W x, y)]. The empirical loss is defined asL(W) = 1 n n i=1 (W x i , y i ). The data matrix X is defined as X = (x 1 , . . . , x n ) ∈ R p×n and the label matrix Y is defined as Y = (y 1 , . . . , y n ) ∈ R k×n . e ∈ R q×1 denotes the task embedding and E = e1 ∈ R q×n is the task embedding matrix for all the training data, where 1 denotes a column vector of all ones with an appropriate size.
Let us consider two models. The objective function of model 1 is formulated aŝ
and that of model 2 iŝ
where
So model 1 is a ridge regression model which can be applied to both classification and regression tasks and model 2 is a variant of model 1 with the task embedding incorporated. For training losses of those two models, we have the following result. 1
Theorem 1 If X and E satisfy X XE E + E EX X + 2λE E + E EE E 0 where M 1 M 2 means that M 1 − M 2 is positive semidefinite, then the training loss of model 2 with the task embedding is always lower than that of model 1 without the task embedding. That is, we have
Remark 1 Theorem 1 implies that for a model, incorporating the task embedding to augment the feature representation will incur a lower training loss than that without the task embedding. From the perspective of the model capacity, model 1 is a reduced version of model 2 by setting the task embedding to be zero and hence mode 2 has a larger capacity than model 1, making model 2 possess a large chance to have a lower training loss. The condition proposed in Theorem 1 is very easy to check and we can adjust λ to ensure the positive semidefiniteness of the condition.
We also analyze the generalization bound of the two models. We first rewrite problems (4) and (5) into equivalent 1 All the proofs can be found in the appendix.
formulations aŝ
For the above two problems, we have the following result.
Theorem 2 Suppose x i , x i ≤ X * , the task embedding satisfies the condition in Theorem 1. Then for any δ > 0, with probability at least 1 − δ, we have
Remark 2 According to Theorem 2, the generalization upper-bound of model 2 with the use of the task embedding is lower than that without the task embedding because of the lower training loss of model 2 which has been proved in Theorem 1. This may imply that there is a large chance that the expected loss of model 2 is lower than that of model 1, which can be verified in empirical studies in the next section.
Experiments
In this section, we conduct empirical studies to test the performance of the proposed HGNN.
Experimental Settings
We conduct experiments on several benchmark datasets, including ImageCLEF, Office-Caltech-10, Office-Home and SARCOS.
The ImageCLEF dataset is the benchmark for Image-CLEF domain adaptation challenge which contains about 2,400 images from 12 common categories shared by four tasks including Caltech-256 (C), ImageNet ILSVRC (I), Pascal VOC 2012 (P), and Bing (B). There are 50 images in each category and 600 images in each task.
The Office-Caltech-10 dataset includes 10 common categories shared by the Office-31 and Caltech-256 datasets. It contains four domains: Caltech (C) that is sampled from Caltech-256 dataset, Amazon (A) that contains images collected from the amazon website, Webcam (W) and DSLR (D) that are taken by the web camera and DSLR camera under the office environment. In our experiment, we regard each domain as a task.
The Office-Home dataset has 15,500 images across 65 classes in the office and home settings from four domains with a large domain discrepancy: Artistic images (Ar), Clip art (Cl), Product images (Pr), and Real-world images (Rw). In our experiment, we regard each domain as a task.
The SARCOS dataset studies a multi-output problem of learning the inverse dynamics of 7 SARCOS anthropomorphic robot arms, each of which corresponds to a task, based on 21 features, including seven joint positions, seven joint velocities, and seven joint accelerations. By following , we randomly sample 2000 data points from each output to construct the dataset.
Since the proposed HGNN can be combined with many deep multi-task learning models as discussed before, we incorporate the HGNN into the Deep Multi-Task Learning (DMTL) which shares the first several layers as the common hidden feature representation for all the tasks as did in (Caruana, 1997; Zhang et al., 2014; Liu et al., 2015; Zhang et al., 2015; Mrksic et al., 2015; Li et al., 2015) , Deep Multi-Task Representation Learning (DMTRL) (Yang & Hospedales, 2017a) , and Trace Norm Regularised Deep Multi-Task Learning (TNRMTL) (Yang & Hospedales, 2017b) , respectively, to show the benefit of the learned augmented features.
In experiments, we leverage the VGG-19 network pretrained on the ImageNet dataset as the backbone of the feature generator G. After that, all the multi-task learning models adopt a two-layer fully-connected architecture (#data dim × 600 × #classes) and the ReLU activation function is used. The first layer is shared by all tasks to learn a common representation and the second layer is for task-specific outputs. The HGNN learns 8-dimensional task embeddings and 8dimensional class embeddings.
We use Adam with the learning rate varying as η = 0.02 1+p , where p is the number of the iteration. By following GAT, We fix F = 8 in experiments. We adopt mini-batch SGD with batch size = 32. Each experiment repeats for 5 times and we report the average performance as well as the standard deviation.
Experimental Results
RESULTS ON CLASSIFICATION TASKS
For classification tasks, the performance measure is the classification accuracy. To investigate the effect of the size of the training dataset on the performance, we vary the proportion of training data from 50% to 70% at an interval of 10% and plot the average test accuracy of different methods in Figures 2-4 . According to results reported in these figures, we can see that the incorporation of the HGNN into baseline models improves the classification accuracy of all baseline models especially when the training proportion is small. As reported in Figures 3 and 4 , the incorporation of the HGNN boosts the performance of all the baseline on the Office-Caltech-10 and Office-Home datasets. For the DMTRL and TNRMTL models, the improvement is significant with the use of the HGNN. Moreover, when using augmented features learned by the HGNN, the standard deviation becomes smaller than the corresponding baseline model without using the HGNN under every experimental setting, which implies that the HGNN can improve the stability of baseline models to some extent. 
RESULTS ON REGRESSION TASKS
For regression tasks, the performance measure is the mean square error. The test errors on the SARCOS dataset are shown in Figure 5 where the training proportion is 70%. As shown in Figure 5 , after using the HGNN, the test error of each baseline model has a significant decrease, which demonstrate the effectiveness of augmented features learned in the HGNN method. With other training proportions, we have observed similar phenomena that the use of the HGNN can improve the performance of baseline models, and due to page limit, we did not plot the results in the figures. Figure 6 . The ablation study on the Office-Caltech-10 dataset.
Ablation Study
To study the effectiveness of task embeddings and class embeddings in the HGNN model, we study two variants of HGNN, including HGNN(T) that only augments with the task embedding and HGNN(C) that only augments with the class embedding. The comparison among baseline models, HGNN, variants of HGNN on the Office-Caltech-10 dataset is shown in Figure 6 . According to the results, we can see that the use of only the class embedding in HGNN(C) or the task embedding in HGNN(T) can improve the performance of baseline models, which shows that augmented features learned in two ways are effective. HGNN(C) seems better than HGNN(T) in this experiment. One reason is that class embeddings may contain more discriminative features for the classification task. Figure 6 also indicates that using both task embeddings and class embeddings achieves the best performance, which again verifies the usefulness of the HGNN.
Visualization
To dive deeper into the learned features, we plot in Figures  7 and 8 the t-SNE embeddings of the feature representations learned for the four tasks on Office-Caltech-10 dataset by TNRMTL and TNRMTL HGNN, respectively, at the training and testing processes. We observe that the data based on the representation derived by the HGNN model are more separable among classes in each task during either the training process or the testing process. This phenomenon verifies the effectiveness of the augmented features learned in the HGNN to help discriminate data points in different classes of all the tasks.
Sensitivity Analysis
We conduct the sensitivity analysis of the performance with respect to the dimension of task embedding (F t ) and class embedding (F c ), respectively, on the ImageCLEF dataset. The results are shown in Tables 1 and 2. According to the results, we can see that F t = 8 and F c = 8 are a good choice in most cases even though in some case, a lower value 4 performs better. When the dimension is not so large (e.g., not large than 32), the performance changes a little, making the choice of the dimension insensitive. However, when using a larger dimension (e.g., 64), the classification accuracy drops significantly, implying that the HGNN prefers a small dimension.
Conclusion
In this paper, we propose a hierarchical graph neural network (HGNN) to learn augmented features for deep multitask learning. The proposed HGNN has two levels. In the first level, the intra-task graph neural network is used to learn a powerful representation for each data point in a task by aggregating information from its neighbors in this task. Based on the learned representation, we can learn the task embedding for each task as well as the class embedding if any. The inter-task graph neural network as well inter-class graph neural network is used to update each task embedding and each class embedding. Finally the learned task embedding and class embedding can be used to augment the data representation. Extensive experiments show the effectiveness of the proposed HGNN. In our future work, we are interested in applying the HGNN to other multi-task learning models. Proof. By setting the derivation of problems (4) and (5) to zero, these two problems have close form solutions aŝ
YB.
It is easy to show (XX + λI) X = X(X X + λI) .
By left-multiplying by (XX +λI) −1 and right-multiplying by (X X + λI) −1 , we can get X(X X + λI) − = (XX + λI) − X.
So A can be simplified as A = I − X (XX + λI) − X = I − X X(X X + λI) − = I − (X X + λI − λI)(X X + λI) −1 = λ(X X + λI) −1
In order to prove
We need to require
where A = λ(X X + λI) −1 , B = λ(X X + λI) −1 . Note that B = λ((X , E )(X , E ) + λI) −1 = λ(X X + E E + λI) −1 Eq. (7) is equivalent to (X X + λI)(X X + λI) −1 (X X + E E + λI)(X X + E E + λI) −1 , which is also equivalent to (X X + E E + λI)(X X + E E + λI) (X X + λI)(X X + λI).
So we require
X XE E + E EX X + 2λE E + E EE E 0 which is the condition.
Proof for Theorem 2
Before proving Theorem 2, we introduce a lemma from (Kakade et al., 2009) .
Lemma 1 If we assume x ≤ X, F (W) ≤ W * . For any Lipschitz loss function , with Lipschitz constant L . For any δ > 0 and with probability at least 1 − δ over the sample: Let W be as in the L p norms example, that is F (W) = W 2 q , where 1 p + 1 q = 1. For all w ∈ W, we have L(w) ≤L(w)+2L XW * p − 1 n +L XW * log(1/δ) 2n .
