In this expression, h is Planck's constant andfis the optical frequency. The electron density n e is related to the spontaneously emitted power via the expression P&v = hfne/T sp (39) with T~~ being the spontaneous emission lifetime of the electrons. We thus obtain the photon rate equation from (37):
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Comparison of this equation to the usual laser photon rate equation [3] - [6] dS -c
'sp allows us to obtain the following expression for the spontaneous emission factor:
=
Aft AA C
n(AX) LW (42)
This expression is in complete agreement with the corresponding expression appearing in the theory of the injection laser which is obtained from mode counting [6] . The stimulated emission term c n in (42) is not explicitly included in our derivation of the rate equation. It may be thought of as being implicitly contained in the term (2/7)S in that the decay time, being related to the conductivity u of the medium, can be made to account for all the linear gain and loss mechanisms of the device. In a real laser, u and hence T would have to depend on the photon density S and on the electron density n e . However, such refinements exceed the intended scope of the present discussion. Thus, we have achieved our objective of proving that each laser mode receives the amount of power that the source radiates into the wavelength range Ah, between adjacent cavity modes. The present theory further reinforces the faith in the usual mode counting procedure for deriving the spontaneous emission factor. ACKNOWLEDGMENT This paper resulted from discussions with P. A. Henry on the subject of laser rate equations. characteristics of optical waveguides with an arbitrary refractive index profile. We have transformed the problem of solving the scalar differential equation (with appropriate boundary conditions) to a simple matrix eigenvalue problem. The diagonalization of this matrix directly gives N eigenvalues where N represents the order of the matrix. All of these eigenvalues may correspond to the guided modes or a part may correspond to the guided modes and those remaining would give a discrete representation of the radiation modes. In contrast, while obtaining the direct numerical solution of the wave equation, one usually carries out calculations for each mode separately [I]- [3] .
Further, unlike the matrix procedure reported earlier [4] which required a predetermined appropriate basis set of orthonormal functions and the matrix elements to be given by integrals over these functions, the present procedure does not require a predetermined basis set of orthonormal functions to begin with, and the matrix elements are given by simple algebraic expressions. Here, we will present the procedure as applied to planar waveguides; however, since the eigenvalue equation corresponding to round optical fibers can be transformed to a one-dimensional equation, the present method can be easily extended to round optical waveguides.
METHOD
For a planar waveguide, the following scalar wave equation need be solved (see, e.g., [5] ):
(1) dE where 4 = x/a, a being a convenient linear dimension associated with the refractive index profile n(<), k, is the free space wave number, 0 is the propagation constant, and for TE modes, $ represents the y component of the electric field. We define a new variable [6] where f t and t 2 are sufficiently large numbers where the modal fields can be assumed to vanish.
We first consider a symmetric profile in which n 2 (-<) = rc 2 (5). For such a case, the modes are either symmetric or antisymmetric in <, and instead of using the second boundary condition of (3), we may use $'(O) = 0 and $(O) = 0 for symmetric and antisymmetric modes, respectively. Using these boundary conditions, we obtain HS) = J t for symmetric modes for antisymmetric modes (7) with Tji = T ii . Hence, (1) can be written at the N points $ i(i = 1, 2, 3, . * . , TV) in the form
[T]
-l (8) where [F] is an (N X N) diagonal matrix with elements Fii = 6$n 2 ( E i). Hence, the diagonalization of the symmetric matrix [L] gives the eigenvalues. Further, our calculations also show that the matrix [L] is a symmetric tridiagonal matrix.
We should mention here that the above analysis can be used even for an arbitrary asymmetric profile by shifting the origin (4 = 0) to (< = -& ). Thus, we define a new coordinate ip = < t %i and the boundary conditions (3) can be written as $(ip = 0) = 0 and $(ip = t1 t g 2 ) = 0. Because of these boundary conditions, the procedure for solving (1) for any asymmetric profile would be the same as that for solving the antisymmetric modes of a symmetric profile.
RESULTS AND DISCUSSION
We first apply the method to a symmetric profile withn 2 (4) = n 2 + An .sech 2 (t) for which exact analytical solutions of (1) can be obtained and the propagation constants are given by simple algebraic expressions [7] . The values of the normalized parameters b = Q2/k$-n : )/An for bound modes as obtained by our calculations are tabulated in Table I for k,aG = 4,O and 7.0 along with the exact results;m = 0,2, 4, . . . and m = 1, 3, 5, . . * correspond to the symmetric and antisymmetric modes, respectively. We may note that for modes far from cutoff, the propagation constants for bound modes are accurately determined by assuming that E j = 3.0. However, in order to get an accurate description of modes near cutoff, it is necessary to take a large value of gl; this is also what one expects physically because in such a case, the fields are appreciable even at large distances. It should be mentioned that to attain good accuracy foi large values of %^, the order of this matrix (N) has to be large. It should be pointed out that for k,aG = 4.0, the exact calculations tell us that there are only four bound modes: two symmetric and two antisymmetric. However, the diagonalization of a 40 X 40 matrix (corresponding to symmetric modes) gives 40 eigenvalues, of which two would correspond to bound modes and the remaining 38 would give a discrete representation of the radiation modes; these are, however, not the true radiation modes because the use of boundary conditions of (3) implies tHat we are actually solving for a profile with metallic boundaries at < = El and <=-C z . Nevertheless, these modes can be used to study the propagation of energy in the radiation modes by choosing sufficiently large values of i^ and c 2 .
We next consider an asymmetric profile given by n 2 (E) = Refractive index profiles for planar waveguides fabricated by the silver ion diffusion method can be written in the above form (see, e.g., [SI). The results of a calculation of P/k, values for bound modes are tabulated in Table I1 for the following parameters:
n, = 1.512, An= 0.2588, d = 2.6 p m, -=1.03, and X = 0.633 /im. a
We had earlier reported the exact results for the above profile and parameters [SI; these are also given for comparison in Table 11 . In summary, we have presented a novel numerical procedure for solving the scalar wave equation to obtain the propagation characteristics of optical waveguides with an arbitrary refractive index profile. The problem of solving the scalar differential equation has been transformed into a simple matrix eigenvalue problem, and we have shown that the values obtained by diagonalizing the matrix are extremely accurate.
