Introduction
Data clustering is applied widely in image segmentation, information retrieval, pattern recognition, pattern classification, network analysis, vector quantization and data compression, data mining and knowledge discovery business, document clustering and image processing (see, e.g., [1, p. 32] and [16] ).
Among different clustering criteria, the Minimum Sum-of-Squares Clustering (MSSC for short) criterion is one of the most used [8, 9, 10, 12, 16, 18, 23, 24] . Accepting this criterion, one tries to make the sum of the squared Euclidean distances from each data point to the centroid of its cluster as small as possible. To solve the MSSC problem means to divide a finite data set into a given number of disjoint clusters so that the just mentioned sum is minimal.
It is well known that qualitative properties of an optimization problem are very helpful for its numerical solution. In addition to the fundamental necessary optimality condition given by Ordin and Bagirov [22] , a series of qualitative properties of the MSSC problem have been obtained in our recent paper [11] . Namely, we have proved that the MSSC problem always has a global solution and, under a mild condition, the global solution set is finite and the components of each global solution can be computed by an explicit formula. Besides, complete characterizations of the nontrivial local solutions of the MSSC problem have been established. Moreover, we have analyzed the changes of the optimal value, the global solution set, and the local solution set of the MSSC problem with respect to small changes in the data set. We have shown that the optimal value function is locally Lipschitz, the global solution map is locally upper Lipschitz, and the local solution map has the Aubin property, provided that the original data points are pairwise distinct.
There are many algorithms to solve the MSSC problem (see, e.g., [3, 4, 5, 6, 7, 22, 25] , and the references therein). Since it is a NP-hard problem [2, 21] when either the number of the data features or the number of the clusters is a part of the input, the fact that the existing algorithms can give at most some local solutions is understandable.
The k-means clustering algorithm (see, e.g., [1] , [14] , [15] , and [20] ) is the best known solution method for the MSSC problem. To improve its effectiveness, the socalled global k-means clustering algorithms have been proposed [3, 6, 13, 17, 19, 25] .
Since the quality of the computation results greatly depends on the starting points, it is reasonable to look for good starting points. The DCA (Difference-of Convexfunctions Algorithms), which has been applied to the MSSC problem in [4, 18] , can be used for the purpose.
One calls a clustering algorithm incremental if the number of the clusters increases step by step. As noted in [22, p. 345] , the available numerical results demonstrate that incremental clustering algorithms (see, e.g., [3, 22, 13, 17] ) are efficient for dealing with large data sets.
In this paper, we are interested in analyzing and developing the incremental heuristic clustering algorithm of Ordin and Bagirov [22] and the incremental DC clustering algorithm of Bagirov [4] . By constructing some concrete MSSC problems with small data sets, we will show how these algorithms work. It turns out that, due to the exact stopping criterion, the computation by the second algorithm may not stop. We propose three modified versions for this algorithm. As concerning the first algorithm, a modified version with a more reasonable computation procedure is suggested.
To the best our knowledge, finite convergence, convergence, and the rate of convergence of solution methods for the MSSC problem are given for the first time in the present paper.
The paper is split into two parts. This Part 1 is devoted to the incremental heuristic clustering algorithm of Ordin and Bagirov and the modified version proposed herein. Among other things, several fundamental properties of the latter are established. Part 2 presents the incremental DC clustering algorithm of Bagirov and the three modified versions we suggest for it. Two convergence theorems and two theorems about the Q-linear convergence rate of the first modified version of Bagirov's algorithm will be obtained by some delicate arguments. Preliminary numerical tests of the above-mentioned algorithms on real-world databases are shown.
The organization of Part 1 is as follows. In Section 2, the MSSC clustering problem and its basic qualitative properties, which have been obtained in [11] , are recalled. The k-means algorithm is also presented in Section 2. The incremental heuristic clustering algorithm of Ordin and Bagirov [22] and a modified version are described and analyzed in Section 3, where two theorems on the behavior of the latter are proved.
Basic Properties of the Clustering Problem
Let A = {a 1 , ..., a m } be a finite set of points (representing the data points to be grouped) in the n-dimensional Euclidean space R n equipped with the scalar product
. The open ball (resp., closed ball) with center a ∈ R n and radius ε > 0 will be denoted by B(a, ε) (resp.,B(a, ε)). For a subset Ω of an Euclidean space, its convex hull is denoted by co Ω. Given a positive integer k with k ≤ m, one wants to partition A into disjoint subsets A 1 , . . . , A k , called clusters, such that a clustering criterion is optimized.
If one associates to each cluster A j a center (or centroid ), denoted by x j ∈ R n , then the following well-known variance or SSQ (Sum-of-Squares) clustering criterion (see, e.g., [8, p. 266 
where α ij = 1 if a i ∈ A j and α ij = 0 otherwise, is used. Thus, the above partitioning problem can be formulated as the constrained optimization problem
where the centroid system x = (x 1 , . . . , x k ) and the incident matrix α = (α ij ) are to be found.
Since (2.1) is a difficult mixed integer programming problem, instead of it one usually considers (see, e.g., [22, p. 344] ) next unconstrained nonsmooth nonconvex optimization problem
Both models (2.1) and (2.2) are referred to as the minimum sum-of-squares clustering problem (the MSSC problem). As the decision variables of (2.1) and (2.2) belong to different Euclidean spaces, the equivalence between these minimization problems should be clarified. For our convenience, put I = {1, . . . , m} and J = {1, . . . , k}.
Given a vectorx = (x 1 , . . . ,x k ) ∈ R n×k , we inductively construct k subsets A 1 , . . . , A k of A in the following way. Put A 0 = ∅ and
for j ∈ J. This means that, for every i ∈ I, the data point a i belongs to the cluster A j if and only if the distance a i −x j is the minimal one among the distances a i −x q , q ∈ J, and a i does not belong to any cluster A p with 1 ≤ p ≤ j − 1. We will call this family {A 1 , . . . , A k } the natural clustering associated withx.
We say that the componentx j ofx is attractive with respect to the data set A if the set
is nonempty. The latter is called the attraction set ofx j .
Clearly, the cluster A j in (2.3) can be represented as follows: .2), then the attraction set A[x j ] is nonempty for every j ∈ J and one has
4)
where I(j) := {i ∈ I | a i ∈ A[x j ]} with |Ω| denoting the number of elements of Ω.
is a global solution of (2.2), then the components ofx are pairwise distinct, i.e.,x j 1 =x j 2 whenever j 2 = j 1 .
Formula (2.4) is effective for computing certain components of any given local solution of (2.2). The precise statement of this result is as follows.
n×k is a local solution of (2.2), then (2.4) is valid for all j ∈ J whose index set I(j) is nonempty, i.e., the componentx j ofx is attractive w.r.t. the data set A.
Given an arbitrary nonempty subset Ω = {a i 1 , . . . , a ir } ⊂ A, we denote the
The set of all the points b Ω , where Ω is a nonempty subset of A, is denoted by B.
To proceed furthermore, we need to introduce the following condition on the local solution x.
(C1) The components of x are pairwise distinct, i.e., x j 1 = x j 2 whenever j 2 = j 1 .
As observed in [11, Remark 4] , Proposition 2.5 shows that every global solution of (2.2) is a nontrivial local solution.
The following fundamental facts have the origin in [22, pp. 346] .
is a nontrivial local solution of (2.2) then, for any i ∈ I, |J i (x)| = 1. Moreover, for every j ∈ J such that the attraction set A[x j ] of x j is nonempty, one has
where
where A[x] is the union of the ballsB(a p , a p − x q ) with p ∈ I, q ∈ J satisfying p ∈ I(q).
Roughly speaking, the necessary optimality condition given in the above theorem is a sufficient one. Therefore, in combination with Theorem 2.8, the next statement gives a complete description of the nontrivial local solutions of (2.2).
We complete this section by recalling the k-means clustering algorithm, which is denoted by KM. This presentation of KM was given in [11] . For a detailed illustrative example, the interested reader is referred to [11, Example 1] .
The k-means Algorithm (KM): Despite its ineffectiveness, the k-means clustering algorithm (see, e.g., [1, pp. 89-90] , [14] , [15, pp. 263-266] , and [20] ) is one of the most popular solution methods for (2.2). One starts with selecting k points x 1 , . . . , x k in R n as the initial centroids. Then one inductively constructs k subsets A 1 , . . . , A k of the data set A by putting A 0 = ∅ and using the rule (2.3), where x j plays the role ofx j for all j ∈ J. This means that {A 1 , . . . , A k } is the natural clustering associated with x = (x 1 , . . . , x k ). Once the clusters are formed, for each j ∈ J, if A j = ∅ then the centroid x j is updated by the rule
with I(A j ) := {i ∈ I | a i ∈ A j }; and x j does not change otherwise. The algorithm iteratively repeats the procedure until the centroid system {x 1 , . . . , x k } is stable, i.e., x j = x j for all j ∈ J with A j = ∅. The computation procedure is described as follows.
Input:
The data set A = {a 1 , ..., a m } and a constant ε ≥ 0 (tolerance). Output: The set of k centroids {x 1 , ..., x k }. Step 1. Select initial centroids x j ∈ R n for all j ∈ J.
Step 2.
Step 3. Form the clusters A 1 , . . . , A k : -Find the attraction sets
Step 4. Update the centroids x j satisfying A j = ∅ by the rule (2.7), keeping other centroids unchanged.
Step 5. Check the convergence condition: If x j − x j ≤ ε for all j ∈ J with A j = ∅ then stop, else go to Step 2.
Ordin-Bagirov's Clustering Algorithm
In this section, we will describe the incremental heuristic algorithm of Ordin and Bagirov [22, pp. 349-353] and establish some properties of the algorithm.
Basic constructions
Let ℓ be an index with 1 ≤ ℓ ≤ k−1 and letx = (x 1 , ...,x ℓ ) be an approximate solution of problem (2.2) where k is replaced by ℓ. So,x = (x 1 , ...,x ℓ ) solves approximately the problem
Applying the natural clustering procedure described in (2.3) to the centroid system x 1 , ...,x ℓ , one divides A into ℓ clusters with the centersx 1 , ...,x ℓ . For every i ∈ I, put
The formula g(y) = f ℓ+1 (x 1 , ...,x ℓ , y) where, in accordance with (3.1),
defines our auxiliary cluster function g : R n → R. From (3.2) it follows that
3)
The problem
is called the auxiliary clustering problem. For each i ∈ I, one has
So, the objective function of (3.4) can be represented as g(y) = g 1 (y) − g 2 (y), where
is a smooth convex function and
is a nonsmooth convex function. Consider the open set
which is the finite union of certain open balls with the centers a i (i ∈ I), and put
One sees that all the pointsx 1 , ...,x ℓ are contained in Y 2 . Since ℓ < k ≤ m and the data points a 1 , . . . , a m are pairwise distinct, there must exist at least one i ∈ I with d ℓ (a i ) > 0 (otherwise, every data point coincides with a point from the set x 1 , ...,x ℓ , which is impossible). Hence Y 1 = ∅. By (3.5) and (3.6), we have
Therefore, any iteration process for solving (3.4) should start with a point y 0 ∈ Y 1 . To find an approximate solution of (2.2) where k is replaced by ℓ + 1, i.e., the problem
we can use the following procedure [22, pp. 349-351] . Fixing any y ∈ Y 1 , one divides the data set A into two disjoint subsets
Clearly, A 1 (y) consists of all the data points standing closer to y than to their cluster centers. Since y ∈ Y 1 , the set A 1 (y) is nonempty. Note that
..,x ℓ , y), the quantity z ℓ+1 (y) > 0 expresses the decrease of the minimum sum-of-squares clustering criterion when one replaces the current centroid system x 1 , ...,x ℓ with ℓ centers by the new one x 1 , ...,x ℓ , y with ℓ + 1 centers. Thanks to the formula
and (3.9), one has the representation
which can be rewritten as
Further operations depend greatly on the data points belonging to Y 1 . It is easy to show that a ∈ A ∩ Y 1 if and only if a ∈ A and a / ∈ {x 1 , ...,x ℓ }. For every point y = a ∈ A ∩ Y 1 , one computes z ℓ+1 (a) by (3.10). Then, one finds the value
The selection of 'good' starting points to solve (3.8) is controlled by two parameters: γ 1 ∈ [0, 1] and γ 2 ∈ [0, 1]. The role of each of them will be explained later on. Since the choice of these parameters can be made from the computational experience of applying the algorithm in question, the authors of [22] call their algorithm heuristic.
Using γ 1 , one can find the set
For γ 1 = 0, one hasĀ 1 = A ∩ Y 1 , i.e.,Ā 1 consists of all the data points belonging to Y 1 . In contrast, for γ 1 = 1, the setĀ 1 just consists of the data points yielding the largest decrease z 1 max . (As noted by Ordin and Bagirov [22] , the global k-means algorithm in [19] uses one of such data points for finding a (ℓ + 1)-th centroid.) Thus, γ 1 represents the tolerance in choosing appropriate points from A ∩ Y 1 . For each a ∈Ā 1 , one finds the set A 1 (a) and computes its barycenter, which is denoted by c(a). Then, one replaces a by c(a), because c(a) represents the set A 1 (a) better than a. Since g(c(a)) ≤ g(a) < f ℓ (x), one must have c(a) ∈ Y 1 . Put
For each c ∈Ā 2 , one computes the value z ℓ+1 (c) by using (3.10). Then, we find Using γ 2 , one computes 15) which is the For γ 2 = 0, one hasĀ 3 =Ā 2 . For γ 2 = 1, one sees thatĀ 3 just contains the barycenters c ∈Ā 2 with the largest decrease of the objective function g(y) = f ℓ+1 (x 1 , ...,x ℓ , y) of (3.4). (As noted in [22, p. 315], for γ 1 = 0 and γ 2 = 1, one recovers the selection of a 'good' starting point in the modified global k-means algorithm suggested by Bargirov in [3] .) Thus, γ 2 represents the tolerance in selecting appropriate points fromĀ 2 . The set
contains the 'good' starting points to solve (3.8).
Version 1 of Ordin-Bagirov's algorithm
On the basis of the set Ω in (3.16), the computation of a set of starting points to solve problem (3.8) is controlled by a parameter γ 3 ∈ [1, ∞). One applies the kmeans algorithm to problem (3.8) for each initial centroid system (x 1 , ...,x ℓ , c) ∈ Ω. In result, one obtains a set of vectors x = (x 1 , . . . , x ℓ+1 ) from R n×(ℓ+1) . Denote byĀ 4 the set of the components x ℓ+1 of these vectors. Then, one computes the number
Using γ 3 , one finds the set
For γ 3 = 1, one sees thatĀ 5 contains all the points x ∈Ā 4 at which the function f ℓ+1 (x) attains its minimum value. In contrast, if γ 3 is large enough, thenĀ 5 =Ā 4 . Thus, γ 3 represents the tolerance in choosing appropriate points fromĀ 4 . To solve problem (3.8), one will use the points fromĀ 5 .
The process of finding starting points is summarized as follows.
Procedure 1 (for finding starting points)
Input: An approximate solutionx = (x 1 , ...,x ℓ ) of problem (3.1), ℓ ≥ 1. Output: A setĀ 5 of starting points to solve problem (3.8).
Step 1. Select three control parameters:
Step 2. Compute z 1 max by (3.11) and the setĀ 1 by (3.12).
Step 3. Compute the setĀ 2 by (3.13), z 2 max by (3.14), and the setĀ 3 by (3.15).
Step 4. Using (3.16), form the set Ω.
Step 5. Apply the k-means algorithm to problem (3.8) for each initial centroid system (x 1 , ...,x ℓ , c) ∈ Ω to get the setĀ 4 .
Step 6. Compute the value f min ℓ+1 by (3.17).
Step 7. Step 2. If ℓ = k, then stop. Problem (2.2) has been solved.
Step 3. Apply Procedure 1 to the setĀ 5 of starting points.
Step 4. For eachȳ ∈Ā 5 , apply the k-means algorithm to problem (3.8) with the starting point (x 1 , ...,x ℓ ,ȳ) to find an approximate solution x = (x 1 , . . . , x ℓ+1 ). Denote byĀ 6 the set of these solutions.
Step 5. Select a pointx = (x 1 , . . . ,x ℓ+1 ) fromĀ 6 satisfying
Definex j :=x j , j = 1, . . . , ℓ + 1. Set ℓ := ℓ + 1 and go to Step 2.
Depending on the sizes of the data sets, the following rule to choose the control parameters triple γ = (γ 1 , γ 2 , γ 3 ) can be used [22, p. 352 ]:
• For small data sets (with the number of data points m ≤ 200), one can choose γ = (0.3, 0.3, 3);
• For medium size data sets (200 < m ≤ 6000), one can choose γ = (0.5, 0.8, 1.5), or γ = (0.5, 0.9, 1.5);
• For large data sets (with m > 6000), one can choose γ = (0.85, 0.99, 1.1), or γ = (0.9, 0.99, 1.1).
Going back to Procedure 1 and Algorithm 1, we have the following remarks. When one applies the k-means algorithm to problem (3.8) for an initial centroid system (x 1 , ...,x ℓ , c) ∈ Ω to get the new centroid system x = (x 1 , . . . , x ℓ+1 ) and put y = x ℓ+1 , thenȳ is good just in the combination with the centroids x 1 , . . . , x ℓ . If one combinesȳ with the given centroidsx 1 , ...,x ℓ , as it is done in Step 4 of the above algorithm, then it may happen that f ℓ+1 (x 1 , . . . , x ℓ ,ȳ) < f ℓ+1 (x 1 , ...,x ℓ ,ȳ). If so, one wastes the available centroid system (x 1 , . . . , x ℓ ,ȳ) withȳ ∈Ā 5 . And the application of the k-means algorithm to problem (3.8) with the starting point (x 1 , ...,x ℓ ,ȳ) to find an approximate solution x = (x 1 , . . . , x ℓ+1 ), as suggested in Step 4 of the above algorithm, is not very suitable. These remarks lead us to proposing Version 2 of Ordin-Bagirov's algorithm, which is simpler than the original version.
Version 2 of Ordin-Bagirov's algorithm
The computation of an approximate solution of problem (3.8) on the basis of the set Ω in (3.16) is controlled by a parameter γ 3 ∈ [1, ∞). One applies the k-means algorithm to problem (3.8) for each initial centroid system (x 1 , ...,x ℓ , c) ∈ Ω. In result, one obtains a set of points x = (x 1 , . . . , x ℓ+1 ) from R n×(ℓ+1) , which is denoted by A 4 . Then, one computes the number
Clearly, f min ℓ+1 equals to the value f min ℓ+1 defined by (3.17). Using γ 3 , one finds the set
(3.21)
For γ 3 = 1, one sees that A 5 contains all the points x ∈ A 4 at which the function f ℓ+1 (x) attains its minimum value. In contrast, if γ 3 is large enough, then A 5 = A 4 . Thus, γ 3 represents the tolerance in choosing appropriate points from A 4 . Selecting an arbitrary pointx = (x 1 , . . . ,x ℓ+1 ) from A 5 , one has an approximate solution of problem (3.8).
The above procedure for finding a new centroid systemx = (x 1 , . . . ,x ℓ+1 ) with ℓ+1 centers, starting from a given centroid systemx = (x 1 , ...,x ℓ ) with ℓ centers, can be described as follows.
Procedure 2 (for finding a new centroid system)
Input: An approximate solutionx = (x 1 , ...,x ℓ ) of problem (3.1), ℓ ≥ 1. Output: An approximate solutionx = (x 1 , . . . ,x ℓ+1 ) of problem (3.8).
Step 5. Apply the k-means algorithm to problem (3.8) for each initial centroid system (x 1 , ...,x ℓ , c) ∈ Ω to get the set A 4 of candidates for approximate solutions of (3.8).
Step 6. Compute the value f min ℓ+1 by (3.20) and the set A 5 by (3.21).
Step 7. Pick a pointx = (x 1 , . . . ,x ℓ+1 ) from A 5 .
Now we are able to present Version 2 of Ordin-Bagirov's algorithm [22, Algorithm 2, p. 352] for solving problem (2.2).
Algorithm 2 (Ordin-Bagirov's Algorithm, Version 2) Input: The parameters n, m, k, and the data set A = {a 1 , . . . , a m }. Output: A centroid systemx = (x 1 , . . . ,x k ) and the corresponding clusters A 1 , ..., A k .
Step
a i of the data set A, putx 1 = a 0 , and set ℓ = 1.
Step 2. If ℓ = k, then go to Step 5.
Step 3. Apply Procedure 2 to compute an approximate solutionx = (x 1 , . . . ,x ℓ+1 ) of problem (3.8).
Step 4. Putx j :=x j , j = 1, . . . , ℓ + 1. Set ℓ := ℓ + 1 and go to Step 2.
Step 5. Select an elementx = (x 1 , . . . ,x k ) from the set
Using the centroid systemx, apply the natural clustering procedure to partition
To understand the performances of Algorithms 1 and 2, let us analyze two useful numerical examples of the MSSC problem in the form (2.2). For the sake of clarity and simplicity, data sets with only few data points, each has just two features, are considered.
). The implementation of Alogrithm 1 begins with computingx 1 = a 0 and setting ℓ = 1. Since ℓ < k, we apply Procedure 1 to compute the setĀ 5 . By (3.2), one has
. Using (3.10), we get z ℓ+1 (a 1 ) = 2 27
, z ℓ+1 (a 2 ) = . So, by (3.11) and (3.12), one has z and
Therefore, by (3.13) and (3.14),Ā 2 = A and It follows thatĀ 3 = {a 1 , a 2 , a 3 }. Next, one applies the k-means algorithm to problem (3.8) with initial points from the Ω defined by (3.16) to computeĀ 4 . Starting from (x 1 , a 1 ) ∈ Ω, one obtains the centroid system {(
), (0, 0)}. Starting from (x 1 , a 2 ) and (x 1 , a 3 ), one gets, respectively, the centroid systems {(
), (0, 0)}, {(0, , and g(a 3 ) = 7 27
. So, by (3.17) one obtains f
. So, from (3.18) it follows thatĀ 5 = {(0, 0), (1, 0), (0, 1)}. Applying again the k-means algorithm to problem (3.8) with the initial points (x 1 ,ȳ),ȳ ∈Ā 5 , one gets
The set of the values f ℓ+1 (x), x ∈Ā 6 , is . Then, there are two centroid systems inĀ 6 satisfying the condition (3.19):
Select any one from these centroid systems and increase ℓ by 1. Since ℓ = 2, i.e., ℓ = k, the computation ends. In result, one of the two centroid systems described by (3.23) is found. The implementation of Alogrithm 2 begins with puttingx 1 = a 0 and setting ℓ = 1. Since ℓ < k, we apply Procedure 2 to compute an approximate solutionx = (x 1 , . . . ,x ℓ+1 ) of problem (3.8). The setsĀ 1 ,Ā 2 andĀ 3 are defined as in Algorithm 1.
Next, we apply the k-means algorithm to problem (3.8) with initial points from the set Ω defined by (3.16) 
By (3.20) , the set of the values f ℓ+1 (x), x ∈ A 4 , is . Using (3.20) , one gets
. Since γ 3 = 3, by (3.21) we have A 5 = A 4 . Pick a pointx = (x 1 ,x 2 ) from A 5 . Putx j :=x j , j = 1, 2. Set ℓ := ℓ + 1. Since ℓ = k, we use (3.22) to form the set
Select any elementx = (x 1 ,x 2 ) from A 6 and stop. In result, we get one of the two centroid systems in (3.23).
In the above example, results of both Algorithm 1 and Algorithm 2 belong to the global solution set of (2.2), which consists of the two centroid systems in (3.23) .
We now present a modified version of Example 3.1 to show that by Algorithm 1 (resp., Algorithm 2) one may not find a global solution of problem (2.2). In other words, even for a very small data set, Algorithm 1 (resp., Algorithm 2) may yield a local, non-global solution of (2.2).
).
To implement Algorithm 1, we putx 1 = a 0 and set ℓ = 1. By (3.2), one has
for i ∈ I. Using (3.10), we find that z ℓ+1 (a i ) = 1 8 for i ∈ I. So, by (3.11) and (3.12), one gets z
Therefore, by (3.13) and (3.14),Ā 2 = {a 1 , a 2 , a 3 , a 4 } and z global solutions:x = ( ), (1, 1 2 ) . As f (x) = f (x) = 1 4 , the four centroid systems inĀ 6 is a global solution of (2.2) are all local, non-global solutions of (2.2). Similarly, the four centroid systems in A 6 = A 5 = A 4 are all local, non-global solutions of (2.2).
Remark 3.4 In both Algorithm 1 and Algorithm 2, one starts withx 1 = a 0 , where
a i is the barycenter of the data set A. As it has been shown in Remark 3.3, for the clustering problem in Example 3.2 and for arbitrarily chosen control parameters
, Algorithm 1 (resp., Algorithm 2) yields a local, non-global solution of (2.2). Anyway, if one starts with a data point a i , i ∈ I, then by Algorithm 1 (resp., Algorithm 2) one can find a global solution of (2.2).
To proceed furthermore, we need next lemma.
Lemma 3.5 Let x = (x 1 , . . . , x k ) ∈ R r×k be a centroid system, where the centroids x 1 , . . . , x k are pairwise distinct. Then, after one step of applying the k-means Algorithm, one gets a new centroid system x = ( x 1 , . . . , x k ) with pairwise distinct centroids, i.e., x j 1 = x j 2 for any j 1 , j 2 ∈ J with j 1 = j 2 .
Proof. Let {A 1 , . . . , A k } be the natural clustering associated with x = (x 1 , . . . , x k ). For each j ∈ J, if A j = ∅ then the centroid x j is updated by the rule (2.7), and x j does not change otherwise. This means that
, and x j = x j if A j = ∅. Now, suppose that j 1 , j 2 ∈ J are such that j 1 = j 2 . We may assume that j 1 < j 2 .
Let
Then, any point y ∈ R n having equal distances to x j 1 and x j 2 lies in L. Denote by P 1 (resp., P 2 ) the open half-space with the boundary L that contains x j 1 (resp., x j 2 ). If the clusters A j 1 and A j 2 are both nonempty, then x j 1 and x j 2 are defined by formula (3.25). Since {A 1 , . . . , A k } is the natural clustering associated with the centroid system x = (x 1 , . . . , x k ) and j 1 < j 2 , one must have A j 1 ⊂P 1 , whereP 1 := P 1 ∪ L is the closure of P 1 , while A j 2 ⊂ P 2 . The formulas
show that x j 1 (resp., x j 2 ) is a convex combination of the points from A j 1 (resp., A j 2 ). Hence, by the convexity ofP 1 (resp., P 2 ), we have x j 1 ∈P 1 (resp., x j 2 ∈ P 2 ). Then, the property x j 1 = x j 2 follows from the fact thatP 1 ∩ P 2 = ∅. If the clusters A j 1 and A j 2 are both empty, then x j 1 = x j 1 and x j 2 = x j 2 . Since x 1 , . . . , x k are pairwise distinct, we have
The situation A j 1 = ∅ and A j 2 = ∅ is treated similarly. The proof is complete. ✷ Remarkable properties of Algorithm 2 are described in forthcoming theorems, where the following assumption is used:
(C2) The data points a 1 , ..., a m in the given data set A are pairwise distinct.
Note that, given any data set, one can apply the trick suggested in Remark 2.3 to obtain a data set satisfying (C2). Theorem 3.6 Let ℓ be an index with 1 ≤ ℓ ≤ k − 1 and letx = (x 1 , ...,x ℓ ) be an approximate solution of problem (2.2) where k is replaced by ℓ. If (C2) is fulfilled and the centroidsx 1 , ...,x ℓ are pairwise distinct, then the centroidsx 1 , . . . ,x ℓ+1 of the approximate solutionx = (x 1 , . . . ,x ℓ+1 ) of (3.8), which is obtained by Procedure 2, are also pairwise distinct.
In
Step 4 of Algorithm 2, after puttingx j =x j for j = 1, . . . , ℓ + 1, one sets ℓ := ℓ + 1 and goes to Step 2. If ℓ < k, then the computation continues, and one gets a approximate solutionx = (x 1 , . . . ,x ℓ+1 ) of (3.8) withx 1 , . . . ,x ℓ+1 being pairwise distinct by Theorem 3.6. If ℓ = k, then the computation terminates by selecting an elementx = (x 1 , . . . ,x k ) from the set A 6 , which is defined by (3.22) . Since A 6 ⊂ A 5 and we have shown that every centroid system in A 5 consists of pairwise distinct centroids, the obtained centroidsx 1 , . . . ,x k are pairwise distinct. ✷ On one hand, ifx = (x 1 , . . . ,x k ) is global solution of (2.2), then by Proposition 2.5 we know that the centroidsx 1 , . . . ,x k are pairwise distinct. More general, by Definition 2.7, the components of any nontrivial local solution are pairwise distinct. On the other hand, according to Theorem 3.7, Algorithm 2 yields a centroid system having pairwise distinct components. Thus, the centroid system resulted from Algorithm 2 is a very good candidate for being a nontrivial local solution of (2.2). As the global solutions are among the nontrivial local solutions, Theorem 3.7 reveals a nice feature of Algorithm 2.
The ε-neighborhoods technique
The ε-neighborhoods technique [6, pp. 869-870] (see also [22, pp. 352-353] ) allows one to reduce the computation volume of Algorithm 1 (as well as that of Algorithm 2, or another incremental clustering algorithm based on the setsĀ 1 ), when it is applied to large data sets. The procedure of removing data points from A to get a smaller setĀ 1 is as follows. Choose a sufficiently small number δ ∈ (0, ℓ −1 ) (for example, δ = min 10 −3 , ℓ −1 ). In the notations of Subsection 3.1, let {A 1 , . . . , A ℓ } be the natural clustering associated with the centroid systemx = (x 1 , ...,x ℓ ). For every j ∈ {1, . . . , ℓ}, if A j = ∅, then one defines
and β j = max x j − a 2 : a ∈ A j . Set µ j = β j α j and observe that µ j ≥ 1. Let
where η j = 1 + ℓδ(µ j −1). One has A j δ = ∅. Indeed, ifā ∈ A j is such a data point that x j −ā 2 = β j , then x j − a 2 = β j ≥ η j α j ; henceā ∈ A j δ . To proceed furthermore, denote by A δ the union of all the sets A j δ , where j ∈ {1, . . . , ℓ} is such that A j = ∅. Now, instead ofĀ 1 given by (3.12), we use the set which is a subset ofĀ 1 . In the constructionĀ 1,δ by (3.26), we have removed from A all the data points a with x j − a 2 < η j α j , where j ∈ {1, . . . , ℓ} is such that A j = ∅.
