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ABSTRAKT
Tato práce se zabývá algoritmy pro detekci lidské postavy v obraze. Jsou zde popsány,
prakticky vyzkoušeny a vyhodnoceny algoritmy Histogram of Oriented Gradients a Haar
Cascade Classifier. Pro aplikaci je využita knihovna OpenCV, kde jsou některé metody a
funkce již implementovány. Byl využit programovací jazyk C++. Cílem práce je nalezení
přibližné polohy jednotlivých částí těla v oblasti detekované lidské postavy. Detekce byla
použita na videu a byly zde vybrány různé metody pro zpracování a úpravu obrazu.
Použity byly techniky jako prahování, oddělení pozadí, hledání největší kontury nebo
optický tok. Výsledkem práce je nalézt body v oblastech, kde se nalézá daná část lidského
těla.
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ABSTRACT
This thesis deals with algorithms for human figure detection in video. It describes, practi-
cally tests and evaluates algorithms called Histogram of Oriented Gradients and Haar
Cascade Classifier. Testing program was written in C++ language with use of OpenCV
library. The aim is to find the approximate location of individual body parts in the area
of the detected human figure. The detection was tested on a video sequence and various
image processing methods were selected. Techniques such as thresholding, background
subtraction, finding the largest of contours or optical flow were employed. The result
of thesis is to find points which represent concrete body part.
KEYWORDS
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ÚVOD
Člověk je v dnešní době obklopen velkým množstvím kamerových systémů, které
slouží především ke zvýšení bezpečnosti obyvatel. Zatím tyto systémy slouží k do-
kumentaci různých situací v zorném poli kamery. Důležité je na tyto situace co
nejrychleji reagovat, proto jsou přenášeny do obrazové podoby, kde je nutné pro
jejich sledování konkrétní osoba. Ovšem tento postup se zdá být značně neefektivní,
a tak se vyvíjejí různé aplikace, které zvládají automaticky sledovat změny v obraze
v reálném čase.
Cílem této bakalářské práce je nastudovat problematiku detekce objektů, hlavně
tedy lidské postavy. Teoretické znalosti poté zužitkovat a vytvořit aplikaci. Zpočátku
bude práce pojednávat o seznámení se s obrazem a jeho vlastnostech. Dále bude po-
drobněji rozebráno zpracování obrazu, ve které se lze seznámit s barevnými modely,
s nežádoucími vlivy na obraz jako je šum, detekování hran nebo segmentaci obrazu.
Tyto oblasti jsou potřeba k metodám detekce lidské postavy, které budou použity.
Pro podrobné přiblížení jsou vybrány dvě metody detekce. HOG (Histogram of Ori-
ented Gradients), který využívá pro svou funkci výpočet orientace gradientů a druhá
metoda HCC (Haar Cascade Classifier) využívá změny kontrastu mezi sousedními
skupinami pixelů díky Haarovým příznakům. Metody HOG a HCC budou vyzkou-
šeny podle jejich základních parametrů na obrázcích či videu s lidskými postavami.
Hlavní náplní práce bude tedy vytvořit aplikaci k nalezení přibližné polohy jed-
notlivých částí lidského těla v oblasti detekované postavy. Budou využity různé
metody pro počítačové vidění, které slouží pro zpracování obrazu či videa. Jedna
z použitých metod Mixture of Gaussians bude pracovat na principu modelování sta-
tického pozadí, aby bylo možné oddělit od sebe pohybující se objekty a pracovat
s nimi samostatně. Metoda hledání největší kontury bude zjišťovat informace v bi-
nárním obraze a jeho hierarchii, pro nalezení největšího objektu. Představena bude
i metoda nazvaná optický tok, která bude zachycovat změny v obraze, díky dvoj-
rozměrnému vektoru rychlosti, který bude určovat směr a velikost rychlosti pohybu
v daném místě obrazu. Pomocí této metody budeme sledovat dané části postavy.
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1 OBRAZ A JEHO VLASTNOSTI
Obraz se dá charakterizovat jako vícerozměrný signál, se kterým se dostáváme do
styku denně a to díky lidskému vidění nebo pomocí snímání digitální videokamerou.
Obraz nám poskytuje určit u daného objektu jeho velikost, jas či polohu. Matema-
tický popis obrazu lze formulovat jako spojitou skalární funkci 𝑓 se dvěma nebo
třemi proměnnými. Dvě proměnné používá statický obraz definovaný souřadnicemi
v rovinně 𝑓(𝑥, 𝑦), ze kterého lze získat pouze polohu objektů. Pokud se obraz bude
měnit v čase 𝑓(𝑥, 𝑦, 𝑡) půjde o dynamický obraz, který je složen z posloupnosti sta-
tických obrazů. U tohoto typu obrazu už lze zjistit i směr a rychlost pohybu objektu.
Poslední možností je objemový obraz 𝑓(𝑥, 𝑦, 𝑧).
Obraz lze také rozdělit na:
• binární – složen pouze z 0 a 1,
• šedotónový – obsahuje 256 odstínů šedi,
• barevný – tři složky (červená, zelená, modrá).
Počítačové vidění, které se snaží přiblížit tomu lidskému pomocí různých tech-
nologií, pracuje s digitalizovanými obrazy. Používá se zde matice, která je tvořena
obrazovými body (pixely). Tento bod se považuje za nejmenší jednotku v obraze.
Pro téma detekce objektů je důležité uvědomit si, že rastrový obraz v sobě ne-
nese žádnou informaci o vzájemném vztahu svých hodnot, pixelů. Není tedy možné
přímou cestou z obrazu získat např. jednotlivé objekty, jejich tvar ani jejich počet.
Můžeme toho ovšem docílit rozdílem jasu dvou sousedních pixelů a následného se-
skupení do menších celků. Právě pro tyto účely se využívá tzv. zpracování obrazu.
[1]
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2 ZPRACOVÁNÍ OBRAZU
Pokud je potřeba v obraze najít nějaký objekt, je žádoucí, aby nejprve obraz prošel
určitým procesem. Průběh tohoto procesu lze rozdělit do několika částí.
Postup procesu zpracování obrazu:
• snímání a digitalizace obrazu,
• předzpracování,
• segmentace obrazu,
• popis objektů,
• klasifikace. [4]
Pro zpracování obrazu se používají různé algoritmy. Většinou tyto algoritmy
pracují s jasovou či barevnou informací, nebo data filtrují. Mnoho aplikací uvažuje
vstupní obraz jako dvourozměrný signál a tak s ním zachází i při zpracování. Výstu-
pem tak může být naprosto nový obraz.
Důvodem zpracování obrazu je, abychom z něj snadněji získali informace. To má
zásadní význam v detekci objektů, kde algoritmy potřebují ze snímků extrahovat jen
určité jednoduché informace, což mohou být např. hrany, oblasti, rozdíly světlosti
a těžko by tyto informace získávali z původního obrazu, který obsahuje obrovské
množství barevných informací.
2.1 Snímání a digitalizace obrazu
Ještě než přistoupíme k samotnému zpracování, je zapotřebí nejprve obraz sejmout
např. pomocí kamery, kde se převede optická veličina na elektrický signál. Vstupním
prvek pro další zpracování zde bude jasová složka. Tento signál následně převedeme
do digitální podoby a uložíme do zařízení, které nám zpracování umožní.
Digitalizace je převedení spojitého analogového signálu na signál digitální. Digi-
tální obraz lze definovat jako statický 𝑓(𝑥, 𝑦). Nejprve se provede vzorkování obrazu
do matice 𝑀𝑥𝑁 bodů a následně kvantování do 𝐾 úrovní.
Nejdůležitější částí digitalizace je vhodné zvolení rozlišení obrazu. Musí se dbát
na to, aby bylo získáno co nejvíce informací z obrazu a přitom nebyla příliš vysoká
náročnost výpočtu.
Při digitalizaci je potřeba uvážit jakou zvolit vzorkovací mřížku. Na výběr jsou
mřížky čtvercové a hexagonální, viz obr. 2.1. Ovšem z těchto dvou mřížek budeme
pracovat se čtvercovou, protože je lepší na realizaci a je vhodnější pro různé trans-
formace. [4]
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Obr. 2.1: (a) Čtvercová mřížka. (b) Hexagonální mřížka.
2.1.1 Barevné modely
Jsou to právě barevné modely, které nám poskytují informace o obrazu a určují
přesný odstín dané barvy. Nejběžněji používané barevné modely jsou: RGB, CMY
(CMYK), HSB, YCrCb.
RGB
Model RGB je nejblíže spojen s lidským okem, které je složeno ze tří složek citlivých
na elektromagnetické záření vlnových délek. Tyto složky využívají základních barev
červená, zelená a modrá.
Tento model se nazývá aditivní, protože se jedná o míchání barev. Výsledná
barva odpovídá sloučením tří základních složek, každá v rozmezí 0-255. Pro získání
bílé barvy musí být zastoupeny všechny složky s plnou intenzitou (255, 255, 255).
Naopak černá barva má intenzity všech složek na nule (0, 0, 0).
Použití RGB modelu je hlavně v monitorech nebo projektorech. Jelikož se jedná
o míchání vyzařovaného světla, tak tyto zařízení nepotřebují žádné okolní světlo. [5]
CMY (CMYK)
Barevný model CMY je založen na subtraktivním míchání barev. Vyskytují se zde
barvy tyrkysová (C), purpurová (M) a žlutá (Y). Na rozdíl od aditivního modelu
se zde barvy neskládají, ale odečítají od původní bílé. Černá barva tak vznikne
subtraktivním složením předchozích tří barev.
Vztah mezi RGB a CMY:
⎡⎢⎢⎣
𝐶
𝑀
𝑌
⎤⎥⎥⎦ =
⎡⎢⎢⎣
1
1
1
⎤⎥⎥⎦−
⎡⎢⎢⎣
𝑅
𝐺
𝐵
⎤⎥⎥⎦ . (2.1)
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Použití modelu je např. v tiskárnách. Vybrána je zde i černá barva (Key), která
je sloučena se třemi základními složkami barev. Důvodem přidání černé barvy je,
že když smícháme reálné barvy nevznikne nám černá, ale tmavě hnědo-šedá barva.
Tento model je nazýván CMYK. [5]
HSB
Složky modelu HSB jsou reprezentovány třemi vlastnostmi základních barev. Tyto
vlastnosti jsou:
• Hue (barevný odstín) – zde se používá tzv. barevné kolo, kde je odstín určen
polohou (0° až 360°). Pro tři základní barvy platí tyto zlomky úhlu (červená
360°, zelená 120° a modrá 240°).
• Saturation (sytost) – pomocí příměsi bílé barvy docílíme určitého množství
šedi v poměru k odstínu.
• Brightness (jas) – určuje jak bude světlá nebo tmavá barva a kolik světla je
barva schopna odrazit.
Tento model je používán u obrazů v grafických aplikacích, kdy je zapotřebí změ-
nit barvu pro jejich lepší odstín přidáním černé či bílé. [5]
YCrCb
U tohoto modelu, stejně jako u CMY, se také jedná o subtraktivní míchání barev.
Y je rovno jasu a komponenty Cr a Cb je modrý a červený chrominanční signál.
Převod z RGB do YCrCb je následující:
𝑌 = 0,31𝑅 + 0,59𝐺+ 0,11𝐵, (2.2)
𝐶𝑟 = 0,713(𝑅− 𝑌 ), (2.3)
𝐶𝑏 = 0,564(𝐵 − 𝑌 ). (2.4)
Klasické použití modelu je u videa nebo digitálních fotografií. Informace o jasu
a barvě jsou zde navzájem odděleny díky jejich samostatným složkám. [5]
2.2 Předzpracování obrazu
Hlavní snahou při předzpracování obrazu je odstranění vad, které se mohly objevit
díky nedokonalosti snímacího zařízení nebo při digitalizaci (odstranění šumu, zvýšení
kontrastu, detekce hran apod.).
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Právě metody, které jsou zahrnuty v předzpracování obrazu, dokáží opravit tyto
nedokonalosti pomocí různých korektur a dále je možné pracovat s obsahem obrazu.
Nejčastějším chybám obrazu se říká šum. Šum rozdělujeme na:
• Impulsní (pepř a sůl) – vznik bílých nebo černých bodů v binárních obrazech.
• Aditivní – je nezávislý na obraze a vzniká při jeho snímání nebo přenosu. Lze
ho popsat vztahem:
𝑓(𝑥, 𝑦) = 𝑔(𝑥, 𝑦) + 𝑣(𝑥, 𝑦), (2.5)
kde vstupní obraz 𝑔 a šum 𝑣 jsou nezávislé veličiny.
• Multiplikativní – vzniklý šum je na obraze závislý, vyskytuje se pomocí vodo-
rovných pruhů. Popsán vztahem:
𝑓(𝑥, 𝑦) = 𝑔(𝑥, 𝑦) + 𝑣(𝑥, 𝑦) · 𝑔(𝑥, 𝑦). (2.6)
• Bílý šum – nejhorší možný šum. Je definovaný jako ideální a zahrnuje všechny
frekvence ve stejném počtu.
Další metody pro předzpracování obrazu mohou být matematické morfologie:
• Prahování – jedná se o úpravu jasové matice. Je zde stanovena předem de-
finovaná hranice jasu, kde černě je zobrazeno vše pod touto hranicí a nad
touto hranicí je vše bílé. Z toho vyplývá, že pixely jsou buďto černé nebo bílé,
v matici se jedná o binární hodnoty 0 a 1. Výhodou metody je nízká časová
náročnost následných operací.
• Dilatace – tento filtr je používán na monochromatický obraz. V podstatě sjed-
nocuje posunuté bodové množiny. Zvětšuje objekty v obraze a slouží k zaplnění
malých děr, úzkých zálivů atd.
• Eroze – filtr, který je opakem metody dilatace. Eroze odfiltrovává osamocené
skupiny pixelů v obraze a tímto odstraňuje drobné nerovnosti a vyhlazuje
obraz. Dochází tedy ke zmenšování obrazu.
• Princip konvoluce – ve zpracování obrazu se konvoluce používá opravdu často.
Je hlavní součástí různých transformací obrazu a v neposlední řadě je spojo-
vána i s hranovými detektory.
Konvoluce pracuje na principu posouvání převrácené masky po obraze. V každé
poloze posunutí dochází k součtu hodnot pixelů obrazu, které jsou vynásobeny
koeficienty masky. Výsledkem je jeden nový pixel, daný váženým průměrem
sousedních pixelů, viz obr. 2.2. [2, 8]
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Obr. 2.2: Princip dvourozměrné konvoluce. [6]
2.2.1 Detekce hran
Hrana se dá definovat jako skoková změna obrazové funkce na určitém místě v obraze.
Hlavní roli zde hraje skupina pixelů a jejich podstatně měnící se jas. U zpracování
obrazu je právě hledání hran nejzákladnější operací. Hrany se objevují na takových
místech v obraze, kde dochází k přelomu světla a stínu nebo na hranici objektů.
Pokud bychom měli srovnat běžnou hranu od ideální, tak u běžné hrany se bude
vyskytovat šum. Při hledání hran se používá konvoluce ve spojení s vybranými
konvolučními jádry neboli hranovými detektory. Detektorů je na výběr nespočet
a ani o jednom nelze říct, že by byl ideální. Mezi základní hranové detektory patří:
Laplaceův, Robinsonův, Sobelův, Robertsův, Kirschův atd.
Pro shrnutí, za nejdůležitější místa v obraze se dají tedy považovat oblasti, kde
se skokově mění hodnota jasu. Bodům, které se nacházejí v těchto místech se říká
hrany. Pro detekci hran se využívá výpočtu první a druhé derivace intenzity jasu.
[7, 10]
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Gradient
Gradient, obecněji řečeno směr růstu, se dá označit za výsledek první derivace ve
směrech 𝑥 a 𝑦 u funkce 𝑓(𝑥, 𝑦) a je definován jako vektor
∇f =
⎡⎣𝐺𝑥
𝐺𝑦
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎣
𝜕𝑓
𝜕𝑥
𝜕𝑓
𝜕𝑦
⎤⎥⎥⎥⎥⎥⎦ . (2.7)
Velikost tohoto vektoru je rovna
𝑚𝑎𝑔(∇f) =
√︁
𝐺2𝑥 +𝐺2𝑦 =
√︁
(𝜕𝑓/𝜕𝑥)2 + (𝜕𝑓/𝜕𝑦)2. (2.8)
Pro jednoduchost výpočtu se odmocnina vynechává a nahrazuje se hodnotou
𝐺2𝑥 + 𝐺2𝑦 nebo součtem absolutních hodnot |𝐺𝑥| + |𝐺𝑦|, kde tyto hodnoty bereme
jako derivace. V místech, kde se nemění intenzita jasu se rovnají nule. Úhel 𝜙(𝑥, 𝑦)
odpovídá směru gradientu a je určen vztahem:
𝜙(𝑥, 𝑦) = arctan𝐺𝑦
𝐺𝑥
, (2.9)
kde (𝑥, 𝑦) jsou souřadnice bodu.
Gradient je kolmý na hranu, a proto je hlavním nositelem informace při detekci
hran. Na základě gradientu funguje spousta detektorů. Jedním z nich je Robertsův
detektor a jeho maska pro směr 𝑥:
𝑅 =
⎡⎣−1 1
−1 1
⎤⎦ . (2.10)
Ovšem používanější jsou masky 3× 3 jako u detektoru Prewittové:
𝑃𝑥 =
⎡⎢⎢⎣
−1 0 1
−1 0 1
−1 0 1
⎤⎥⎥⎦ , (2.11)
𝑃𝑦 =
⎡⎢⎢⎣
−1 −1 −1
0 0 0
1 1 1
⎤⎥⎥⎦ , (2.12)
kde se vykonává rozdíl hodnot ve směru 𝑥 𝑓(𝑥+ 1, 𝑦)− 𝑓(𝑥− 1, 𝑦) a ve směru 𝑦
𝑓(𝑥, 𝑦 + 1)− 𝑓(𝑥, 𝑦 − 1).
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Další používaná maska 3 × 3 se nazývá Sobelův operátor. Zde se klade důraz
na hodnoty blížící se středu masky. Počítají se také směrové derivace pomocí rotace
masky po 45∘.
𝑆0∘ =
⎡⎢⎢⎣
−1 0 1
−2 0 2
−1 0 1
⎤⎥⎥⎦ , (2.13)
𝑆90∘ =
⎡⎢⎢⎣
−1 −2 −1
0 0 0
1 2 1
⎤⎥⎥⎦ , (2.14)
𝑆135∘ =
⎡⎢⎢⎣
0 −1 −2
1 0 −1
2 1 0
⎤⎥⎥⎦ . (2.15)
Laplaceův operátor
U tohoto operátoru už přistupujeme k druhé derivaci. Ta je definována rychlostí
změny hodnot jasu a nejvíce je spojena se strmými nebo izolovanými hranami či
osamostatněnými body. Dochází zde také ke zdůraznění šumu. Jak ve směru 𝑥 tak
i 𝑦 se počítá u sousedních bodů rozdíl rozdílů jejich hodnot jasu.
Laplaceův operátor ∇2 použitý na funkci 𝑓 v bodě (𝑥, 𝑦) je:
∇2𝑓(𝑥, 𝑦) = 𝜕
2𝑓(𝑥, 𝑦)
𝜕𝑥2
+ 𝜕
2𝑓(𝑥, 𝑦)
𝜕𝑦2
. (2.16)
Představíme i konvoluční masky v pozitivní nebo negativní podobě:
𝐿poz =
⎡⎢⎢⎣
0 1 0
1 −4 1
0 1 0
⎤⎥⎥⎦ , (2.17)
𝐿neg =
⎡⎢⎢⎣
0 −1 0
−1 4 −1
0 −1 0
⎤⎥⎥⎦ . (2.18)
Pomocí superpozice, u které dochází k sečtení výsledků derivací s původním
obrazem, docílíme výraznějších hran. Musíme ovšem správně zvolit interval výsledku
a to podle hodnot jasu u binárního obrazu [0, 1] a barevného [0, 255]. [2, 10]
Této změny dosáhneme pomocí jednoduché masky:
𝑀 =
⎡⎢⎢⎣
0 −1 0
−1 5 −1
0 −1 0
⎤⎥⎥⎦ . (2.19)
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Operace Laplacian of Gaussian
Nevýhodou Laplaceova operátoru je, že po jeho aplikaci se zvýrazní dvojité hrany a
operátor nerozpozná její směr. Je tedy citlivý na šum v obraze. Ovšem tohoto jevu
se dá velmi dobře využít pro detekci přesnější hrany.
Je zde možnost nejprve spočítat konvoluci s Gaussovým operátorem, kde by
docházelo k rozmazání hran (parametr 𝜎 koriguje velikost rozmazání) a díky tomu
by pak neměl šum takový vliv na konvoluci a Laplaceův operátor. Ovšem pokud
chceme dosáhnout lepších výsledků zvýraznění hran, je lepší rovnou spojit Laplaceův
a Gaussův operátor dohromady. Tvar dvojrozměrné funkce Laplacian of Gaussian
je na obr. 2.3. [2, 10]
Obr. 2.3: Dvojrozměrná křivka funkce Laplacian of Gaussian. [9]
Výsledná funkce je dána vztahem:
∇2ℎ(𝑟) = −𝑟
2 − 2𝜎2
2𝜋𝜎6 𝑒
− 𝑟22𝜎2 , (2.20)
kde 𝑟2 = 𝑥2 + 𝑦2.
Maska 5× 5 po zjednodušení a při vstupních hodnotách [0, 255]:
𝐿𝑜𝐺 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 0
0 −1 −2 −1 0
−1 −2 16 −2 −1
0 −1 −2 −1 0
0 0 −1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.21)
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Mixture of Gaussians
Tato metoda je následovníkem Gaussovy metody a hlavně řeší její nedostatky. Imple-
mentace metody je snadná pro její komplexnost, robustnost a hlavně jednoduchost.
Principem je modelování jednotlivých pixelů pozadí, ke kterému slouží určitý počet
gaussových rozložení, které charakterizují vlastnosti pixelů na pozadí. Do pozadí se
nezahrnují všechny gaussiány, ale pouze ty, které mají odpovídající nízký rozptyl a
pixely s vysokou četností.
Ovšem pokud bude použitý barevný model RGB, bude se jednat o gaussovské
rozdělení pro více rozměrné signály, protože obsahuje tři barevné složky a čas. Napří-
klad šedotónový obraz je vnímán jako dvourozměrný, tudíž se změní do základního
tvaru gaussovského rozdělení.
Více gaussiánů se používá právě v případech, kde se velmi rychle mění hodnota
pixelů. Důvod je například vznik jakéholiv šumu, nenadálé změny osvětlení či rychlý
pohyb malých objektů. Právě při použití barevného modelu RGB se musí každá
aktuální hodnota 𝑋𝑡 kontrolovat se všemi gaussiány, protože dokáže ovlivnit model
pozadí i za předpokladu, že nemá s pozadím nic společného. Musí být tedy splněna
následující podmínka
| 𝑋𝑡 − 𝜇 |< 2, 5𝜎, (2.22)
kde je potřeba přepočítat hodnoty pro každou barevnou složku zvlášť a při vy-
hodnocení podmínky, zda-li bude patřit nebo nebude patřit do modelu pozadí je
rozhodující hlavně to, aby podmínka platila pro všechny tři složky najednou. Když
podmínka nebude platit pro žádný gaussián je daný pixel označen jako hodnota
popředí s velkým rozptylem a nízkou četností.
Vztahy pro přepočet střední hodnoty 𝜇 a rozptylu 𝜎 u určitého gaussiánu jsou
𝜇𝑡 = (1− 𝜌)𝜇𝑡−1 + 𝜌𝑋𝑡, (2.23)
𝜎2𝑡 = (1− 𝜌)𝜎2𝑡−1 + 𝜌(𝑋𝑡 − 𝜇𝑡)𝑇 (𝑋𝑡 − 𝜇𝑡)𝜎2𝑡 , (2.24)
kde 𝑋𝑡 je výskyt hodnoty jednoho pixelu a 𝜌 je vypočítáno ze vztahu
𝜌 = 𝛼𝜂(𝑋𝑡 | 𝜇𝑘, 𝜎𝑘), (2.25)
zjednodušeně
𝜌𝑘,𝑡 ≈ 𝛼𝑡
𝜔𝑘,𝑡
, (2.26)
kde 𝜔 určuje četnost gaussiánu na pozadí.
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Jak je vidět, nejvíce tedy záleží na parametrech 𝜔 a 𝜎, kde se 𝜎 zmenšuje po-
kud se zvětšuje 𝜔 určitého gaussiánu. Nejpravděpodobnější gaussián bude tedy ten,
který bude mít nejvyšší hodnotu 𝜔 a nejmenší 𝜎. Podle těchto dvou parametrů tedy
zjistíme, jestli daný gaussián patří do modelu pozadí nebo nepatří. [16, 15]
2.3 Segmentace obrazu
Nejnáročnější částí zpracování obrazu bývá jeho segmentace. Principem segmentace
je oddělení částí obrazu (tedy objektů, které jsou pro nás zajímavé a se kterými je
potřeba dále pracovat) od zbytku obrazu, který je považován za pozadí. Základem
je tedy vytvořit obraz s co nejmenším rozlišením a vzájemně odlišit informace o po-
předí a pozadí. Při segmentaci hraje významnou roli struktura obrazu. Může zde
docházet k překrývání objektů, osvětlení scény může být nestejnoměrné a objekty
mohou vrhat stíny. Vzniká zde tzv. nejednoznačnost obrazových dat. Velký vliv na
segmentaci bude mít také šum. Segmentace se dá rozdělit na kompletní a částečnou.
U kompletní segmentace jsou oddělené oblasti ve shodě s reálnými objekty a využívá
se zde znalostí řešeného problému. Dokáže tedy popsat velikost i tvar známého před-
mětu. Pokud ovšem oblasti nejsou přímo ve shodě s reálnými objekty, segmentace je
částečná a funguje na bázi homogenity obrazu, kde je nalezena pouze oblast kolem
našeho předmětu.
Metody segmentace mohou být:
• Segmentace prahováním – nejjednodušší metoda segmentace. Pracuje se zde
s barvou a hodnotou jasu každého pixelu. Práh se určuje z histogramu, který
určuje četnost jednotlivých jasů závislých přímo na těchto jasech. Po zvolení
úrovně prahu jsou všechny hodnoty jasu pod touto úrovní označovány jako
pozadí a hodnoty nad tímto prahem připadají popředí.
• Segmentace na základě detekce hran – často se zde používají hranové operátory
viz kapitola 2.2.1. Lepší segmentace docílíme, pokud předem známe informace
o objektech (velikost, tvar, barvu apod.), kde si lze ověřit přesnost segmentace.
Detektory hran bohužel někdy zvýrazňují hrany na místech, kde hrany být
nemají, nebo vytvářejí přerušované linie.
• Segmentace narůstání oblastí – oblasti se stejnými vlastnostmi (dané podle ur-
čitého kritéria jako je jas, barva či textura) jsou odděleny od pozadí. Za tuto
oblast se nejčastěji považuje pixel a jeho okolí. Pomocí počátečního rovnoměr-
ného rozmístění pixelů po obraze se postupně od jednoho pixelu konstruuje
celá oblast. Tyto oblasti se následně spojují do daného segmentu.
• Segmentace srovnání se vzorem - v obraze se hledá známý objekt, který je
určen dle předem dané šablony (vzoru). Objekt lze hledat, i když je různě
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pootočený nebo má jinou velikost. Nelze vždy s přesností najít stejný útvar
jako je vzor. Nepřesnosti jsou ovlivněny šumem nebo zkreslením. [8]
2.4 Popis objektů
Popis objektů slouží pro lepší zpracování obrazu. Je potřeba co nejlépe charakterizo-
vat objekty, které jsme našli během segmentace. Pro tyto účely slouží tzv. příznaky,
které jsou potřeba k následné klasifikaci. Příznaky popisují přesné rysy daných ob-
jektů. Rysy se mohou dělit na externí, které označují hranice a slouží pro hledání
podle tvaru objektu. Interní rysy se zaměřují na body uvnitř objektu a používají
vlastnosti obrazu jako je jas, barva, textura atd.
Na příznaky jsou kladeny různé požadavky. Pokud by popis objektů byl nezávislý
na posunutí, rotaci nebo změně měřítka objektů, jednalo by se o invarianci. Časová
invariance se používá u dynamických obrazů. Záleží také na velikosti, směru a tvaru
objektů. Hlavně u různě deformovaných nebo nekompaktních tvarů. Další požadavky
mohou klást důraz na podlouhlost, pravoúhlost, kruhovost apod.
2.5 Klasifikace
Poslední částí zpracování obrazu je klasifikace. Zde jsou určeny předem jasné třídy,
do kterých se nalezené objekty podle určitého kritéria z popisu objektu zařadí. Ob-
jekty, které jsou přiřazeny do jedné třídy mají podobné vlastnosti. Klasifikátory lze
rozdělit na příznakové a strukturální. Příznakové klasifikátory fungují na principu
příznaků, které lze popsat jako skupinu charakteristických čísel objektu. Zde se vy-
užívá vlastností jako jsou velikost nebo poloha předmětu. Pro učení klasifikátoru
se používá trénovací množina, ale lze se bez ní obejít a pracovat pomocí shlukové
analýzy. U strukturálních klasifikátorů se jedná o popis základních vlastností cha-
rakterizující daný objekt. Třídy mají nastavenou svoji abecedu, jazyk a gramatiku,
díky tomu může klasifikátor lépe určit správnost slova a syntaxe. [3]
SVM – Support Vector Machine
Jedná se o nepravděpodobnostní binární klasifikátor založený na metodě klasifikace
s učitelem. Trénování slouží k rozdělení tréninkových dat do dvou skupin a násled-
nému vytvoření modelu. Testovací data jsou tak tímto modelem přiřazeny do těchto
skupin. Principem klasifikátoru je vytvořit jakousi nadrovinu v nekonečně dimen-
zionálním prostoru. Díky tomu dojde ke vzdálenějšímu oddělení dvou sousedních
skupin, ve kterých jsou tréninková data označena body.
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Často je zapotřebí rozdělit testovací data do více tříd. Proto se pro tento po-
žadavek využívá tzv. hierarchická struktura testů. Docílíme toho tím, že klasifikaci
rozdělíme na více menších binárních operací. Zde klasifikátor přiřazuje data do jedné
třídy ve srovnání s ostatními třídami, nebo pracuje na principu postupného porov-
návání dvou tříd. [11]
Obr. 2.4: Oddělující rovina. [13]
23
3 METODY DETEKCE LIDÍ V OBRAZE
Pro detekci lidské postavy slouží v dnešní době spoustu metod. Metody pracují na
principu různých algoritmů, objekty popisují rozdílně a liší se svými výsledky.
Detektory postavy lze nejlépe rozdělit do dvou skupin:
• Detektory pro části těla – zde se předpokládá, že je potřeba detekovat různé
části lidského těla (hlava, ruce a nohy). Používá se zde více detekčních oken.
Každá část těla má své předem definované okno. Velikost těchto oken se bude
navzájem lišit podle potřeby dané části. V obraze se tedy objeví určitý počet
výřezů a to pro každou část těla zvlášť. Důraz je kladen také na to, aby se
jednotlivé výřezy navzájem překrývaly a obsahovaly tak i kus části z jiného
výřezu. Výřezy se volí tak, aby střed dané části těla byl uprostřed výřezu. Pro
tuto detekci se nejlépe hodí použití Haarových příznaků (kapitola 3.2.1).
• Detektory celé postavy – pro tento detektor nám postačí použití pouze jed-
noho detekčního okna, protože je zde detekován pouze jeden objekt a to lidská
postava. Metody pro detekci celé postavy budou podrobněji popsány v dalších
kapitolách.
3.1 HOG – Histogram of Oriented Gradients
Metoda HOG používá příznakový klasifikátor a jak název napovídá, je zde vyu-
žit lokálně normalizovaný obrazový gradient. Deskriptor u této metody může být
statický, ten je aplikován na statické snímky (obrazy) a dynamický, kde je využit
pohyb objektu a to ve snímkových sekvencích (videu). Jako klasifikátor zde slouží
výše zmiňovaný Support Vector Machine (kapitola 2.5). Obr. 3.1 znázorňuje kroky
detektoru HOG.
Obr. 3.1: Princip metody HOG. [12]
3.1.1 Úprava obrazu
Existují různé metody, které ještě něž začnou pracovat s obrazem, potřebují obraz
převést do jiného barevného modelu. I tvůrci v [12] si dali tu práci a vyzkoušeli
různé barevné modely. Hodnotili obrazy ve stupních šedi, RGB a LAB. Případně
provedli menší změnu pomocí filtrů pro odstranění nežádoucího jasu a kontrastu.
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Zjistili, že tyto změny mají pouze mírný vliv na výkon a deskriptor tak dosahuje
v poměru stejných výsledků. Nejideálnější je použití barevného modelu RGB nebo
LAB. [12]
3.1.2 Výpočet gradientů
Prvním důležitým krokem metody je výpočet hodnoty gradientu. Nejběžnější meto-
dou je jednoduchá aplikace diskrétní derivační masky v horizontálním a vertikálním
směru. Konkrétně tvůrci použili tuto filtrovací masku: [-1, 0, 1]. Testovány byly
i další, více komplexnější masky, jako je Sobelova maska 3×3 nebo různé diagonální
masky. Ovšem tyto masky obecně vykazovaly horší výsledky. Také experimentovali
s Gaussovým vyhlazením před aplikací derivačních masek a zde byl zjištěn mnohem
nižší výkon a lepší výsledky. U barevných obrazů se počítají gradienty odděleně a
to pro každý barevný kanál zvlášť. [12]
3.1.3 Orientace gradientů v buňkách
Druhý krok výpočtu zahrnuje vytvoření buněk, které reprezentují histogramy. Každý
pixel v buňce hraje v histogramu důležitou roli pro určení směru gradientu. Podle
směru se pixely roztřídí do tzv. binů (košů). Orientace košů je rovnoměrně v histo-
gramu rozložena od 0°-180° nebo 0°-360°. Počet košů je dán na 9, protože při větším
počtu košů jsou rozdíly ve výpočtu minimální. Rozsah byl vybrán spíš 0°-180°, pro-
tože zde byl zjištěn lepší výkon. [12]
3.1.4 Normalizace bloků a výsledný vektor
Díky změnám v obraze zapříčiněnými různým osvětlením a kontrastem se síla gradi-
entů mění, proto musí být provedena lokální normalizace, která vyžaduje seskupení
buněk do větších prostorově propojených bloků. HOG deskriptor je poté vektorem
složeným ze všech normalizovaných buněk v těchto blocích. Tyto bloky se obvykle
překrývají, což znamená, že některé buňky jsou započítány vícekrát a to slouží k lep-
šímu výslednému deskriptoru.
Existují dva typy bloků a to čtvercový a kruhový. Podle tvůrců v [12] jsou více
využívány čtvercové bloky, které jsou reprezentovány třemi parametry. Optimálními
parametry byly prohlášeny bloky o velikosti 2 × 2 buněk, buňka složená z 3 × 3
pixelů o velikosti 9 košů v každém histogramu. [12]
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Obr. 3.2: Funkce vektoru HOG. (a) Původní obrázek. (b) Detektor hrany. (c) Ob-
raz rozdělen do buněk 4x8 o velikosti jedné buňky 5x5 pixelů. (d) Výsledek HOG
deskriptoru, zobrazující směr gradientu každé buňky. [14]
3.1.5 SVM klasifikátor
Posledním krokem v rozpoznávání objektů pomocí HOG deskriptorů je klasifikace.
Klasifikace je prováděna pomocí lineárního SVM nástroje, který se zdá být podle
tvůrců v [12] pro klasifikaci jako nejlepší variantou. Klasifikátor nám rozděluje data
na oblasti, kde se naše postava vyskytuje a kde se nevyskytuje a je jen pozadí.
Vyhodnotí data z náhodného obrazu, určí hranici mezi těmito odlišnými daty a
předloží nám výsledek, jestli je na obraze postava či není. [12]
3.2 Haar Cascade Classifier
3.2.1 Haarovy příznaky
Základem pro Haarovu detekci objektů v obraze jsou Haarovy příznaky. Pro tyto pří-
znaky platí, že se používá změna hodnot kontrastu mezi sousedními obdélníkovými
skupinami pixelů, než-li pomocí změn hodnot intenzity jednoho pixelu. Kontrastní
odchylky mezi skupinami pixelů se používají ke stanovení světlé a tmavé oblasti.
Tyto oblasti mohou tvořit dvě nebo tři sousední skupiny různých variací formující
právě Haarovy příznaky. Hodnota příznaku se vypočítá jako suma pixelů obrazu
světlé části, od které se odečítají sumy pixelů tmavé části. Různé typy Haarových
příznaků můžeme vidět na obr. 3.3. Haarovy příznaky mohou být jednoduše upra-
veny podle zvyšující nebo snižující velikosti skupiny pixelů. To umožňuje detekovat
objekty různých velikostí. [18]
3.2.2 Integrální obraz
Jednoduché obdélníkové příznaky obrazu jsou vypočteny použitím mezilehlé repre-
zentace obrazu nazývané integrální obraz. V tomto obraze každý bod odpovídá
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Obr. 3.3: Haarovy příznaky.
součtu hodnot všech předcházejících bodů dle následujících dvou rovnic
𝑠(𝑥, 𝑦) = 𝑠(𝑥, 𝑦 − 1) + 𝐼(𝑥, 𝑦), (3.1)
𝐼𝑖𝑛𝑡(𝑥, 𝑦) = 𝐼𝑖𝑛𝑡(𝑥− 1, 𝑦) + 𝑠(𝑥, 𝑦), (3.2)
kde 𝑠(𝑥, 𝑦) je narůstající součet hodnot v řádku obrazu, 𝐼(𝑥, 𝑦) jsou hodnoty
intenzit jednotlivých pixelů vstupního obrazu a 𝐼𝑖𝑛𝑡(𝑥, 𝑦) jsou jednotlivé hodnoty
integrálního obrazu. Platí, že 𝑠(𝑥, 0) = 0, 𝐼𝑖𝑛𝑡(0, 𝑦) = 0.
Na obr. 3.4 je vidět výsledek výpočtu integrálního obrazu, kde 𝑥, 𝑦 jsou počáteční
souřadnice a 𝑤, ℎ jsou šířka a výška požadovaného obdélníka. [17]
Obr. 3.4: Integrální obraz.
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3.2.3 Kaskádový klasifikátor
Slovo ”kaskáda” v klasifikátoru znamená, že výsledný klasifikátor se skládá z ně-
kolika jednodušších slabých klasifikátorů, které jsou následně aplikovány na oblast
zájmu. Význam kaskády je, aby byla doba hledání objektu co nejkratší. Každý kla-
sifikátor v kaskádě má určený svůj práh, podle kterého rozhodne, zda-li je daný
sub-obrázek pozitivní nebo negativní. Protože počítat např. všech 180 000 příznaků
obsažené v jednom sub-obrázku o rozměru 24 × 24 je velmi nepraktické. Postup
při detekci je tedy takový, že první klasifikátor odstraní co nejvíce negativních sub-
obrázků a k dalšímu klasifikátoru pošle pozitivní sub-obrázky. Druhý klasifikátor na
řadě by měl být nejlépe složen ze všech slabých klasifikátorů z předchozího stupně.
Správně upravená kaskáda by měla mít co nejlepší úspěšnost a co nejméně falešných
detekcí. [18] Zapojení kaskádového klasifikátoru je na obr. 3.5.
Obr. 3.5: Schéma zapojení kaskádového klasifikátoru.
28
4 NÁVRH APLIKACE
K implementaci aplikace jsem se rozhodl použít vývojové prostředí Eclipse a kni-
hovnu OpenCV. Eclipse je open source vývojová platforma, která je spíše známá jako
vývojové prostředí IDE určené pro programovací jazyk Java. Flexibilní návrh této
platformy ovšem dovoluje rozšířit seznam podporovaných programovacích jazyků
například o C/C++ nebo PHP. Právě programovací jazyk C/C++ je využit v této
práci. Knihovnu OpenCV je nejprve potřeba přeložit a poté celou sestavit pomocí
Eclipse. Celý program je ve formě konzolové aplikace a je vyvíjen pod operačním
systémem Linux.
4.1 Knihovna OpenCV
Celá tato aplikace je založená na knihovně OpenCV verze 2.4.3. Tato knihovna byla
zvolena proto, že je určena právě pro počítačové vidění a zpracování obrazu. Jako
součást knihovny jsou například funkce pro detekce a rozpoznávání. Od verze 2.0 je
součástí knihovny i funkce pro výpočet histogramů orientovaných gradientů. Právě
implementace této metody bude použita v této práci.
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5 DETEKCE LIDSKÉ POSTAVY V OBRAZE
POMOCÍ HOG
Pro detekci lidské postavy v obraze slouží v současné době široká škála metod. Tato
bakalářská práce je ovšem zaměřena na metodu Histogram of Oriented Gradients,
která byla popsána v kapitole 3.1. Tato metoda je velice známá a tak bylo zajímavé
ji vyzkoušet.
5.1 Popis aplikace
Aplikace při využití metody HOG pro detekci lidí v obraze je již implementována
v knihovně OpenCV, která byla použita. Trénovací vzorky zde byly použity ze sady
obrázků INRIA Person, kterou použili i tvůrci v [12]. Na vstup programu je po-
třeba načíst obrazy, ať už s lidmi nebo bez nich. Nejprve se vstupní obraz rozdělí do
𝑛×𝑚 buněk, kde 𝑛 je počet buněk na ose 𝑥 a 𝑚 je počet buněk na ose 𝑦. V imple-
mentované metodě se základními parametry jsou tyto hodnoty nastaveny na 8× 8.
Dále je potřeba určit počet binů pro rozsah úhlu gradientu, který je nastaven na 9
binů. Velikost jednoho bloku je zde určen na hodnotu 16× 16 a velikost detekčního
okna je 64×128. Algoritmus díky těmto parametrům projde procesem derivace, pro
každý pixel vypočítá úhel gradientu, zařadí buňky do normalizačního bloku a pro-
vede normalizaci. Díky předchozím krokům vypočítáme příznakový vektor a získáme
deskriptor. Vše se provede pomocí následujícího příkazu
setSVMDetector(HOGDescriptor::getDefaultPeopleDetector()).
Tento deskriptor je pak použit klasifikátorem, k jehož výkonu je použita metoda
SVM (Support Vector Machine) popsaná v kapitole 2.5.
Dále je čas na detekci postavy ve vstupním obraze, takže použijeme funkci
detectMultiscale, která slouží přesně k tomuto účelu. Tato funkce si přečte vstupní
parametry a vrátí detekované objekty (v této práci lidské postavy) jako seznam ob-
délníků. V tomto případě bude nalezený vektor uložen jako výstupní data. Poslední
krok je už pouze kosmetický, kdy je potřeba zmenšit výstupní obdélník kolem deteko-
vané postavy, protože detektor HOG vrací obdélníky mírně větší, než jsou skutečné
postavy.
5.2 Úspěšnost metody
Pro vyzkoušení metody HOG byly použity testovací obrázky z datové sady INRIA
Person, které jsou volně ke stažení z internetu1. V této sadě jsou obrázky různých
1viz http://pascal.inrialpes.fr/data/human/
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velikostí a obsahuje jak obrázky pozitivní (zde se vyskytuje lidská postava), tak
i negativní (kde žádná lidská postava není).
1) Nejprve byla metoda vyzkoušena na pozitivních vzorcích, kterých bylo celkem
274. Při detekování postavy docházelo k různým variantám detekce. Nejlepší
varianta, ke které mohlo dojít byla, když nám detektor nalezl celou postavu a
vykreslil těsně kolem ní obdélník. Zde vidíme, že detektor neměl moc možností
udělat chybu, protože přechod kontrastu popředí oproti pozadí je skokový. Tato
detekce je zobrazena na obr. 5.1 jako varianta (a).
2) Další možnost, která se naskytla je zobrazena na obr. 5.1 za (b). Zde byl pro-
blém, že nám detektor sice označil postavu v obraze, ovšem buďto byla necelá,
nebo byl označen naprosto jiný objekt. Tohoto jevu by se dalo svým způso-
bem předejít použitím silnějšího kaskádového klasifikátoru, o kterém je řeč
v kapitole 3.2.3, nebo díky vytvoření trénovacího modelu.
3) Poslední varianta je asi ta nejhorší. Detektor neoznačí žádnou postavu ani
objekt v obraze. Důvodů, proč se tak stalo je více, např. nedostatečné vyhlazení
obrazu filtračními metodami, proto mohlo docházet k šumu, špatné osvětlení
scény, postava byla v pohybu či v neobvyklém postavení, nebo jak vidíme na
obr. 5.1 jako varianta (c), mohl hrát roli malý jasový rozdíl mezi popředím a
pozadím.
Celková úspěšnost této metody na pozitivních vzorcích je 64,6% jak je naznačeno
v tab. 5.1.
Obr. 5.1: Pozitivní obrázky.(a) Správně detekované. (b) Detekované, ale špatně. (c)
Nedetekované.
Jako druhá byla vyzkoušena sada negativních obrázků, kde při správné detekci
nemělo být označeno obdélníkem nic. Ovšem stávaly se případy, kdy byly označeny
objekty jako je sloup, domy či kostely, odrazy ve sklech a jak můžeme vidět na
posledním snímku na obr. 5.2, kde sice postava detekována byla, ale ve tvaru sochy,
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což je sporné pro detekci. Důvodem je, že se dané předměty shodují tvarově s lidskou
postavou a tak detektor přesně neví, zda-li to je či není lidská postava. Lidské oko
by tyto objekty samozřejmě nedetekovalo, ale počítačové vidění nemá žádné smysly
jako člověk, protože se řídí jen různými funkcemi a algoritmy.
Úspěšnost u negativních vzorků o počtu 447 obrázků byla 84,6%. Úspěšnost je
sice vyšší, ale tato hodnota je hlavně dána volbou negativní sady obrázků. Kdyby
se na těchto obrázcích vyskytovaly objekty více podobnější lidské postavě, jako jsou
např. stromy či zvířata, úspěšnost by se razantně snížila.
Obr. 5.2: Negativní obrázky, detekované špatně.
Celková detekce jak pozitivních tak negativních vzorků obrázků se rovnala 77%
jak je vidět v tab. 5.1. Pokud tuto hodnotu srovnáme s detektory, kde je použito
paralelně za sebou více klasifikátorů s různými koeficienty, tak tato hodnota by se
dala považovat za přijatelnou, pokud uvažujeme, že bylo použito základní nastavení
parametrů od tvůrců metody. Jak už bylo psáno výše, metoda HOG by se dala
zpřesnit lepším předzpracováním obrazu, vyhlazením šumu nebo vytvoření mohut-
nější trénovací sady. Vše záleží na konkrétním případě použití detektoru.
Tab. 5.1: Úspěšnost metody HOG.
Pozitivní celkem 274
Pozitivní správně detekované 177
Úspěšnost pozitivních [%] 64,6
Negativní celkem 447
Negativní správně detekované 378
Úspěšnost negativních [%] 84,6
Úspěšnost celkem [%] 77
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6 DETEKCE ČÁSTÍ LIDSKÉHO TĚLA VE VI-
DEU
Detekce částí lidského těla byla aplikována na videu ve formátu 𝐴𝑉 𝐼, kde snímková
frekvence záznamu činí 25 snímků za sekundu a rozměry videa jsou 360 × 288. Na
tomto videu se pohybují osoby ať už čelně nebo zády k objektivu. V pozadí se
nachází skleněná výplň dveří a oken, tudíž je zde možnost pro odrazy ve skle. Scéna
je nasvícena z takového úhlu, že postavy vrhají stíny a není tak barevně členitá, že
by se skokově měnil kontrast.
6.1 Detekce pomocí Haar Cascade Classifier
6.1.1 Popis aplikace
V první fázi je potřeba video načíst na vstup v hlavní části programu. Poté se
video rozdělí na jednotlivé obrázky, aby bylo možné pracovat s každým snímkem
samostatně. Jedná se tedy o sekvenci snímků.
Metoda Haar Cascade je schopná pracovat jak s RGB obrazem, který je možné
vidět na obr. 6.1, tak obrazem převedeným do stupňů šedi jak je ukázáno na obr. 6.2.
Po vyzkoušení metody jak u obrazu v barevném modelu RGB, tak v odstínech šedi,
dosahovala metoda lepších výsledků právě v šedotónovém.
Obr. 6.1: Obraz ve formátu RGB.
Dalším krokem je samotné obstarání metody Haar Cascade Classifier. Nejdříve
je potřeba deklarovat klasifikátor. Tento klasifikátor je kaskádový jak je popsáno
v kapitole 3.2.3 a pracuje s Haarovými příznaky (kapitola 3.2.1). Klasifikátor je vy-
školen několika stovkami vzorků obrazů s konkrétním detekovaným objektem (např.
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Obr. 6.2: Obraz po převodu na stupně šedi.
člověk, auto, atd.). Vzorky jsou rozděleny na pozitivní a negativní. Pozitivní tvoří ob-
rázky se stejnou velikostí a negativní obrázky jsou libovolné představy také o stejné
velikosti.
Chceme-li vyhledat objekt v celém obraze, lze přesouvat okno pro vyhledávání
přes celý obraz a kontrolovat všechny místa pomocí klasifikátoru. Klasifikátor je
navržen tak, že může snadno změnit velikost okna, aby bylo možné najít hledané
objekty různých velikostí, což je efektivnější, než změna velikosti obrazu samotného.
Tedy k nalezení objektu neznámé velikosti v obraze touto skenovací procedurou, by
mělo být provedeno několikrát v různých měřítkách.
V dalším kroku si načteme datové soubory detektorů. V těchto souborech jsou
již nadefinovány různé příznaky pro detekci daného objektu, v našem případě částí
těla.
Předposlední fází je již samotné detekování objektu různých velikostí ze vstup-
ního obrazu. Velikost je pro každou část lidského těla nastavena jinak. Detekované
objekty jsou vráceny jako seznam obdélníků ve vektoru. Nejlepší detekce byla zjiš-
těna při nastavení parametru scaleFactor=1.1 ve funkci detectMultiScale(), který
určuje jak moc bude redukována velikost obrazu při každém obrazovém měřítku. Při
větší hodnotě tohoto parametru sice vzroste přesnost z hlediska detekce velikosti ob-
jektu, ale přesnost detekce jako takové se sníží. To znamená, že velikostně se nám
objekt ohraničí vcelku přesně, ovšem je nalezen až na každém cca 8-20 snímku vi-
dea. Dalším důležitým parametrem je minNeighbors, který určuje kolik sousedních
obdélníků každý kandidát na zobrazení absorbuje, tzn. čím je tento parametr menší,
tím víc falešných obdélníků se nám v obraze při detekci zobrazí. Na obr. 6.3 je vi-
dět nastavení tohoto parametru na hodnotu 1. Nejlepší detekce byla zjištěna při
nastavení parametru na hodnotu minNeighbors=3. Dalšími parametry jsou minSize
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a maxSize. Minimální (maximální) možná velikost objektu, objekty menší (větší)
než tyto parametry jsou ignorovány. Na tyto parametry se blíže zaměříme až při
popisování detekce u různých částí těla.
Obr. 6.3: Nastavení parametru minNeighbors=1.
Konečně jako poslední fází je vykreslení výsledného obdélníka kolem dané části
do vstupního obrázku, kterým je snímek videa. Nakonec v hlavní části programu
obrázek a tím i celé video zobrazíme.
6.1.2 Detekce celé postavy
Jak již bylo napsáno v popisu aplikace, k detekci celého lidského těla použijeme
datový soubor, v tomto případě haarcascade_fullbody.xml. Nastavení parametrů pro
detekci velikosti postavy je minSize=70× 70 a maxSize=250× 250, což nám bohatě
stačí pro nalezení celé postavy. Pokud by byl interval mezi těmito hodnotami větší,
celková doba detekce by se zvýšila, ale na druhou stranu by byla detekce přesnější,
ale i tyto hodnoty jsou dostačující.
Při detekci celé postavy ve videu pomocí metody Haar Cascade Classifier nedo-
cházelo k žádným falešným detekcím, ať už v odraze ve skle nebo ve stínu postavy a
neoznačovaly se jiné cizí objekty. Menší mínus metody je při detekci, když postava
není v pohybu a stojí. Zde detektor těžko pozná, zda-li se jedná o postavu nebo
ne. Důvod může být i ten, že postava má nohy u sebe. Na obr. 6.4 vidíme příklad
správné detekce postavy.
6.1.3 Detekce horní části postavy
U detekce horní části těla byl využit datový soubor haarcascade_upperbody.xml.
Nastavení parametrů pro velikost horní části těla se rovná minSize=30 × 30 a ma-
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Obr. 6.4: Detekce celé postavy.
xSize=100× 100, tyto hodnoty jsou menší jak pro detekci celé postavy a to z toho
důvodu, že horní část těla je menší.
Detekce horní části těla je časově náročnější než detekce celé postavy. Návaz-
nost jednoho snímku na druhý trvá poměrně delší dobu. Příčinou je to, že se musí
menším oknem projít stejný prostor jako u detekce postavy. Hlavním plusem této de-
tekce je ve velikosti nalezeného objektu, který přesně obléhá horní část těla. Ovšem
v ojedinělých případech se stává, že metoda označí i stín postavy, což je detekující
odchylka. U této metody se nejvíce objevují tzv. snímky bez detekce, neboli osoba
je detekována na každém v průměru 12 snímku oproti celé postavě, kde se osoba
objeví asi na každém 8 snímku. Příklad správné detekce horní části těla je zobrazen
na obr. 6.5.
Obr. 6.5: Detekce horní části postavy.
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6.1.4 Detekce dolní části postavy
Datový soubor použit pro detekci dolní části postavy byl haarcascade_lowerbody.xml.
Minimální a maximální velikost detekovaného objektu je nastaveno na hodnoty min-
Size=50× 50 a maxSize=150× 150.
Hodnocení dolní části postavy se dá přirovnat k hodnocení detekce celé postavy,
kde se falešné detekce také neobjevovaly. Dolní část byla detekována průměrně na
každém 10 snímku videa. Za správně detekovanou dolní část postavy by se dal
považovat obr. 6.6.
Obr. 6.6: Detekce dolní části postavy.
6.1.5 Zhodnocení metody
Tato metoda by se jistě dala použít pro detekci, jak celé postavy, tak i její částí. Při
základním nastavení parametrů a použití datových souborů z knihovny OpenCV,
kde byla použita trénovací sada Pedestrian2 se tato metoda zdála být velice náročná
na výkon, hlavně při hledání menších částí, jako byla horní část postavy. Ovšem
pokud by ji chtěl člověk použít pro přesnější způsob detekce, tak by bylo dobré
metodu natrénovat větší škálou různých typů vzorků.
6.2 Detekce pomocí vlastní aplikace
6.2.1 Načtení videa
Při vývoji vlastní aplikace jsme se zaměřili na detekci pěti částí a to hlavy, pravé a
levé ruky a nakonec pravé a levé nohy. Na obr. 6.7 je znázorněn vývojový diagram.
2viz http://cbcl.mit.edu/software-datasets/PedestrianData.html
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Obr. 6.7: Vývojový diagram pro detekci částí lidského těla.
První krok je stejný jako u metody Haar Cascade Classifier 6.1.1, kde je potřeba
nejprve video načít na vstup programu. Následně je video rozděleno na sekvenci
snímků. Program je tvořen jedním cyklem, který probíhá po snímcích. Názorná
ukázka na obr. 6.8.
6.2.2 Odstranění pozadí
Při detekci jakéhokoliv objektu v obraze je nejdůležitější oddělit hledaný objekt
neboli popředí od pozadí. V této práci byla použita metoda Background Subtraction,
která pracuje na principu Mixture of Gaussians popsané v kapitole 2.2.1. Background
Subtraction je obyčejným a široce používaným nástrojem pro generování masky
popředí. Tato maska se dá charakterizovat jako binární obraz obsahující obrazové
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Obr. 6.8: Sekvence snímků ve videu.[19]
body, které patří do pohybujících se objektů ve scéně s použitím statických kamer.
Metoda vypočítá masku popředí pomocí odečítání aktuálního snímku od modelu
pozadí, který obsahuje statickou část scény, obecněji řečeno, vše co lze považovat
za pozadí s ohledem na charakteristiku pozorované scény. Model pozadí se každým
novým snímkem aktualizuje a tím vzniká přesnější určení pozadí. Vizuální popis na
obr. 6.9.
Prahováním, které je vysvětleno v kapitole 2.2, docílíme binárního obrazu, který
je důležitý k dalším krokům detekce. Jedním z důležitých parametrů pro nastavení
je rozptyl 𝜎 u metody Mixture of Gaussians. Pokud rozptyl nastavíme příliš malý,
vznikne nám impulsní šum (kapitola 2.2), což je pro nás nepřijatelné. Nejideálnější
se zdá být hodnota 𝜎=4.
6.2.3 Výřezy obrazu s největší konturou
Hledání největší kontury
V získaném obrazu s maskou popředí je dále zapotřebí najít největší objekt neboli
konturu. Tato kontura bude považována za oblast zájmu, pro nás to bude lidská
postava. Jedná se o postupné zjišťování informací v binárním obraze a jeho hierar-
chii. Každá kontura má stejný počet elementů, které jsou zpočátku nastaveny na
hodnotu 0. Hodnota elementů se postupně zvyšuje. Elementy kontur rozdělujeme
na nadcházející a předešlé, ty jsou na stejném hierarchickém stupni a na dítě a jeho
rodiče. Pokud bude element dítěte vynechán, bude kontura patřit do stejného hie-
rarchického stupně a tudíž se bude jednat o zcela jiný objekt. [22] Na obr. 6.10 je
vidět příklad hierarchie obrazu.
Obraz byl postupně po pěti krocích členěn do různých hierarchických stupňů:
39
Obr. 6.9: Oddělení popředí od pozadí metodou Background Subtraction.
40
Obr. 6.10: Hierarchie obrazu (čísla označují posloupnost kroků). [22]
1) První krok je samotný okraj obrazu.
2) Ve druhém kroku byla nalezena vnější hranice prvního objektu.
3) Třetí krok je nalezení vnitřní hranice objektu ve druhém kroku.
4) Čtvrtý krok je stejný jako třetí.
5) V pátém kroku byla nalezena vnější hranice dalšího objektu.
Po nalezení všech kontur v obraze je potřeba nalézt tu největší. Postupně se
každá kontura uloží jako vektor bodů a navzájem se porovnávají jejich velikosti. Po
nalezení největší kontury nám funkce vrátí výstup v podobě obdélníkového výřezu
této kontury. V našem případě se tedy tato kontura rovná naší detekované postavě.
Obdélníkové výřezy pro části těla
V tomto výřezu postavy už máme možnost se lépe zaměřit na různé části těla. Aby
byla daná část těla lépe detekovatelná, rozdělíme tento výřez ještě na menší části, ve
kterých se bude určitá část nacházet. Pokud se jedná o spodní část těla, tedy nohy,
rozdělili jsme výřez horizontálně na poloviny a vybrali tu dolní, kde se budou nohy
nacházet. V případě hlavy jsme rozdělili výřez také horizontálně, zde ovšem na pět
částí a vybrali tu nejvrchnější, což je pro detekci hlavy dostačující a hlavně bude
detekce přesnější. U rukou je detekce složitější, protože mezi nimi ještě figuruje trup
člověka. Zde jsme tedy rozdělili výřez nejprve horizontálně na horní polovinu a tu
ještě na polovinu vertikálně. V levé části výřezu se bude nacházet z našeho pohledu
levá ruka a v pravém výřezu ruka pravá. Na obr. 6.11 je ukázka výřezů pro určité
části těla.
6.2.4 Hledání nejsvětlejších bodů
Distanční transformace
Ještě než přistoupíme k hledání nejsvětlejších bodů, vypočítáme distanční trans-
formaci, která je aplikována na binární obraz, v našem případě na masku popředí.
Výsledkem této transformace je šedotónový obraz podobný masce popředí, který se
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Obr. 6.11: Výřezy obrazu pro různé části těla. Postupně nohy, hlava a ruce.
ovšem liší v intenzitě bodů uvnitř objektu na popředí. Přibližujeme-li se ke středu
objektu intenzita bodů se zvyšuje a naopak na hranách objektu se dá očekávat in-
tenzita nejnižší. Distanční transformace tak počítá vzdálenost každého nenulového
binárního bodu uvnitř objektu k jeho nejbližší hraně, která je spojena s pozadím a
kde lze očekávat nulový bod. Na obr. 6.12 lze pozorovat distanční transformaci pro
jednoduchý obdélníkový tvar objektu.
Obr. 6.12: Distanční transformace pro obdélníkový tvar objektu.
Výpočet vzdálenosti závisí na těchto základních posunech: horizontální, verti-
kální, diagonální a taktický. Celková vzdálenost je vypočítána jako součet všech
základních posunů. Za předpokladu, že distanční funkce má být symetrická, tak
všechny horizontální a vertikální posuny mají stejnou hodnotu označovanou jako
𝑎, stejně tak i všechny diagonální posuny musí mít stejnou hodnotu označovanou 𝑏
a všechny taktické posuny také se stejnou hodnotou 𝑐. OpenCV používá základní
vypočítané hodnoty 𝑎=1, 𝑏=1,4, 𝑐=2,1969. Hodnoty jsou vypočítané pro masku
5 × 5, která je aplikována na obraz a zobrazena na obr. 6.13. Distanční transfor-
mace používá pro výpočet různé vzdálenostní metody, v našem případě se jedná
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o Euklidovskou vzdálenost danou vztahem
𝐷𝐸𝑢𝑐𝑙𝑖𝑑 =
√︁
(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2, (6.1)
kde (𝑥1, 𝑦1) a (𝑥2, 𝑦2) jsou souřadnice dvou bodů. [20]
Obr. 6.13: Distanční maska 5x5.
Obr. 6.14: Distanční transformace pro naše video.
Hledání bodů
Na obrázek s distanční transformací aplikujeme metodu prahování, aby se zvýraz-
nily všechny světlé body a docílíme tak přesnější siluety postavy. V této fázi pro-
gramu tedy máme výřezy všech lidských částí v binárním obraze jak je zobrazeno
na obr. 6.15.
Nejprve se zaměříme na hledání nejsvětlejších bodů v dolním výřezu obrazu,
kde by se měli vyskytovat nohy. Funkce na hledání nejsvětlejších bodů funguje tím
způsobem, že postupně porovnáváme body na jednom předem definovaném řádku.
U nohou je to řádek v 50% výřezu. Postupným porovnáváním, se aktuálně nejsvět-
lejší body nahrají do vektoru bodů. Pro detekci dvou noh je potřeba zadat velikost
vektoru na hodnotu 2. Body na nohou stačí hledat pouze v jednom výřezu, protože
je jisté, že další nejsvětlejší bod bude ležet na druhé noze. U výřezu hlavy hledáme
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Obr. 6.15: Výřezy částí těla.
body na řádku, který je ve 40% výřezu. Hledáme tedy body o pár řádků výš než
u nohou z důvodu lepší detekce. Ve výřezech rukou hledáme body o něco níž a to
v 66%. Ruce mají nejdelší vzdálenost od těla kolem pasu, proto hledáme v tomto
prostoru. Výstupem hledání nejsvětlejších bodů budou čtyři různé vektory bodů.
6.2.5 Optický tok
Předtím, než aplikujeme optický tok, je celý obraz převeden do šedotónového, viz
obr. 6.2. Optický tok zaznamenává každou změnu v obraze za časový úsek 𝑑𝑡. Všechny
body v obraze jsou charakterizovány dvojrozměrným vektorem rychlosti, který ur-
čuje směr a velikost rychlosti pohybu v určité oblasti obrazu. Optický tok se po-
užívá právě v dynamickém obraze, který lze popsat jako jasovou funkci polohy a
času 𝑓(𝑥, 𝑦, 𝑡), která vyjadřuje hodnotu jasu v oblasti se souřadnicemi 𝑥, 𝑦 a čase
𝑡. Chceme-li najít polohu určitého bodu na předcházejícím snímku, předpokládáme,
že jeho jasová hodnota bude konstantní.
Obr. 6.16: Optický tok vypočítaný ze dvou snímků. (a) Předchozí snímek. (b) Ak-
tuální snímek. (c) Optický tok.
Pro výpočet složek vektoru optického toku platí vztah
𝑓𝑥𝑑𝑥+ 𝑓𝑦𝑑𝑦 + 𝑓𝑡𝑑𝑡 = 0⇒ 𝑓𝑥𝑑𝑥
𝑑𝑡
+ 𝑓𝑦
𝑑𝑦
𝑑𝑡
+ 𝑓𝑡 = 0. (6.2)
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Výpočtem určíme rychlost 𝑟 = (𝑑𝑥/𝑑𝑡, 𝑑𝑦/𝑑𝑡)𝑇 . Kombinací čtyř základních typů
pohybu lze rozeznat všechny změny v dynamických obrazech. [8]
Základní druhy pohybu v dynamickém obraze:
a) Translace ve stejnoměrné vzdálenosti od pozorovatele.
b) Translace do hloubky.
c) Rotace kolem osy pohledu.
d) Rotace kolmá na osu pohledu.
Obr. 6.17: Základní druhy pohybu v dynamickém obraze.
Získané vektory bodů, kde máme uloženy nejsvětlejší body z oblasti každého vý-
řezu, předáme do vstupního vektoru optického toku. Optický tok si načte předchozí
a aktuální šedotónový obraz a vstupní vektory bodů pro které je potřeba vypočítat
optický tok. Na výstupu metody dostaneme výstupní vektor bodů obsahující no-
vou vypočítanou pozici vstupních bodů v aktuálním obraze. Optický tok využívá
různých metod výpočtu. V naší aplikaci je využita metoda Lucase a Kanadeho,
kteří používají víceměřítkový přístup, kde jsou vstupní data (obraz) reprezentována
pomocí množiny obrazů uspořádaných podle velikosti do pyramidy. Díky tomu je
možné docílit postupného zjemňování výsledku. Metoda předpokládá, že velké po-
suny v originálním vstupním obraze lze mnohem lépe zachytit ve zmenšeném obraze
na vrcholku pyramidy. Jde tedy o postupné zpřesňování počátečního odhadu během
průchodu „shora-dolů“ nižšími úrovněmi pyramidy. [21]
V naší aplikaci jsme použili čtyři úrovně pyramidy. Velikost vyhledávajícího okna
každé úrovně pyramidy je různé pro každou část těla. U nohou je vyhledávající okno
velké 19×19, hlava má okno velké 15×15 a okna ve výřezech rukou 13×13. Přesnější
výsledky dosahuje lichý počet souřadnic vyhledávajícího okna. Výsledkem optického
toku je tedy vektor bodů každé části detekovaného těla, který se aktualizuje každým
novým snímkem.
6.2.6 Vykreslení částí těla pomocí bodů
Každý nalezený bod a následně vypočítaný pomocí optického toku, zobrazíme v pů-
vodním barevném snímku. Tím docílíme toho, že se bude bod souběžně pohybovat
s danou částí těla. Pokud tedy osoba vstoupí do pozorované scény, detekujeme ji a
následně zobrazíme bod na určité části těla, který se bude pohybovat spolu s ní.
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Tato aplikace detekuje první postavu, která se objeví na scéně a po celou dobu
detekuje její části těla (konkrétně hlavu, ruce a nohy) dokud osoba ze scény neodejde.
Osoba musí být nejlépe ve vertikální poloze a mírném pohybu. Na obr. 6.18 je možno
vidět výsledný detektor v praxi.
Obr. 6.18: Detekce částí lidského těla v obraze.
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7 ZÁVĚR
Cílem této práce bylo nastudovat a vyzkoušet různé algoritmy pro detekci lidské
postavy v obraze. Navazující částí bylo vytvořit aplikaci, která dokáže přibližně
detekovat polohu jednotlivých částí lidského těla v oblasti detekované postavy.
Nejprve byla v první a druhé kapitole teoreticky objasněna problematika po-
čítačového vidění, se kterou bylo potřeba se seznámit. Jednalo se o obraz a jeho
zpracování, kam patří snímání a digitalizace, předzpracování a segmentace obrazu.
Důležité byly také teoretické poznatky o detekci hran a gradientu, šumu v obraze
nebo metod pro modelování pozadí. Některé úpravy obrazu z této části byly následně
použity pro naši aplikaci.
Ve třetí kapitole byly podrobněji popsány metody pro detekci lidské postavy
v obraze. Jednalo se o metody Histogram of Oriented Gradients (HOG) a Haar
Cascade Classifier (HCC). Metody HOG a HCC byly vyzkoušeny pomocí knihovny
OpenCV, ve které jsou tyto metody již implementovány. Metoda HOG byla pou-
žita na sadě celkem 721 obrázků složená z pozitivních a negativních vzorků. Celková
úspěšnost metody se základním nastavením parametrů se rovnala 77%. Naopak me-
toda HCC byla vyzkoušena na videu o rozměrech 360× 288. Vybrány byly detekce
celé postavy, horní a dolní části těla. Při detekci celé postavy vykazovala metoda
lepších výsledků než u jejich částí. Ovšem po upravení základních parametrů, vy-
tvoření variabilnějšího trénovacího modelu, nebo použití paralelně více klasifikátorů
s různě nastavenými koeficienty, by se daly metody zpřesnit.
V poslední kapitole byla popsána realizace detekce částí lidského těla pomocí
vlastní aplikace. Aplikace byla vytvořena pomocí programovacího jazyka C++, po-
užitím vývojového prostředí Eclipse a v operačním systému Linux. Detekce byla
zaměřena na hledání pozice hlavy, pravé a levé ruky a na obě nohy. Nejprve bylo
potřeba načíst požadované video a rozdělit ho na snímky. Po odstranění pozadí byla
nalezena největší kontura a vyříznuta do obdélníkového výřezu. Pro přesnější na-
lezení částí těla bylo nutno tuto konturu rozdělit ještě na několik dalších menších
výřezů. Po úpravě obrazu do světlejší podoby, se v daných výřezech postupně našli
nejsvětlejší body a ty se použili pro výpočet optického toku. Ve finální fázi byly
body vykresleny do původního obrazu a souběžně se pohybovaly s danou částí těla.
Pokud se zaměříme na přesnost naší aplikace, tak se zdá být vcelku spolehlivá,
ale vyskytují se zde i menší nepřesnosti. Musíme ovšem vzít v potaz, že se nejednalo
o celou postavu, ale pouze o její části, které jsou mnohem menší a proto i horší na
detekci. Dalším faktorem, který ovlivňuje přesnost je chování postavy, která je dete-
kována. Pokud postava provede rychlý pohyb, nebo vstoupí do oblasti s podobnou
jasovou složkou, změní se podstatně kontrast a tvar okolí sledovaného bodu optic-
kým tokem a dojde ke ztrátě časové spojitosti mezi snímky. Musíme také zdůraznit,
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že algoritmus je možné použít v reálném čase, což kompenzuje lehčí nepřesnosti. Jak
je známo, vývoj jde stále kupředu, tak není vyloučeno, že by se tento detektor nedal
zpřesnit.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AVI Audio Video Interleave
C/C++ programovací jazyk
CMYK barevný model – Cyan, Magenta, Yellow, Key
HCC Haar Cascade Classifier – Haarův kaskádový klasifikátor
HOG Histogram of Oriented Gradients – Histogram orientovaných gradientů
HSB barevný model – Hue, Saturation, Brightness
IDE Integrated Development Environment
JAVA programovací jazyk
LAB barevný model – L (světlost), A,B (barevné osy)
OpenCV Open Source Computer Vision
PHP Hypertext Preprocessor – skriptovací programovací jazyk
RGB barevný model – Red, Green, Blue
SVM Support Vector Machine
YCrCb barevný model – jas (Y), chrominanční složky (red, blue)
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A PŘÍLOHA
Obsah CD
• bakalářská práce ve formátu .pdf
• zdrojové kódy aplikace
• testovací sady obrázků
• testovací video
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