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Abstract
An involution or anti-involution is a self-inverse linear mapping. In this paper we study quaternion involutions and anti-
involutions. We review formal axioms for such involutions and anti-involutions. We present two mappings, one a quaternion
involution and one an anti-involution, and a geometric interpretation of each as reflections. We present results on the composition
of these mappings and show that the quaternion conjugate may be expressed using three mutually perpendicular anti-involutions.
Finally, we show that projection of a vector or quaternion can be expressed concisely using three mutually perpendicular anti-
involutions.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Quaternion; Involution; Anti-involution
1. Introduction
Involutions are usually defined simply as self-inverse mappings. A trivial example is quaternion (or indeed
complex) conjugation, which is obviously self-inverse. In this paper we consider involutions and anti-involutions
of the quaternions. The paper begins by reviewing briefly the classical basis of quaternions, and then reviews axioms
for involutions which go beyond the simple definition of a self-inverse mapping. Section 4 then presents quaternion
involutions and anti-involutions, and Section 5 presents their geometric properties. Section 6 presents informally the
result of composing involutions and anti-involutions and Section 7 discusses the quaternion conjugate and shows
that it may be expressed using three mutually perpendicular quaternion anti-involutions (that is, the conjugate can be
expressed in terms of quaternion multiplications and additions only). Finally, Section 8 shows that the projection of a
vector or quaternion may be expressed using anti-involutions.
The motivation behind this paper is primarily in the use of quaternions as an applied geometric algebra, particularly
for handling geometrical manipulation in 3-dimensional space. Therefore we consider only the specific algebra of real
quaternions (that is, quaternions over the field of reals). It is likely that the ideas collected and presented here can be
generalized to quaternions over the field of complex numbers, an issue that we leave for a later paper.
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2. Basics of quaternions
We review here some basic ideas and present the notation used in the rest of the paper. A real quaternion may be
represented in Cartesian form as q = w+ ix+ jy+kz where i, j and k are mutually perpendicular unit vectors obeying
the multiplication rules below discovered by Hamilton in 1843 [1,2], and w, x, y, z, are real:
i2 = j2 = k2 = ijk = −1. (1)
The conjugate of a quaternion is q = w − ix − jy − kz.
The quaternion algebra H is a normed division algebra. The modulus of a quaternion is the square root of its norm,
|q| = √w2 + x2 + y2 + z2, and every non-zero quaternion has a multiplicative inverse given by its conjugate divided
by its norm: q−1 = q/|q|2 = (w− ix − jy− kz)/(w2+ x2+ y2+ z2). For a more detailed exposition of the basics of
quaternions, we refer the reader to Ward’s book [3] or to O’Meara’s more abstract treatment [4, Chapter 5, Section 57].
An alternative and much more powerful representation for a quaternion is as a combination of a scalar and a vector
part, analogous to a complex number, and this representation will be employed in the rest of the paper. In this form
q = a + µb, where µ is a unit pure quaternion (which we interpret as a 3-space vector), and a and b are real. b is the
modulus and µ is the direction in 3-space of the vector part of the quaternion. In terms of the Cartesian representation:
a = w, b =
√
x2 + y2 + z2, µ = ix + jy + kz
b
. (2)
The square of any unit vector such as µ is −1, as is easily demonstrated and was first shown by Hamilton [5, pp.
203, 209], [6]. It follows that there are an infinite number of solutions to the equation x2 = −1, as is well-known
geometrically (each root corresponds to a point on the 3-sphere). This also follows from the Brauer–Cartan–Hua
theorem [7, Ch. 6, p. 198] which states that in a division algebra D, if a polynomial f (x)with coefficients in the centre
of D (here reals) has more roots in D than its degree, then it has infinitely many roots in D. Here f (x) = x2 + 1,
where x is a real quaternion, has at least three roots (i, j and k) which is more than the degree of the polynomial (2),
so there must be an infinite number of roots.
The conjugate of a quaternion in complex form is q = a − µb. Geometrically, this is obviously a reversal of the
direction of the vector part in 3-space. The product of a quaternion with its conjugate gives the norm, or square of
the modulus. This follows directly from the fact that µ2 = −1: (a + µb)(a − µb) = a2 − µ2b2 = a2 + b2 =
w2 + x2 + y2 + z2, but it is also proved by [4, Chapter 5].
The polar form of a quaternion is analogous to the polar form of a complex number, q = a+µb = √a2 + b2 eµθ ,
where tan θ = b/a.
3. Involutions and anti-involutions
The formal definition of an involution is not easy to find but [8] gives a reasonably authoritative statement from
which we reproduce the following axioms.2 In this section we denote an arbitrary involution (or anti-involution) by
the transformation x 7→ f (x). In subsequent sections we introduce a compact notation specific to the two cases.
Axiom 1. f ( f (x)) = x . An involution is its own inverse.
Axiom 2. An involution is linear: f (x1 + x2) = f (x1)+ f (x2) and λ f (x) = f (λx), where λ is a real constant.
Axiom 3. f (x1x2) = f (x2) f (x1). The involution of a product is the product of the involutions of the product terms
taken separately, but the order must be reversed.
An anti-involution is a self-inverse transformation similar to an involution, except that it does not obey Axiom 3 as
stated. Instead, it satisfies the following3:
2 Most mathematical reference works define an involution simply as a mapping which is its own inverse, which is a much broader definition than
is used in this article. There are many trivial such mappings (e.g., x 7→ −x). A non-trivial example is the transformation x 7→ −yx y, |y| = 1 [9,
Theorem 5.1, p. 141] which is a 4-space reflection in a hyperplane. Clearly a reflection is self-inverse, but although this transformation satisfies the
first two axioms it does not satisfy Axiom 3 and is therefore not an involution according to the definition used in this paper.
3 The distinction between involutions and anti-involutions can exist only in a non-commutative algebra, of course.
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Axiom 4. f (x1x2) = f (x1) f (x2), i.e., the anti-involutions of the product terms taken separately must be in the same
order as in the anti-involution of the product.
An anti-involution as defined here is also known as an involutary automorphism.4
4. Quaternion involutions and anti-involutions
Proposition 5 (Benn and Tucker [10, Appendix A, p. 338]). The transformation q 7→ −νqν, denoted from here on by
[q]ν , where q is an arbitrary quaternion, is an involution for any unit vector ν.
Proof. Axiom 1 is easily shown to be satisfied using the generalized conjugate rule pqr = r q p [11, Section 20,
p. 238]:−ν(−νqν)ν = ννqνν = ν(−ν)q(−ν)ν, which gives q since ν2 = −1. Since the conjugate distributes over a
sum and reals commute with quaternions, Axiom 2 is easily seen to be satisfied. Axiom 3 can be shown to be satisfied
as follows:
[q1q2]ν = −νq1q2ν = −νq2q1ν
and inserting unity in the middle (in the form of −ν2):
= −νq2(−νν)q1ν = (−νq2ν)(−νq1ν) = [q2]ν [q1]ν . 
Proposition 6. The transformation q 7→ −νqν, denoted from here on by [q]ν , where q is an arbitrary quaternion, is
an anti-involution for any unit vector ν.
Proof. Axioms 1 and 2 are easily seen to be satisfied. Axiom 4 can be shown to be satisfied as follows, noting that
−ν2 = 1:
[q1q2]ν = −νq1q2ν = −νq1(−νν)q2ν = (−νq1ν)(−νq2ν) = [q1]ν[q2]ν . 
Proposition 6 is a generalization of three transformations (which were referred to as involutions, although by the
definitions in this paper they are in fact anti-involutions) given by Chernov [12]:
α(q) = −iqi = [q]i = w + ix − jy − kz
β(q) = −jqj = [q]j = w − ix + jy − kz
γ (q) = −kqk = [q]k = w − ix − jy + kz.
(3)
These transformations were used by Bu¨low [13,14], and it is from this source that we first became aware of them.
Bu¨low also showed that the quaternion conjugate can be expressed in terms of these three (anti-)involutions, and thus
in terms of multiplications and additions only, a result that we generalize in Theorem 11.
Since there are an infinite number of unit vectors, there are an infinite number of quaternion involutions (and
anti-involutions).
Note that a transformation q 7→ ν1qν2 (respectively q 7→ ν1qν2) with ν1 6= ν2 is its own inverse, but is not an
involution (anti-involution) as considered in this paper, because it does not satisfy Axiom 3 (Axiom 4).
Pure quaternions can be identified, via an isomorphism, with 3-space real vectors, i.e., ix + jy + kz 7→ [x, y, z]T.
Using a wider definition of the term involution than we use here (note our statement in the preceding paragraph), there
is also a useful isomorphism between the nine involutions:
i[ ]i, i[ ] j, i[ ]k, j[ ]i, j[ ] j, j[ ]k, k[ ]i, k[ ] j, k[ ]k
and real 3 × 3 matrices. Mackey [15] and later Fassbender et al. [16] exploit properties of these involutions in
solving the complete eigenproblem for Hamiltonian, skew-Hamiltonian matrices which are also symmetric or skew-
symmetric.
4 An automorphism f of an algebra A satisfies linearity, additivity and f (ab) = f (a) f (b),∀a, b ∈ A.
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Fig. 1. Geometry of the involution [q]ν = −νqν and anti-involution [q]ν = −νqν, where q = a + µb. The dotted line represents a plane
perpendicular to ν seen edge-on. (The scalar part of q is invariant and not represented in the figure.)
5. Geometry
We now present geometric interpretations of quaternion involution and anti-involution. We refer to a direction in
3-space as the axis of involution for reasons that will be clear from the geometry.
Theorem 7. For an arbitrary quaternion q = a+µb, the involution [q]ν given in Proposition 5 leaves the scalar part
of q (that is, a) invariant, and reflects the vector part of q (that is, µb) in the plane normal to the axis of involution ν.
Similarly, the effect of the anti-involution [q]ν given in Proposition 6 is to leave the scalar part invariant and to reflect
the vector part in the line defined by the axis of involution (equivalently to rotate the vector part by pi about the axis
of involution). [q]ν is the conjugate of [q]ν .
Proof. For the involution:
[q]ν = −ν(a + µb)ν = −ν(a − µb)ν = −νaν + νµbν = −ν2a + νµνb
and, since ν is a unit vector, ν2 = −1 and:
[q]ν = a + νµνb.
We recognise νµν to be a reflection of µ in the plane normal to ν as shown by Coxeter [9, Theorem 3.1].
In the case of the anti-involution, there is no conjugate, and it is straightforward to see that the result is the conjugate
of that given above: [q]ν = a − νµνb, with an oppositely directed vector part. 
Fig. 1 shows the geometry of the two cases in the plane common to ν and µ.
Corollary 8. [q]ν = q if ν ‖ µ, [q]ν = q if ν ⊥ µ.
Corollary 9. [q]ν = q if ν ⊥ µ, [q]ν = q if ν ‖ µ.
6. Composition
We present some results informally on the composition of involutions and anti-involutions which are quaternion
restatements of some well-known properties of rotations and reflections in 3-space. We first review some elementary
results which are needed in what follows.
The product of two unit pure quaternions, ν1 and ν2, is, in general, a full quaternion with argument θ (in polar form,
see Section 2) equal to the angle between the two unit pure quaternions. This is a special case of the full quaternion
product and the result is clear if expressed in terms of the scalar (dot) and vector (cross) products of vector analysis:
ν1ν2 = −ν1 · ν2+ ν1× ν2 [3, Section 2.2, p. 65]. Since these products are given for unit vectors by cos θ and µ sin θ ,
where µ is perpendicular to the plane containing the two vectors ν1 and ν2, we may write the product of two unit
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vectors as − cos θ + µ sin θ = − exp(−µθ). If the two vectors are perpendicular, the scalar product is zero, and the
cross product is perpendicular to both of the unit vectors and has unit modulus. In this case, changing the order of
the two unit vectors reverses (negates) the cross product. Given a system of three mutually perpendicular unit vectors
ν1, ν2 and ν3, the product of any two gives the third (possibly negated, depending on the ordering of the product).
The composition of two involutions [q]ν1 and [q]ν2 is, in general, a rotation of the vector part of q through twice the
angle between the two involution axes (the scalar part remains invariant since neither of the two involutions modifies
it). In the special case where ν2 ⊥ ν1 the composition is an anti-involution [q]ν3 where ν3 = ν2ν1. These results can
be seen as follows:[
[q]ν1
]
ν2
= −ν2(−ν1qν1)ν2 = ν2ν1qν1ν2 = pq p
where p = ν2ν1 = eµθ . The transformation q 7→ pq p is a rotation of the vector part of q about the axis µ through an
angle 2θ as shown by Coxeter [9, Theorem 3.2]. This reduces to the anti-involution stated in the special case where
ν2 ⊥ ν1.
The composition of two anti-involutions [q]ν1 and [q]ν2 gives the same results.
The composition of an involution and an anti-involution, in general, results in a rotation as above and a conjugation,
but in the special case where the two axes are perpendicular, the result is an involution [q]ν3 about an axis ν3
perpendicular to the axes of the involution and anti-involution.
The composition of three mutually perpendicular involutions, [q]νi , i ∈ 1, 2, 3; ν1 ⊥ ν2 ⊥ ν3 conjugates q,
and the composition of three mutually perpendicular anti-involutions, [q]νi , is an identity. Both results are easily
demonstrated.
7. The quaternion conjugate
The quaternion conjugate may be seen as a special case of the involution [q]ν in which the involution axis ν and
the vector part of q are parallel (Corollary 8), or as a special case of the anti-involution [q]ν in which the axis ν and
the vector part of q are perpendicular (Corollary 9).
A much more general formulation is possible, however: The conjugate can be expressed in terms of multiplications
and additions alone, using three arbitrary but mutually perpendicular anti-involutions, a result that we now prove.
Lemma 10. The sum of three mutually perpendicular anti-involutions [q]νi , i ∈ 1, 2, 3 applied to a vector negates
the vector (reverses its direction). That is, given a set of three mutually perpendicular unit vectors ν1, ν2, ν3 and an
arbitrary vector µ:
[µ]ν1 + [µ]ν2 + [µ]ν3 = −µ. (4)
Proof. Let µ = η1 + η2 + η3 where ηi ‖ νi , i ∈ {1, 2, 3}. In other words, resolve µ into three vectors5 parallel to the
three mutually perpendicular unit vectors ν1, ν2 and ν3. Substitute this representation of µ into the left-hand side of
Eq. (4):
[η1 + η2 + η3]ν1 + [η1 + η2 + η3]ν2 + [η1 + η2 + η3]ν3 = −µ.
Axiom 2 allows us to apply the anti-involutions separately to the three components:
[η1]ν1 + [η2]ν1 + [η3]ν1 + [η1]ν2 + [η2]ν2 + [η3]ν2 + [η1]ν3 + [η2]ν3 + [η3]ν3 = −µ.
We now make use of Corollary 9. In this case we are applying the anti-involutions to a vector, so the corollary states
that an anti-involution with axis parallel to a vector is an identity, and an anti-involution with axis perpendicular to the
vector reverses, or negates, the vector:
η1 − η2 − η3 − η1 + η2 − η3 − η1 − η2 + η3 = −µ
and cancelling out, we obtain: −η1 − η2 − η3 = −µ, which is the assumption we made at the start of the proof. 
5 The three vectors ηi are not, in general, of unit modulus.
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The following theorem is a generalization of a similar result given in [13, Definition 2.2, p. 12] in which the three
specific anti-involutions of Eq. (3) were used.
Theorem 11. Given a set of three mutually perpendicular unit vectors ν1, ν2, ν3, the conjugate of q may be expressed
as:
q = 1
2
([q]ν1 + [q]ν2 + [q]ν3 − q) . (5)
Proof. Replace q in the right-hand side of Eq. (5) by its ‘complex’ form a + µb:
q = 1
2
([a + µb]ν1 + [a + µb]ν2 + [a + µb]ν3 − (a + µb)) .
We now apply the three anti-involutions separately to the components of q using Axiom 2, and noting from Theorem 7
that the scalar part a is invariant under the anti-involutions:
q = 1
2
(
a + [µ]ν1b + a + [µ]ν2b + a + [µ]ν3b − a − µb
)
.
Gathering terms together and factoring out b, we have:
q = a + 1
2
([µ]ν1 + [µ]ν2 + [µ]ν3 − µ) b
and the right-hand side is equal to q = a − µb by Lemma 10. 
8. Projection using involutions
Finally, we now demonstrate the utility of quaternion involutions by presenting formulae for projection of a vector
into or perpendicular to a given direction.
Theorem 12. An arbitrary vector µ may be resolved into two components parallel to, and perpendicular to, a
direction in 3-space defined by a unit vector ν:
µ‖ν = 12
(
µ− [µ]ν
) = 1
2
(µ+ [µ]ν) µ⊥ν = 12
(
µ+ [µ]ν
) = 1
2
(µ− [µ]ν)
where µ‖ν is parallel to ν and µ⊥ν is perpendicular to ν, and µ = µ‖ν + µ⊥ν .
Proof. From Theorem 7, [µ]ν is the reflection of µ in the plane normal to ν and [µ]ν is the reflection of µ in the line
defined by ν as shown in Fig. 1. Taking the sum or difference of the original and reflected vectors cancels or sums the
vector in the directions parallel and perpendicular to ν or vice versa. The factor of 12 divides the summed components
to give the original vector resolved in the summed direction. 
Two of the four results in Theorem 12 (those using anti-involutions) were published in [17], but without explicit use
of anti-involutions. The theorem may be generalised to quaternions as well as vectors, but since the scalar part of a
quaternion is invariant under an involution or anti-involution, the result includes or excludes the scalar part according
as to whether the result of the involution or anti-involution is added to or subtracted from the original quaternion. Thus
it is possible to ‘resolve’ a quaternion into a direction parallel or perpendicular to a unit vector, and to choose whether
the scalar part is included in the parallel or perpendicular component.
The representation a+µb is independent of the coordinate system in that it expresses the quaternion in terms of the
direction in 3-space of the vector part. However, the quaternion can be rewritten in terms of a set of orthogonal basis
vectors, ν1, ν2, and ν3, without recourse to a numerical representation. The three projections based on involutions and
the conjugate provide the mechanism. That is, we may write a quaternion q = a + µb = a + b as
q = a + ν1α + ν2β + ν3γ = a + b1 + b2 + b3
where bi ‖ νi and α, β and γ are real:
a = 1
2
(q + q); bi = 12
(
q − [q]νi
)
, i ∈ {1, 2, 3}.
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In resolving the vector part into the three components bi , we have exploited the fact that the scalar part of q is invariant
under the involution, and is therefore cancelled out.
Finally, we note that this same idea allows us to extract all four components of a quaternion q = w+ ix + jy + kz
as follows:
w = 1
2
(q + q), x = 1
2i
(q − [q]i ), y =
1
2j
(q − [q] j ), z =
1
2k
(q − [q]k),
where, in the case of the x, y and z components, the difference between q and the result of the involution is 2x i, 2yj
or 2zk, and dividing by 2i, 2j or 2k respectively gives the result shown.
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