Abstract. Object detection and recognition algorithms using deep convolutional neural networks (CNNs) tend to be computationally intensive to implement. This presents a particular challenge for embedded systems, such as mobile robots, where the computational resources tend to be far less than for workstations. As an alternative to standard, uniformly sampled images, we propose the use of foveated image sampling here to reduce the size of images, which are faster to process in a CNN due to the reduced number of convolution operations. We evaluate object detection and recognition on the Microsoft COCO database, using foveated image sampling at different image sizes, ranging from 416 × 416 to 96 × 96 pixels, on an embedded GPU -an NVIDIA Jetson TX2 with 256 CUDA cores. The results show that it is possible to achieve a 4× speed-up in frame rates, from 3.59 FPS to 15.24 FPS, using 416 × 416 and 128 × 128 pixel images respectively. For foveated sampling, this image size reduction led to just a small decrease in recall performance in the foveal region, to 92.0% of the baseline performance with full-sized images, compared to a significant decrease to 50.1% of baseline recall performance in uniformly sampled images, demonstrating the advantage of foveated sampling.
Introduction
Object detection and recognition using deep convolutional neural networks (CNNs) [10] [12] , has the potential to realise a step change in machine vision for embedded systems, such as in robotics, driverless cars, assistive devices and remote sensors. However, a constant driver for embedded systems is to minimise computational workload to speed up processing and reduce power consumption, noting that the processing resources for an embedded system tend to be much less than for a workstation. To this end, there has recently been a trend towards developing more compact CNNs for object detection and recognition in embedded systems, which tend to significantly improve the frame rates [13] [15] [20] .
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Computational load in CNN detection-recognition systems can also be reduced by making the size of the input image itself smaller. The reduction in image size naturally leads to an increase in computational efficiency due to the reduced number of convolution operations in the CNN, but also tends to trade-off against a decrease in detection and recognition performance. Hence, the challenge is to retain detection and recognition performance whilst using small images. The solution that we investigate here is based on foveated image transformation, inspired by photoreceptor density in the human eye.
Human visual perception is dominated by the fovea, a small region of densely clustered photoreceptors in the retina, which accounts for just ∼2% of the visual field [?] , but as much as ∼50% of the input to neurons in primary visual cortex [18] . This amplification of the visual field in neural processing is known as cortical magnification factor. In order to see with high acuity, humans actively redirect their fovea towards an object based on saliency (the perceived importance of an object). This active vision system is highly efficient compared to e.g. a passive system with photoreceptors densely distributed throughout the retina, as has been noted elsewhere:
"If the entire 160x175
• subtended by each retina were populated by photoreceptors at foveal density, the optic nerve would comprise on the order of one billion nerve fibers, compared to about one million fibers in humans." [4] The foveated image processing system in human vision contrasts strongly to how digital images are usually processed in computer vision, where large numbers of pixels are typically used to represent the entire field of view in dense, uniform sampling. Foveated transformation for digital image processing preserves high resolution in the foveal region, centred on an object of interest, whilst compressing the periphery, resulting in reduced image size but no reduction in the field of view.
There are a number of computational models in use in computer vision to obtain the foveated image, such as the log-polar transform [17] , the reciprocal wedge-transform [16] , and Cartesian foveated geometry [6] . The work in [1] has demonstrated the advantages of foveated image processing with regard to improvements in computational efficiency (but did not address CNNs). In recent models of visual saliency using CNNs, images have been applied to networks using a foveal transform [2] [8] . However, those works did not investigate image size reduction and frame-rate speed-up, which is of critical importance for embedded systems. There is a current gap, therefore, in studying the speed-up effect of foveated transforms on CNNs used for detection and recognition.
The aim of this paper is to investigate quantitatively how detection, recognition and processing speed in a CNN are affected by reducing image size using a foveated transformation. The intention is to demonstrate that foveated image processing coupled with image size reduction enables a speed-up in processing, whilst retaining high performance in detection and recognition in the foveal region, and reasonable performance in detection and recognition in the periphery. This would provide the foundation for a faster, more computationally efficient object detection and recognition scheme for embedded systems.
Methods
This section presents the key methods used in this paper. In brief, images from the Microsoft COCO database [5] , were resampled at inreasingly smaller sizes using a foveated transform (Fig. 1) , and used to retrain the You Only Look Once version 3 (YOLOv3) CNN for object detection and recognition [11] . This foveated approach was compared to linearly downsampled images to analyse the benefit of the foveated transform. To evaluate processing speed, YOLOv3 was implemented on an NVIDIA Jetson TX2 GPU for embedded systems (Fig. 1) . In addition, as a comparison against a different type of object detection and recognition system, Faster R-CNN [12] , was used with the foveated images to analyse performance (without any retraining) and also compared to YOLOv3 un-retrained. The other advantage of comparing against un-retrained CNNs was that it tests for over-specialisation to the foveated transform in object detection. 
Image Database: Microsoft COCO
The Microsoft COCO dataset [5] was used here for training and evaluating the CNNs because it has become a standard benchmark for testing algorithms aimed at scene understanding and pixel-wise segmentation, and it also provides a rich array of relatively context-free images. Note that the COCO database is more challenging than some other standard image databases because the images tend to contain multiple objects as opposed to single objects.
To make the retraining of the CNNs more manageable, a subset of the COCO dataset was taken, considering the first 20 listed objects 1 . This dataset was chosen due to the aim of testing the hypothesis in cluttered scenarios in which the ground truth objects are not necessarily centered, having around 3.5 categories and 7.7 instances per image [5] .
The foveated transform (see next section) was applied separately to every object contained in an image in the COCO database. Therefore, a single original image from the COCO database spawned multiple foveated versions of the image, each with the fovea centred on a different object. This increased the number of training images from around 82,000 to 306,000. For retraining the CNNs with uniformly sampled images the number of images was matched to 306,000 by copying each image by the number of objects contained in the image -i.e. to balance the number of uniformly sampled images against the foveated images.
To test and compare performance of uniform image sampling versus foveated image sampling, at different image sizes, the image sizes were varied from 416x416 to 96x96, at intervals of 32 pixels 2 . Note that the upper limit of the image size, 416x416, corresponds to a typical size for running an object detection and recognition algorithm such as YOLO.
Foveal-peripheral image resampling
A number of different methods have been developed to transform a standard digital image, with uniform sampling, into a foveated image. These include the logpolar transform [17] , the reciprocal wedge-transform [16] and Cartesian foveated geometry [6] . As there is no particular consensus on foveated image sampling, the method used here was based on the simple approach of Cartesian log-spaced sampling, which captures the key feature of densely sampling the fovea and compressing the periphery. This method was found to be effective, and because it distorts the original uniformly-sampled image less than, e.g. a log-polar transform, it gives the additional key benefit of enabling the use of transfer learning to speed-up the training of the CNNs (i.e. initialising the CNN weights using a network pre-trained on uniformly sampled images).
The basic approach we take is to resample the uniform digital image of size N x × N y pixels, to a new size of n x × n y pixels with log-spacing, so that for the upper right quadrant of the image with the fovea centred on (x 0 , y 0 ) we have sample locations,
(1)
where
To illustrate the performance of this model, a uniformly sampled image of 2080 × 2080 pixels is shown in Fig. 1(a) : if we use the eccentricity/data field values in Table 1 from [19] , we observe that the sampling model given above fits well to this data Fig. 1(b) , and produces the foveated image of 494 × 494 pixels shown in Fig. 1(c) .
To illustrate the foveal sampling algorithm an example of an image downsampled logarithmically, at different resolutions, can be found in Fig. 1(e) , where the fovea is focused in a cat in the lower half of the image. Table 1 . Relationship between the eccentricity angle in the eye and the number of data fields [19] , where they represent retinal regions over which stimulus is collected in cell sub-assemblies from thousands of input fibers and overall properties are calculated over them. Data reproduced from [19] .
Object recognition with YOLO
The foveated image processing method was tested and evaluated here using the object detection and recognition algorithm based on You Only Look Once (YOLO) [10] , specifically using the current latest version of the algorithm (YOLOv3) known as Darknet-53 [11] , as found in its original repository [9] . This algorithm was selected because it has become well established since its inception.
In brief, the YOLOv3 network is a CNN with 53 layers (hence the label Darknet-53). The network is designed with successive blocks, where each block is composed of a 1 × 1 convolutional layer, followed by a 3 × 3 convolutional layer, and a residual layer. Blocks are repeated numerous times with occasional shortcut connections, followed by average pooling then a fully connected layer with softmax output.
YOLOv3 uses dimension clusters as anchor boxes to predict the object bounding boxes along with the class label [11] . The system outputs 4 coordinates to define each bounding box: the centre coordinates of the box (x, y), the width, w, and height, h. The loss function for each of these variables is defined as the sumof-squared error. The class label prediction is done for the objects contained in each bounding box using multilabel classification, which is trained using a binary cross-entropy loss function.
Training was performed here on an NVIDIA GeForce GTX 1070 GPU (with 1,920 Pascal CUDA cores), using 306,000 images (derived from the COCO database), with a batch size of 32, and subdivision of 16. Stochastic gradient descent with momentum was used as the training algorithm, with learning rate of 0.001, momentum of 0.9 and weight decay of 0.0005. Network weights were initialised using the pre-trained network obtained from [9] . The training process was iterated for 200,000 steps (∼ 9, 500 iterations per epoch, i.e. for 20 epochs), repeating the entire process for the 11 image sizes listed in section 2.1, where each CNN was restructured to match the size of the input images. Testing was done on a reserved validation data set of 6000 images.
Frame-rate was evaluated by processing all test images and averaging the result on an NVIDIA Jetson TX2 board, with a 256-core Pascal GPU, using CUDA Toolkit 8.0 and cuDNN 5.1, with the images saved on internal memory but ignoring the time required to load or display them.
Object recognition with Faster R-CNN
Faster-RCNN is an object detection and recognition system that uses a region proposal network (RPN) to generate region proposals for object detection and recognition by a subsequent CNN [12] . Faster-RCNN is particularly efficient because the RPN shares convolutional features with the detection/recognition CNN. In this paper, Faster-RCNN is used without retraining as a comparison to YOLO for processing foveated images. The specific implementation used is the current version developed by the original authors [7] .
Analysis and Evaluation
Performance is evaluated here using the averaged precision and recall metrics [14] ,
where TP are the true positives, FP are the false positives, and FN are the false negatives. A true positive is only counted if the CNN predicts the correct class label and the object location, as measured by an Intersection over Union (IoU) value [10] , is over a threshold, set to 0.5 as in [10] [11], a ratio of the between the area of overlap and the area of union between the prediction and the groundtruth. It is important to differentiate that, while it is assumed that the fovea is centered in the object, object localization still needs to be evaluated as passing the bounding box IoU threshold.
Performance is evaluated separately in the fovea and the fovea-periphery (to explicitly quantify performance in the foveal region where detection-recognition should be accurate, and in the periphery where we expect accuracy to decrease).
Results
To recap, the aim of this paper was to analyse the object detection and recognition performance of CNNs using foveated images, with reduced image size to enable speed-up in processing. Varying image sizes were evaluated along with two CNNs: YOLOv3 and Faster-RCNN. The CNN frame rates were analysed from implementation on an NVIDIA Jetson TX2 -a GPU designed for embedded systems.
The results are analysed in this section in three parts: 1. foveal performance on retrained YOLOv3 (with 20 object classes); 2. foveal-peripheral performance on retrained YOLOv3 (with 20 object classes); 3. foveal and foveal-peripheral performance on un-retrained Faster-RCNN versus un-retrained YOLOv3 (both with 80 object classes). Comparing against un-retrained systems also tests for over-specialisation to the foveated transform itself in object detection.
Foveal analysis on YOLO with re-training
The foveal analysis performed in this section assumes that a saliency step has already been performed that crudely aligns the fovea with a point of interest. The CNN still has to detect the object precisely, in terms of the bounding box, and also recognise the object using classification.
Baseline recall performance of YOLO using foveated and uniformly sampled images at the largest image size tested, 416 × 416 pixels, was similar at 35.20% and 34.57% respectively (Fig. 2 and Table 2 ). The framerate on the Jetson TX2 at this image size was just 3.59 FPS.
The recall at size 128 × 128 using foveated images decreased only slightly to 32.38% (92.0% of the baseline result) but for uniformly sampled images decreased to 17.33% (50.1% of the baseline result) - Table 3 .2. The key additional point is that frame rate increased to 15.24 FPS at an image size of 128 × 128 -this is over a 4× speed-up.
Interestingly, the precision performance increased for the foveated images as image size reduced, but decreased for the uniformly sampled images (Fig. 2 and Table 2 ). The increase in precision performance for foveated images is likely a benefit of the fact that the object of interest takes up more of the visual scene, reducing the false positives.
Foveal-peripheral analysis on YOLO with re-training
The foveal-peripheral recall performance was similar to the foveal-only performance at the largest image size, 416 × 416 pixels, for foveated images (35.20%) and uniformly sampled images (34.57%) (Fig. 2) . As image size was reduced to 128 × 128 pixels, recall performance for both foveal and uniformly sampled images decreased significantly, to 34.3% of baseline for foveated images and 45.3% of baseline for uniform images ( Fig. 2 and Table 3 .2). The decrease in precision is less pronounced across the same range (to about ∼30% for both image types), indicating that precision is less sensitive to the reduction in image size in the periphery. The precision-recall curve for the smaller networks is shown in Fig. 4 .
Comparison between Faster R-CNN and YOLO un-retrained
To corroborate the previous observations, Faster-RCNN was also tested with the foveated images and uniformly sampled images at varying sizes. Due to the lengthy training process, retraining was avoided here for Faster-RCNN, and to provide a consistent comparison an un-retrainined version of YOLOv3 was also used in this section. Both networks were used with all 80 object classes from their original versions. The behaviour was remarkably similar to that obtained in the previous sections, for both YOLO and Faster R-CNN. (Fig. 3) . A 4× speed-up in frame rate was still observed for YOLOv3, from 3.31 FPS to 14.63 FPS at 416 × 416 and 128 × 128 respectively (Fig. 3) . This serves as some confirmation that the approach of using foveated images with reduced size is beneficial to wider CNN designs used in object detection and recognition. These results also provide evidence that the advantages of foveation in object detection are not simply due to an effect of detecting image distortion due to the foveated transform itself. , 160x160 and 192x192) . The foveal advantage is much more evident for the smaller networks, where the speed-up is also larger. In all cases, the performance is very similar between the normal downsample and the average of all objects present in the foveated image. For the larger networks, the prospect of detecting objects in the periphery increases, which affects the precision measurements when only the foveal object is considered as a true positive.
Top-down and previous frames information
Original frame
Saliency
Foveal image CNN predictions Fig. 5 . Example of an image from the Coco dataset run through the Vocus2 bottom-up saliency algorithm [3] , then taking the most salient point as the center of the fovea. In this example the original image is 640x480 pixels, which in this case is downsampled to 160x160 pixels.
Discussion

Implication of results
The motivation for this study was to make object detection and recognition with CNNs more efficient for embedded GPU systems. The aim was to investigate quantitatively how detection, recognition and processing speed in a CNN were affected by reducing image size using a foveated transformation. The results demonstrated that images could be reduced in size from 416 × 416 to 128 × 128 pixels, with only a small decrease, 8.0%, in recall using foveated sampling. A limitation of the approach was the decrease in object detection and recognition in the periphery, which was to be expected given the downsampling of pixels.
The key benefit observed here was the processing speed-up for reduced size images, specifically a 4× speed-up with 128 × 128 pixel images. The increase in processing speed observed here is advantageous for future embedded systems: in the short term embedded systems with limited GPU processing power can more readily exploit the latest advanced algorithms, whilst in the long term as GPUs advance, less resource will be needed for object detection and recognition, maximising resources and energy efficiency.
Future work
The foveation method investigated here, in practice, would be part of a wider active vision system, incorporating saliency to re-direct the fovea to objects of interest. This is a key area to develop in future work. In order to illustrate how visual saliency and foveated object detection-recognition might function in practice, we have demonstrated the method developed here in combination with a well established bottom-up saliency algorithm [3] (Fig. 5) .
Several methods have been developed to build-in saliency into the structure of the CNN itself [21] . It may be possible, therefore, to realise improved computational efficiency if saliency and object detection-recognition layers in the CNN are shared. This would be an interesting area of future work.
