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e eld of disordered systems provides many simple models in which the competing inuences of ther-
mal and non-thermal disorder lead to new phases and non-trivial thermal behavior of order parameters. In
this paper, we add a model to the subject by considering a system where the state space consists of various
orderings of a list. As in spin glasses, the disorder of such “permutation glasses” arises from a parameter in
the Hamiltonian being drawn from a distribution of possible values, thus allowing nominally “incorrect or-
derings” to have lower energies than “correct orderings” in the space of permutations. We analyze a Gaussian,
uniform, and symmetric Bernoulli distribution of energy costs, and, by employing Jensen’s inequality, derive
a general condition requiring the permutation glass to always transition to the correctly ordered state at a
temperature lower than that of the non-disordered system, provided that this correctly ordered state is ac-
cessible. We in turn nd that in order for the correctly ordered state to be accessible, the probability that an
incorrectly-ordered component is energetically favored must be less than the inverse of the number of com-
ponents in the system. We show that all of these results are consistent with a replica symmetric ansatz of the
system and argue that there is no permutation glass phase characterized by replica symmetry breaking, but
there is glassy behavior represented by a residual entropy at zero temperature. We conclude by discussing an
apparent duality between permutation glasses and fermion gases.
I. INTRODUCTION
In statistical physics, spin glasses exist as archetypical
models of disorder due both to their solubility and to the fact
that they lend intuition to systems outside of physics which
nonetheless exhibit properties common to many spin glasses.
Soon aer the rst spin glass models were solved, physicists
sought to apply the lessons of frustration, quenched disor-
der, and multiple equilibria to biological systems like neural
networks [1, 2] and proteins [3]. But because biological sys-
tems integrate structure, function, and dynamics in ways not
mirrored by any canonical model of physics, the utility of
these spin glass models existed not in providing detailed pre-
dictions about biology but in supplying a quantitative frame-
work in which to develop new ways of understanding and
describing biological problems [4] .
In a previous work [5], we moved in the opposite direction:
Rather than using our understanding of physics to develop
new questions about biology, we used a biological question
to motivate the inquiry into a physical system. Motivated by
a computational examination of the protein design problem
[6], we considered a statistical physics model of permutations
in which the state space was isomorphic to the symmetric
group. Signicantly, the model’s motivation came, not from
a physical system, but from a Monte Carlo study of a prob-
lem of biochemistry, and to establish intuition for it we con-
sidered laice models where the energy costs were uniform
across the system. But even with this simple assumption, the
resulting permutation model had interesting thermal behav-
ior because the non-factorizable nature of the state space con-
ferred entropic disorder to a system which was nominally
non-interacting. us the system exhibited thermal transi-
tions among units which were coupled through state space
even though they were not coupled in the Hamiltonian.
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In this paper, we connect our study of the statistical
physics of the symmetric group to disordered systems by con-
sidering the properties of a system with a state space of per-
mutations and a quenched distribution of energy parameters.
Given the unique nature of the state space and the solubil-
ity of the non-disordered analog, such a permutation glass
[7] oers opportunities to explore the relationship between
equilibria and disorder in simple exactly soluble physical sys-
tems.
In Sec. II of this paper, we discuss the original permuta-
tion model, provide schematic depictions of the systems to
which it applies, and derive equations dening the thermal
equilibrium of the permutation glass. In Sec. III we con-
sider the permutation glass for various distributions of en-
ergy costs and derive transition temperatures for each case
noting their overall consistency with the general result that
kBTc ≤ λ/lnN , where λ is the mean of the energy-cost dis-
tribution and N is the number of components in the sys-
tem. at is, the transition temperature of a permutation
glass is always less than the transition temperature of the
non-disordered system with energy cost given by λ. In Sec.
IV we compare the computed transition temperatures and a
general expression for the order parameter of the permuta-
tion glass to results from simulations. In Sec. V we derive
a distribution-independent result requiring that the “com-
pletely correct” state can only be a thermodynamic equilib-
rium of the system if Pλ<0 < 1/N where Pλ<0 is the probabil-
ity that an incorrectly-ordered component is energetically fa-
vored. In Sec. VI we use our derived results to dene a glassy
regime (which although not representing a distinct phase)
cannot be found in the non-disordered system. In Sec. VII
we conclude by discussing ways to extend this simple model
of a permutation glass to more complicated models that could
exhibit replica symmetry breaking, and we present an anal-
ogy between this system and a system of fermions.
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2II. EQUILIBRIUM OF PERMUTATION GLASS
In the statistical physics of permutations presented in [5],
we considered a state space dened by a list ofN unique com-
ponents (ω1,ω2, . . . ,ωN ). Taking the states of the system to
be the various N ! orderings of the components, and den-
ing the zero-energy state as the state where the components
are in the order (ω1,ω2, . . . ,ωN ), we can postulate a simple
Hamiltonian in which there is an energy cost λk for each state
where ωk is not in the position given by its zero-energy or-
dering:
HN ({θi }) =
N∑
i=1
λi Iθi,ωi , (1)
where IA = 1 if A is true and IA = 0 otherwise, and
(θ1,θ2, . . . ,θN ) ∈ perm(ω1,ω2, . . . ,ωN ). We term the state
®θ = ®ω the “completely correct state,” and we say component
k of ®θ is “incorrectly ordered” if it is not equal to ωk . e
order parameter of our system is
∑N
i=1〈Iθi,ωi 〉, the average
number of incorrectly ordered components of ®θ . We denote
this average more succinctly as 〈j〉.
We can depict the various microstates of this system as
a permutation graph, shown in Figure 1 for the case N =
15. In each graph, whenever there is not a line connecting
a laice site k to its vertical complement, the system gains
a Boltzmann factor e−βλk . e parameter j is dened as the
number of diagonal lines, and when j = 0 we say the system
is in the completely correct state.
Beyond a straightforward permutation interpretation of
this model, there is an alternative (but formally equivalent)
system which is dened by the Hamiltonian Eq.(1). Con-
sider a collection of 2N subunits which only exist in N la-
beled pairs where each pair consists of a black subunit and
a white subunit, e.g., (B1,W1), (B2,W2), . . . (B2N ,W2N ). e
various microstates of the system (an example of which is
shown in Figure 2) are dened as the various ways the pair-
FIG. 1: e permutation graph depiction of four microstates
in a permutation system with N = 15. In each graph, j is
equivalent to the number of diagonal lines in the
permutation graph. e number of “correct” connections are
shown as vertical lines. If we associate a Boltzmann factor
e−βλk with each boom slot k which is not connected to its
corresponding top slot, multiply all Boltzmann factors for a
graph, and then sum over all possible permutation graphs
weighted by their net Boltzmann factor, we obtain Eq.(3).
FIG. 2: “Matching problem” depiction of a j = 10 microstate
for a 2N = 30 permutation system. e spatial location of
each pair is not important in determining the energy of the
state. For this state, the matching pairs are 3, 6, 11, 14, and
15. If we associate a Boltzmann factor e−βλk with each
shaded circle k which is not paired with the corresponding
unshaded circle k , multiply all Boltzmann factors for all
pairings within a state, and sum over all possible pairings
weighted by the net Boltzmann factor for each collection of
pairings, we obtain Eq.(3).
ings could be arranged while ensuring that each pair has one
black and one white subunit. If we associate an energy cost
λk with any pairing where Bk is not paired with its associ-
ated Wk , then the statistical physics of the system would be
identical to the statistical physics of the permutation model
governed by Eq.(1). is amounts to the statistical physics of
the “matching hat” problem [8].
In [5], we found that the statistical physics of such sim-
ple systems was quite interesting because even though their
properties were governed by the Hamiltonian Eq.(1) in which
distinct laice sites did not interact, we could still have qual-
itative thermodynamically-driven changes in the properties
of our system due to the nature of the state space. More
quantitatively, for the system dened by the non-interacting
Hamiltonian Eq.(1) with the global energy cost λi = λ0 for
all i , we can show (Appendix A) that the correlation between
the incorrectness of two sites i and k (with i , k) is
σ 2ik '
1
N − 1
(
eβλ0
N
)2
, (2)
for βλ0 < lnN . us, as the temperature of our system
decreases, the likelihood that component i is incorrectly or-
dered given thatk is incorrectly ordered increases. erefore,
the sites are correlated in spite of the non-interacting Hamil-
tonian. For systems with correlated degrees of freedom, in-
troducing disorder results in qualitative changes in the sys-
tem’s thermal properties. So we can naturally wonder how
disorder would aect a model in which the correlation arises
at the level of the state space rather than the Hamiltonian.
We explore these ideas in a simple model of a permutation
glass. We dene a permutation glass as a statistical physics
system with a state space consisting of various permutations
of a list and with a Hamiltonian dened by a quenched dis-
tribution of parameter values. In a previous model, we set
λi = λ0 for analytic simplicity, but now we will maintain our
distribution of λi values.
3By [5], the partition function for the system with Hamil-
tonian Eq.(1) is
ZN ({βλi }) =
∫ ∞
0
ds e−s
N∏`
=1
[
1 + (s − 1)e−βλ`
]
. (3)
Applying Laplace’s method to Eq.(3), we can dene the ap-
proximate free energy F (s0) (modulo a thermodynamically
irrelevant factor) according to
ZN ({βλi }) ' exp [−βF (s0)] (4)
where
βF (s0) = s0 −
N∑`
=1
ln
(
1 + (s0 − 1)e−βλ`
)
, (5)
and where s0 = s0(βλ1, · · · , βλN ) is dened by the critical
point condition
N∑`
=1
1
eβλ` + s0 − 1
= 1. (6)
We note that the second derivative of the argument of Eq.(5)
yields
βF ′′(s0) =
N∑`
=1
e−2βλ`
(1 + (s0 − 1)e−βλ` )2
, (7)
which is always greater than zero. us any critical point
solution of Eq.(6) is also a stable thermal equilibrium.
Also, although Eq.(5) is in fact an approximation of the true
free energy βF = − lnZN ({βλi }), henceforth, we will work
within our approximation and take Eq.(5) to be the free en-
ergy from which all thermodynamic quantities are computed.
e validity of this approximation is coarsely constrained by
parameter regimes over which s0 yields a stable equilibrium
for F , and, by Eq.(7), this stability is itself only constrained
by the physical relevance of the solutions to Eq.(6).
We can write Eq.(6) in a more physically transparent form.
Noting that the average number of incorrect components 〈j〉
is the sum of 〈Iθi,ωi 〉 over all components, we have
〈j〉 =
N∑
k=1
〈
∂(βF )
∂(βλk )
〉
=
N∑
k=1
(s0 − 1)e−βλk
1 + (s0 − 1)e−βλk
. (8)
us, we nd
〈j〉 = s0 − 1, and so Eq.(6) becomes
N∑`
=1
1
eβλ` + 〈j〉 = 1, (9)
where 〈j〉 is the order parameter of our permutation system.
erefore, Eq.(9) denes the equilibrium of our system given
the set of energy costs {λk }.
III. TRANSITION TO THE CORRECT MACROSTATE
In order to nd the equilibrium behavior governed by
Eq.(9), it is useful to introduce a specic distribution of λ`
values and convert Eq.(9) into an integral. For a sum over a
general function f (λ`), where the λ` are drawn from a nor-
malized distribution ρ0(λ), we can write
1
N
N∑`
=1
f (λ`) =
∫ ∞
−∞
dλ f (λ)
[
1
N
N∑`
=1
δ (λ − λ`)
]
≡
∫ ∞
−∞
dλ f (λ)ρ0(λ). (10)
us, with each λj being drawn from the distribution ρ0(λ),
Eq.(9) can be wrien as∫ ∞
−∞
dλ
ρ0(λ)
eβλ + 〈j〉 =
1
N
. (11)
is is not the typical way we start an analysis of glassy
systems. Motivated by [9], the typical approach is to use
the replica formalism to simplify the partition function and
then use a stability analysis to check the validity of the sim-
plication. Fortunately, as shown in Appendix B, the re-
sult Eq.(11) is consistent with the condition for the exis-
tence of the replica symmetric ansatz of the quenched free
energy. More encouragingly, as our distribution ρ0(λ) be-
comes more centered around a single value λ = λ1, we have
ρ0(λ) → δ (λ − λ1), which leads to Eq.(11) reproducing the
non-disordered behavior 〈j〉 ' N − eβλ1 found in [5].
Eq.(11) does not appear any more soluble than Eq.(9), but
we can use it to derive a general result characterizing one
type of temperature-dependent behavior in this system: the
thermal transition from 〈j〉 , 0 to 〈j〉 = 0. Seing 〈j〉 = 0 in
Eq.(11) for some βc , we have∫ ∞
−∞
dλ ρ0(λ)e−βcλ = 1
N
. (12)
For a given distribution ρ0(λ), Eq.(12) can be computed and
then inverted to nd the temperature kBTc = 1/βc at which
the permutation glass achieves the 〈j〉 = 0 state. But even
without detailed knowledge of the distribution, we can use
Jensen’s inequality [10] to nd an upper limit on this tem-
perature. Given that ex is convex, and dening f (λ) ≡∫
dλρ0(λ)f (λ) we have e−βcλ ≥ e−βcλ , and thus by Eq.(12)
we nd
kBTc ≤ λlnN . (13)
Eq.(13) states that the temperature at which the permutation
glass achieves the completely correct 〈j〉 = 0 state is always
less than the corresponding temperature predicted from the
permutation system in which all interaction terms have the
value λi = λ. In essence, incorporating disorder into the in-
teraction terms leads to a reduced tolerance for thermal disor-
4der in achieving the 〈j〉 = 0 state. Moreover, Eq.(13) indicates
that the 〈j〉 = 0 state is achievable only if the mean of the λ
distribution is positive.
We can derive an approximate expression for this transi-
tion temperature in the limit of small disorder. By the fact
that the Fourier transform of ρ0(λ) is the exponential of the
cumulant generating function [11], we nd that Eq.(12) im-
plies
∞∑
n=1
(−βc )n
n! λ
nc + lnN = 0 (14)
where λnc is the nth cumulant of the distribution ρ0(λ).
Eq.(14) does not allow us to exactly solve for βc in terms of
the cumulants, but it does allow us to solve for βc pertur-
batively assuming the series is dominated by the rst and
second cumulant. Noting the rst cumulant is the mean
λ, the second cumulant is the variance σ 2λ , and assuming
(βcσλ)2  βkc 〈λk 〉c for k > 2, we can approximately solve
Eq.(14) to obtain
βc =
λ
σ 2λ
©­«1 −
√
1 − 2σ
2
λ
λ
2 lnN
ª®¬ + · · · , (15)
where we dropped the extraneous solution which yields
βc → ∞ as σλ → 0. Eq.(15) is a general result giving the
temperature at which 〈j〉 = 0 transitions to 〈j〉 , 0 (or vice-
versa) for any distribution ρ0(λ), contingent on the assump-
tion that the cumulants of order higher order than 2 are sub-
dominant. In spite of its limited validity, this result aords us
some intuition into how small amounts of disorder aect the
transition temperature of our system. If we take our distri-
bution of energy costs to be highly peaked at λ with a small
width σλ
√
2 lnN  λ, we can expand Eq.(15) to nd
Tc (σλ)
Tc (0) = 1 −
σ 2λ
2λ
2 lnN + O
(
σ 4λ/λ
4)
, (16)
whereTc (0) ≡ Tc (σλ = 0) = λ/lnN is the transition tempera-
ture for the non-disordered system. Consistent with Eq.(13),
Eq.(16) shows that the eect of making our permutation sys-
tem slightly glassy (i.e., imbuing it with nonzero σλ ) is to
lower the temperature at which the system transitions from
〈j〉 , 0 to 〈j〉 = 0.
e qualitative explanation for this result is straightfor-
ward. Introducing disorder at the level of interactions eec-
tively increases the entropy of our system, and the system
then compensates for this additional entropy by making the
thermal disorder limit for achieving the 〈j〉 = 0 state more
stringent. In a sense, because of the interaction disorder, the
free energy equilibrium of the system becomes less tolerant
of thermal disorder. us, the transition temperature, a proxy
for limiting thermal disorder, is reduced. A heuristic deriva-
tion employing this intuition and reproducing an order of
magnitude estimate of Eq.(16) is provided in Appendix C.
To generalize this result, we cannot make direct use of
the expansion Eq.(14): Since Eq.(15) and Eq.(16) do not apply
when higher-order cumulants cannot be neglected, a pertur-
bative analysis is not generally useful. erefore when higher
order cumulants are relevant, we have to calculate Eq.(11) an-
alytically or numerically and then determine how the value
and existence of βc depend on the properties of the chosen
ρ0(λ). In the next section, we discuss how such properties af-
fect βc by calculating the transition temperature for dierent
energy-cost distributions.
A. Example distributions
e result Eq.(16) predicts the value of the transition tem-
perature presuming the width of the energy-cost distribution
is small. To nd the transition temperature more generally
we would need to evaluate Eq.(12) exactly. We perform this
calculation by considering example distributions of ρ0(λ): a
Gaussian distribution, a uniform distribution, and a symmet-
ric Bernoulli distribution.
In analogy to Eq.(15), we compute the transition temper-
ature, and, additionally, the conditions for the existence of
the transition temperature for each of these distributions. In
a later section, we will show that in spite of the diversity of
these conditions, they can all be subsumed into a single in-
equality which places an upper limit on the probability that
our energy cost for an incorrect component is less than zero
(i.e., the probability that the energy cost is actually an energy
benet).
1. Gaussian distribution
We consider a Gaussian distribution. Given mean λ0 and
variance σ 20 , we have the energy-costs density
ρ0(λ) = 1√
2piσ 20
e−(λ−λ0)
2/2σ 20 . (17)
With this distribution, we would like to use Eq.(11) to nd a
closed-form analytic expression for 〈j〉, but, due to the insol-
ubility of the resulting integral, we will instead use Eq.(14)
to nd a value for βc . Because Eq.(17) is Gaussian, the cu-
mulants of order higher than 2 are zero, and Eq.(14) reduces
to
− βcλ0 + 12β
2
cσ
2
λ + lnN = 0. (18)
erefore we nd our βc is exactly identical to Eq.(15) with-
out the additional higher order terms:
βc =
λ0
σ 20
©­«1 −
√
1 − 2σ
2
0
λ20
lnN ª®¬ . (19)
A corollary of Eq.(19) is that βc exists and the system is able
to achieve the 〈j〉 = 0 state only if the mean and variance of
5the Gaussian satisfy
λ0
σ0
≥
√
2 lnN . (20)
Eq.(20) indicates that as N →∞ and the number of incorrect
microstates in the system increases, the mean of the Gaussian
distribution of energy costs must increase with N–although
sub-logarithmically so–in order for the 〈j〉 = 0 state to be
achievable.
2. Uniform distribution
We consider a uniform distribution with a nite domain.
e distribution of λ values is dened as
ρ0(λ) =

1
2
√
3σ0
for λ0 − σ0
√
3 ≤ λ ≤ λ0 + σ0
√
3
0 otherwise.
(21)
Eq.(21) denes a system in which each λk in Eq.(1) has a
constant probability ∆λ/2√3σ0 to be found within an en-
ergy width ∆λ as long as this width is within the domain
[λ0 − σ0
√
3, λ0 + σ0
√
3]. e form of Eq.(21) was chosen so
that the mean is λ0 and the variance is σ 20 . For this distri-
bution, we cannot compute 〈j〉 exactly given Eq.(11), but we
can establish an implicit condition on the existence of 〈j〉 = 0.
Computing Eq.(12) given Eq.(21), and, taking the logarithm of
the result, we nd the condition
− βcλ0 + ln
[
sinh(βcσ0
√
3)
βcσ0
√
3
]
+ lnN = 0. (22)
We note that as σ0 → 0 in Eq.(22), βc → lnN /λ0, and thus
this result is consistent with the zero-disorder limit. More-
over, if we were to expand Eq.(22) in the limit βcσ0  1,
we would obtain a quadratic equation the solution of which
matches Eq.(15). Considering the large-disorder limit βcσ0 
1, we nd that Eq.(22) has the solution
βc ' 1
λ0 − σ0
√
3
W0
(
N
2σ0
√
3
(λ0 − σ0
√
3)
)
, (23)
whereW0(x) is the principal branch of the Lambert-W func-
tion [12]. Since the sign of W0 matches the sign of its argu-
ment, Eq.(23) is always positive for valid ranges of the distri-
bution parameters. us the parameters are only constrained
by the existence of a realW0, which is in turn constrained by
the condition that its argument is greater than or equal to
−e−1. We therefore nd that for Eq.(23) to exist (and hence
for the system to be able to achieve the 〈j〉 = 0 state), the
mean and variance must satisfy
λ0
σ0
≥ √3
(
1 − 2
Ne
)
. (24)
We note that Eq.(24), in contrast to Eq.(20), becomes inde-
pendent of N in the N  1 limit. Namely, as N → ∞, the
mean of the uniform distribution just needs to exceed a xed
multiple of the variance in order for the 〈j〉 = 0 state to be
achievable.
3. Symmetric Bernoulli distribution
We consider a symmetric Bernoulli distribution. e en-
ergy costs are distributed according to
ρ0(λ) = qδ (λ − λ+) + (1 − q)δ (λ + λ+), (25)
where q is a dimensionless number satisfying 0 ≤ q ≤ 1, and
we take λ+ > 0. Conceptually, Eq.(25) denes a system in
which each λk in Eq.(1) has a probability q of being λ+ and a
probability 1 − q of being −λ+. It is possible to solve Eq.(11)
for 〈j〉 given the distribution Eq.(25) (Appendix D), but here
we are more concerned with the conditions which allow for
the existence of 〈j〉 = 0.
For Eq.(25), the conditions for the existence of a βc satisfy-
ing Eq.(15) are
qe−βcλ+ + (1 − q)eβcλ+ = 1
N
. (26)
As a check, we note that taking q → 1 in Eq.(26) yields the
solution βc = lnN /λ+ as expected. Also, taking the loga-
rithm of both sides of Eq.(26) and expanding the right hand
side to second order in βc yields a quadratic equation which
reproduces Eq.(15) upon solution.
Eq.(26) can be solved exactly for βc . Doing so (and drop-
ping the solution which does not yield a nite βc in theq → 1
limit) yields
βcλ+ = ln
[
1
2N (1 − q)
(
1 −
√
1 − 4N 2q(1 − q)
)]
. (27)
It is possible to show that the argument of the logarithm in
Eq.(27) is always greater than 1 provided N > 1. us, the
only constraint on the existence of a real and positive βc is
the sign of the argument in the square root. Mandating the
argument of the square root is positive semidenite, we nd
the condition
q ≥ 12
(
1 +
√
1 − 1
N 2
)
, (28)
where we dropped the inequality which allowed for an ex-
traneous q = 0 solution. In the limit N  1, Eq.(28) tells us
that the distribution Eq.(25) only yields the completely cor-
rect 〈j〉 = 0 equilibrium if the probability of geing λ = λ+ is
very close to 1.
e minimalq predicted by Eq.(28) can be understood from
the form of Eq.(25). e two λ values permied by Eq.(25) are
symmetric about λ = 0, but because the existence of the equi-
librium 〈j〉 = 0 depends only on the existence of an energy
cost (rather than an energy benet) of deviating from the cor-
6rectly ordered microstate, only the positive λ value ensures
the possibility of the 〈j〉 = 0 equilibrium. As N increases, the
possible number of incorrectly-ordered states in the system
increases, and thus to ensure that all components are on av-
erage correctly ordered (i.e., that 〈j〉 = 0 is satised), there
needs to be a greater probability of having an energy cost
and a corresponding lower probability of having an energy
benet. us we nd q must approach 1 as N →∞.
To compare Eq.(28) with the results for our other distribu-
tions, we rewrite it in terms of the mean λ0 and variance σ 20 .
From Eq.(25), we nd
λ0 = λ+(2q − 1), σ 20 = λ2+4q(1 − q). (29)
Using Eq.(29) to translate the inequality Eq.(28) into a con-
straint on λ0 and σ0, we nd that βc in Eq.(27) only exists
if
λ0
σ0
≥
√
N 2 − 1. (30)
In other words, Eq.(30) establishes the condition the distribu-
tion Eq.(25) must satisfy in order for the system to admit a
〈j〉 = 0 equilibrium. Comparing Eq.(30), Eq.(20), and Eq.(24)
we note that Eq.(30) establishes the most stringent constraint
for the existence of this equilibrium: As N → ∞, the mean
energy costs must increase linearly with N in order for the
〈j〉 = 0 state to be achievable.
B. Comparison of transition temperatures
In Figure 3 we plot the derived transition temperatures
Eq.(19), Eq.(22), and Eq.(27) (with λ+ and q computed from
Eq.(29)) as functions of σ0/λ0. We see that the symmetric
Bernoulli distribution curve ends at σ0/λ0 ≈ 0.02 and thus
admits the smallest amount of energy-cost disorder before
the 〈j〉 = 0 state is unachievable. Conversely, the uniform
distribution ends at σ0/λ0 ≈ 0.56 and thus admits the largest
amount of energy-cost disorder.
Consistent with Eq.(13) and the intuition underlying
Eq.(16), we nd that each distribution predicts a transition
temperature satisfying
kBTc ≤ λ0lnN (31)
and thus predicts a lower transition temperature than the
corresponding non-disordered prediction. In the same way
that the transition temperature results Eq.(19), Eq.(27), and
Eq.(22) must be consistent with Eq.(31), in a future section,
we will show how each of the previous distribution-specic
constraints on λ0/σ0 can be unied into a distribution-
independent result expressed in terms of Pλ<0, the proba-
bility that an incorrectly-ordered component is energetically
favored. But rst, in the next section, we compare these an-
alytic results to results from simulations.
FIG. 3: Plots of transition temperature vs mean-normalized
standard deviation for N = 50 and λ0 = 1.0. e horizontal
axis is a proxy for disorder in the energy-cost distribution,
and the vertical axis gives the corresponding thermal
disorder the system can tolerate while still allowing 〈j〉 = 0
to be accessible. e kBTc line for no disorder is λ0/lnN .
e kBTc curves for the Gaussian, uniform, and symmetric
Bernoulli distribution are found from Eq.(19), Eq.(22), and
Eq.(27), respectively. Each curve is only ploed for the
domain of σ0/λ0 which yields real values for kBTc , and thus
the relative end points of the curves allow us to compare
which distributions are most tolerant of disorder in the
energy-cost distribution.
IV. SIMULATION COMPARISON
We seek to arm the theoretical transition temperatures
of the previous section by comparing them to simulation re-
sults. Doing so requires us to simulate how 〈j〉 varies as a
function of temperature when the {λi } are drawn from the
Gaussian, uniform, and symmetric Bernoulli distributions.
First, we derive a more general theoretical prediction to
which we will compare the simulations. For the statistical
physics of the non-disordered model where the Hamiltonian
is H = λ0 ∑i Iθi,ωi , we know the order parameter has the
simple form
〈j〉 ' N − eβλ0 (non-disordered result). (32)
We would like to nd analogous results for our permutation
glasses dened by various distributions of energy costs. is
would amount to computing Eq.(12) for a given distribution
and inverting it to nd 〈j〉 as a function of temperature and
the parameters of the distribution. is procedure can be im-
plemented exactly for the symmetric Bernoulli distribution,
but there seems to be no analytic solution for the Gaussian
or the uniform distribution. So, we will instead use a more
general expression for 〈j〉 which allows us to reduce all the
distribution-dependent order parameters to a common form.
Given the Hamiltonian Eq.(1) and that 〈j〉 is the sum of
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FIG. 4: eory and simulation comparison for N = 50. (a) Gaussian distribution. (b) Uniform distribution. (c) Symmetric
Bernoulli distribution. All distributions were dened with λ0 = 1.0. As the theoretical (i.e., non-simulated) results, in each
gure, we have dashed, doed, and solid line curves which were all computed from Eq.(34). e dashed curve corresponds to
the zero-disorder (σ0 = 0.0) solution Eq.(32). e doed curve corresponds to the high-disorder (σ0/λ0 = 1.5) solution. e
solid curve denes our intermediate-disorder (σ0 = 0.35) solution. e vertical dashed lines in (a) and (b) are the transition
temperatures computed from Eq.(19) and Eq.(23), respectively, at (λ0,σ0) = (1.0, 0.35); there is no transition temperature for
Figure 4c because σ0/λ0 = 0.35 violates Eq.(30). e points in each plot are the simulated results for the σ0 = 0.35 solution.
We note that for (a), (b), and (c), Eq.(34) matches the simulated results, and for (a) and (b), the temperatures computed from
Eq.(19) and Eq.(23) correctly match the temperature value at which the simulation transitions from 〈j〉 = 0 to 〈j〉 > 0. Code
for generating gure is linked to in Supplementary Code (Sec. VIII).
〈Iθi,ωi 〉 across all components, we have
〈j〉 = −
N∑
i=1
∂
∂(βλi ) lnZN ({βλi }). (33)
en, using Eq.(3), yields the general result
〈j〉 = N − 1
ZN ({βλi })
N∑
k=1
ZN−1({βλi }i,k ), (34)
where ZN−1({βλi }i,k ) is dened by Eq.(3) with the product
taken over the N − 1 elements of {λi } not including λk . e
utility of Eq.(34) is that it gives us the exact temperature de-
pendence of the order parameter contingent on a particular
distribution of energy costs. e caveat is that, rather than
being a function of distribution parameters like means and
variances, Eq.(34) requires us to draw the explicit set of {λi }
from the given distribution.
With Eq.(34), we have our theoretical prediction and can
now discuss the simulation. e simulation was set up as
follows: First, the vector ®ω = (1, 2, . . . ,N ) was dened to be
the completely correct permutation. is was the initial state
in the simulation. Single-step state transitions were enacted
by exchanging two randomly chosen elements of the current
vector contingent on the Metropolis acceptance criterion, i.e.,
that e−(Ef −Ei )/T < u where Ef and Ei were the nal and ini-
tial state energies, respectively,T was the temperature, andu
was a number drawn uniformly from [0, 1). e initial and -
nal state energies were computed from Eq.(1) where the {λi }
were drawn from the given distribution dened by a mean
λ0 and variance σ 20 . e simulation was run for 5 × 104 steps
of which the last 103 steps were used to dene the ensem-
ble of states. From this ensemble of states, we computed j
(the number of elements in the state which did not match the
corresponding element in ®ω) for each state and then aver-
aged this value of j across all states in the ensemble to nd
the simulation prediction of 〈j〉 at a specic temperature. We
chose 30 temperature values between 0.1 and 1.3. Finally, for
a given distribution, the drawn set of {λi }was used in Eq.(34)
to obtain the corresponding theoretical prediction.
In Figures 4a, 4b, and 4c, we show simulation results for the
parameter values (N , λ0,σ0) = (50, 1.0, 0.35); respectively,
these gures correspond to the Gaussian, uniform, and sym-
metric Bernoulli distribution of energy costs. As theory com-
parisons, for each distribution, we also ploed Eq.(34) for the
same parameter values as in the simulation. We note that in
all three cases, the theory curves well match the simulated
results. As zero-disorder and high-disorder comparisons, we
included theory curves of the order parameter for the stan-
dard deviation values σ0 = 0.0 and 1.5 with N and λ0 the
same in all cases. From the dierences in the curves among
the plots, we see that at high disorder, the temperature behav-
ior of Eq.(34) is greatly dependent on the distribution from
which the {λi } are drawn.
Finally, for Figure 4a and Figure 4b, we computed the tran-
sition temperatures obtained from Eq.(19) and Eq.(23), re-
spectively, and displayed the predictions as vertical dashed
lines. Consistent with the simulation results, these lines cor-
respond to the temperature values at which 〈j〉 transitions
from zero to non-zero values or vice versa. Moreover, we
note that, consistent with Figure 3, a disorder of σ0/λ0 = 0.35
allows the order parameter for the Gaussian and uniform dis-
tributions to reach 〈j〉 = 0 at suciently low temperatures,
8but, at this level of disorder, the order parameter for the sym-
metric Bernoulli distribution remains non-zero over its entire
temperature range because its kBTc does not exist.
e similarity between the theoretical and the simulation
results is reassuring, but what still remains is the task of
nding a unied interpretation for the constraints Eq.(20),
Eq.(24), and Eq.(30). We turn to developing such an inter-
pretation in the following section.
V. UNDERSTANDING PARAMETER CONSTRAINTS
What is strange about the parameter conditions given by
Eq.(20), Eq.(24), and Eq.(30) is their variety. Although each
represents the conditions the mean and variance of the re-
spective distribution must satisfy in order for the 〈j〉 = 0 state
to be an equilibrium, they all have quite dierent scaling be-
haviors as functions of N . Perhaps most interestingly, the
condition Eq.(24) becomes independent of N in the N  1
limit, thus suggesting that at large N the amount of inter-
action disorder a system with a uniform distribution of en-
ergy costs can tolerate is independent of the number of mi-
crostates available to it.
However, underlying this variety in parameter conditions
is a unity of the situations giving rise to them. Specically,
the conditions Eq.(20), Eq.(24), and Eq.(30) are the trans-
lations into distribution-parameter language of something
which bears a common form when wrien as a probability.
We can understand this by determining how the derived con-
ditions place upper limits on the probability of obtaining an
energy benet, i.e., of drawing λ < 0 from the distribution.
We begin with our previous constraint which must be sat-
ised in order for βc to exist:∫ ∞
−∞
dλ ρ0(λ)e−βcλ = 1
N
. (35)
Next, we dene
Pλ<0 ≡
∫ 0
−∞
dλ ρ0(λ), (36)
which represents the probability that a λk in Eq.(1) is less than
zero (i.e., yields an energy benet for an incorrectly ordered
component rather than an energy cost). With the fact that
f (x) < ex f (x) for 0 < x and from Eq.(35), we can infer that
in order for βc to exist (and, in turn, for the completely correct
equilibrium 〈j〉 = 0 to be a physical state) we must have
Pλ<0 <
1
N
. (37)
us as N → ∞, the probability of each laice site having
λ < 0 must go to zero. Physically, we can interpret this result
with the same intuition used to interpret Eq.(28). As the num-
ber of sites N in our system increases, the number of poten-
tial incorrectly ordered microstates also increases, and thus
to combat the entropic disorder from these microstates and
to ensure the existence of the 〈j〉 = 0 equilibrium, the system
must be ever more likely to have an energy cost (rather than
an energy benet) for incorrectly occupying a single site.
us as N increases, the system must become less tolerant
of λ < 0 values, and Pλ<0 goes to zero. Finally, the probabil-
ity limit Eq.(37) is consistent with temperature limit Eq.(13)
since both inequalities are derived from the same equilibrium
condition.
Eq.(37) is a general result which must be true regardless of
the distribution we choose, but what we nd is that our pre-
viously derived mean-variance conditions are simply repre-
sentations of Eq.(37) in the language of the parameters which
dene each specic distribution. To beer understand how
our mean-variance conditions Eq.(20), Eq.(24), and Eq.(30) are
related to Eq.(37), we interpret them as placing upper limits
on how much variance σ 20 the system can tolerate before the〈j〉 = 0 state is no longer an equilibrium. Given that the
〈j〉 = 0 state is only achieved through the positive λ domain
of the distribution ρ0(λ), the upper limit on σ0 must be tan-
tamount to a lower limit on
∫ ∞
0 dλ ρ0(λ), or, equivalently an
upper limit on
∫ 0
−∞ dλ ρ0(λ). Such an upper limit implies that
if too much of the distribution is contained within the nega-
tive λ domain, then the 〈j〉 = 0 state is not accessible. us
interpreting Eq.(20), Eq.(24), and Eq.(30) as upper limits on
the variances of their respective distributions, we can com-
pute corresponding upper limits on the probability of obtain-
ing a negative value of λ. For the relevant distributions we
nd (Appendix E)
Puniformλ<0 ≤
1
Ne
(38)
P
gauss
λ<0 .
1
2N
√
pi lnN
(39)
Pbernoulliλ<0 .
1
4N 2 (40)
e above expressions represent the maximum probability
of having an energy benet in the system and still being able
to achieve the 〈j〉 = 0 state at a certain temperature. All
of these results are unied by their inverse scaling with N
and, as shown in Figure 5, their consistency with the limit
established by Eq.(37).
e results Eq.(38), Eq.(39), and Eq.(40) aord us a new in-
terpretation of the results in Figure 3. We previously noted
that the uniform distribution admied the most amount of
disorder before the 〈j〉 = 0 state was inaccessible and that the
symmetric Bernoulli distribution admied the least amount
of disorder. From Figure 5 we see why: e uniform distribu-
tion allows the most amount of disorder because it admits the
largest probability of energy benets for incorrectly ordered
components. By admiing a larger probability of energeti-
cally benecial incorrect components, the distribution need
not be tightly concentrated about the mean and can therefore
have a higher standard deviation. Conversely, the symmet-
ric Bernoulli distribution allows the least amount of disorder
because it admits the smallest probability of energy benets
for incorrectly ordered components. e Gaussian distribu-
tion admits an intermediate value of disorder because its lim-
iting probability exists between the limiting probabilities of
9the two other distributions.
Arguably, this explanation simply translates the old ques-
tion into a new one: Why, conceptually, do the various dis-
tributions have the limiting probabilities shown in Figure 5?
eir relative ordering could be understood by considering
the λ < 0 tails of each distribution. In order for the 〈j〉 = 0
state to be accessible, the distribution needs to be dominated
by positive values of λ. We can roughly understand this by
noting that in the non-disordered result Eq.(32), 〈j〉 = 0 is
not accessible if λ0 < 0. For the uniform distribution Eq.(21),
it is possible to completely eliminate λ < 0 values by simply
increasing the ratio λ0/σ0 with σ0 nite; thus for the uni-
form distribution, σ0 can be nite and possibly large while
the 〈j〉 = 0 state is still accessible. However, the long tail of
the Gaussian Eq.(17) implies there will always be λ < 0 val-
ues for non-zero σ0. is is even more so for the symmetric
Bernoulli distribution Eq.(25) since its probability density is
not dened by an exponential fall o. us, in order to limit
the λ < 0 values, the Gaussian distribution needs to be less
tolerant of large spreads than the uniform distribution, and
the symmetric Bernoulli distribution must be even less toler-
ant than the Gaussian distribution. is relative tolerance of
disorder leads to the sequence shown in Figure 5.
Lastly, noting that the results Eq.(38), Eq.(39), and Eq.(40)
all scale at least as ∼ 1/N with corrections to the power of N
contingent on the distribution, we could guess there exists a
stronger limit than Eq.(37) which any distribution must sat-
isfy in order for βc to exist. Namely, in order for the 〈j〉 = 0
FIG. 5: Log-log plot of the critical probabilities Eq.(37),
Eq.(38), Eq.(39), and Eq.(40) as functions of N . e curves
give the critical probability above which the 〈j〉 = 0
equilibrium cannot be achieved for the given distribution.
e solid curve represents the upper limit on critical
probabilities established by Eq.(37). e closer the
probability curve is to this upper limit, the more disorder it
can admit before the 〈j〉 = 0 equilibrium is unachievable.
Consistent with Eq.(37), each critical probability curve
exists below this 1/N limit.
state to be achieved, we could conjecture that the probability
of obtaining an energy benet must satisfy, in the N  1
limit,
Pλ<0 .
1
N 1+α (N )
, [Conjecture] (41)
where α(N ) > 0 is dependent on the properties of the distri-
bution.
In summary, the variety of results in the conditions placing
limits on the distribution parameters is somewhat misleading
because what is important is not the parameters themselves
but the probabilities (specically the probability of an energy
benet) they are associated with.
VI. GLASSY REGIME
In the previous sections, we considered the conditions
dening a permutations glass which allow for the existence
of the 〈j〉 = 0 equilibrium. We pursued this analysis in anal-
ogy to the non-disordered system where the 〈j〉 = 0 state
(found at temperatures below λ0/lnN ) dened the only ther-
mal transition in the system. From the discussion in Sec.
V, we see that the permutation glass diers from the non-
disordered system in that, for the permutation glass, it is pos-
sible to have a positive mean energy cost λ with the system
still not transitioning to 〈j〉 = 0 at a physical temperature.
e 〈j〉 = 0 macrostate is signicant because it is the only
macrostate for which the system has a single microstate and
hence an entropy of zero. e number of microstates associ-
ated with a general j is given by [5]
ΩN (j) =
(
N
j
)
dj , (42)
where dj is the number of derangements of a list with j ele-
ments. We only nd ΩN = 1, when j = 0 and thus if Eq.(35)
cannot be satised at a physical temperaturekBTc , the system
always has a non-zero entropy.
Using Eq.(35), there are two results which are important in
dening a glassy regime for this system. First, we recall the
derived inequality
kBTc ≤ λlnN . (43)
Eq.(43) requires that any temperature at which 〈j〉 = 0 is
achieved to fall below λ/lnN and, importantly, a necessary
condition for such a temperature to exist is for λ > 0. For
the case without quenched disorder (i.e., ρ0(λ) = δ (λ − λ)),
the inequality in Eq.(43) becomes an equality, and the system
always assumes the 〈j〉 = 0 macrostate when kBT falls below
the stated value.
However, for quenched distributions an additional con-
straint must be satised. For the Gaussian, symmetric
Bernoulli, and uniform two-parameter distributions analyzed
in Sec III A, the critical temperature takes on the general
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FIG. 6: (a) Glassy and non-glassy regime for a quenched Gaussian distribution of energy costs. Although the order parameter
in the non-glassy regime has behavior similar to that in the non-disordered system, the order parameter in the glassy regime
is always non-zero and the corresponding system becomes frozen at zero-temperature and exhibits a residual entropy. (b)
Schematic of Landau free energy plots of Eq.(46). e free energy is shied so that βF (j = 0) = 0. Much like the possible free
energies for the non-disordered system where ρ(λ) = δ (λ − λ0) (discussed in [5]), we nd the disordered system dened by
the Hamiltonian Eq.(1) has three possible free energy curves each dened by a single equilibrium 〈j〉 which falls within
[0,N ]. However, for a system in the glassy regime, the free energy with a global minimum at 〈j〉 = 0 cannot be achieved at
any temperature even if the average energy cost λ is positive. us the glassy regime is characterized by a non-zero entropy
even at zero-temperature.
schematic form of kBTc (λ0,σ0,N ), where λ0 and σ0 are the
mean and standard deviation of the distributions. For all of
these analyzed distributions, we found that there was a min-
imum value of λ0/σ0 below which kBTc (λ0,σ0,N ) was no-
longer physical. Namely, Eq.(35) has a real solution for βc , if
and only if
λ0
σ0
≥ f (N ), (44)
for some function f (N ) that depends on the properties of the
distribution. In other words, even if λ > 0 and there are tem-
peratures kBT that exist below λ/lnN , none of these tem-
peratures would yield the 〈j〉 = 0 equilibrium unless Eq.(44)
is satised as well. If Eq.(44) is violated, then even at zero-
temperature we would have 〈j〉 , 0 and, by Eq.(42), the en-
tropy of the system would be non-zero. erefore, when
Eq.(44) is violated the system exhibits a zero-temperature
residual entropy typical of glassy systems [13] and we can
take a violation of Eq.(44) together with a positive λ to be
denitive of the ”glassy regime” of the system.
ese ideas become clearer with a concrete example and
a gure. For a quenched distribution of energy-costs drawn
from a Gaussian distribution, we found the critical tempera-
ture.
kBTc
σ0
=
©­«λ0σ0 −
√
λ20
σ 20
− 2 lnN ª®¬
−1
. (45)
e phase diagram associated with this result is shown in Fig-
ure 6a. e gure depicts the fact that, for λ0/σ0 <
√
2 lnN ,
Eq.(45) becomes imaginary and the system enters the glassy
regime and that although both the non-glassy and glassy
regime have 〈j〉 , 0 macrostates, unlike the non-glassy
regime, the glassy regime never achieves 〈j〉 = 0 at a physical
temperature.
We have already derived a more general condition for es-
tablishing the existence of the glassy regime. We found that
a necessary, but not sucient, condition for the 〈j〉 = 0
macrostate to exist is that Pλ<0 < 1/N . erefore, a su-
cient, but not necessary, condition for the system to exist in
a glassy regime is for this inequality to be violated.
Looking beyond this result, we might expect the introduc-
tion of disorder into our permutation system to come with
the multiple equilibria and ultrametricity of SK spin glasses
[14]. However, for the class of permutation glasses consid-
ered here, this is not the case. We can see this by computing
the Landau free energy for this disordered system. By Eq.(5),
Eq.(10), and the substitution s − 1→ j, we nd
βF (j) = 1 + j − N
∫ ∞
−∞
dλ ρ0(λ) ln
(
1 + je−βλ
)
, (46)
In Figure 6b, we schematically plot this free energy, noting
that it exhibits all of the functional forms of the free energy
for the non-disordered case ρ0(λ) = δ (λ − λ0). Mathemati-
cally, this arises due to its stability conditions: Because the
free energy for the glassy system is always convex, it can
have at most one minimum and, by the constraints of this
system, this minimum must occur somewhere in the range
of 0 ≤ j ≤ N . However, not all forms of this free energy are
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accessible for all parameter values in the system. In particu-
lar, for the glassy regime in which Eq.(35) has no solution, the
free-energy curve with a global minimum at 〈j〉 = 0 cannot
be achieved and the system has 〈j〉 , 0 for all temperatures.
us, for the simple permutation glass considered in this
paper, we say the system exists in the ”glassy regime” if and
only if Eq.(35) does not admit a solution for βc even when
the mean energy costs λ is greater than zero. is simplest
version of a permutation glass does not exhibit the replica
symmetry breaking and ultrametricity characteristic of SK
glasses, but we argue for the labeling of a particular regime
as ”glassy” due to its diering properties from the non-glassy
regime: In the non-glassy regime, the disorder is not large
enough to lead to thermal behavior dierent from that for
the non-disordered system. However, in the glassy regime,
the disorder is so large that at zero-temperature the system
can exist in multiple microstates even if there is only a single
free energy minima as a function of j.
VII. DISCUSSION
Motivated by the importance of the orderings of amino
acid sequences in the structure and function of proteins,
a model was previously proposed to study the equilibrium
thermodynamics of a system where particular permutations
of an ordered list dened various energy states of the sys-
tem. In that model, for simplicity and solubility, it was im-
posed that all laice sites had the same energy cost for an
incorrectly ordered component. However, more generally, it
would have been useful to consider a system of permutations
where the energy cost for each laice site was drawn from a
quenched distribution of energy costs.
We considered such permutation glasses here. e replica
symmetric ansatz of such glasses yielded a result consistent
with the thermodynamically stable state computed by apply-
ing Laplace’s method to the partition function. We found that
this simplest permutation glass does not exhibit the replica
symmetry breaking of spin glasses. However, it does exhibit a
glassy regime–characterized by 〈j〉 , 0 for all temperatures–
if Eq.(35) cannot be satised even when λ > 0. In the non-
glassy regime, the 〈j〉 = 0 state can be achieved but the
transition temperature satises kBTc ≤ λ/lnN , and thus the
system is less tolerant of thermal disorder than is the non-
disordered system in moving to the 〈j〉 = 0 state.
From this analysis we found that we must have Pλ<0 <
1/N in order for 〈j〉 = 0 to be a possible macrostate, that is,
in order for the completely correct ordering to be an achiev-
able thermal equilibrium and for the system to be in the non-
glassy regime, the probability of having an energy benet for
an incorrectly ordered component must be less than the in-
verse of the number of components in the system.
But having considered the permutation glass dened by
the “non-interacting” Hamiltonian Eq.(1), a natural extension
would be to consider a permutation glass with the typical
spin glass-like Hamiltonian
H =
∑
i<j
µi j Iθi,ωi Iθ j,ωj , (47)
where µi j is drawn from a distribution of interaction ener-
gies. Such a Hamiltonian associates an energy cost µi j with a
permutation where both component i and component j are in
an incorrect position. When the global analog of Eq.(47) was
studied in [5], we found non-trivial regime behavior includ-
ing multiple metastable states, multiple transition tempera-
tures, and quadruple and triple points. us, considering the
disordered behavior of a system with Hamiltonian Eq.(47),
should yield some novel results (such as replica symmetry
breaking) over the simpler phase behavior depicted in Figure
6a.
Also, it is well known that spin glasses and other disor-
dered systems oen exhibit non-exponential relaxation be-
havior and memory eects [14], thus an interesting question
would be whether such properties exist in kinetic permuta-
tion glasses. Answering such a question would likely require
studying glasses dened by Eq.(47) rather than Eq.(1). In spin
glass models, the glass transition temperature is important in
dening the onset of such non-exponential relaxations. How-
ever, the analog of such a temperature does not seem to exist
in the model dened by Eq.(1). us, before a kinetic analysis
of permutation glasses can yield additional insights into the
non-equilibrium properties of disordered systems, it would
likely prove necessary to consider more complex glass mod-
els than the one considered in this paper.
Finally, we note that our free energy Eq.(46) is reminiscent
of the thermodynamic potential of a familiar system in statis-
tical mechanics. For a fermion system with a countably nite
(but large) number of energy levels Nlvl where each level is
labeled εk for some integer k , the grand canonical potential
of the system is [15]
βΩFermi = −
∑
k
ln
(
1 + eβ (µ−εk )
)
= −Nlvl
∫ ∞
−∞
dε д(ε) ln
(
1 + eβ (µ−ε )
)
(48)
where µ is the chemical potential, д(ε) is an energy density,
and we used the heuristic Eq.(10) to replace the discrete sum
with an integral. Comparing Eq.(46) for j = 〈j〉 to Eq.(48),
we see that we can transform the former into the laer by
making the substitutions βF − 1 − 〈j〉 → βΩFermi, ρ0(λ) →
д(ε), N → Nlvl., and 〈j〉 → eβ µ .
With these substitutions, we nd that for the fermion sys-
tem the condition analogous to Eq.(11) is
eβ µ = Nlvl.
∫ ∞
−∞
dε
д(ε)
eβ (ε−µ) + 1
. (49)
We recall that for fermion gases in the grand canonical en-
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semble, the average number of fermions is given by
〈nFermi〉 = Nlvl.
∫ ∞
−∞
dε
д(ε)
eβ (ε−µ) + 1
, (50)
a result which is reproduced by Eq.(49) if we use the addi-
tional grand canonical ensemble constraint 〈nFermi〉 = eβ µ .
Given the transformation 〈j〉 → eβ µ , we then see that
Eq.(49) and Eq.(50) imply that in translating from a per-
mutation glass to a fermion gas, we should interpret the
order parameter 〈j〉 as the average number of fermions
〈nFermi〉. erefore, the permutation glass inequalities 0 ≤
〈j〉/N ≤ 1 correctly imply the fermion gas inequalities 0 ≤
〈nFermi〉/Nlvl. ≤ 1. us, the canonical ensemble of a sim-
ple permutation glass seems to be dual to the grand canon-
ical ensemble of a fermion system with a large number of
energy levels and where the chemical potential is given by
βµ = ln〈nFermi〉.
Perhaps such a correspondence is not so surprising since
permutations are central to the formalisms of both systems.
Still, it is worth asking whether this duality can allow the
understanding of one system to yield insights into the other.
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A. Derivation of Correlation
For our permutation system with the partition function
ZN (βλ0) =
∑
{ ®θ }
exp
(
−βλ0
N∑
i=1
Iθi,ωi
)
, (A1)
the sum of all the site-site correlations is given by
N∑
i, j
σ 2i j =
N∑
i, j
(
〈Iθi,ωi Iθ j,ωj 〉 − 〈Iθi,ωi 〉〈Iθ j,ωj 〉
)
. (A2)
Given that no site is special we can expect the the site-site
correlations for dierent sites to be the same regardless of
which two sites we choose. us, we have
N∑
i, j
σ 2i j = N (N − 1)σ 2i,j +
N∑
i=1
(
〈Iθi,ωi 〉 − 〈Iθi,ωi 〉2
)
, (A3)
where we used I 2θi,ωi = Iθi,ωi in the last line. us we nd
that the site-site correlation for dierent sites is
σ 2i,j =
1
N (N − 1)
[
∂2
∂(βλ0)2 lnZN (βλ0)
−
N∑
i=1
〈Iθi,ωi 〉
(
1 − 〈Iθi,ωi 〉
)]
. (A4)
From [5], we have
lnZN (βλ0) ' −N βλ0 + eβλ0 − N − 1 +G0(N ), (A5)
where G0(N ) is independent of βλ0. We also have that aver-
age incorrectness of a single site is
〈Iθi,ωi 〉 ' 1 − eβλ0/N . (A6)
Using Eq.(A6) and Eq.(A5) in Eq.(A4) we obtain
σ 2i,j '
1
N − 1
(
eβλ0
N
)2
, (A7)
which, given the limits of the Laplace’s method result
Eq.(A6), is only valid for βλ0 < lnN .
B. Replica Symmetric Solution
In this appendix, we show Eq.(11) is consistent with the replica symmetric solution to the permutation model with quenched
disorder. To study quenched disorder in our permutation system, we must evaluate the quantity
〈lnZN ({βλi })〉 =
∫ ∞
−∞
N∏
k=1
dλk ρ({λj }) ln
∫ ∞
0
dt e−s
N∏`
=1
(
1 + (s − 1)e−βλ`
)
. (B1)
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For generality we will not specify a particular form for ρ({λk }) other than to assume each λk has the same distribution:
ρ({λk }) =
N∏
j=1
ρ0(λj ). (B2)
To implement the replica procedure, we apply the identity
lnZ = lim
n→0
Zn − 1
n
, (B3)
and then compute 〈Zn〉. Doing so, given the denition of Z and our distribution of λk values, we have
〈ZN ({βλi })n〉 =
∫ ∞
−∞
N∏
k=1
dλk ρ0(λk )
∫ ∞
0
n∏
β=1
dsβ e
−∑nα=1 sα N∏
i=1
n∏
α=1
(
1 + (sα − 1)e−βλi
)
, (B4)
where Greek indices denote our replicas while Roman indices denote laice places.
Now, to make progress, we posit a replica symmetric ansatz in place of Eq.(B4). e motivation for this replacement is that we
introduced our replicas as an analytic trick, and they are thus unphysical aspects of our analysis. erefore, any distinguishing
elements between two replicas are unphysical. In the absence of any other supporting evidence, this motivation is in general
an insucient reason to accept the replica symmetric solution as valid, but we will nd that this solution reproduces the
thermodynamically stable result Eq.(9) which was derived through alternative means.
For the replica symmetric ansatz, we replace our distinct n replica variables s1, . . . , sn with the single variable s . Doing so,
we obtain
〈ZN ({βλi })n〉 →
∫ ∞
−∞
N∏
k=1
dλk ρ0(λk )
∫ ∞
0
ds e−ns
N∏
i=1
(
1 + (sα − 1)e−βλi
)n
=
∫ ∞
0
ds exp
[−ns + ln Tr expLn (s, {λk }) ] , (B5)
where we dened
Tr[· · · ] ≡
∫ ∞
−∞
N∏
k=1
dλk [· · · ] (B6)
Ln
(
s, {λk }
) ≡ N∑
k=1
ln ρ0(λk ) + n
N∑
k=1
ln
(
1 + (s − 1)e−βλk
)
. (B7)
Computing Eq.(B5) via Laplace’s method, and using the identity Eq.(B3), we nd the quenched average free energy to be
〈lnZ 〉 = lim
n→0
1
n
{
exp
[
− ns0 + ln Tr expLn(s0, {λk })
]
− 1
}
= −s0 + lim
n→0
1
n
ln Tr expLn(s0, {λk }), (B8)
where s0 is dened by the condition
− 1 + lim
n→0
1
n
∂
∂s
ln Tr expLn(s, {λk })

s=s0
= 0. (B9)
Computing the argument of the limit in Eq.(B9), we nd
∂
∂s
Tr expLn
(
s, {λk }
)
=
∂
∂s
∫ ∞
−∞
N∏
k=1
dλk exp
[
N∑
k=1
ln ρ0(λk ) + n
N∑
k=1
ln
(
1 + (s − 1)e−βλk
)]
=
∫ ∞
−∞
N∏
k=1
dλk exp
[
Ln
(
s, {λk }
) ] N∑
k=1
ne−βλk
1 + (s − 1)e−βλk . (B10)
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us given Eq.(B9), we have that s0 must satisfy
1 = lim
n→0
∫ ∞
−∞
N∏
k=1
dλk exp
[
Ln
(
s0, {λk }
) ] N∑
k=1
e−βλk
1 + (s0 − 1)e−βλk
=
∫ ∞
−∞
N∏
k=1
dλk ρ0(λk )
N∑
k=1
1
eβλk + s0 − 1
= N
∫ ∞
−∞
dλ
ρ0(λ)
eβλ + s0 − 1
, (B11)
where we used the independent normalization of each ρ0(λ) in the nal line. Given the denition s0 − 1 = 〈j〉, Eq.(B11) is
identical to Eq.(11). e consistency between the replica symmetric ansatz and Eq.(11) suggests that this system of quenched
disorder does not bear the more interesting features (e.g., multiple equilibria and ergodicity breaking) of replica symmetry
breaking solutions to statistical mechanics systems.
C. Heuristic Derivation of Eq.(16)
We derive Eq.(16) heuristically and thus lend quantitative
justication to the qualitative argument outlined in Sec. III.
We begin with the simple permutation model with no disor-
der. e energy of a microstate in such a system is E = λ0j
where λ0 is the energy cost of an incorrect component and j
is the number of incorrect components. Also, the number of
such microstates for a given j is
(N
j
)
dj where N is the num-
ber of components in the system, and dj is the number of de-
rangements of a list with j elements. us, the microcanoni-
cal ensemble entropy for a given E, λ0, and N is
SN (E, λ0) = kB ln
[(
N
E/λ0
)
dE/λ0
]
' −kB ln Γ(N − E/λ0 + 1) + kB ln Γ(N + 1). (C1)
If we were to introduce a small amount of disorder σ0 into
our system, such that λ0 (instead of being xed at a single
value) had a non-negligible probability to be found within the
domain [λ0−σ0, λ0+σ0], then we could approximate this new
entropy as a two-point average over the ends of this domain.
Dening this entropy as 〈S(E)〉λ0,σ0 we have
〈SN (E, λ0)〉σ0
≡ 12SN (E, λ0 − σ0) +
1
2SN (E, λ0 + σ0)
= SN (E, λ0) +
σ 20
2
∂2
∂λ2
SN (E, λ)

λ=λ0
+ O(σ 40 ). (C2)
We note that Eq.(C2), given the convexity of S(N , λ) with re-
spect to λ, is consistent with the intuition that introducing
disorder into our system eectively increases the entropy. By
the thermodynamic denition, the temperature of this disor-
dered system is
1
T (σ0) =
∂
∂E
〈SN (E, λ0)〉σ0 . (C3)
Our goal is to compute the transition temperature for the
〈j〉 = 0 transition. By E = λ0j, we take this transition tem-
perature to be the same as that associated with a microstate
energy E = 0 in Eq.(C3). Using Eq.(C1), we thus nd
1
Tc (σ0) =
∂
∂E
〈SN (E, λ0)〉σ0

E=0
=
∂
∂E
SN (E, λ0)

E=0
+
σ 20
2
∂
∂E
[
∂2
∂λ2
SN (E, λ)

λ=λ0
]
E=0
+ O(σ 40 /λ40)
=
kB lnN
λ0
+
2kB
λ30
· σ
2
0
2 lnN + O(σ
4
0 /λ40), (C4)
where we used ψ0(N ) ' ln(N ) (with ψ0 being the digamma
function) for N  1. Eq.(C4) then implies
kBTc (σ0) = λ0lnN
[
1 − σ
2
0
λ20
+ O(σ 40 /λ40)
]
, (C5)
which reproduces, up to an order of magnitude, the O(σ 20 )
correction in Eq.(16).
D. Order Parameter for e Symmetric Bernoulli distribution
We will use Eq.(11) to derive an exact expression for the order parameter of the permutation glass with a symmetric Bernoulli
distribution of energy costs. ere seem to be no clean analytic expressions for the order parameters associated with the
Gaussian or uniform distributions of energy costs.
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Integrating the distribution Eq.(10) according to Eq.(11), we nd
1
N
=
q
eβ λ¯ + 〈j〉 +
1 − q
e−β λ¯ + 〈j〉 . (D1)
Solving Eq.(D1) and dropping the solution which does not reduce to N − eβλ in the q → 0 limit, we nd the order parameter
〈j〉/N = 12
[
1 − 2
N
cosh(βλ¯)+
√
1 + 4
N
(1 − 2q) sinh(βλ¯) + 4
N 2
sinh2(βλ¯)
]
, (D2)
where 〈j〉 could be wrien in terms of λ0 and σ0 by inverting the system Eq.(29).
E. Deriving Probability limits
We derive the probabilities Eq.(38), Eq.(39), and Eq.(40)
which establish the constraints the respective distributions
must satisfy in order for βc to exist and 〈j〉 = 0 to be an
equilibrium. We begin with the mean-variance inequalities
Eq.(20), Eq.(24), and Eq.(30) expressed as limits on the maxi-
mum value of the standard deviation:
σ0 ≤ σmax0 =

λ0√
3
(
1 − 2
Ne
)−1
[Uniform]
λ0√
2 lnN
[Gaussian]
λ0√
N 2 − 1
[Symm. Bernoulli]
(E1)
In order for βc to exist, the mean λ0 of each distribution must
be greater than zero. Consequently the maximum values of
σ0 must be associated with maximum probabilities of obtain-
ing a λ < 0 from the distribution. Computing these probabil-
ity inequalities for each distribution, we nd
Puniformλ<0 ≤
1
2σmax0
√
3
(
σmax0
√
3 − λ0
)
=
1
Ne
(E2)
P
gauss
λ<0 ≤
∫ 0
−∞
dλ
2pi (σmax)20
e−(λ−λ0)
2/2(σmax0 )2
=
1
2
[
1 − erf
(
−
√
lnN
)]
' 1
2N
√
pi lnN
(E3)
Pbernoulliλ<0 ≤
1
2
(
1 −
√
1 − 1
N 2
)
' 14N 2 , (E4)
Where each quantity is expanded in the large N limit where
relevant, and Eq.(E4) follows from Eq.(28) and the equality
1 − q = Pbernoulliλ<0 .
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