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るようになり，国内では 1930 年代に X 線写真の集団検診が始まる[1]．1971 年
に EMI社の技術者であるハンスフィールドによって X線管と検出器の対を回転





1998 年には X 線検出器を複数列配置した Multi Detector-row Computed 
Tomography（MDCT）が登場し，1回転で従来よりも広範囲を撮像することが可
能となった[1]．当初，X線検出器は 4列で 1回転するのに 1秒を要していたが，
現在では最大 320列と進化し，1回転するのに最速 0.25秒となった．2017年に
は最新鋭の装置である超高精細 CT が登場した．これまで，MDCT は X 線検出
器が著しく増加したことにより，1回転で広範囲を撮影できるようになっていた
が，スライス厚は 0.5[mm]，1 画素あたりの空間解像度も 0.5×0.5×0.5[mm3]に
留まっていた．超高精細 CTでは最小スライス 0.25[mm]，1画素あたりの空間解





































































表 1.1 CADの対象部位と概要 
頭部  MRAにおける脳動脈瘤の検出[7] 
 脳MR画像における脳梗塞の自動検出[7] 
 虚血病変部対象の CAD[8] 
 多発性硬化症対象の CAD[114] 
 脳腫瘍検出[115] 
 アルツハイマー病検出[116] 




大腸  仮想化内視鏡[21] 
 大腸ポリープ検出，良悪性鑑別[108] 
乳房  病変検出，良悪性鑑別[22-29] 
肝臓  腫瘍検出，良悪性鑑別[30] 
 肝臓病の自動分類[30] 
胃  粘膜集中の定量化[31] 
 仮想化胃袋[31] 
心臓  冠動脈の石灰化，ステントの自動分類[32] 
膵臓  膵臓領域，膵管領域の同定[33] 
 
1.1.3 肺がん CAD 

























画像生成処理の概念を図 1.1 に示す．これまでに，胸部単純 X 線画像における
経時的差分像技術による結節状陰影の検出や比較読影支援において臨床上の有
用性が示されており[35], 商品化も実現している[47]．しかしながら，我々の知る
範囲では，3 次元 CT 画像を対象とした経時的差分像技術による CAD の研究報
告[11-18, 38, 46]はいくつか見られるが，実用化には至っていない．そのため，本





















































































ーク（Deep Neural Network: DNN）と呼ばれ，その学習アルゴリズムはディ
ープラーニング（Deep Learning: DL）と呼ばれている．深層学習とは DLの











(a) 現在画像 (b) 過去画像 
  
(c) 単純差分画像 (d) 経時的差分画像[51] 













図 1.4 特徴量を用いた機械学習と CNNによる陰影検出処理 
 
1.3 医用画像処理における DNNの応用 










報告されている．Zhou ら[92]は，3 次元 CT 画像から体幹部にある 17 種類の主
要な臓器を自動抽出する方法を提案した．ハードウェア資源が不足するため，体
軸における 3方向の直交断面(アキシャル，コロナル，サジタル)を入力データと

























れている．U-Net は 2 次元画像を対象とした領域抽出を目的に提案されており，
Encoder と Decoder 部分からなり，Encoder 部分においては畳み込み層によって












T2 の変形を行ったときのエラー𝐸12(𝐱) = ‖𝐓𝟏(𝐱) − 𝐓𝟐(𝐱)‖を正解データとし，訓
練データとして CNNに学習させる．未知データを入力し得られた推定エラーに
より変形パラメータを得ている．直接変形パラメータを推定するCNNにおいて，














図 1.5 画像類似度を推定する CNN． 
 
 


















































測確率を得ている．また，園田[42,113]は DNN を輸送写像として解釈し， 
Gaussian Denoising AutoEncorder（DAE）と呼ばれる DNNの一種がデータ分布の
エントロピーを減らす方向に輸送する写像であると報告している．また，Lu ら
[45]は ResNet の残差ブロックにおいて n ブロックの入力を𝐱𝑛とおくと，出力は




















(2) Feature-driven Free Form Deformation (FFD)を用いたレジストレーション法 
 FFDとは，画像に格子点を設定し，Uniform cubic B-spline関数によって画像を
非剛体として滑らかに変形する手法の 1 つである．本稿では，Rueckert らが提案






























 本論文は全 8章からなる．第 1章は序論であり，本研究の背景と目的について述べ
た．第 2 章では GGVF 集中度とシフトベクトルの平滑化によるレジストレーション
法について述べる．第 3章では Feature-driven FFDによるレジストレーション法につ
いて述べる．第 4章では濃度，形状特徴量に基づく結節状陰影の自動検出法について
述べる．第 5章では CNNによる結節状陰影の自動検出法について述べる．第 6章で











域（Region of interest : ROI)を設置し，相互相関値を用いたテンプレートマッチン































図 2.1 提案手法の概要 
Start 
Input previous and current images 
Normalization of pixel spacing 
Segmentation of lung area 
Global matching based on the center of gravity of a lung region 
Local matching by vector convergent image based on GGVF 
3D elastic matching 
Smoothing of shift vectors 











重心(𝑥𝑐, 𝑦𝑐, 𝑧𝑐)は，次式により求める． 
𝑀(𝑝, 𝑞, 𝑟) = ∑𝑖𝑝𝑗𝑞𝑘𝑟𝑓𝑖𝑗𝑘
𝑖,𝑗,𝑘
 (2.1) 










ここで，(𝑖, 𝑗, 𝑘)は画像内の座標であり，𝑀(𝑝, 𝑞, 𝑟)は(𝑝 + 𝑞 + 𝑟)次のモーメント
である．肺野内であれば，fijkは 1，そうでなければ 0である．図 2.3にグロー
(a) アキシャル面 























Current image Previous image 









Generalized Gradient Vector Flow(GGVF)は，GVFよりさらに細部の凹凸などの境
界に強く反応することができる．GGVF は以下の目的関数を最小化するベクト
ル場 vとして定義される． 





𝑔(|∇𝑓|)∇2𝐯 − ℎ(|∇𝑓|)(𝐯 − ∇𝑓) = 0 (2.4) 
式(2.4)の解である vを求めるため，vを時間 tの関数とみなし，以下の拡散方程
式が収束するまで計算を行う．𝑣(𝑥, 𝑦, 𝑧, 𝑡)が安定すれば，𝑣𝑡(𝑥, 𝑦, 𝑧, 𝑡)は 0となる． 
𝐯𝑡 = 𝑔(|∇𝑓|)∇
2𝐯 − ℎ(|∇𝑓|)(𝐯 − ∇𝑓) (2.5) 




𝑔(|∇𝑓|) = 𝑒−(|∇𝑓| 𝜅⁄ ) (2.6) 







𝐯(𝑡 + 1) = 𝐯𝑡 ∙ ∆𝑡 + 𝐯(𝑡) (2.8) 
𝐯𝑡 = 𝑒
−(|∇𝑓| 𝜅⁄ )∇2𝐯 − (1 − 𝑒−(|∇𝑓| 𝜅⁄ ))(𝐯 − ∇𝑓) (2.9) 




















(a) Vessels and nodule (b) Generalized gradient vector flow 
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S: Calculation position 
V: GGVF 
X: Target position 
P: The relative vector 





図 2.6 背景濃度補正の適用例 
 
図 2.7 GGVF集中度 
 
現在画像には，前述した位置合わせ点中心に関心領域（Voxel of Interest : VOI）
を設置し，テンプレート VOI とする．過去画像には同座標の位置合わせ点を中




∑ (𝑐𝑜𝑛𝑐(𝐱) − 𝑐𝑜𝑛̅̅ ̅̅ ̅𝑐)𝑥∈𝑡 (𝑐𝑜𝑛𝑝(𝐱) − 𝑐𝑜𝑛̅̅ ̅̅ ̅𝑝)
√∑ (𝑐𝑜𝑛𝑐(𝐱) − 𝑐𝑜𝑛̅̅ ̅̅ ̅𝑐)
2




(a) Original image (b) Background-corrected image 
(a) Generalized gradient vector flow (b) The concentration of GGVF 
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ここで，t はテンプレート VOI で，𝑐𝑜𝑛𝑐(𝐱)，𝑐𝑜𝑛𝑝(𝐱)は，位置 x における現在，
過去画像の GGVF集中度である．𝑐𝑜𝑛̅̅ ̅̅ ̅𝑐，𝑐𝑜𝑛̅̅ ̅̅ ̅𝑝は現在，過去画像の平均 GGVF集
中度である．図 2.8に GGVF集中度によるローカルマッチングの概要を示す． 
 
 














The concentration of GGVF in a 
current image  
The concentration of GGVF in a 
previous image  
















































































では，6 隣接，18 隣接，26 隣接 VOI におけるシフトベクトルの平滑化を試み，




図 2.9 6, 18, 26隣接 VOIにおけるシフトベクトル 
 
 
Center of VOI Shift vector 









終的な位置は𝐱′ = 𝐱 + 𝑢(𝐱) + 𝑢′(𝐱)となり，𝑢′(𝐱)は以下の式を満たす．  
argmin
𝑢′∈𝑈
|𝐼𝑐𝑢𝑟(𝐱) − 𝐼𝑝𝑟𝑒(𝐱 + 𝑢(𝐱) + 𝑢
′(𝐱))| (2.19) 
Icurおよび Ipreはそれぞれ現在，過去画像を表す．Uは𝐱 + 𝑢(𝐱)の近傍を表す．本









Current image  Previous image 









と 6隣接 VOIシフトベクトルによる平滑化を併用する手法，GGVF集中度と 18
隣接 VOIシフトベクトルによる平滑化を併用する手法，GGVF集中度と 26隣接
VOIシフトベクトルによる平滑化を併用する手法における画質の評価を行った．




表 2.1 画像仕様 
Image Info. Specification 
Total of cases 31 
Pixel size [mm] 0.625-0.702 
Slice thickness [mm] 2.0 
CT specification Aquilion 32 or 64, Toshiba Medical 
Systems, (1 mm collimation  and 120 
kVp ) 
A total of nodules 32 (28 solid, 2 subsolid and 2 nonsolid) 
Nodule size [mm] 2-19 
Interval between current and  
previous CT examinations [month] 











連続関数𝑓(𝑥)において，最大値を𝑓𝑚𝑎𝑥 = 𝑓(𝑥𝑚𝑎𝑥)と表したとき，𝑓𝑚𝑎𝑥 2⁄ = 𝑓(𝑥)を
満たす x は 2 つ存在する．それらの最小値を x1，最大値を x2と表すと，∆𝑥 =































































表 2.2，表 2.3 に FWHM 及びアーチファクト肺野体積比の平均値をそれぞれ
示す．表 2.4-2.6はそれぞれ，各手法の 31症例の FWHMにおける t検定[112]の
t値，片側検定における p値，両側検定における p値を示す．表 2.7-2.9はそれぞ




























隣接 VOIの平滑化による画質の向上は確認できなかった．  








を用いる手法，(c)-(e)は GGVF集中度と 6隣接，18隣接，26隣接 VOIシフトベ
クトルの平滑化による手法における，それぞれのシフトベクトル可視化画像と
経時的差分画像である．現在画像はWW = 1600，WL = −600で，経時的差分画
像はWW = 2500，WL = 600で線形変換によるコントラスト調整が行われている．
また，図 2.18は，図 2.17の症例の各手法における結節状陰影付近のスライス画
像である．同図(a)は原画像における結節状陰影付近のスライス画像であり，同












































33.4 30.2 30.4 30.9 31.1 




































 -2.72 -2.75 1.55 -8.78 
GGVF+ 
18 average 
  -1.29 3.69 -8.59 
GGVF+ 
26 average 
   4.03 -8.45 
GGVF[51]     10.3 














 5.40× 10−3 4.97× 10−3 6.64× 10−2 4.28× 10−10 
GGVF+ 
18 average 
  1.03× 10−1 4.43× 10−4 6.93× 10−10 
GGVF+ 
26 average 
   1.76× 10−4 1.00× 10−9 




















 1.08× 10−2 9.94× 10−3 1.33× 10−1 8.57× 10−10 
GGVF+ 
18 average 
  2.06× 10−1 8.87× 10−4 1.39× 10−9 
GGVF+ 
26 average 
   3.51× 10−4 2.00× 10−9 
GGVF[51]     2.12× 10−11 














 -13.86 -13.77 14.98 -18.78 
GGVF+ 
18 average 
  -12.65 15.37 -19.14 
GGVF+ 
26 average 
   15.37 -19.31 





















 7.0× 10−15 8.36× 10−15 9.01× 10−16 1.94× 10−18 
GGVF+ 
18 average 
  7.34× 10−14 4.60× 10−16 1.15× 10−18 
GGVF+ 
26 average 
   4.61× 10−16 8.93× 10−19 
GGVF[51]     2.84× 10−18 














 1.41× 10−14 1.67× 10−14 1.80× 10−15 3.89× 10−18 
GGVF+ 
18 average 
  1.47× 10−13 9.19× 10−16 2.30× 10−18 
GGVF+ 
26 average 
   9.22× 10−16 1.79× 10−18 




図 2.13 経時的差分画像の三次元表示例 
(a) Conventional method [11] (b) GGVF without smoothing [51] 
(c) GGVF with smoothing of 6 adjacent 
shift vectors 
(d) GGVF with smoothing of 18 
adjacent shift vectors 
(e) GGVF with smoothing of 26 




図 2.14 シフトベクトルと経時的差分画像の例(1) 
(c) TS image and shift vectors with 6 adjacent smoothing 
(b) TS image and shift vectors without smoothing 
(d) TS image and Shift vectors with 18 adjacent smoothing 
(e) TS image and Shift vectors with 26 adjacent smoothing 




図 2.15 シフトベクトルと経時的差分画像の例(2) 
(b) TS image and shift vectors without smoothing 
(c) TS image and shift vectors with 6 adjacent smoothing 
(d) TS image and shift vectors with 18 adjacent smoothing 
(e) TS image and shift vectors with 26 adjacent smoothing 




図 2.16 シフトベクトルと経時的差分画像の例(3) 
(b) TS image and shift vectors without smoothing 
(c) TS image and shift vectors with 6 adjacent smoothing 
(d) TS image and shift vectors with 18 adjacent smoothing 
(e) TS image and shift vectors with 26 adjacent smoothing 




図 2.17 シフトベクトルと経時的差分画像の例(4) 
(b) TS image and shift vectors without smoothing 
(c) TS image and shift vectors with 6 adjacent smoothing 
(d) TS image and shift vectors with 18 adjacent smoothing 
(e) TS image and shift vectors with 26 adjacent smoothing 




図 2.18 経時的差分画像における結節状陰影の例 
 
(a) A nodule on an original image 
#1 #2 #3 #4 #5 #6 
#1 #2 #3 #4 #5 #6 
(b) A nodule on the image without smoothing of shift vectors 
#1 #2 #3 #4 #5 #6 
(e) A nodule on the image with smoothing of 26 adjacent shift vectors  
#1 #2 #3 #4 #5 #6 
(c) A nodule on the image with smoothing of 6 adjacent shift vectors 
#1 #2 #3 #4 #5 #6 

























































































































図 3.1 Feature-driven FFDを用いる提案手法の概要 
Start 
Input previous and current 
images 
Normalization of pixel spacing 
Segmentation of lung area 
Global matching based on  
the center of gravity of a lung region 
Estimation of corresponding points between current and 
previous images by an image matching method 
Estimation of parameters on deformation by an 
optimization method 





3.2.1 Free form deformation 
FFDは，画像に格子を設置し，各格子の交点を制御点とし，変化させることに
より格子をゆがめ，空間全体を変形させる手法である．画像上の x, y, z方向に沿
って制御点を等間隔に配置する．制御点の数は𝐿 × 𝑀 × 𝑁で表され，x, y, z 方向
に L個，M個，N個それぞれ配置される．変形前の画像上の座標を𝐪 = (𝑥, 𝑦, 𝑧)
とすると，変形後の座標𝐪′は，次式(3.1)によって定義される． 



































(−?̂?3 + 3?̂?2 − 3?̂? + 1)              𝑥 ∈ [𝑘𝑖+3, 𝑘𝑖+4]





     𝑥 ∈ [𝑘𝑙 , 𝑘𝑙+1] (3.3) 
ここで，𝑘𝑙は基底関数のノードを表し，Schoenberg-Whitneyの条件を満たす範囲
で固定間隔 𝛿 = 𝑘𝑙+1 − 𝑘𝑙に配置される．さらに，式 (3.1)は，行列 𝐏
T =















𝐚𝑘，𝑘 ∈ {1, 2,⋯𝐿 × 𝑀 × 𝑁}を配置する．そして，これらの対応点を変形パラメー
タとして適用し，制御点 Pに対して次の連立方程式を解く． 
𝐌𝐏 = 𝐀 (3.6) 
𝐌T = (𝐥𝐜1 , ⋯ , 𝐥𝐜𝐿×𝑀×𝑁) (3.7) 
𝐀T = (𝐚1,⋯ , 𝐚𝐿×𝑀×𝑁) (3.8) 





表すことができ，任意の座標点 q の変形量は，A を求めることによって一意に
得ることができる． 
基準点 c は現在画像に設置し，対応点 a は過去画像に設置し，画像マッチン
グ法により対応点 a を求める．第 2 章の図 2.2 に示すように，過去画像と現在
画像の両方で各肺領域内に 6 ピクセル間隔で特徴点を配置し，3 次元テンプレ
ートマッチングアルゴリズムを用い，これらの画像間の対応を求める．特に，中
心が各特徴点である VOI を肺領域内に配置し，テンプレートマッチングを各
VOI に対して適用する．テンプレートマッチングの概要を図 3.2 に示す．テン
プレート VOI（13 × 13 × 13 [pixels]）は現在画像上に設置し，探索 VOI（25 ×





∑ (𝑓𝑡(𝐮) − 𝑓?̅?)(𝑓𝑠(𝐮 + 𝐮
′) − 𝑓?̅?)𝐮∈𝑅
√∑ (𝑓𝑡(𝐮) − 𝑓?̅?)
2




ここで，𝐮′は探索 VOIの座標，𝑓𝑡(𝐮)は，テンプレート VOIの座標 uの濃度値，
𝑓𝑠(𝐮 + 𝐮
′)は探索 VOIにおける座標𝐮 + 𝐮′の濃度である．𝑓?̅?，𝑓?̅?は，それぞれテン








∑(𝑓𝑐𝑢𝑟(𝐪) − 𝑓𝑐𝑢𝑟̅̅ ̅̅ ̅) (𝑓𝑝𝑟𝑒(𝑊(𝐪, 𝐏)) − 𝑓𝑝𝑟𝑒̅̅ ̅̅ ̅)
√∑(𝑓𝑐𝑢𝑟(𝐪) − 𝑓𝑐𝑢𝑟̅̅ ̅̅ ̅)
2










図 3.2 濃度値に基づくテンプレートマッチング 
Current image Previous image 



































 表 3.1にアーチファクト肺野体積比の計測結果を示す．表 3.2-3.4はそれぞれ，
各手法の 31症例のアーチファクト肺野体積比における t検定[112]の t値，片側





[11]の片側検定および両側検定の p 値がともに 0.05 を下回るため，これらの手
法の平均値の差には有意差が認められる．しかしながら，提案手法と GGVF 集































Artifact to lung 
volume ratio 
average [%] 

























 -15.26 -0.92 -4.76 
Linear 
interpolation 
  3.02 -1.13 






















 5.54× 10−16 1.82× 10−1 2.26× 10−5 
Linear 
interpolation 
  2.58× 10−3 1.34× 10−1 
GGVF[51]    2.84× 10−18 












 1.11× 10−15 3.64× 10−1 4.5× 10−5 
Linear 
interpolation 
  5.17× 10−3 2.68× 10−1 





(a) ボリュームレンダリング (b) スライス画像 





(a) ボリュームレンダリング (b) スライス画像 











(a) ボリュームレンダリング (b) スライス画像 








(a) ボリュームレンダリング (b) スライス画像 


















































































第 4章 特徴量と機械学習による結節状陰影の自動検出法 
 
4.1 はじめに 







































図 4.1 機械学習による結節状陰影検出の概要 
 
Start 
Input of a TS image 
Detection of first candidate nodules based on 
multi-threshold technique 
Segmentation of candidate nodules on the current image 
Calculation of features 
Reduction of false positives by classifiers 
End 
















0.1  𝑛 = 0
0.2  𝑛 = 1
𝑛2 × 0.1  𝑛 = 2,3,4,5
 (4.2) 
ここで iはヒストグラムの面積の割合である．𝐻(𝑓)は強度が𝑓である画素の累積








































図 4.2 陰影候補領域のセグメンテーション概要 
 
4.2.2.1 陰影候補領域の粗抽出 
画像 Fの VOI中の各画素のうち，固定しきい値 Tconst以上の画素に対し，クラ
スタ数を 3 として K-means 法[63,64]によるクラスタリングを行うと，３つのク
ラスタ C1，C2，C3に分類される．C1は肺野領域の空気領域に対応するクラスタ，
C2は血管影に対応するクラスタ，C3は結節状陰影に対応するクラスタとなる．
本稿では C2のクラスタ中心値 cf2をしきい値 Tautoとする．ここで，Tautoを用い
て VOI画像 Fに対し二値化処理を施す．二値化後の画像において値 1をもつ領
域にのみ，現在画像の値を代入する．その領域に対し，Deloguの手法[65]を適用
して血管影を除去する．濃度値が最大となる座標をシードとし，このシードを通
る直線を複数方向引く．このときの本数を N とし，各直線を走査して周囲 8 近
傍の画素値の分散が最も大きい画素を探索する．このとき，分散が大きい画素は
Segmentation by watershed 
method Segmentation by MSGVF Snakes  
Creation of a mask image Creation of a mask image 
Masking to first candidate 
regions on the current image by 
both mask images 
Start 
End 
Rough segmentation for first 






抽出領域とする．図 4.3に Deloguの手法による血管影除去の概念を示す． 
 
 

































の領域から VOIの中心を含む領域 Rcenterの重心 gを求める．また，Rcenterに属す
る画素の中から最大距離値 d を求める．最終的に，重心 g から，半径(𝑑 − 1)の










図 4.4 Watershed法によるセグメンテーション処理の概要 
 
 
図 4.5 Watershed法による領域分割におけるモデル作成方法 
 
Start 
Input of a VOI 
Creation of the distance transformation image on the VOI 
Segmentation based on intensities to the rough 
segmented region on the VOI by Watershed method 
Extraction of the region overlapping with the model 
End 
Creation of the model of the nodule on the VOI 
d-1 
The gravity point of Rcenter : g 
Model: M 
The sphere region: B 









4.2.2.3 MSGVF Snakes法によるセグメンテーション 
Watershed 法とは別に，粗抽出領域に対し MSGVF snakes 法[62]によるセグメ
ンテーションを行う．このとき，粗抽出領域は円形を呈する結節状陰影の他に血
管影，骨，筋肉組織など一部を含むノイズやクラッタを含む．本稿ではこれらに
対しロバストである MSGVF Snakes を適用し，結節状陰影の形状を正確に獲得
する．本稿において MSGVF Snakes は 2次元ベースで用いられ，VOIのスライ
ス画像を 1枚ずつ入力して処理を行う．MSGVF Snakes法における処理の概要を
図 4.6に示す．ここでは，粗抽出領域に対しサンプル点群を設置し画像を平滑化
することで求めた MSGVFを用いて Snakes 法を行う．それによって得られた新
たなサンプル点群によって制御点群を算出し，制御点間を B スプライン曲線で
補間することにより，対象物である結節状陰影候補領域の輪郭を得る．平滑化の
スケール𝜆 = 𝜆0, … 𝜆𝑀−1を段階的に変化させることにより，正確に制御点群を対
象物の輪郭に近似させる．𝜆𝑖+1  =  𝜆𝑖 + 𝑤であり，𝑤は増分を表す．初期スケール
は𝜆𝑀−1である． 
Snakes は画像の輪郭線を𝐫(s) = [𝑥(s), 𝑦(s)]，s ∈ [0,1]，𝐫(0) = 𝐫(1)とすると，
次のように定義される． 













式(4.3)を最小化する Snakesは以下の Euler-Lagrange方程式を満たす． 
𝛼𝐫𝑠𝑠(𝑠) − 𝛽𝐫𝑠𝑠𝑠𝑠(𝑠) + 𝐹𝑒𝑥𝑡 = 0 (4.5) 
𝐹𝑒𝑥𝑡 = −∇𝐸𝑒𝑥𝑡 (4.6) 





𝐫𝑡(𝑠, 𝑡) = 𝛼𝐫𝑠𝑠(𝑠, 𝑡) − 𝛽𝐫𝑠𝑠𝑠𝑠(𝑠, 𝑡) + 𝐹𝑒𝑥𝑡(𝐫(𝑠, 𝑡)) (4.7) 
𝐫(𝑠, 𝑡)が安定すると𝐫𝑡(𝑠, 𝑡) = 0となる．このときの𝐫(𝑠, 𝑡)が式(4.3)を最小化する解















   − 𝜆 ≤ 𝑥, 𝑦 ≤ 𝜆
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4.10) 
次にエッジマップ Aλを作成する．エッジマップは以下のように表せる． 
𝐴𝜆(𝑥, 𝑦) = |∇𝐼𝜆(𝑥, 𝑦)| (4.11) 
このエッジマップを元に GVFを計算する．GVFは以下のエネルギー関数を最小
化することによって得られるベクトル𝐯(𝑢, 𝑣)を指す． 





+ ∬(1 − 𝑔(|∇𝐴𝜆|)) ((𝑢 − (𝐴𝜆)𝑥)
2


















𝐯𝜆(𝑢𝜆(𝑥(𝑠), 𝑦(𝑠)), 𝑣𝜆(𝑥(𝑠), 𝑦(𝑠))), 𝐫(𝑠, 𝑡)  =  (𝑥(𝑠, t), 𝑦(𝑠, 𝑡))に置き換えられ，以下
のように表すことができる． 
𝑥𝑡(𝑠, 𝑡) = 𝛼𝑥𝑠𝑠(𝑠, 𝑡) − 𝛽𝑟𝑠𝑠𝑠𝑠(𝑠, 𝑡) + 𝑢𝜆(𝑥(𝑠, 𝑡), 𝑦(𝑠, 𝑡)) (4.14) 
𝑦𝑡(𝑠, 𝑡) = 𝛼𝑦𝑠𝑠(𝑠, 𝑡) − 𝛽𝑦𝑠𝑠𝑠𝑠(𝑠, 𝑡) + 𝑣𝜆(𝑥(𝑠, 𝑡), 𝑦(𝑠, 𝑡)) (4.15) 
n 点 の サ ン プ ル 点 は 𝐗 = [𝑥0, … , 𝑥𝑛−1]𝑇 , 𝐘 = [𝑦0, … , 𝑦𝑛−1]T , (𝑥𝑗 , 𝑦𝑗)  =
 (𝑥𝑗(𝑠𝑗), 𝑦𝑗(𝑠𝑗)) と し て ， ス ケ ー ル 𝜆 に お け る GVF は 𝐔𝜆 =
[𝑢𝜆(𝑥0, 𝑦0), … , 𝑢𝜆(𝑥𝑛−1, 𝑦𝑛−1)]，𝐕𝜆 = [𝑣𝜆(𝑥0, 𝑦0), … , 𝑣𝜆(𝑥𝑛−1, 𝑦𝑛−1)]として表すこと
ができ，式(4.14)，式(4.15)は以下のように置き換えることができる． 
𝐗𝑡+1 = 𝐗𝑡 − 𝐀𝐗𝑡 + 𝐔𝜆(𝐗
𝑡, 𝐘𝑡) (4.16) 
𝐘𝑡+1 = 𝐘𝑡 − 𝐀𝐘𝑡 + 𝐕𝜆(𝐗









𝑐 𝑏 𝑎 0 ⋯ 0 𝑎 𝑏
𝑏 𝑐 𝑏 𝑎 0 ⋯ 0 𝑎
𝑎 𝑏 𝑐 𝑏 𝑎 0 ⋯ 0
⋱
0 ⋯ 0 𝑎 𝑏 𝑐 𝑏 𝑎
𝑎 0 ⋯ 0 𝑎 𝑏 𝑐 𝑏








Aは𝑛 × 𝑛の正方行列であり，𝑎 = 𝛽, 𝑏 = −(4𝛽 + 𝛼)，𝑐 = 6𝛽 + 2𝛼となる．また，







𝑥?̅? = 𝑥𝑗 + 𝜂𝑢𝜆(𝑥𝑗 , 𝑦𝑗) (4.19) 
𝑦?̅? = 𝑦𝑗 + 𝜂𝑣𝜆(𝑥𝑗 , 𝑦𝑗) (4.20) 
ここで，(𝑥?̅?, 𝑦?̅?)，𝑗 = 0,…𝑛 − 1は移動後のサンプル点である．移動後のサンプル
点を用いて制御点を計算し，Bスプライン補間を用いてスケール𝜆における輪郭
を決定する．移動後のサンプル点は(𝑥?̅?, 𝑦?̅?) = (𝑥?̅?(𝑠𝑗), 𝑦?̅?(𝑠𝑗)) = ?̅?(𝑠𝑗)であり，以下
のエネルギー式が最小となる制御点𝐶 = (𝐶0, 𝐶1, … 𝐶𝑁−1)を計算する． 
𝐸𝑐 = arg min
𝑐














2 𝑠𝑖 1] [
−1 3 −3 1
3 −6 3 0
−3 0 3 0










陰影の輪郭内の値を 1，その他の領域の値を 0とするマスク画像 Sを作成する. 
 
4.2.2.4 マスク画像による精密抽出 













Input of a VOI 
Sampling the active contour 
Obtaining the sample points by convergence of Snakes 
Calculation of control points 
End 
Creation of the edge map and GVF 
Decision of the scale 𝜆 = 𝜆𝑘 
(Initialization value of k is 𝑀 − 1) 
Obtaining the active contour by interpolation between the 
control points using B-Spline 
𝜆 = 𝜆0 
Smoothing the image 
Yes 











用いる．⑥Spares 特徴量はセグメンテーション前の VOI から算出し，その他










𝑠𝑖 × 2𝑠𝑖 ×
2𝑠𝑖画素の局所領域 i の平均濃度値である．ここで𝑠𝑖は i におけるスケールであ
り，任意に決定できる正の定数である．また，N は局所領域数である．特徴量
𝐹(𝛑)は N 個の局所領域における輝度の加減算から算出される．本稿では候補領
域の重心が VOIの中心に位置しているので，VOIの中心領域に対し𝛼 = +1，そ
れ以外では𝛼 = −1とした．そのため結節状陰影が存在する VOIの𝐹(𝛑)は，結節
状陰影が存在しない VOIの𝐹(𝛑)より高い値になると考えられる．Granular space
の概念を図 4.7に示す． 
























A part of vessels 
Granular space which is 𝛼 = −1 




















∑ ∑ (𝑔(𝑚, 𝑛) − ?̅?)(ℎ(𝑚, 𝑛) − ℎ̅)𝑁𝑛=0
𝑀
𝑚=0





































FWHMXs，FWHMYsはそれぞれスライス s枚目における X軸，Y軸方向の FWHM
である．候補領域が結節状陰影であれば wは 0に近づく． 
 
4.2.3.4 GGVF集中度 

























































g: Gradient vector  





























































𝑁(𝜇, 𝜎2)とすると，データ値 x∈X が平均𝜇から 3𝜎以内である確率は 99.7%とな




4.2.4.2 Artificial Neural Networks 
生物の脳の神経ネットワークを模式化した情報処理モデルは人工ニューラル





𝑋 =    (𝑥 − 𝑥0) cos 𝜃 + (𝑦 − 𝑦0)sin 𝜃






















ンと呼び，図 4.10のように表わされる．このとき，ニューロンの出力 yは式(4.39), 
式(4.40)により得られる． 
𝑦 = 𝑓(𝑢) (4.39) 



















図 4.10 人工ニューロン 
 
本稿では，4.2.3節で述べた特徴量を入力ベクトル𝐱𝑇 = {𝑥1, … 𝑥𝐷}とし，M個の
ユニットを持つ隠れ層が 1層，出力が 2クラスの ANNを適用する．図 4.11に概
要を示す．クラス kに対する出力は，以下の関数で定義される． 






+ 𝑏𝑘) (4.41) 
本稿では，sigmoid関数である𝑓(𝑥) = 1 (1 + 𝑒𝑥𝑝 (−𝑥)⁄ )を用いる． 
重みとバイアスを以下の勾配降下法によって更新する． 
𝐰𝜏+1 = 𝐰𝜏 − 𝜂∇𝐸(𝐰𝜏) 































=  𝜂𝛿𝑘𝐻𝑗 
∆𝑏𝑘 =  −𝜂
𝜕𝐸
𝜕𝑏𝑘
=  𝜂𝛿𝑘   
(4.44) 












=  𝜂𝛿𝑗𝑋𝑖 
∆𝑏𝑗 =  −𝜂
𝜕𝐸
𝜕𝑏𝑗
=  𝜂𝛿𝑗   
(4.46) 









𝜏 + ∆𝑏𝑗として更新される． 
 重みとバイアスは以下のバックプロパゲーション処理により更新される． 
(1) 入力ベクトル x をネットワークに入れ，式(4.41)によりネットワークを順伝
播させ，全ての隠れユニットと出力ユニットの出力を求める． 
(2) 式(4.45)により，全ての kにおける𝛿𝑘を求める． 








図 4.11 提案 ANNの概要 
 
4.2.4.3 CLAFIC識別器 
 CLass Featuring Information Compression (CLAFIC)法[69]は部分空間法の代表的
な手法である．CLAFIC法はクラスごとに部分空間を作成し，未知の入力ベクト
ルがどの部分空間でよく近似できるかにより分類する手法である． 
 まず，a個のクラス𝑤1, 𝑤2, …𝑤𝑎のそれぞれの部分空間を𝐿1, 𝐿2, … 𝐿𝑎とし，その
次元を𝑑1, 𝑑2, … 𝑑𝑎とする．ここで D 次元学習データに基づき，𝑅𝐷の部分空間𝐿𝑖
は𝑑𝑖個の D次元正規直交ベクトル（基底）で張られたもので，𝐿𝑖(𝐮𝑖1, 𝐮𝑖2, … 𝐮𝑖𝑑𝑖)
と表すことができる．ただし正規直交性はクロネッカーのデルタによって
𝐮𝑖𝑘




































2 = 𝐱𝑡𝐏𝑖𝐱 













































𝛌は固有値であり，𝜆𝑖𝑗(𝜆𝑖1 ≥ 𝜆𝑖2 ≥ ⋯ ≥ 𝜆𝑖𝑗 … ≥ 𝜆𝑖𝑑𝑖 ≥ 0)に対応するのが𝐮𝑖𝑗である． 
 
4.2.4.4 Fisher識別器 
 Fisher の判別分析法[70]では，p 次元特徴ベクトル x をパラメータ𝐖 =




𝐲 = 𝐖𝑇𝐱 (4.55) 
パラメータ𝐖𝑇は，学習データを用い q次元部分空間において，クラス間分散を
最大にし，クラス内分散が最小となるように決定される必要がある． 
いま，n個の観測データ{(𝑥𝛼, 𝑔𝛼); 𝛼 = 1, …𝑛}があると考える．𝑔𝛼は属するクラ








































−1𝐒𝐵𝐖 = 𝐖𝚲     𝚲 = diag{𝜆1, … 𝜆𝑞} (4.60) 
最適解?̂?は，𝐒𝑤
−1𝐒𝐵の固有値のうち，大きい方から q個の固有値𝜆1, … 𝜆𝑞に対応す
る固有ベクトル?̂?1, … ?̂?𝑞となる．部分空間の次元 qは，最大限 min{p, L-1}次元ま
でとることができる． 
 未知のデータ xは?̂?𝑇𝐱によって部分空間によって射影され，部分空間?̂?𝑇𝐦𝑘 
(𝑘 = 1,2, … 𝐿)との距離が最も小さい群へ判別される． 
 
4.2.4.5 マハラノビス距離による LDA識別器 
 本稿では，マハラノビス距離によって線形判別分析を行う LDA識別器を用い












𝑑𝑘 = (𝐱 − 𝛍𝑘)
𝑇Σ𝑘
































𝑦𝑚(𝐱) =  ℎ(𝑥) + 𝜀𝑚(𝐱) (4.64) 
各モデルの平均二乗誤差は以下となる． 













𝐸𝑐𝑜𝑚 = 𝔼𝐱[{𝑦𝑐𝑜𝑚(𝐱) −  ℎ(𝑥)}
2] 










𝔼𝐱[𝜀𝑚(𝐱)𝜀𝑙(𝐱)] = 0,𝑚 ≠ 𝑙 (4.68) 

















識別器ℒの出力を𝚸ℒ = {𝑝𝑝, 𝑝𝑛}, 陽性クラスに対する予測確率を𝑝𝑝，陰性クラス
































現在画像に陰影が新たに発生した 31症例に提案手法を適用する．第 2章の 2.3
節に画像データの詳細を述べている．ただし，31症例のうち 3症例は 5mm未満










 FROC曲線は，横軸に 1症例あたりの偽陽性数（False Positives: FP），縦軸に真



















 特徴量の有効性を検証するため，陽性 32個の各特徴量と陰性 100個の各特徴

































図 4.12の FROC曲線では，ANNが一番左上に位置し，感度 75.0[%]において
3.54[FPs/scan]であった．次に全ての識別器を組み合わせた識別器が続き感度 75.0 
[%]のとき 37.3[FPs/scan]であった．さらに，CLAFIC 識別器，Fisher識別器，マ
ハラノビス距離による LDA 識別器の順に位置し，感度 75.0[%]において，それ
ぞれ 44.9[FPs/scan]，59.3[FPs/scan]，66.6[FPs/scan]であった．このことより，ANN
が最も優れた識別器であり，全ての識別器を組み合わせたアンサンブル識別器
は，CLAFIC 識別器，Fisher 識別器，マハラノビス距離による LDA 識別器を上
回るが，ANNよりは下回る性能であることがわかる． 
表 4.1において，従来手法の直径比が 0.74に対し，提案手法では 1.04であり
直径比が 1に近いことがわかる．また，図 4.13にセグメンテーション結果例を
示す．同図において，(a)は結節状陰影の原画像であり，(b)は粗抽出結果（粗抽
















図 4.12 結節状陰影検出における FROC曲線 
 
      
(a)  (b) (c) (d) (e) (f) 





   
(a) Original image (b) Segmentation by the 
conventional method [17] 
(c) Segmentation by the 
proposed method 
























表 4.1 陰影セグメンテーションにおける実効直径比 
 Average of diameter ratio 
The conventional method [17] 0.74 
The proposed method 1.04 
 
 
表 4.2 各特徴量における有意確率 





1 Mean 0.187 0.376 
2 Mean of maximal values in fourth 0.293 0.586 
3 Variance 0.178 0.356 
4 Maximal value 0.340 0.679 
5 Minimal value 0.288 0.576 
6 Sparse feature 0.100 0.200 
7 Normalized cross correlation 0.011 0.021 
8 Image histogram profile 0.001 0.001 
9 Circularity 2.44×10-7 4.87×10-7 
10 Sphericity 9.74×10-8 1.95×10-7 
11 Elongation 0.126 0.252 
12 Degree of concentration on GGVF 0.103 0.205 
13 




Ratio of volume having high output 

































た 14 個の特徴量のうち，z 検定における片側，両側の両方の有意確率が有意水








表 4.3 結節状陰影の検出結果 
 
Sensitivity [%] 
False positives at the 
sensitivity [FPs/scan] 
The conventional method [17] 87.1 1.5 




(a) Original image (b) Segmentation result 










































































3 次元に拡張した．それぞれを胸部 MDCT 画像により生成された経時的差分画
像のボリュームデータに適用し，識別能力の比較を行った．その結果，
















































Input of a TS image 
Detection of first candidate nodules based on 
multi-threshold technique 
Reduction of false positives by 3D-CNN 
End 
Input of a current image 





CNN の基本構造を図 5.3 に示す．入力ボリュームは，結節状陰影の大きさが
20[mm]以下であることから，経時的差分画像上で得られた初期候補領域の重心






























本論文ではネオコグニトロン[72]の設計思想と LeNet[73]に基づく 4 層の浅い
レイヤーを持つ 3D-ShallowNetを考案した．その詳細を表 5.1に示す． 
 
表 5.1 3D-ShallowNetの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution 5×5×5 1×1×1 30×30×30×32 
Max-pooling 2×2×2 2×2×2 15×15×15×32 
Convolution 5×5×5 1×1×1 15×15×15×64 
Max-pooling 2×2×2 2×2×2 8×8×8×64 
Fully-connected   1024 




















AlexNet[74]は 2012 年の ImageNet Large Scale Visual Recongnition Challenge 
(ILSVRC)において従来の機械学習に大きく差をつけて優勝したモデルである．
ネオコグニトロンを踏襲した 5 つの畳み込み層と 3 つの全結合層を持つ．
AlexNet-likeモデルは安定的に高精度な結果を出力することが多く，広く利用さ
れている．本稿では，AlexNetの層数と各フィルタ数を変えずにフィルタサイズ
を変えることによって 3次元データに適応した．その詳細を表 5.2に示す． 
 
表 5.2 3D-AlexNet-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution 5×5×5 2×2×2 15×15×15×96 
Max-pooling 3×3×3 2×2×2 8×8×8×96 
Convolution 3×3×3 1×1×1 8×8×8×256 
Max-pooling 2×2×2 2×2×2 4×4×4×256 
Convolution 2×2×2 1×1×1 4×4×4×384 
Convolution 2×2×2 1×1×1 4×4×4×384 
Convolution 2×2×2 1×1×1 4×4×4×256 
Max-pooling 2×2×2 2×2×2 2×2×2×256 
Fully-connected   4096 
Fully-connected   4096 
















合層の計 11 層の VGG11，10 層の畳み込み層と 3 つの全結合層の計 13 層の
VGG13，13層の畳み込み層と 3つの全結合層の計 16層の VGG16，16層の畳み
込み層と 3 つの全結合層の計 19 層の VGG19 をフィルタの大きさを変え，3 次






















表 5.3 3D-VGG11-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution 3×3×3 1×1×1 30×30×30×64 
Max pooling 2×2×2 2×2×2 15×15×15×64 
Convolution 3×3×3 1×1×1 15×15×15×128 
Max pooling 2×2×2 2×2×2 8×8×8×128 
Convolution×2 3×3×3 1×1×1 8×8×8×256 
Max pooling 2×2×2 2×2×2 4×4×4×256 
Convolution×2 3×3×3 1×1×1 4×4×4×512 
Max pooling 2×2×2 2×2×2 2×2×2×512 
Convolution×2 3×3×3 1×1×1 2×2×2×512 
Max pooling 2×2×2 2×2×2 1×1×1×512 
Fully-connected   512 
Fully-connected   512 
















表 5.4 3D-VGG13-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution×2 3×3×3 1×1×1 30×30×30×64 
Max pooling 2×2×2 2×2×2 15×15×15×64 
Convolution×2 3×3×3 1×1×1 15×15×15×128 
Max pooling 2×2×2 2×2×2 8×8×8×128 
Convolution×2 3×3×3 1×1×1 8×8×8×256 
Max pooling 2×2×2 2×2×2 4×4×4×256 
Convolution×2 3×3×3 1×1×1 4×4×4×512 
Max pooling 2×2×2 2×2×2 2×2×2×512 
Convolution×2 3×3×3 1×1×1 2×2×2×512 
Max pooling 2×2×2 2×2×2 1×1×1×512 
Fully-connected   512 
Fully-connected   512 
















表 5.5 3D-VGG16-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution×2 3×3×3 1×1×1 30×30×30×64 
Max pooling 2×2×2 2×2×2 15×15×15×64 
Convolution×2 3×3×3 1×1×1 15×15×15×128 
Max pooling 2×2×2 2×2×2 8×8×8×128 
Convolution×3 3×3×3 1×1×1 8×8×8×256 
Max pooling 2×2×2 2×2×2 4×4×4×256 
Convolution×3 3×3×3 1×1×1 4×4×4×512 
Max pooling 2×2×2 2×2×2 2×2×2×512 
Convolution×3 3×3×3 1×1×1 2×2×2×512 
Max pooling 2×2×2 2×2×2 1×1×1×512 
Fully-connected   512 
Fully-connected   512 
















表 5.6 3D-VGG19-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 
Convolution×2 3×3×3 1×1×1 30×30×30×64 
Max pooling 2×2×2 2×2×2 15×15×15×64 
Convolution×2 3×3×3 1×1×1 15×15×15×128 
Max pooling 2×2×2 2×2×2 8×8×8×128 
Convolution×4 3×3×3 1×1×1 8×8×8×256 
Max pooling 2×2×2 2×2×2 4×4×4×256 
Convolution×4 3×3×3 1×1×1 4×4×4×512 
Max pooling 2×2×2 2×2×2 2×2×2×512 
Convolution×4 3×3×3 1×1×1 2×2×2×512 
Max pooling 2×2×2 2×2×2 1×1×1×512 
Fully-connected   512 
Fully-connected   512 


























ット[77]を用いて実験を行い，152層の ResNetでは top-5 errorが 4.49[%]であっ
た．top-5 error とは，出力された予測確率の高い順から 5クラスに正解ラベルが
含まれていないテスト数の割合である[43]．また，ILSVRC2015において 152層
の ResNetを含む，6種類の異なる層数を持つ ResNetのアンサンブルネットワー






クの数を nとしたときの層数を6𝑛 + 2とし，8層（𝑛 = 1），20層（𝑛 = 3），32層





図 5.4 残差ブロックの構造 
 
表 5.7 3D-ResNet-likeネットワークの構造 
Layer Kernel Stride Output size 
Input   30×30×30 



















Average pooling 8×8×8 1×1×1 1×1×1×64 








𝑓 𝑥  





の詳細は第 2章の 2.3節で述べた．ただし，学習データは 31症例から抽出した





 31症例から抽出された陰性データ 1174枚，陽性データ 32枚を中心とするVOI
に対し，XY方向への微小移動，左右反転，Z軸中心の 90°，180°，270°回転












 本稿では，FROC 曲線によって検出結果の評価を行う．FROC 曲線上の点は，
ネットワークの出力予測確率に，異なるしきい値を設定することにより決定さ
れる．ネットワークのパフォーマンスが他のネットワークよりも高い場合，前述







































図 5.5 に各モデルおよび第 4 章で述べた ANN による FROC 曲線を示す．ま
た，表 5.8に FROC曲線における 0.125，0.25，0.5，1，2，4，8[FPs/scan]におけ
る感度とその平均を示す．  
3D-AlexNet-likeネットワークにおいて FROC曲線は最も左上に位置し，表 5.8






りも右下に位置し，表 5.8の 7感度における偽陽性数の平均も 3D-AlexNet-like
ネットワークより低い値である．また，3D-VGG-like ネットワーク間で比較し
た場合，表 5.8において 3D-VGG11-likeネットワークの平均値と 3D-VGG19-like
ネットワークの平均値が最も高いが，3D-VGG-like ネットワーク間の平均値の
差は，各 3D-AlexNet-likeネットワークの平均値との差と比較すると小さい．ま
た，他のネットワークと比べると，全ての 3D-VGG-like ネットワークは ANN
による結果と近しい．3D-ResNet8，20，32-likeネットワークにおいての FROC















































表 5.8 各偽陽性陰影数における感度 
Model 0.125 0.25 0.5 1 2 4 8 Average 
3D-AlexNet 0.393 0.464 0.571 0.571 0.714 0.750 0.786 0.607 
ANN 0.138 0.275 0.429 0.536 0.643 0.750 0.750 0.503 
3D-
ShallowNet 
0.250 0.321 0.321 0.393 0.536 0.643 0.679 0.449 
3D-VGG11 0.357 0.393 0.500 0.536 0.536 0.571 0.714 0.515 
3D-VGG13 0.321 0.429 0.464 0.500 0.500 0.571 0.643 0.490 
3D-VGG16 0.357 0.429 0.464 0.500 0.571 0.571 0.607 0.500 
3D-VGG19 0.321 0.393 0.500 0.500 0.571 0.643 0.679 0.515 
3D-ResNet8 0.107 0.143 0.143 0.143 0.179 0.286 0.429 0.204 
3D-
ResNet20 
0.042 0.250 0.214 0.250 0.357 0.429 0.500 0.292 
3D-
ResNet32 





















全ての 3D-VGG-like ネットワークにおいては 3×3×3 であり，前者のモデルが
より微小変動へのロバスト性を有していたことも要因の一つである可能性があ
る．3D-VGG-likeネットワークにおいて，表 5.8の 7感度における偽陽性数の平















表 5.9 に各モデルの層数，パラメータ数，浮動小数点演算数（Floating-point 
operations: Flops）を示す．3D-ResNet-likeネットワークのパラメータ数は 0.36M-








表 5.9 パラメータの各特性 
model layer parameters flops 
3D-ShallowNet 4 27.1M 16M 
3D-AlexNet 8 28.6M 1170M 
3D-VGG11 11 28.2M 4401M 
3D-VGG13 13 28.7M 4407M 
3D-VGG16 16 44.7M 7239M 
3D-VGG19 19 60.6M 10070M 
3D-ResNet8 8 0.36M 1208M 
3D-ResNet20 20 0.94M 4064M 







































章では ANNを用いた機械学習により，感度 75.0 [％]において 3.54[FPs/scan]の精
度を得た．第 5 章では，3D-CNN を使用した検出方法を提案した．3D-AlexNet-
likeネットワークの精度は，感度 75.0[％]において 2.75[FPs/scan]であり，ANNに
よる機械学習より優れた結果となった．3D-VGG-likeネットワーク（11，13，16，






























偽陽性陰影を排除する．提案手法の概要は第 5章の図 5.2と同様である．  
 
6.2.1 残差機能を付加した 3D-CNNによる偽陽性陰影の削減 
Luら[45]は，ResNetの各残差ブロックは，ODEにおいて離散化された前進オ
イラー法の 1 つのステップとして解釈できると報告している．ResNet における
残差ブロックのショートカットは 2 つの畳み込み層をスキップしているが，本
稿では，1つの畳み込み層をスキップするショートカットも適用する．したがっ
て，図 6.1に示す ResNetの通常の残差ブロックは，𝑥𝑛+1 = 𝑥𝑛−1 + 𝑓𝑛(𝑓𝑛−1(𝑥𝑛−1))
と見なすことができる．この方程式は，線形多段階法に基づいており，次の式で
表される． 
ここで, h は時間ステップであり, 𝑑𝑥 𝑑𝑡⁄ = 𝑓(𝑡, 𝑥)である．𝛼𝑗 , 𝛽𝑗はスカラパラメ
ータであり𝛼𝑗 ≠ 0，|𝛼𝑗| + |𝛽𝑗| ≠ 0である． 
 本稿では，図 6.2に示す 3D-VGG116-likeアーキテクチャを基本アーキテクチ
ャとし，そのアーキテクチャに残差ブロックを部分的に適用した．提案アーキテ


































𝑥𝑛−1 =  𝑓𝑛−2(𝑥𝑛−2) (6.2a) 
𝑥𝑛 =  𝑓𝑛−1(𝑥𝑛−1) (6.2b) 
𝑥𝑛+1 =  𝑥𝑛−1 + 𝑓𝑛(𝑥𝑛) (6.2c) 
𝑥𝑛−1 =  𝑓𝑛−1(𝑥𝑛−2) (6.3a) 
𝑥𝑛 =  𝑥𝑛−2 + 𝑓𝑛−1(𝑥𝑛−1) (6.3b) 
𝑥𝑛+1 = 𝑥𝑛−1 + 𝑓𝑛(𝑥𝑛) (6.3c) 
𝑥𝑛−1 =  𝑥𝑛−2+𝑓𝑛−2(𝑥𝑛−2) (6.4a) 












ここで kn-1, kn はスカラパラメータであり，他のパラメータと同様に学習が行わ
れる．これらは線形多段階アーキテクチャと呼ばれる[45]．2番目のサブブロッ
クは，1つの畳み込みをスキップする 2つのショートカットと，2つの畳み込み
をスキップする 1 つのショートカットおよび 1 つの学習可能な係数を持つ．本
稿では，パターン(d)のサブブロックを持つネットワークをネットワーク(d)と呼
ぶこととする．図 6.11にネットワーク(d)の概要を示す． 




ここで am, cm (𝑚 = 𝑛 − 2, 𝑛 − 1, 𝑛)，𝑏𝑙(𝑙 = 𝑛 − 1, 𝑛)はスカラパラメータであり，
𝑥𝑛+1 = 𝑥𝑛 + 𝑓𝑛(𝑥𝑛) (6.4c) 
𝑥𝑛−1 =  𝑥𝑛−2+𝑓𝑛−2(𝑥𝑛−2) (6.5a) 
𝑥𝑛 =  (1 − 𝑘𝑛−1)𝑥𝑛−1 + 𝑘𝑛−1𝑥𝑛−2 + 𝑓𝑛−1(𝑥𝑛−1) (6.5b) 
𝑥𝑛+1 = (1 − 𝑘𝑛)𝑥𝑛 + 𝑘𝑛𝑥𝑛−1 + 𝑓𝑛(𝑥𝑛) (6.5c) 
𝑥𝑛−1 =  𝑎𝑛−2𝑥𝑛−2+𝑐𝑛−2𝑓𝑛−2(𝑥𝑛−2) (6.6a) 
𝑥𝑛 =  𝑏𝑛−1𝑥𝑛−1 + 𝑎𝑛−2𝑥𝑛−2 + 𝑐𝑛−1𝑓𝑛−1(𝑥𝑛−1) (6.6b) 






























図 6.2 提案ネットワークの基本アーキテクチャ 
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図 6.3 パターン(a): One shortcut skipping two convolutions 
 





























図 6.5 パターン(c): Three shortcuts skipping one convolution 
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図 6.8 ネットワーク(a) 
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図 6.9 ネットワーク(b) 
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図 6.10 ネットワーク(c) 
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図 6.11 ネットワーク(d) 
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図 6.12 ネットワーク(e) 
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第 5章の 5.3節に述べたように，現在画像に陰影が新たに発生した 31症例に
提案手法を適用する．第 2章の 2.3節に画像データの詳細を前述している．ただ
し，31症例のうち 3 症例は 5[mm]未満の結節状陰影を含むため，後述する評価
は 5[mm]以上の結節状陰影を持つ 28 症例に対して行った．第 5 章の 5.3.1 節と
同様にデータ拡張を行い，学習では 5.3.2節と同様にブートストラップ法を利用




























like ネットワーク，3D-VGG-like ネットワーク，3D-ResNet-like ネットワークの
結果と比較した．表 6.1は，それぞれのネットワークにおける 7偽陽性数におけ








ワーク(b)および(c)の各平均値は，表 6.1 に示すように，3D-AlexNet-like ネット
ワークよりも優れている．この結果は，ネットワーク(b)，(c)が本稿で用いた他
のどのネットワークよりも高い識別能力を持っていることを示している．さら
に，感度 82.1 [％]におけるネットワーク(a)-(c)の 1 症例あたりの各偽陽性数は，








































表 6.1 各偽陽性数における感度 
Model 0.125 0.25 0.5 1 2 4 8 Average 
Network(a) 0.321 0.393 0.536 0.607 0.714 0.786 0.857 0.602 
Network(b) 0.429 0.429 0.536 0.643 0.679 0.821 0.857 0.628 
Network(c) 0.357 0.500 0.536 0.607 0.714 0.821 0.857 0.628 
Network(d) 0.393 0.464 0.536 0.643 0.679 0.750 0.786 0.607 
Network(e) 0.357  0.429  0.429  0.464  0.643  0.714  0.821  0.551  
3D-AlexNet 0.393 0.464 0.571 0.571 0.714 0.750 0.786 0.607 
ANN 0.138 0.275 0.429 0.536 0.643 0.750 0.750 0.503 
3D-
ShallowNet 
0.250 0.321 0.321 0.393 0.536 0.643 0.679 0.449 
3D-VGG11 0.357 0.393 0.500 0.536 0.536 0.571 0.714 0.515 
3D-VGG13 0.321 0.429 0.464 0.500 0.500 0.571 0.643 0.490 
3D-VGG16 0.357 0.429 0.464 0.500 0.571 0.571 0.607 0.500 
3D-VGG19 0.321 0.393 0.500 0.500 0.571 0.643 0.679 0.515 
3D-ResNet8 0.107 0.143 0.143 0.143 0.179 0.286 0.429 0.204 
3D-
ResNet20 
0.042 0.250 0.214 0.250 0.357 0.429 0.500 0.292 
3D-
ResNet32 














表 6.2 感度 82.1[%]における 1症例あたりの偽陽性数 













































































第 7章 考察 
 本研究の目的は，肺がん検出のための胸部 MDCT画像の経時的差分像技術の
開発である．第 2章，第 3章では，現在画像と過去画像間のレジストレーション































































ラノビス距離による LDA 識別器，Fisher 識別器，CLAFIC 機械学習，これらを
全て組み合わせたアンサンブル識別器による識別をそれぞれ行った．その結果，
ANN が最も識別能力が優れていたが，従来手法[17]を超える精度は得られなか
った．    
最も低い識別精度であったのは，多変量ガウス分布の指数部分であるマハラ
ノビス距離による LDA識別器であり，また判別に自己相関行列や分散共分散行


























似できるためと報告している．残差機能𝑥𝑛+1 = 𝑥𝑛 + 𝑓(𝑥𝑛)は常微分方程式にお
いて前進オイラー法の 1 ステップの働きをなしている．そこで，残差機能を利
用し，パラメータ数と Flop 数を極端に増やすことなく識別精度を向上させるこ

























































を 3D に拡張したところ，3D-AlexNet-like ネットワークにおいて，ANN を超え
る識別性能を得た．また，ResNetがショートカットにより ODEの離散的数値解
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