A novel signal modeling technique is described to compute smoothed time-frequency features for encoding speech information. These time-frequency features compactly and accurately model phonetic information, while accounting for the main effects of contextual variations. These segment-level features are computed such that more emphasis is given to the center of the segment and less to the end regions. For phonetic classification, the features are relatively insensitive to both time and frequency resolution, as least insofar as changes in window length and frame spacing are concerned. A 60-dimensional feature space based on this modeling technique resulted in 70.9 % accuracy for classification of 16 vowels extracted from the TIME data base in speaker-independent experiments. These results are higher than any other results reported in the literature for the same task.
INTRODUCTION
One of the fundamental issues in feature selection for automatic speech recognition is the representation of specaal/temporal information which best captures the phonetic content of the speech signal. Since time and frequency resolution are inversely related, in practice a tradeoff must be made between these two resolutions. Ideally these resolutions should also depend on frequency. Another important consideration, at least for any statistically-based recognizer, is the desirability of using as few features as possible. In this paper signal processing strategies are described to compute smoothed timefrequency features for encoding speech information of speech segments in a compact form. 
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represented by three featm vectors extracted at the beginning, the middle, and the end of the labeled acoustic signal [2,3,4]. These feature vectors are then concatenated to form one longer fixed-length vector and then used as the input to a classifier such as a neural network. Neither of these methods is particularly effective at capturing the temporal history of the underlying features. Although the basic features are often augmented with some type of delta terms, the temporal modeling deficiency is only partially overcome.
In the present technique each acoustic segment is initially represented with multiple feature vectors which are extracted from equally spaced frames of speech. Then each feature trajectory across these multiple frames is represented by a low-order time-warped coshe basis vector expansion. The coefficients of these cosine expansions are then used as a representation for the underlying phonetic information. The use of this loworder cosine expansion over time enables modeling the temporal or dynamic information as well as the contextual information in a compact and integrated form. Using a weighted basis vector expansion over a sufficiently long acoustic segment, we are able to emphasize the center of the segment, which contains most of the information about the underlying phone, but also include contextual information from the neighboring phonemes. The use of only a few low-order terms in the expansion over time also smoothes out noise due to signal p e s s i n g artifacts such as window length and frame spacing.
In the remaining sections of this paper we provide a detailed explanation for the feature computation procedures, the classification technique, experimental procedures and experimental results.
COMPUTATION OF TIME/F'REQUENCY FEATURES
The features are computed in a multi-stage p e s s as follows. The fmt step is to high-frequency preemphasize the speech signal using a second order FIR filter given by
where the coefficients are for a 16 kHz sampling rate. This pre-emphasis, which has a broad peak near 3 kHz, and which approximates the inverse of the equal-loudness contour, results in slightly better performance (about 1 lo)
than does a first order pre-emphasis, (y[nl = x[n] -.95
x[n-13 ). The next step of processing is to compute a 1024 point FFT from each Kaiser-windowed (coefficient of 5.33) frame of speech data. The magnitude spectrum is then determined, logarithmically amplitude scaled, and frequency warped with a bilinear transformation with a warping coefficient of .45. The scaled FTT spectrum is then reduced (or smoothed) using a cosine transform, computed over a frequency range of 75 Hz to 6OOO Hz.
These coefficients, which we call discrete cosine transform coefficients (DCTCs), are essentially cepstral coefficients. Each DCTC trajectory is then represented by the coefficients in a modified cosine expansion over the segment interval as follows:
where DCTC,(n) is the i& cosine coefficient of the magnitude spectrum of the n a frame,
BVk(n) is the n& value of the lc& basis vector, M is the number of basis vectors used, and DCS, is kt& coefficient of the modified cosine expansion of DCTC,.
The basis vectors are computed as "time-warped cosine basis vectors, using a Kaiser-window weighting function, such that the data are more accurately represented in the center of the interval than near the endpoints, using
where KW(n) is the Kaiser-window weighting function, and L is the length of each trajectory (in frames). Figure 1 depicts the first three basis vectors, using a coefficient of 5 for the Kaiser warping function.
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The methodology described above allows considerable flexibility for examining tradeoffs between time and frequency resolution. For example to increase frequency resolution, the frame length should be increased and the number of DCTC terms should be increased, whereas the number of DCS terms can be reduced. To increase time resolution, the frame length and frame spacing and number expansion. We conducted several experiments designed to evaluate the usefulness of these features for automatic vowel classification and to investigate the tradeoffs mentioned above.
CLASSIFIER
The pattern classification approach used in this study is called a binary paired partitioning (BPP) neural network [5, 6] . This classifcation approach partitions an N-way classification task into N*(N-1)/2 two-way classification tasks. Each two-way classification task is performed using a neural network classifier which is trained to discriminate one pair of categories. The two-way classification decisions are then combined to make the N-way decisions.
For all experiments reported in this paper each pair-wise network was a memoryless, feed-forward, multi-layer perceptron and was configured to have one hidden layer of 5 nodes, unless otherwise stated, and one output node. Back-propagation was used for training these networks with 160, OOO network updates using an initial learning rate of .45 and momentum term of .6. The learning rate was reduced by a factor of .% every 5000 network updates.
EXPERIMENTS
The experiments were performed with vowel data from the D A R P m M I T data base (October 1990 version 
Experiment 1 --Control
This experiment was conducted to determine the extent to which temporal information for vowels can be captured using only 1, 3, or 5 frames extracted at uniformly spaced time points with respect to the labeled section of each vowel. This method is very similar to that used in previous studies of vowel classification using TIMIT data, Ten DCTCs were computed for each frame (since, as described in the following experiment, this number was found to be sufficient). The vowel classification results for these three cases were 53.9%, 63.8%, and 65.4%.
These results are similar to those obtained in previous studies for similar conditions.
Experiment 2 --TimdFrequency Resolution
This experiment was designed to examine tradeoffs in time/frequency resolution. That is, we wanted to examine classification performance as a function of the number of DCTCs used and the number of DCSs used to encode each DCTC. For this experiment we used a fixed time interval of 300 msec centered at the labeled midpoint of each vowel and a time warping of 10. Figure 2 shows the evaluation results of this experiment in bargraph form. 
