Abstract. This paper uses the Rice method [18] to give bounds to the distribution of the maximum of a smooth stationary Gaussian process. We give simpler expressions of the first two terms of the Rice series [3, 13] for the distribution of the maximum. Our main contribution is a simpler form of the second factorial moment of the number of upcrossings which is in some sense a generalization of Steinberg et al. 's formula ([7] p. 212). Then, we present a numerical application and asymptotic expansions that give a new interpretation of a result by Piterbarg [15] .
Miroshin [13] expressed the distribution function of this maximum as a sum of a series, so-called the "Rice series". Recently, Azaïs and Wschebor [3, 4] proved the convergence of this series under certain conditions and proposed a method giving the exact distribution of the maximum for a class of processes including smooth stationary Gausian processes with real parameter.
The formula given by the Rice series is rather complicated, involving multiple integrals with complex expressions. Fortunatly, for some processes, the convergence is very fast, so the present paper studies the bounds given by the first two terms that are in some cases sufficient for application.
We give identities that yield simpler expressions of these terms in the case of stationary processes. Generalization to other processes is possible using our techniques but will not be detailed for shortness and simplicity.
For other processes, the calculation of more than two terms of the Rice series is necessary. In such a case, the identities contained in this paper (and other similar) give a list of numerical tricks used by a program under construction by Croquette.
We then use Maple to derive asymptotic expansions of some terms involved in these bounds. Our bounds are shown to be sharp and our expansions are made for a fixed time interval and a level tending to infinity. Other approaches can be found in the literature [12] . For example, Kratz and Rootzén [11] propose asymptotic expansions for a size of time interval and a level tending jointly to infinity.
We consider a real valued centred stationary Gaussian process with continuous paths X = {X t ; t ∈ [0, T ] ⊂ R}. We are interested in the random variables
For shortness and simplicity, we will focus attention on the variable X ; the necessary modifications for adapting our method to X are easy to establish [5] .
We denote by dF (λ) the spectral measure of the process X and λ p the spectral moment of order p when it exists. The spectral measure is supposed to have a finite second moment and a continuous component. This implies ( [7] p. 203) that the process is differentiable in quadratic mean and that for all pairwise different time points t 1 , . . . , t n in [0, T ], the joint distribution of X t1 , . . . , X tn , X t1 , . . . , X tn is non degenerated.
For simplicity, we will assume that moreover the process admits C 1 sample paths. We will denote by r(.) the covariance function of X and, without loss of generality, we will suppose that λ 0 = r(0) = 1.
Let u be a real number, the number of upcrossings of the level u by X, denoted by U u is defined as follows:
. These factorial moments can be calculated by Rice formulae. For example:
+ is the positive part of X • and p s,t the joint density of (X s , X t ). These two formulae are proved to hold under our hypotheses ( [7] , p. 204). See also Wschebor [21] , Chapter 3, for the case of more general processes.
We will denote by ϕ the density of the standard Gaussian distribution. In order to have simpler expressions of rather complicated formulae, we will use the folllowing three functions:
Main inequalities
Since the pioneering works of Rice [18] , the most commonly used upper bound for the distribution of the maximum is the following:
One can also see the works by [9, 15, 16] . We propose here a slight refinement of this inequality, but also a lower bound using the second factorial moment of the number of upcrossings. Our results are based on the following remark which is easy to check: if ξ is a non-negative integer valued random variable, then
Noting that P almost surely,
we get:
Using the same technique as for calculating E (U u ) and E (U u (U u − 1)), one gets
where p 0,t;t stands for the density of the vector (X 0 , X t , X t ). Azaïs and Wschebor [3, 4] have proved, under certain conditions, the convergence of the Rice series [13]
and the envelopping property of this series:
, then, for all n > 0:
Using relation (1.3) with n = 1 gives
, we see that, except this last modification which gives a simpler expression, Main inequality (1.1) is relation (1.3) with n = 1. Remark 1.1. In order to calculate these bounds, we are interested in the quantityν 1 (u, T ). For asymptotic calculations and to compare our results with Piterbarg's ones, we will also consider the quantity ν k (u, T ). From a numerical point of view, ν k (u, T ) andν k (u, T ) are worth being distinguished because they are not of same order of magnitude as u → +∞. In the following sections, we will work with ν 1 (u, T ).
Some identities
First, let us introduce some notations that will be used in the rest of the paper. We set:
We also define
Note that, since the spectrum of the process X admits a continuous component, |ρ(t)| = 1.
In the sequel, the variable t will be omitted when it is not confusing and we will write r, r , µ,
with:
2)
Remark 2.2. 1. Formula (i) is analogous to the formula (2.10.4) given in Cramér and Leadbetter's [7] , p. 27:
Our formula is easier to prove and is more adapted to numerical application because, when t → 0, ρ(t) → −1 and the integrand in Cramér and Leadbetter's formula tends to infinity. 2. Utility of these formulae:
• these formulae permit a computation of Main inequality (1.1), at the cost of a double integral with finite bounds. This is a notable reduction of complexity with respect to the original form. The form (2.4) is more adapted to effective computation, because it involves an integral on a bounded interval; • this method has been implemented in a S+ program that needs about one second of Cpu to run an example. It has been applied to a genetical problem in Cierco and Azaïs [6] .
The form (iii) has some consequences both for numerical and theoretical purposes. The calculation of ν 2 (u, T ) yields some numerical difficulties around t = 0. The sum of the three terms is infinitly small with respect to each term. To discard the diagonal from the computation, we use formula (iii) and Maple to calculate the equivalent of the integrand in the neighbourhood of t = 0 at fixed u.
Recall that we have set
The following proposition gives the Taylor expansion of A at zero.
Proposition 2.3. Assume that λ 8 is finite. Then, as t → 0:
Piterbarg [17] or Wschebor [21] proved that A t (u) = O (ϕ (u(1 + δ))) for some δ → 0. Our result is more precise. Our formulae give some asymptotic expansions as u → +∞ for ν 1 (u, T ) and ν 2 (u, T ) for small T .
Proposition 2.4.
Assume that λ 8 is finite. Then, there exists a value T 0 such that, for every T < T 0
A numerical example
In the following example, we show how the upper and lower bounds (1.1) permit to evaluate the distribution of X with an error less than 10 −4 . We consider the centered stationary Gaussian process with covariance Γ(t) := exp(−t 2 /2) on the interval I = [0, 1], and the levels u = −3, −2.5, . . . , 3. The term P (X 0 ≤ u) is evaluated by the S -plus function P norm, ν 1 and ν 2 using Proposition 2.1 and the Simpson method. Though it is rather difficult to assess the exact precision of these evaluations, it is clear that it is considerably smaller than 10 −4 . So, the main source of error is due to the difference between the upper and lower bounds in (1.1). 
Proofs

Proof of Proposition 2.1 Proof of point (i). We first search P (X > a, Y > a).
Put ρ = cos(θ), θ ∈ [0, π[, and use the orthogonal decomposition
. Thus:
where D is the domain located between the two half straight lines starting from the point a, a 1 − ρ 1 + ρ and with angle θ − π 2 and π 2 .
Using a symmetry with respect to the straight line with angle θ 2 passing through the origin, we get:
Applying relation (4.1) to (X, −Y ) yields
Now, using polar coordinates, it is easy to establish that
which yields the first expression.
Proof of point (ii). Conditionally to (X 0 = x, X t = u), X t is Gaussian with:
• variance σ 2 (t) already defined.
It is easy to check that, if Z is a Gaussian random variable with mean m and variance σ 2 , then
These two remarks yield ν 1 (u, T ) = I 1 + I 2 , with:
I 1 can be written under the following form:
Integrating I 2 by parts leads to
Finally, noticing that σ 2 + r 2 1 − r 2 = λ 2 , we obtain:
Proof of point (iii). We set:
We first calculate the values of J ij . The following relation is clear
Symmetrically, replacing x with y and b with −b in (4.2) yields
In the same way, multiplying the integrand by y, we get
And then, multiplying the integrand by x leads to
Multiplying equation (4.6) by ρ and adding (4.5) gives:
Multiplying equation (4.3) by ρ and adding equation (4.2) yields:
And, by formula (i), J 00 = 2
Finally, gathering the pieces, it comes:
The final result is obtained remarking that
Proof of point (iv). Expression (2.4) is obtained simply using the second expression of J 00 . We also define the symbol as
Many results of this section are based on tedious Taylor expansions. These expansions have been made or checked by a computer algebra system (Maple). They are not detailed in the proofs.
Proof of Proposition 2.3. Use form (iii) and remark that, when t is small,
and, since Ψ(ε) = 1
as ε → 0, we get:
In the same way:
And then, assuming λ 8 finite, use Maple to get the result.
Proof of Proposition 2.4.
We first prove the following two lemmas.
Lemma 4.3. Let l be a real positive function of class C 2 satisfying l(t) = ct + O(t 2 ) as t −→ 0, c > 0. Suppose that λ 8 is finite, with the above definitions of k(t) and b(t), we have as u −→ +∞:
where Z is a standard Gaussian random variable.
Proof of Lemma 4.3.
Since the derivative of l at zero is non zero, l is invertible in some neighbourghood of zero and its inverse l
We first consider I p and use the change of variable y = l(t)u, then
From the expressions of k(t) and b(t), we know that
(kb)(t) = 1 6
We use the following lemma.
Lemma 4.4. Let h be a real function such that h(t) = O t 2 as t 0, then there exists T 0 such that for
0 ≤ t ≤ T 0 Ψ (u(t + h(t))) = Ψ (t u) [1 + O U (t)] .
Proof of Lemma 4.4. Taking T 0 sufficiently small, we can assume that h(t)
We want to prove that, in every case,
• when tu ≤ 1, Ψ (t u) ≥ tuϕ(1) and A ≤ (const) u t 2 ϕ(0), thus (4.7) holds.
• when tu > 1, Ψ (t u) > Ψ (1) and A ≤ (const) t 2 u ϕ ut 2 and (4.7) holds again.
End of proof of Lemma 4.3. Due to Lemma 4.4,
It is easy to see that, when u −→ +∞, The same kind of proof gives the expression of J p .
Proof of the equivalent of ν 1 (u, T ). We set
It is well known ([1], p. 932) that, as z tends to infinity,
We use this expansion for both terms of ν 1 (u, T ), with z = λ 2 (1 − r(t)) σ 2 (t)(1 + r(t)) u for the first term and z = b(t)
for the second one. Besides, remarking that
Taylor expansion made by Maple assuming λ 8 finite, we know that:
To use Lemma 4.3 point (ii) to calculate ν 1 (u, T ), it is necessary to have a Taylor expansion of the coefficient
, therefore, we set:
From Taylor expansion made by Maple assuming λ 8 finite, we get
And, according to Lemma 4.3 point (ii),
u , we get the equivalent for ν 1 (u, T ).
Proof of the equivalent of ν 2 (u, T ). Remember that
We first calculate an expansion of term
The function x −→ x 2 − 1 ϕ(x) being bounded, we have
where the Landau's symbol has here the same meaning as in Lemma 4.3. Moreover, using the expansion of Φ given in formula (4.9), it is easy to check that as z −→ +∞,
Therefore, multiplying formula (4.11) by ϕ(x), integrating on [b; +∞[ and applying formula (4.9) once again yield:
Note that the penultimate term can be forgotten. Then, remarking that, as u −→ +∞, b = µ σ u, σ t and k t, we obtain:
As it will be seen later on, Lemma 4.3 shows that the contribution of the remainder to the integral (4.10) can be neglected since the degrees in t and 1 u of each term are greater than 5. So, in the sequel, we will denote the sum of these terms (and other terms that will appear later) by Remainder and we set:
Now, we have
By the same remark as Remark 4.5 above, the term O t 2 can be neglected. Consequently,
Therefore, we are leaded to use Lemma 4.3 in order to calculate the following integrals:
Lemma 4.3 shows that we can neglect the terms issued from the t part of the factor T − t in formula (4.10).
We now consider the argument of ϕ in Lemma 4.3. We have:
Therefore, we set:
Then, with the notations of Lemma 4.3, we obtain: 
Where I 1 and I 3 (resp. J 2 ) are defined as in Lemma 4.3 point (i) (resp. (ii) ) with l(t) = l 1 (t) (resp. l(t) = l 2 (t)).
Noting that
and that
, we find
Finally, gathering the pieces, we obtain the desired expression of ν 2 .
Discussion
Using the general relation (1.3) with n = 1, we get
A conjecture is that the orders of magnitude of ν 2 (u, T ) and ν 3 (u, T ) are considerably smaller than those of ν 1 (u, T ) and ν 2 (u, T ). Admitting this conjecture, Proposition 2.4 implies that for T small enough
which is Piterbarg's theorem with a better remainder ( [15] , Th. 3.1, p. 703). Piterbarg's theorem is, as far as we know, the most precise expansion of the distribution of the maximum of smooth Gaussian processes. Moreover, very tedious calculations would give extra terms of the Taylor expansion.
TAYLOR EXPANSIONS BY MAPLE
GENERAL FORMULAE
> phi:=t->exp(-t*t/2)/sqrt(2*pi);
√ 2 π We introduce mu4=lambda4-lambda2ˆ2 and mu6= lambda2*lambda6-lambda4^2 to make the outputs clearer. Order := 12 > r:=t->1-lambda2*t^2/2!+lambda4*t^4/4!-lambda6*t^6/6!+lambda8*t^8/8!; 
> simplify(taylor(sigma(t),t=0,6),siderels);
with assumptions on t, µ4, λ2 and µ6 with assumptions on t, µ6, λ2 and µ4 simplify(simplify(series(T2(t),t=0,6),siderels),power);
with assumptions on t, µ6, λ2 and µ4 > T3:=t->(2*sig2(t)*(k(t)*b(t)^2))/sqrt(2*pi)*(1-(k(t)*b(t))^2/6)*phi(b(t)); with assumptions on t, λ2, µ4 and µ6 > A:=t->((phi(u/sqrt((1+r(t)))))^2/sqrt(I_r2(t)))*(T1(t)+T2(t)+T3(t));
A := t → ) µ4 (11/2) π λ2 (7/2) u 6 (λ2 µ6) (3/2) with assumptions on µ4, λ2 and µ6
PROOF OF THE EQUIVALENT OF NU2
> m1:=t->(1+rho(t))*2*sigma(t)^2/(pi*b(t)*sqrt(I_r2(t))); with assumptions on t, µ6, µ4 and λ2
