Abstract-The problem of input-output decoupling by state feedback is considered for linear time-varying singular systems. Assumptions are introduced, and an algorithm is developed such that the system can be expressed in a simple normal form. A time-varying feedback law is then constructed which ensures, under appropriate conditions, that the closed-loop system is regular, impulse-free, and noninteractive.
I. INTRODUCTION
Singular systems (also referred to as descriptor, semistate, or differential-algebraic equation systems) constitute an important class of systems of both theoretical interest and practical significance. Such systems are known to arise naturally in mechanical systems with classical holonomic and nonholonomic constraints [2] , robotic systems with kinematic constraints [12] , power systems [10] , chemical processes [13] , and electrical circuits [15] , among others.
Since the beginning of the 1970's, linear time-invariant singular systems have been extensively studied, and a fairly complete theory has been established; see, e.g., books [3] , [8] , and the references therein. Linear time-varying singular systems have also received some research attention in the past decade. Campbell and Petzold have shown that analytically solvable linear time-varying singular systems can be put into standard canonical form via analytic coordinate transformation [5] . Observability and controllability of linear timevarying singular systems have been studied in [6] and [4] . Based on a given output structure associated with linear time-varying singular systems, a decomposition that decouples observable and unobservable subspaces is developed in [20] . Impulse elimination problem by state feedback is treated in [21] for linear time-varying singular systems with analytic coefficients.
For linear time-invariant singular systems, input-output decoupling problems have been addressed by using different methods, such as the algebraic method in Dai [7] and Liu and Kucera [14] , and the transfer function method in Paraskevopoulos and Koumboulis [16] - [18] , Ailon [1] , and so forth. However, there is no paper dedicated to the study of the same problem for the linear time-varying singular system. We will extend the algebraic method proposed in [14] to the linear time-varying singular system.
In this paper, we consider the problem of designing a feedback law for a linear time-varying singular system such that the closedloop system is regular, impulse-free, and noninteractive for any piecewise continuous inputs and a given initial condition, namely the input-output decoupling problem. First, some basic assumptions are introduced which guarantee that there exists a regular feedback law such that the closed-loop system is regular and impulse-free for a given initial condition and any piecewise continuous inputs. Second, a new algorithm, which is a generalization of the decoupling algorithm given in [14] , is proposed for constructing a set of new coordinates such that in the new coordinates the system assumes a simple normal form. A time-varying input-output decoupling feedback control law is then constructed. Finally, an example is provided to illustrate the method and results in the paper. Note that the method in the paper also applies to the case of linear time-invariant singular systems; moreover, the sufficient conditions of the paper for the solvability of the input-output decoupling problem are also necessary in that case [14] .
II. PROBLEM FORMULATION AND BASIC ASSUMPTIONS
Consider linear time-varying singular systems 
can be easily changed into a system of the form (1), (2) by using nonsingular coordinate transformation x = Q(t)[ The objective of the paper is to seek sufficient conditions for the existence of a regular linear time-varying feedback u = F 1 (t)x 1 + F 2 (t)x 2 + G(t)v (5) with G(t) nonsingular such that the closed-loop system
1) is strongly regular, i.e., it has a unique solution without impulses for any piecewise continuous inputs v(t) and the given initial condition x 1 (0) = x 10 ;
2) is noninteractive, i.e., every output y i is affected by the input vi; not by any other input vj; j 6 = i: Such a feedback is called input-output decoupling feedback. If there exists an input-output decoupling feedback for a system, then the input-output decoupling problem is said to be solvable for the system. Now we would like to introduce the following definition. 
Note that i is in fact the "differential order" of the ith algebraic equation with respect to x 2 and u; see [9] . For convenience and without loss of generality, assume that i > 0 for 1 i l; and i = 0 for l + 1 i n2: Now we introduce our basic assumption of the paper.
A1 we end up with the following set of algebraic equations:
As a consequence, it is easily seen that the following assumption is necessary for system (1), (2) to admit an impulse-free solution for a given initial state. Remark 2:
has full row rank for any t 2 [0; T ]; which is a necessary and sufficient condition for the solvability of the state feedback impulse elimination (SFIE) problem for (1), (2) with any initial conditions x10; see [21] . 2) It is not hard to draw a conclusion that A1) is a necessary and sufficient condition for the solvability of the SFIE problem for (1), (2) with any initial conditions x10 which satisfy A2). In fact, for any F 2 (t) such that b(t) + c(t)F 2 (t) is invertible for any t 2 [0; T ]; the feedback (5) can eliminate impulse behavior of the system with any initial conditions x10 2 N (0): 3) It is also possible to eliminate the impulse behavior of the system by using the feedback (5) even though A1) is not satisfied, but the initial conditions should satisfy a relatively more restrictive assumption. Such an assumption can be easily obtained by extending the regularization algorithm of [14] to (1), (2) , which is based on the Silverman's structure algorithm [19] . Due to lack of space, it is omitted here.
III. DECOUPLING ALGORITHM
This section will extend the decoupling algorithm proposed in [14] to system (1)-(3). The algorithm is based on the following idea. First, if possible, by adding the algebraic equations (7) multiplied by an appropriate matrix to the output y i ; both u and x 2 are eliminated from y i in the sense that for any initial condition x 10 2 N (0); y i is independent of both u and x2: Second, if yi is independent of both u and x 2 ; differentiating it results in its derivative which may depend on u and x 2 and performing the first step to eliminate u and x 2 from _ y i : Implementing the idea repeatedly produces the following algorithm. 
Denote T 0
Otherwise, set r i = 0 and quit the algorithm.
Step k + 1: Assume that a sequence of T 0 i (t); 1 11;T k i (t) has been defined through step 1 to k: Set 
Denote T k+1 i
Otherwise, set r i = k + 1 and quit the algorithm.
Performing Algorithm 1 for i = 1; 11 1;m; produces integers r1; 11 1;rm: Now set a(t) =ã 1 (t) . . . Remark 3: If n 2 = 0; i.e., there are no algebraic equations in the system, then r i becomes the "differential order" and the matrix in A3), the "decoupling matrix;" see [9] . It will be seen in next section that the matrix in A3) plays a role similar to the decoupling matrix of traditional state-space system described by differential equations, so it may be called generalized decoupling matrix of (1) Proof: See Appendix B.
IV. MAIN RESULTS
This section will be devoted to constructing a feedback control law such that the closed-loop system is strongly regular and noninteractive. To this end, we first construct a coordinate transformation in which the system assumes a simple normal form. 
Then, it follows from Definition 1 and Algorithm 1 that system (1)- (3) imposing the feedback u = F2(t)x2 +û on system (11)- (14) produces 
Due to the nonsingularity of b(t) + c(t)F 2 (t); x 2 can be uniquely determined from (16) and (19) as
Substituting this into (15)- (18) 
t) =ãi(t) 0 [bi(t) +ci(t)F2(t)][b(t) + c(t)F2(t)] 01 a(t) ci(t) =ci(t) 0 [bi(t) +ci(t)F2(t)][b(t) + c(t)F2(t)] 01 c(t):
Now letĉ 
on system (21)- (23), it follows that It is not hard to realize that this system has already been decoupled, and it has a unique impulse-free solution for any x 10 2 N (0) and any piecewise continuous v(t):
The discussion stated above can be summarized as follows. Remark 4: Note that Theorem 1 is also valid in the case of linear time-invariant singular systems; moreover, Assumption A3) is also necessary for the solvability of the input-output decoupling problem in that case; see [14] . It is conjectured that A3) is necessary even in the time-varying case under some stronger conditions.
V. EXAMPLE
Consider a simple example of the form 
VI. CONCLUSION
The input-output decoupling problem has been considered for linear time-varying singular systems. A new algorithm has been proposed, by which a set of new coordinates, in which the system assumes a simple normal form, can be constructed. Sufficient conditions have been derived, which guarantees that there exists a feedback controller such that the closed-loop system has a unique solution without impulses and is noninteractive from the input-output point of view.
As mentioned in Section I, the new algorithm is based on the decoupling algorithm proposed in [14] . However, there is indeed some improvement in the new algorithm since it enlarges its applicability to those systems which meet the Assumption A1) instead of [A 2 (t) B 2 (t)] which has full row rank for any t 2 [0; T ]; which is required in [14] . Such improvement gives rise to some difficulties in verifying the basic result such as Lemma 2.
APPENDIX

A. The Proof of Lemma 1
Before proving this lemma, the following notations are introduced: According to [11, Lemma 4 As a result of the above relations, the matrix QP exhibits a block triangular structure after reordering its rows. The diagonal blocks consist of rows of the matrix [b(t) c(t)]; which implies that QP has full row rank. Therefore, it follows from A1) that the rows of Q are linearly independent for any t 2 [0; T ] and for any x1 2 R n : As a consequence, the vectors in Lemma 1 are linearly independent for any t 2 [0; T ]:
B. The Proof of Lemma 2
First, it follows from (8) that 
ACKNOWLEDGMENT
The author would like to thank the reviewers for their useful comments.
I. INTRODUCTION
When a continuous-time system is converted into discrete-time form by means of a sample and hold operation, then observability and/or controllability can get lost [1] . If such a loss involves the unstable subsystem then the discretized system is not output feedback stabilizable. Therefore, it has always been of interest that sampling, or discretization to be more precise, is done in such a way that observability and controllability carry over from the continuous-time to the discrete-time system.
Discretization with an equidistant time pattern and a zero-order hold is almost exclusively used in practice and in the literature and is fairly completely understood mathematically (see, e.g., [1] and [2] ).
