Abstract. Associated to the two types of finite dimensional simple superalgebras, there are the general linear Lie superalgebra and the queer Lie superalgebra. The universal enveloping algebras of these Lie superalgebras act on the tensor spaces of the natural representations and, thus, define certain finite dimensional quotients, the Schur superalgebras and the queer Schur superalgebra. In this paper, we introduce the quantum analogue of the queer Schur superalgebra and investigate the presentation problem for both the queer Schur superalgebra and its quantum analogue.
Introduction
A superspace V is a vector space over a field endowed with a Z 2 -grading (or a parity structure): V = V 0 ⊕ V 1 , where an element in V 0 is called even, while an element in V 1 is called odd. A superalgebra A is a Z 2 -graded (associative) algebra with 1 over a field. Thus, the underlying space of A is a superspace A = A 0 ⊕ A 1 and the multiplication satisfies A i A j ⊆ A i+j , for i, j ∈ Z 2 . It is known (see, e.g., [2] ) that a finite dimensional simple superalgebra over the complex field C is either isomorphic to the (full) matrix superalgebra M = M m+n (C) with even part M 0 = where x, y ∈ A are homogeneous elements andẑ = i if z ∈ A i . Thus, the two type simple superalgebras M and Q give rise to two Lie superalgebras gl(m|n) := M − , the general linear Lie superalgebra, and q(n) := Q − , the queer Lie superalgebra. If V denotes the natural representation of gl(m|n) (resp., q(n)), then the tensor product V ⊗r is a representation of the universal enveloping algebra U(gl(m|n)) (resp., U(q(n))). The image of U(gl(m|n)) (resp., U(q(n))) in End(V ⊗r ) is called the Schur superalgebra (resp. queer Schur superalgebra or Schur superalgebra of type Q, following [2] ).
The Schur superalgebras and their representations were introduced and investigated by several authors including Donkin [6] and Brundan-Kujawa [4] almost over ten years ago. Recently, the study of quantum Schur superalgebras has made substantial progress; see [17, 11, 12, 8, 9] . In particular, in [12] , El Turkey and Kujawa provided a presentation of the Schur superalgebras and their quantum analogues, which generalizes the work of Doty and Giaquinto [7] for (quantum) Schur algebras.
It is known that the queer Lie superalgebra q(n) differs drastically from the basic classical Lie superalgebras. For example, the Cartan subalgebra of q(n) is not purely even and there is no invariant bilinear form on q(n). On the other hand, q(n) behaves in many aspects as the Lie algebra gl(n). In particular, there exists a beautiful analogue of the Schur-Weyl duality discovered by Sergeev [20] , often referred as Sergeev duality. In [18] , Olshanski constructed a quantum deformation U q (q(n)) of the universal enveloping algebra U(q(n)) and established a quantum analog of the Sergeev duality in the generic case.
The queer Schur superalgebra was introduced and studied by Brundan and Kleshchev [2] , and then they determined the irreducible projective representations of the symmetric group S r via Sergeev duality. In this paper, we will introduce the quantum analogue of queer Schur superalgebras and will follow the works [7] and [10] to determine a presentation for the queer Schur superalgebra (see [1] for a more general setting involving walled Brauer-Clifford superalgebras) and its quantum analogue, which was stated as an interesting problem in [12] . In particular, in the quantum case we also establish the existence of Z-form for the quantum superalgebra U q (q(n)). This is based on a lengthy but straightforward calculation of the commutation formulas for the divided powers of root vectors.
We organise the paper as follows. We first investigate a presentation of the queer Schur superalgebra in the first three sections. More precisely, we study in §2 the basics of the queer Lie superalgebra and its universal enveloping superalgebra, and establish the commutation formulas for divided powers of root vectors and a Kostat Z-form in §3. A presentation for the queer Schur superalgebra is given in §4. From §5 onwards, we investigate the quantum case. We start in §5 with the Olshanski presentation (via a certain matrix in End(V )
⊗2 satisfying the quantum Yang-Baxter equation) and the Drinfeld-Jimbo type presentation for the quantum queer superalgebra and introduce all quantum root vectors. We compute all commutation formulas for these vectors in §6 and for those with higher order in §7. A Lusztig type form for the quantum queer superalgebra is introduced and certain quotients are investigated in §8. Finally, we solve the presentation problem for the quantum queer Schur superalgebra in the last section.
Throughout the paper, let Z 2 = {0, 1}. We will use a two-fold meaning for Z 2 . We will regard Z 2 as an abelian group when we use it to describe a superspace. However, for a matrix or an n-tuple with entries in Z 2 , we will regard it as a subset of Z.
2.
The queer Lie superalgebra q(n) and the associated Schur superalgebra Q(n, r)
The ground field in this section is the field Q of rational numbers. It is known that the general linear Lie superalgebra gl(n|n) consists of matrices of the form where A, B, C, D are arbitrary n × n matrices, and the rows and columns of (2.0.1) are labelled by the set I(n|n) = {1, 2, . . . , n, −1, −2, . . . , −n}.
For i, j ∈ I(n|n), denote by E i,j ∈ gl(n|n) the matrix unit with 1 at the (i, j) position and 0 elsewhere. The set {E i,j | i, j ∈ I(n|n)} is a basis of gl(n|n) and the Z 2 -grading on gl(n|n) is defined via E i,j = 0 if ij > 0 and E i,j = 1 if ij < 0. Then the Lie bracket in gl(n|n) is given by [E i,j , E k,l ] = δ jk E i,l − (−1) E i,j · E k,l δ il E k,j . (2.0.
2) The queer Lie superalgebra, denoted by g = q(n), is the subalgebra of the general linear Lie superalgebra gl(n|n) consisting of matrices of the form A B B A , (2.0. 3) where A and B are arbitrary n × n matrices. The even (resp., odd) part g 0 (resp., g 1 ) consists of those matrices of the form (2.0.3) with B = 0 (resp., A = 0). We fix h to be the standard Cartan subalgebra of g consisting of matrices of the form (2.0.3) with A, B being arbitrary diagonal. Then the algebra h 0 has a basis {h 1 , . . . , h n } and h 1 has a basis {h1, . . . , hn}, where h i = E i,i + E −i,−i , hī = E i,−i + E −i,i . (2.0.4) Fix the triangular decomposition
where n + (resp., n − ) is the subalgebra of g which consists of matrices of the form (2.0.3) with A, B being arbitrary upper triangular (resp., lower triangluar) matrices. Observe that the even subalgebra h 0 of h can be identified with the standard Cartan subalgebra of gl(n) via the natural isomorphism q(n) 0 ∼ = gl(n). (2.0.5) Let {ǫ i | i = 1, . . . , n} be the basis for h * 0 dual to the standard basis {h i | i = 1, . . . , n} for h 0 and we define a bilinear form (·, ·) on h * 0 via (ǫ i , ǫ j ) := ǫ j (h i ) = δ ij .
(2.0.6)
For α ∈ h * 0 , let g α = {x ∈ g | [h, x] = α(h)x for all h ∈ h 0 }. Then we have the root superspace decomposition g = h ⊕ α∈Φ g α with the root system Φ = {α i,j := ǫ i − ǫ j |1 ≤ i = j ≤ n}.
The set of positive roots corresponding to the Borel subalgebra b = h ⊕ n + is Φ + = {α i,j | 1 ≤ i < j ≤ n}.
Observe that each root superspace g α has dimension vector 1 (1, 1) for α ∈ Φ. Let α i = α i,i+1 for 1 ≤ i ≤ n − 1. Then the root space g α i is spanned by {e i , eī} with e i = E i,i+1 + E −i,−i−1 , eī = E i,−i−1 + E −i,i+1 , (2.0.7)
while the root space g −α i is spanned by {f i , fī} with f i = E i+1,i + E −i−1,−i , f¯i = E i+1,−i + E −i−1,i . (2.0.8)
Moreover, α i,j = α i + · · · + α j−1 for all 1 ≤ i < j ≤ n. Let
Zǫ i , (resp., P ≥0 = ⊕ n i=1 Nǫ i ) be the weight lattice (reps., positive weight lattice) of q(n).
The universal enveloping superalgebra U = U(q(n)) is obtained from the tensor algebra T (q(n)) by factoring out the ideal generated by the elements [u, v] [u, v] denotes the Lie bracket of u, v in q(n). It inherits a Z 2 -grading from q(n).
Proposition 2.1 ([13, Proposition 1.1], cf. ([15]) ). The universal enveloping superalgebra U(q(n)) is the associative superalgebra over Q generated by even generators h i , e j , f j , and odd generators hī, ej, fj, with 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1 subject to the following relations:
Let U + (resp. U 0 and U − ) be the subalgebra of U = U(q(n)) generated by the elements e i , e¯i (resp. h j , hj, and f i , f¯i), where 1 ≤ i ≤ n − 1, 1 ≤ j ≤ n. Then, similar to Lie algebras, we have the Poincaré-Birkhoff-Witt (PBW) Theorem and triangular decomposition as follows; see [5 (1) Suppose that {z 1 , . . . , z p } is a homogeneous basis for q(n). Then the set
Let V be the vector superspace over Q with dimension vector dimV = (n, n) . Fix a basis {v 1 , . . . , v n } for V 0 and a basis {v −1 , . . . , v −n } for V 1 , respectively. Then there is a natural action of the algebra gl(n|n) on V given by left multiplication, that is,
for i, j, k ∈ I(n|n). The restriction to the algebra q(n) implies that V naturally affords a representation of U = U(q(n)). As U(q(n)) admits a comultiplication U(q(n)) → U(q(n)) ⊗ U(q(n)) given on elements of q(n) by x → x ⊗ 1 + 1 ⊗ x, we have that the r-fold tensor product V ⊗r of the natural module V also affords a U(q(n))-module. Let φ r denote the corresponding superalgebra homomorphism:
Define the queer Schur superalgebra (also known as Schur superalgebra of type Q, cf. [2] ) to be
that is, the image of φ r . Therefore, Q(n, r) can be viewed as a quotient of U(q(n)). Similar to Schur algebras associated to gl(n), there is another way to define the queer Schur superalgebra Q(n, r) via the known Schur-Sergeev duality as follows. Denote by C r the Clifford superalgebra generated by odd elements c 1 , . . . , c r subject to the relations
Denote by H c r = C r ⋊S r the so-called Sergeev superalgebra, which is generated by the even elements s 1 , . . . , s r−1 and the odd elements c 1 , . . . , c r subject to (2.2.3), and the additional relations:
Then by [20 
2.4) which was introduced and studied in [2] . In particular, we note that Q(n, r) is naturally a subsuperalgebra of the Schur superalgebra associated to the Lie superalgebra gl(n|n).
Commutation formulas for root vectors and Kostant Z-form
For α i,j = ǫ i − ǫ j ∈ Φ with 1 ≤ i = j ≤ n, we introduce the root vectors in q(n) as follows:
(3.0.5) Clearly, x α is even andx α is odd for α ∈ Φ. Observe that the even element x α for α ∈ Φ correspond to the usual root vectors in gl(n) under the identification (2.0.5). Moreover the set {x α ,x α | α ∈ Φ} ∪ {h i , hī | 1 ≤ i ≤ n} is a homogeneous basis for q(n).
By (3.0.5) and (2.0.2), a direct calculation gives rise to the following super commutator formulas.
otherwise,
By Lemma 3.1(3) and (QS1), we have for α ∈ Φ and 1 ≤ i ≤ n:
For α ∈ Φ and 1 ≤ i ≤ n, k ∈ N, we introduce the following elements:
It is known that q(n) can naturally be viewed as a subspace of the universal enveloping algebra U(q(n)) and moreover, for any homogeneous u, v ∈ q(n), we have uv−(−1)
, where [u, v] means the Lie bracket of u, v in q(n). Then by Lemma 3.1, we have the following. 
Since the even root vectors x α can be identified with the usual root vectors in gl(n) under the identification (2.0.5), part (1) follows from the classical case (cf. [7, (5. 11a-c)]). Now suppose α i,j + α k,l = 0. Then i = l, j = k. By Lemma 3.1(2), the following holds:
where the second and third equalities are due to the facts x i,j (hī −hj) = (hī −hj)x i,j −2x i,j and x i,j x i,j = x i,j x i,j by Lemma 3.1. Hence, the first case of part (2) holds. Similarly, the other cases can be verified.
Define the Kostant Z-form U Z (cf. [3, Section 4] ) to be the Z-subalgebra of U generated by
For an n × n matrix X, let X = X − + X 0 + X + be the decomposition of X into lower triangular, diagonal, and upper triangular parts of X, and for each
for every ε ∈ {+, 0, −} and define
, and the order in the products are defined as follows (cf. [10] ). For the jth row (reading to the right) a j,j+1 , . . . , a jn of A + , put
Similarly for the jth column (reading upwards) a nj , . . . , a j+1,j for A − , put
Then we have the following.
Proposition 3.3.
(1) As abelian groups, we have
The superalgebra U Z is a free Z-module with basis given by the set
Proof. Applying the commutation formulas in Proposition 3.2 yields the inclusion
Thus, the required isomorphism in part (1) follows from the restriction to 
Furthermore, by (QS1) and (3.1.1) (together with a result for U Z (q(n) 0 ), we have that U 0 Z is spanned by the set {
. Putting together we obtain that U Z is spanned by the set (3.3.1). Meanwhile by Proposition 2.2(1) it is easy to check that the set (3.3.1) is linearly independent. Hence the proposition is proved.
We define the degree of the generators x
where
, each non-zero element l in U Z can be written as a linear combination of m A with A ∈ M n (N|Z 2 ) and we define deg(l) to be the highest degree of the terms m A appearing in l. In particular, if M ⊆ U Z denotes the set of monomials m in x (s) i,j ,x i,j , hī,
, then the degree of a non-zero monomial m ∈ M is well-defined. Clearly by Proposition 3.2, U Z is a filtered algebra with respect to the degree defined in (3. (4), where a, b ∈ G belong to different triangular parts, has degree strictly less than deg(ab). The fact will be useful below.
Presenting the queer Schur superalgebra Q(n, r)
Denote by Λ(n, r) the set of compositions of r into n parts, or equivalently we can view Λ(n, r) as a subset of P ≥0 in the following way:
For λ ∈ Λ(n, r), denote by ℓ(λ) the number of nonzero parts in λ, that is, ℓ(λ) = ♯{i | λ i = 0, 1 ≤ i ≤ n}. Recall that {v 1 , . . . , v n } and {v −1 , . . . , v −n } are bases for V 0 and V 1 . For a r-tuple j = (j 1 , . . . , j r ) ∈ I(n|n) r , we set v j = v j 1 ⊗· · ·⊗v jr and define wt(j) = (µ 1 , . . . , µ n ) via
(4.0.1) Then wt(j) ∈ Λ(n, r) and the set {v j | j ∈ I(n|n) r } is a basis for V ⊗r .
Lemma 4.1. Suppose j ∈ I(n|n) r and wt(j) = µ. We have, for 1 ≤ i ≤ n,
Proof. Firstly, by the definition of the action of q(n) on V , (2.0.4) and (2.2.1), we obtain
for 1 ≤ i ≤ n and j ∈ I(n|n). Hence, by the definition of the homomorphism φ r and the comultiplication on U(q(n)) and notingĥ i = 0 andĥ¯i = 1, we have
Then by (4.0.1), the lemma follows.
Let I be the ideal of the universal enveloping algebra U = U(q(n)) given by
Then by (3.1.1) we obtain for 1
For notational simplicity, we will denote, by abuse of notation, the images of e i , f i , h i , x α , e A + etc. in U(n, r) by the same letters. Proof. Fix an arbitrary j ∈ I(n|n) r and write wt(j) = µ = (µ 1 , . . . , µ n ) ∈ Λ(n, r). By Lemma 4.1(1), we have
since the set {v j | j ∈ I(n|n) r } is a basis for V ⊗r . On the other hand, again by Lemma 4.1(1), we have
Observe that 0 ≤ µ i ≤ r. If µ i = 0, then we have φ r (hī)(v j ) = 0 by Lemma 4.1(2); otherwise, we have 1 ≤ µ i ≤ r, which implies (
for all 1 ≤ i ≤ n. Therefore by (4.1.1), (4.2.2) and (4.2.4), the ideal I is contained in ker φ r and hence the proposition is verified.
For λ ∈ Λ(n, r), write
Proof. By (4.1.1) and (4.1.2), we know the elements h 1 +· · ·+h n −r and
are contained in the ideal I. Then under the identification (2.0.5), there is a natural algebra homomorphism from the algebra T 0 introduced in [7, (4.1) ] for gl(n) to U 0 (n, r), which sends the element H i in [7] to h i for 1 ≤ i ≤ n. Therefore, parts (1)- (3) follow from [7, Proposition 4.2] .
To prove part (4), we observe that the following holds for λ ∈ Λ(n, r) and 1 ≤ i ≤ n
by part (3). Now suppose λ i = 0. Then by (4.3.1) we obtain
This implies
Then the following commutation formulas hold in U Z (n, r):
Proof. The last equality follows from the relation (QS1). The proof of the remaining equalities is parallel to that of [7, Proposition 4.5] (see Lemma 3.1). Let us illustrate by checking in detail the second formula. Suppose α = α i,j = ǫ i − ǫ j with i = j. Then by Propositions 4.3(3) and 3.2(5) we obtain
If λ + α i,j ∈ Λ(n, r), then λ j = 0 and (4.4.1) becomes
by Proposition 4.3 (2) . If λ+α i,j ∈ Λ(n, r), then λ j ≥ 1 and
Hence, (4.4.1) becomes
as desired.
′ and λ ∈ Λ(n, r). Clearly, by definition, the degree function defined in (3.3.3) satisfies deg(u C ) = deg(C).
By Proposition 4.4, we have in U Z (n, r)
Proof. By Proposition 3.3, we see that in U Z the monomial m can be written as
. This together with (4.5.1) proves (1). By applying a sequence of commutation formulas for generators from different triangular parts, we have in 
Given two elements
Then, one can also check the following holds Proof. Let U ′ Z (n, r) be the Z-submodule of U Z (n, r) spanned by B. Clearly by Proposition 3.3 and (4.1.3), the algebra U Z (n, r) is spanned by monomials m ∈ M. Then by Lemma 4.5 and Proposition 4.4, it suffices to show that
′ and λ ∈ Λ(n, r). Now fix a C ∈ M n (N|Z 2 ) ′ and λ ∈ Λ(n, r).
λ, then u (C,λ) ∈ B and we are done. Now assume χ(C) = (χ 1 (C), . . . , χ n (C)) λ. Then by (4.5.2), there exists 1 ≤ i ≤ n such that λ i < χ i (C). We proceed on deg(C). If deg(C) = 0, then the result holds as u (C,λ) = 1 λ ∈ B. Now assume that deg(C) ≥ 1 and let i be the biggest i such that 
We can assume f G − 1 λ = 0. Otherwise, we are done. Then by (4.4.3) we have
Note that by (4.4.3), we can apply Lemma 4.5 to each term m
obtain the following:
where l is a linear combination of
Since G is the submatrix of C consisting of the last n − i + 1 rows and columns, we have
, proving the claim. In conclusion,
We remark that the proof above follows [10] . However, it is possible to modify the proof of [7] to give an alternative proof. In other words, the Schur superalgebra Q(n, r) is the associative superalgebra generated by even generators h i , e j , f j , and odd generators hī, ej, fj, with 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1 subject to the relations (QS1)-(QS6) together with the following extra relations:
Proof. By [2, §4], we know that the dimension of the algebra Q(n, r) is equal to the number of monomials of total degree r in the free supercommutative algebra in n 2 even variables and n 2 odd variables. Thus,
Hence, by (4.7.1), Proposition 4.2 and Proposition 4.6 we have
which implies dim U(n, r) = |B| = dim Q(n, r). This forces that the surjective homomorphism φ r is an isomorphism.
Corollary 4.9. We have the following dimension formulas:
Using a similar argument in the proof of [7, Theorem 2.4] , we obtain the following.
Theorem 4.10. The queer Schur superalgebra Q(n, r) is the unitary associative superalgebra generated by the even elements 1 λ , e j , f j and odd elements hī, ej, fj for λ ∈ Λ(n, r), 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1 subject to (QS3) and (QS5)-(QS6) as well as the following relations:
5. The quantum queer superalgebra U q (q(n)) and its root vectors
The quantum queer superalgebra is more subtle than the enveloping algebra. In the next four sections, we will investigate the quantum root vectors and their commutation formulas. We then generalize Theorems 4.7 and 4.10 to quantum queer Schur algebras in the last section.
In [18] , Olshanski introduced the quantum deformation U q = U q (q(n)) of the universal enveloping algebra U(q(n)) of q(n) as follows. Let the symbol {· · · }, where the dots standard for some inequalities, equal 1 if all these inequalities are satisfied and 0 otherwise. For i, j, k ∈ I(n|n), put ϕ(i, j) = δ |i|,|j| sgn(j),
where sgn(a) = 1 if a > 0 and sgn(a) = −1 if a < 0 for an arbitrary nonzero integer a.
Definition 5.1. The quantum queer superalgebra U q (q(n)) is the associative superalgebra over Q(q) generated by L i,j for i, j ∈ I(n|n) with i ≤ j subject to the following relations
The Z 2 -grading on U q (q(n)) is defined viaL i,j = p(i, j) for i, j ∈ I(n|n) with i ≤ j.
Following [18, Remark 7 .3], we introduce the following set of generators of U q (q(n)):
for 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1. Then the algebra U q (q(n)) can be defined via a quantum analogue of the relations (QS1)-(QS6) using (5.1.1) as follows. . The quantum superalgebra U q (q(n)) is isomorphic to the unital associative superalgebra over Q(q) generated by even generators K ±1 i , E j , F j and odd generators K¯i, Ej, Fj, for 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1, satisfying the following relations: 
as follows, which will be useful later on.
Lemma 5.4 ([13, Theorem 2.1]). The following holds in
By [18, §4] (cf. [13, (2.9) ]), the comultiplication ∆ : for i, j ∈ I(n|n) with i ≤ j. Then by (5.1.2) we have
for 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1. By Proposition 5.2, it is routine to check that there is an anti-involution Ω :
for 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1.
As for Lie algebras, we have the following PBW Theorem for U q (q(n)) due to Olshanski. 
is a Q(q)-basis of the algebra U q (q(n)).
Remark 5.6. In [18] , a particular order on the elements L i,j for i, j ∈ I(n|n) with i < j was chosen to prove the PBW Theorem. Actually, it is easy to check that the arguments in the proof of [18, Theorem 6.2] do not depend on the choice of the order.
For α i,j = ǫ i − ǫ j ∈ Φ with 1 ≤ i = j ≤ n, we introduce inductively the root vectors as follows. For 1 ≤ i ≤ n − 1, we set
For |j − i| > 1, we define
where k is strictly between i and j. It is straightforward to check that X i,j , X i,j are independent of the choice of k. Clearly X i,j are even elements while X i,j are odd elements. By (5.1.2) and (QQ2) in Proposition 5.2, one can check that for α ∈ Φ, 1 ≤ i ≤ n
Therefore the elements X α and X α can be viewed as the quantum analog of the root vectors x α andx α introduced in (3.0.5). Meanwhile, by (5.4.3), we obtain
for 1 ≤ i = j ≤ n. By (5.1.2) and (5.1.1), a direct calculation shows that
(5.6.4) for 1 ≤ a ≤ n and i, j ∈ I(n|n) with i ≤ j and |i| = |j|.
Lemma 5.7. The following holds for 1 ≤ i < j ≤ n: 
Proof.
, then, by (5.6.4) and (5.3.1),
Similarly, by (5.7.1) and the corresponding equalities in Lemma 5.4, one can prove
We now prove the first formula in the lemma by induction on j − i. Indeed, if j = i + 1, then
by (5.1.2). Now assume j ≥ i + 2, then by induction and (5.6.1) we have .7.2) ), as desired. By a parallel argument, we can prove the remaining three formulas.
Fix an order in Φ + , or equivalently in the set
′ , we can introduce the elements
which is a Hopf algebra isomorphism.
. By Lemma 5.7 and (5.6.4), the following holds
and the product is taken with to the fixed order on {(i, j) | 1 ≤ i < j ≤ n}. This implies, up to nonzero scalars, the set (5.8.1) actually coincides with the set (5.5.1) where the order on L i,j for i, j ∈ I(n|n) with i < j is taken to be compatible with the product on the right hand side of (5.8.3). Then by Proposition 5.5, the first assertion is verified. For the second assertion, we observe that the relations in Proposition 5.2 involving E i , F i , K j for 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n are the same as the standard relations for U q (gl(n)). This gives a homomorphism from U q (gl(n)) to U q (q(n) 0 ) which is an isomorphism by the first assertion. The last assertion is clear. Let U 0 q be the subalgebra of U q (q(n)) generated by K ±1 i , Kī for 1 ≤ i ≤ n, and let U + q (resp. U − q ) be the subalgebra of U q (q(n)) generated by the elements E j , Ej (resp. F j , Fj) for 1 ≤ j ≤ n − 1. We have reproduced the following.
Proposition 5.10 ([13, Theorem 2.3]). There is a Q(q)-linear isomorphism
U q (q(n)) ∼ = U − q ⊗ U 0 q ⊗ U + q .
Commutation formulas for quantum root vectors
We divide the commutation formulas into four groups which will be discussed in four cases below. Each of the first three cases consists of two lemmas, dealing with the case of two positive (or negative) roots and the case of one positive and one negative roots. The three cases are divided according to whether the pair of root vectors are even-even, even-odd, or odd-odd. Moreover, by the anti-automorphism Ω given in (5.6.3), it suffices to look at the commutation formulas of positive root vector X i,j , X i,j (i < j) with others.
Case 1-Commutation formulas for two even-even root vectors
Lemma 6.1. The following holds for 1 ≤ i, j, k, l ≤ n satisfying i < j, k < l:
Proof. Suppose 1 ≤ i, j, k, l ≤ n and i < j, k < l. Using the formula (5.1.1), a straightforward calculation shows that
Then the lemma is proved case-by-case using Lemma 5.7. Let us illustrate by checking in detail the case when i < k = j < l. In this case, by (5.1.2), Lemma 5.7 and the above formula, we have
where the second equality and fourth equality are due to (5.6.4). The remaining cases can be verified similarly and we skip the detail.
Observe that we can derive another set of commutation formulas for X i,j and X k,l by solving for X k,l X i,j in Lemma 6.1 and then interchanging (i, j) and (k, l). Namely, we have
This together with Lemma 6.1 gives a complete commutation formulas for even positive root vectors X i,j and X k,l with i < j, k < l.
Suppose 1 ≤ i, j, k, l ≤ n and i < j, k > l. By (5.1.1), it is easy to check that
Then in this situation, by Lemma 5.7 and (5.6.4), we have X i,j X k,l = X k,l X i,j . Similarly, in other cases, again by the formula (5.1.1), we obtain
As before, the lemma is proved case-by-case using Lemma 5.7. Let us illustrate by checking in detail the case when i < l < j = k. In this case, by (5.1.2), Lemma 5.7 and the above formulas we have
where the third equality is due to (5.6.4) and the assumption i < l < j = k. The remaining cases can be verified similarly and we skip the detail.
Observe that applying the anti-automorphism Ω to the formulas in Lemma 6.2 and interchanging (i, j) and (k, l), one can obtain another set of commutation formulas for X i,j and X k,l as follows:
This together with Lemma 6.2 gives a complete commutation formulas for even positive root vectors X i,j and the even negative root vectors X k,l with i < j, k > l.
Case 2-Commutation formulas for two even-odd root vectors
Lemma 6.3. Suppose that 1 ≤ i, j, k, l ≤ n with i < j and k < l.
(1) If i = k, j = l or i < j < k < l or k < l < i < j or k < i < j < l, then
(2) In other cases, the following formulas hold:
Proof. Let i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k < l. As before by (5.1.1), one can check that if i = k, j = l or i < j < k < l or k < l < i < j or k < i < j < l, then (1) is proved by Lemma 5.7 and (5.6.4). To prove part (2), again by (5.1.1) we obtain
As before, part (2) of the lemma is proved case-by-case using Lemma 5.7. Let us illustrate by checking in detail the case when k = i < l < j. In this case, by the above formula and Lemma 5.7 we have
where the second and fourth equalities are due to (5.6.4). The remaining cases can be verified similarly and we skip the detail.
Lemma 6.4. Suppose that 1 ≤ i, j, k, l ≤ n with i < j and k > l. Then
(2) In other cases, the following formula holds:
Then part (1) can be proved by (5.6.4) and Lemma 5.7. Otherwise, again by (5.1.1) it is straightforward to check that the following holds
This together with Lemma 5.7 and (5.6.4) gives rise to part (2) . Let us explain in detail the case when i < l < k < j. In this case, by the above formula and Lemma 5.7 we have
where the third and fourth equalities are due to (5.6.4).
Case 3-Commutation formulas for two odd-odd root vectors
Lemma 6.5. Let i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k < l. Then we have
Proof. Suppose that i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k < l. As before by (5.1.1), we get
Then the lemma is proved case-by-case as before. We will illustrate by checking in detail the case when i < k = j < l. In this case, by the above formulas, (5.1.2) and Lemma 5.7
we have
where the second and fourth equalities are due to (5.6.4). The remaining cases can be verified similarly, and we omit the detail.
As before, by solving for X k,l X i,j in Lemma 6.5 and then interchanging (i, j) and (k, l), we obtain
This together with Lemma 6.5 gives a complete commutation formula for two odd positive root vectors.
Lemma 6.6. The following holds for i, j, k, l ∈ {1, 2, . . . , n} satisfying i < j and k > l:
Proof. Suppose that i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k > l.
Otherwise still by (5.1.1), we get
Then as before the lemma is proved using Lemma 5.7. We leave the detail to the reader.
As before, by applying the anti-automorphism Ω given in (5.4.3) and (5.6.3) to the formulas in Lemma 6.6(2) and interchanging (i, j) and (k, l), the following holds:
This together with Lemma 6.6 gives a complete commutation formula between odd positive root vectors and odd negative root vectors.
Case 4-Commutation formulas between X i,j and Kā and between X i,j and Kā where 1 ≤ i < j ≤ n and 1 ≤ a ≤ n.
Lemma 6.7. Suppose i, j, a ∈ {1, 2, . . . , n} satisfy i < j. Then
a , (i < a < j). Proof. Let i, j, a ∈ {1, 2, . . . , n} and suppose i < j. Then by (5.1.1), one can deduce the following commutation formula:
This together with Lemma 5.7 and (5.1.2) proves the lemma as before.
Quantum Commutation formulas of higher order
We now derive the commutation formulas for higher order quantum root vectors. We only need to consider the cases corresponding to Cases 1, 2, and 4 in §6. This is because X 2 i,j ∈ U q (q(n) 0 ) (see Lemma 6.5) for 1 ≤ i = j ≤ n. We need some preparation. For m ≥ 1, let
We also use the convention
Generally, for an element Z in an associative Q(q)-algebra R and m ∈ N, let
If Z is invertible, define, for t ≥ 1 and c ∈ Z, (
Proof. Suppose that X, Y, Z satisfy the relations XY = Y X+Z, XZ = q −2 ZX, ZY = q −2 Y Z, and m, s are positive integers. If m ≥ 1, then we have
. This proves the lemma in the case s = 1. By induction on s,
where the last equality is due to the fact that
. This proves part (1) of the lemma. Similarly, it is easy to prove part (2).
By a proof similar to (7.1.1), we have a special case of Lemma 7.1(2) with the condition 
Lemma 7.3. Let R be an associative algebra over Q(q). Suppose that the elements X, Y, I, J, H ∈ R satisfy
Then the following holds for any positive integer m:
Proof. Let m be a positive integer. Observe that the following holds for 0 ≤ t ≤ m − 1:
Then one can deduce that
Hence the lemma is verified.
We now apply the formulas in the previous lemmas to derive the commutation formulas of higher order. First, we deal with the even-even case for commuting X
Assume that i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k < l. Then the following holds for positive integers m, s.
(1) If i < j < k < l or i < k < l < j, then
Proof. Let i, j, k, l ∈ {1, 2, . . . , n}. Clearly, parts (1) and (2) follow from the first two formulas in Lemma 6.1, respectively. Assume that i < k = j < l and let
Thus by Lemma 7.1(2), one can deduce that part (3) is proved.
Finally, if i < k < j < l, then by Lemma 6.1 the elements
Y Z and hence part (4) of the proposition follows from Lemma 7.1(1). Remark 7.5. As before, we can obtain another set of formulas for the commutation of two even divided powers X 
Proof. It is easy to see that part (2) follows from Lemma 6.2. If i = l < j < k, then by (5.6.2), Lemmas 6.2 and 6.1, the elements
Furthermore, by Lemma 6.1, we have X l,k X j,k = q −1 X j,k X l,k and hence by applying Ω in (5.4.3) we obtain X k,j X k,l = qX k,l X k,j . This leads to ZY = q 2 Y Z by (5.6.2). Meanwhile again by (5.6.2) we have
. Therefore, by Lemma 7.1(1) with q −1 being replaced by q, part (3) holds. Similarly, the formulas in parts (4) and (5) can be checked by Lemma 6.2, (5.6.2) and (6.1.1) and Lemma 7.1 (1) . Now it remains to prove part (1). Assume l = i, k = j. By (5.6.2) and (7.0.1), we have
Then by Lemma 6.2, part (1) of the proposition can be directly checked by induction on s, which is similar to the classical case.
Remark 7.7. By applying the anti-automorphism to the formulas in Proposition 7.6, we can obtain another set of commutation formulas for the divided powers X Next, we derive the commutation formulas for X (m) i,j X k,l . Proposition 7.8. Assume that i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k < l. Let m be a positive integer. Then
Proof. Clearly, the equalities in parts (1), (3) and (9) can be checked directly by taking advantage of the corresponding formulas in Lemma 6.3, respectively. If i < k < l < j, we set
Similarly, the remaining parts can be proved case-by case using Lemmas 6.3, 6.1 and 7.1, and Corollary 7.2. To save some space, we omit the detail. Proposition 7.9. Assume that i, j, k, l ∈ {1, 2, . . . , n} satisfy i < j and k > l. Let m be a positive integer. Then
Proof. Clearly, part (1) follows directly from Lemma 6.4 (1) .
Then we have XY = Y X + H − I, XH = q 2 HX − J, XI = q −2 IX + q −2 J, XJ = JX by (5.6.2) and Lemmas 6.4(1), 6.3(1) and 6.7. Hence part (2) follows from Lemma 7.3.
If i < l < k < j, we set If i = l < j < k, then by the formula in the third case in Lemma 6.4(2), Lemma 6.4(1) and (5.6.2) the following elements
2 ZX and hence part (4) can be verified by a proof similar to (7.1.1) with q −1 being replaced by q. If i < l < j = k, we set
Then by the formula in fourth case in Lemma 6.4(2) we see XY = Y X +H −I. By (6.1.1), (5.6.2) and Lemma 6.7, we get XH = q 2 HX − J and by the formula in the sixth case in Lemma 6.3(2) and (5.6.2), we obtain XI = q −2 IX + q −2 J. Finally, by Lemma 6.3(1), (5.6.2) and (6.1.1) one can check that XJ = JX holds. Putting together, we obtain that part (5) follows from Lemma 7.3.
If i < l < j < k, then by the formula in the fifth case in Lemma 6.4(2), Lemma 6.4(1), and the equalities (5.6.2) and (6.1.1) the elements
and hence part (6) follows from a proof similar to (7.1.1) with q −1 being replaced by q. If l = i < k < j, we let
k . By the formula in the sixth case in Lemma 6.4(2), we have XY = Y X +H −I. Meanwhile, by the formula in the fourth case in Lemma 6.3(2) and (5.6.2) one can check XH = q 2 HX − J and by Lemma 6.1 and Lemma 6.7 we obtain XI = q −2 IX + q −2 J. Finally, by Lemma 6.3(1), Lemma 6.1 and (5.6.2), we see XJ = JX. Hence part (7) follows from Lemma 7.3.
If l < i < k = j, then by the formula in the seventh case in Lemma 6.4(2), (5.6.2) and Lemma 6.4(1) we find that the elements
Then by a proof similar to (7.1.1), part (8) holds. Similarly, the last part can be verified by Lemma 6.4(2), Lemma 6.4(1), (5.6.2) and Lemma 6.1.
Finally, it remains to derive the commutation formulas between X (m) i,j and Kā. Proposition 7.10. The following holds for i, j, a ∈ {1, 2, . . . , n} satisfying i < j:
Proof. As before, the proposition can be verified case-by-case using Lemma 6.7, Lemma 6.1, (6.1.1), Lemma 6.3, Corollary 7.2 and Lemma 7.3. We will check the case when i < a < j.
In this case, we set
a . Then by Lemma 6.7, we have XY = Y X + H − I. Moreover, by the formula in the fourth case in Lemma 6.3(2) and (6.1.1) we have XH = q 2 HX −J. Meanwhile, by the formula in the sixth case in Lemma 6.3(2) and Lemma 6.1, one can deduce that XI = q −2 IX + q −2 J. Finally, by Lemma 6.3(1), Lemma 6.1 and (6.1.1) we obtain XJ = JX. Putting together, part (4) is proved by Lemma 7.3. Similarly, the other parts can be verified. Remark 7.11. As before, by applying the anti-automorphism Ω to the formulas in Propositions 7.8, 7.9 and 7.10, we will obtain a complete set of commutation formulas involving an even divided power X (m) i,j and an odd root vector X k,l or the element Kā for i > j, k = l, 1 ≤ a ≤ n.
Lusztig type form for
We now present two applications of the commutation formulas. The first application is the existence of an integral form (or Lusztig form) for U q (q(n)). Recall from (7.0.1) the
. Define U q,Z to be the Z-subsuperalgebra of U q (q(n)) generated by
By Proposition 7.4(3), we obtain
for m ≥ 1 and 1 ≤ i < j ≤ n such that |j − i| > 1, where k is strictly between i and j. Hence by induction on |j − i| and m, we obtain X i,j ∈ U q,Z for 1 ≤ j < i ≤ n. Then we will also consider the set of generators involving
and the set (cf. Remark 3.4):
Proof. By (7.0.1), we have
Then a direct calculation shows that
Hence the lemma is proved using the relation (QQ1) in Proposition 5.2.
Observe that by Lemma 6.5 and applying the anti-automorphism (5.4.3), we have
2), we introduce the following elements: for A ∈ M n (N|Z 2 ),
and
, and the order in products is the same as those in (3.2.3) and (3.2.4), respectively.
Recall that for σ ∈ Z n and A ∈ M n (N|Z 2 ), we have
is a Z-basis for U q,Z .
Proof. By an argument parallel to the proof of Proposition 3.3(1), one can check that part (1) of the proposition holds.
By Lemma 5.8, the set 
Again by Lemma 5.8, this set is linearly independent and hence it is a Z-basis for U 
Then similar to non-quantum case, the degree of a non-zero monomial m q ∈ M q is defined accordingly. With deg ′ , we see that commuting the product of two generators x, y ∈ G q from different triangular parts yields a linear combination of certain monomials with smaller twisted degree. See Lemma 6.6, Propositions 7.6 and 7.9 for x, y in different ±-part, noting the following holds for i < j, k > l satisfying i ≤ l < j or l ≤ i < k:
and see Propositions 6.7 and 7.10 for x, y in different 0-part and ±-part.
The next application is a spanning set of a certain quotient superalgebra of U q,Z . Similar to the non-quantum situation, let I q be the ideal of the quantum superalgebra U q (q(n)) given by
Clearly, U q (n, r) is a homomorphic image of U q (q(n)).
As before, we also denote by abuse of notation the image of K i , E j , F j etc. in U q (n, r) by the same letters. We will write, for λ ∈ Λ(n, r),
Proof. By the identification (5.8.2), since the elements K 1 K 2 · · · K n −q r and (K i −1)(K i − q) · · · (K i − q r ), 1 ≤ i ≤ n are contained in the ideal I q , we observe that there is a natural algebra homomorphism from the algebra T 0 introduced in [7, (8.1) ] to U 0 q (n, r), which sends the generator K i in [7] to our generator K i for 1 ≤ i ≤ n. Hence parts (1)-(3) follow directly from [7, .
To prove part (4), firstly we observe that the following holds Proposition 8.5. Suppose 1 ≤ i ≤ n, α ∈ Φ and λ ∈ Λ(n, r). Then we have in U q (n, r) Z :
X α 1 λ = 1 λ+α X α , if λ + α ∈ Λ(n, r), 0, otherwise, X α 1 λ = 1 λ+α X α , if λ + α ∈ Λ(n, r), 0, otherwise, 1 λ X α = X α 1 λ−α , if λ − α ∈ Λ(n, r), 0, otherwise, 1 λ X α = X α 1 λ−α , if λ − α ∈ Λ(n, r), 0, otherwise, Kī1 λ = 1 λ Kī.
Proof. The last equality follows from the relation (QQ1). The proof of the remaining formulas is parallel to that of Proposition 4.4. We skip the detail here.
As in the non-quantum case, set
′ and λ ∈ Λ(n, r). Then, by (8. ′ . Then we have in U q (n, r) Z
for some η C (G,λ) ∈ Z, the summation is over G ∈ M n (N|Z 2 ) ′ and λ ∈ Λ(n, r) such that deg ′ (G) < deg ′ (C).
Proof. As observed in Remark 8.3, commuting two elements x, y ∈ G q from different triangular parts strictly decreases the twisted degree. Thus, with Proposition 8.2 at hand, the arguments in the proof of Lemma 4.5 are applicable here. We leave the detail to the reader.
Set
B q = {u q (C,λ) | C ∈ M n (N|Z 2 ) ′ , λ ∈ Λ(n, r), χ(C) λ}.
Then similar to the non-quantum case, the following holds: Proof. With Lemma 8.6 at hand, it is easy to see the arguments in the proof of Proposition 4.6 are also applicable in the quantum case. We leave the detail to the reader.
9.
A presentation for the quantum queer Schur superalgebras Q q (n, r)
By base change to the superspace V of §2, we now assume that V is a superspace over the field Q(q). Thus, V has basis {v 1 , . . . , v n , v −1 , ..., v −n }. Following [18] , we set Θ = To endomorphisms Y ∈ End Q(q) (V ) and Z = t H t ⊗I t ∈ End Q(q) (V ) ⊗2 = End Q(q) (V ⊗2 ), we associate the following elements in End Q(q) (V ⊗r ):
Define Φ 1 : U q (q(n)) → End Q(q) (V ) by Φ 1 (L i,j ) = S i,j , for i, j ∈ I(n|n), i ≤ j. It is known [18, §4] that Φ 1 is an algebra homomorphism and hence defines a representation (Φ 1 , V ) of U q (q(n)). Then using the comultiplication (5.4.1), we obtain a representation (Φ r , V ⊗r ), which can be viewed as a deformation of the representation (φ r , V ⊗r ) of U(q(n)). Define the quantum queer Schur superalgebra Q q (n, r) (or q-Schur superalgebra of queer type) by Q q (n, r) = Φ r (U q (q(n))), (9.0.4) that is, the image of the homomorphism Φ r . As before, the superalgebra Q q (n, r) can be viewed as a quotient of U q (q(n)). Similar to the classical case, there exists another explanation of the superalgebra Q q (n, r) via an analog of Jimbo-Schur duality for U q (q(n)) as follows. The Hecke-Clifford algebra H c r is the associative superalgebra over Q(q) with even generators T 1 , . . . , T r−1
In summary, by (8.3. 3), (9.2.2) and (9.2.4), the ideal I q is contained in the kernel of the homomorphism Φ r . Hence, Φ r induces a surjective homomorphism Φ r : U q (n, r) ։ Q q (n, r).
(9.2.5)
Now a dimensional comparison gives the required isomorphism since, by (9.0.6) and Proposition 8.7, dim U q (n, r) ≤ |B q | = |B| = dim Q(n, r) ≤ dim Q q (n, r) ≤ dim U q (n, r),
The last assertion follows from the definition of U q (n, r) in (8.3.4).
Propositions 8.7 and 8.4(5) can now be strengthened as follows.
Corollary 9.3. The set B q defined in (8.6.1) forms a Z-basis for U q (n, r) Z . In particular, the set {1 λ K D | λ ∈ Λ(n, r), D ∈ Z n 2 , D i ≤ λ i , 1 ≤ i ≤ n} is a Z-basis for U 0 q (n, r) Z . Moreover, dim Q(q) Q q (n, r) = dim Q Q(n, r) and dim Q(q) Q 0 q (n, r) = dim Q Q 0 (n, r) are given as in Corollary 4.9.
Remark 9.4. Since Φ r (U q,Z ) ⊆ Q q (n, r) Z by (9.0.4) and (9.0.5), the restriction ofΦ r in (9.2.5) induces a superalgebra monomorphismΦ r,Z : U q (n, r) Z → Q q (n, r) Z . It is natural to conjecture thatΦ r,Z is surjective.
Similar to the non-quantum case, by an argument parallel to the proof of [7, Theorem 3.4] we have the following. Theorem 9.5. The quantum queer Schur superalgebra Q q (n, r) is the unitary associative superalgebra generated by the even elements 1 λ , E j , F j and odd elements Kī, Ej, Fj for λ ∈ Λ(n, r), 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1 subject to the relations: (QQ1 ′ ) 1 λ 1 µ = δ λ,µ 1 λ , λ∈Λ(n,r) 1 λ = 1, Kī1 λ = 1 λ Kī, K¯iKj + KjK¯i = δ ij λ∈Λ(n,r) 2(q 2λ i − q −2λ i ) q 2 − q −2 1 λ , Kī1 λ = 0 if λ i = 0; (QQ2 ′ ) E j 1 λ = 1 λ+α j E j , if λ + α j ∈ Λ(n, r), 0, otherwise, Ej1 λ = 1 λ+α j Ej, if λ + α j ∈ Λ(n, r), 0, otherwise,
otherwise, Fj1 λ = 1 λ−α j Fj, if λ − α j ∈ Λ(n, r), 0, otherwise,
1 λ F j = F j 1 λ+α j , if λ + α j ∈ Λ(n, r), 0, otherwise, 1 λ Fj = Fj1 λ+α j , if λ + α j ∈ Λ(n, r), 0, otherwise; (QQ3 ′ ) KīE i −qE i Kī = λ∈Λ(n,r) Eīq −λ i 1 λ , qKīE i−1 −E i−1 Kī = − λ∈Λ(n,r) q −λ i 1 λ E i−1 , KīF i − qF i Kī = − λ∈Λ(n,r) q λ i Fī1 λ , qKīF i−1 − F i−1 Kī = λ∈Λ(n,r) q λ i 1 λ F i−1 , KīEī + qEīKī = λ∈Λ(n,r) q −λ i E i 1 λ , qKīE i−1 + E i−1 Kī = λ∈Λ(n,r) q −λ i 1 λ E i−1 , KīFī + qFīKī = λ∈Λ(n,r) q λ i F i 1 λ , qKīF i−1 + F i−1 Kī = λ∈Λ(n,r) q λ i 1 λ F i−1 , KīE j − E j Kī = KīF j − F j Kī = KīEj + EjKī = KīFj + FjKī = 0 for j = i, i − 1;
