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Abstract
In this paper, we consider a parabolic PDE on a torus of arbitrary
dimension. The nonlinear term is a smooth function of polynomial growth
of any degree. In this general setting, the corresponding Cauchy problem
is not necessarily well posed. We show that the equation in question is
approximately controllable by only a finite number of Fourier modes. This
result is proved by using some ideas from the geometric control theory
introduced by Agrachev and Sarychev.
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0 Introduction
We consider the following parabolic PDE on the d-dimensional torus:
∂tu− ν∆u+ f(u) = h(t, x) + η(t, x), (t, x) ∈ (0, T )× T
d, d ≥ 1, (0.1)
where ν is a positive number, h : [0, T ] × Td → R is a given smooth function,
and f : R→ R is a nonlinear term. The latter is assumed to be of the form
f(y) = cyp + g(y), (0.2)
where p ≥ 2 is an integer, c is a non-zero number, and g : R → R is a smooth
function satisfying the growth condition1
|g(n)(y)| ≤ Cn(1 + |y|)
(p−1−n)+ , y ∈ R (0.3)
for any integer n ≥ 0 and some constants Cn > 0. Let us emphasize that the
parameters d, p, and T are arbitrary, so that Eq. (0.1) supplemented with the
initial condition
u(0) = u0 (0.4)
is not necessarily2 well posed on the time interval JT := [0, T ]. The function η
plays the role of the control. It takes values in a finite-dimensional space de-
fined by
H(I) = span {sin〈x, k〉, cos〈x, k〉 : k ∈ I} , (0.5)
where I ⊂ Zd is a finite symmetric set (i.e., I = −I) containing the origin
and 〈·, ·〉 is the Euclidean scalar product in Rd. Recall that I is called a gener-
ator if any element of Zd is a linear combination of elements of I with integer
coefficients.
We shall say that Eq. (0.1) is approximately controllable byH(I)-valued con-
trol if for any integer s > d/2, any initial point u0 ∈ H
s(Td), any target u1 ∈
Hs(Td), any time T > 0, any function h ∈ L2(JT , H
s−1(Td)), and any numbers
ε > 0 and ν > 0, there is a control η ∈ L2(JT ,H(I)) and a unique solution u of
problem (0.1), (0.4) defined on the interval JT such that
‖u(T )− u1‖Hs < ε.
Main Theorem. If I is a generator, then Eq. (0.1) is approximately control-
lable by H(I)-valued control.
See Section 2 for more general results. In particular, in the case when f is a
polynomial, the condition that I is a generator is also necessary for approximate
controllability (see Theorem 2.5).
The proof of the Main Theorem uses some arguments from the works of
Agrachev and Sarychev [AS05, AS06, AS08], who studied the approximate con-
trollability of the 2D Navier–Stokes (NS) and Euler systems by finite-dimensional
1Here g(n) is the n-th derivative of g for n ≥ 1, g(0) = g, and r+ = r ∨ 0 for r ∈ R.
2E.g., see Section 17 in the book [QS07] and the references therein for constructions of
finite time blow-up solutions for problem (0.1), (0.4).
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forces. Their approach has been extended to different equations by many au-
thors. Shirikyan [Shi06, Shi07] established the approximate controllability of
the 3D NS system on the torus. He also considered the Burgers equation on the
real line in [Shi14] and on a bounded interval with Dirichlet boundary conditions
in [Shi18]. Rodrigues [Rod06] proved approximate controllability of the 2D NS
system on a rectangle with Lions boundary conditions, and with Phan [PR18]
they generalised that result to the 3D case. In the papers [Ner10, Ner11], Ner-
sisyan considered 3D Euler system for incompressible and compressible fluids,
and Sarychev [Sar12] considered the 2D defocusing cubic Schro¨dinger equation.
The controllability of the Lagrangian trajectories of the 3D NS system is con-
sidered in [Ner15] by the author.
We also use a technique of applying large controls for small time intervals
from the works of Jurdjevic and Kupka (see the paper [JK85] and Chapter 5
in the book [Jur97]), who introduced this approach to study finite-dimensional
control systems. Infinite-dimensional generalisations of this approach appear in
the above-mentioned papers of Agrachev and Sarychev (e.g., see Section 6.2
in [AS06]) and in the paper [GHHM18] (see Section 2.1) of Glatt-Holtz, Herzog,
and Mattingly. In the latter, the authors prove, in particular, approximate con-
trollability of a 1D parabolic PDE with polynomial nonlinearity of odd degree.
The main novelty of our result is that the nonlinear term f can be a polyno-
mial of any degree p ≥ 2 perturbed by an arbitrary smooth function (see (0.2)
and (0.3)). Let us also emphasize that the condition on the set I of Fourier
modes under control is independent of f and the parameter ν.
Without going into the technical details, let us describe some ideas of the
proof of the Main Theorem. Together with Eq. (0.1), we consider an equation
of the form
∂tu− ν∆(u+ ζ) + f(u+ ζ) = h(t, x) + η(t, x) (0.6)
with two controls ζ and η taking values in H(I). It appears that Eq. (0.1)
is approximately controllable if and only if so is Eq. (0.6). The solution of
problem (0.6), (0.4), whenever exists, is denoted by Rt(u0, ζ, h + η). The first
step is the following asymptotic property
Rδ(u0, δ
−1/pζ, h+ δ−1η)→ u0 + η − cζ
p in Hs(Td) as δ → 0 (0.7)
for any smooth functions η and ζ (not depending on time). This allows to steer
the trajectory of (0.6), (0.4) in small time close to any target u1 belonging to
the set u0+H1(I), where H1(I) is the largest vector space whose elements can
be written in the form
η −
n∑
m=1
ζpm
for some integer n ≥ 1 and some vectors η, ζ1, . . . , ζn ∈ H(I) (see Section 2 for
the precise definition of H1(I)). Then iterating this argument, we show that
starting from u0 we can also attain approximately any point in u0 + H2(I),
where the space H2(I) is defined as H1(I), but now with vectors η, ζ1, . . . , ζn ∈
H1(I). In this way, we construct a non-decreasing sequence of subspaces {Hj(I)}
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such that the points in u0 +Hj(I) are attainable from u0. From the fact that
I is a generator we deduce that the union ∪j=1Hj(I) is dense in H
s(Td) (i.e.,
H(I) is saturating in the language of the geometric control theory). This allows
to control approximately Eq. (0.6) to any point of Hs(Td) in small time. The
controllability in any time T is derived by steering the system close to the tar-
get u1 in small time, then by keeping the trajectory close to u1 for a sufficiently
long period of time, by applying an appropriate control.
Finally, let us mention that this paper is partially motivated by applications
to the ergodicity of randomly forced PDEs. Indeed, the control theory is known
to be a useful tool in the study of stochastic systems with highly degenerate noise.
We refer the reader to the paper [KNS19] for more details and references about
the relation between the control and ergodicity and for a concrete application
of our Main Theorem in the study of Eq. (0.1) in a situation when the control η
is replaced by a random process.
This paper is organised as follows. In Section 1, we establish a perturba-
tive result on the existence and stability of solutions of problem (0.1), (0.4).
The proof of the Main Theorem is given in Section 2. In Section 3, we prove
limit (0.7), and in Section 4, we construct examples of saturating spaces.
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Notation
In this paper, we use the following notation.
Z
d is the integer lattice in Rd.
T
d is the standard d-dimensional torus Rd/2piZd.
Hs := Hs(Td) is the Sobolev space of order s endowed with the usual norm ‖·‖s.
Let X be a Banach space endowed with the norm ‖ · ‖X and let JT := [0, T ].
BX(a, r) is the closed ball of radius r > 0 centred at a ∈ X . We write BX(r),
when a = 0.
Lq(JT , X), 1 ≤ q <∞ is the space of measurable functions u : JT → X endowed
with the norm
‖u‖Lq(JT ,X) :=
(∫ T
0
‖u(t)‖qX dt
)1/q
<∞.
Lqloc(R+, X) is the space of measurable functions u : R+ → X whose restriction
to the interval JT belongs to L
q(JT , X) for any T > 0.
C(JT , X) is the space of continuous functions u : JT → X with the norm
‖u‖C(JT ,X) := max
t∈JT
‖u(t)‖X .
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x ∨ y and x ∧ y denote the maximum and minimum of real numbers x and y.
C, C1, . . . denote some unessential positive constants.
1 Local well-posedness and stability
In this section, we study the local existence and stability of solutions for the
following generalisation of Eq. (0.1):
∂tu− ν∆(u+ ζ) + f(u+ ζ) = ϕ. (1.1)
For any T > 0 and integer s > d/2, we define the space
XT,s := C(JT , H
s) ∩ L2(JT , H
s+1)
endowed with the norm
‖u‖XT,s := ‖u‖C(JT ,Hs) + ‖u‖L2(JT ,Hs+1).
Proposition 1.1. Let uˆ0 ∈ H
s, ζˆ ∈ L2ploc(R+, H
s+1), and ϕˆ ∈ L2loc(R+, H
s−1).
There is a maximal time T∗ := T∗(uˆ0, ζˆ , ϕˆ) > 0 and a unique solution uˆ of
problem (1.1), (0.4) with (u0, ζ, ϕ) = (uˆ0, ζˆ , ϕˆ) whose restriction to JT belongs
to XT,s for any T < T∗. If T∗ <∞, then
‖uˆ(t)‖s → +∞ as t→ T∗. (1.2)
Furthermore, there are positive constants δ and C depending on T and on the
number
Λ := ‖ζˆ‖L2p(JT ,Hs+1) + ‖ϕˆ‖L2(JT ,Hs−1) + ‖uˆ‖XT,s (1.3)
such that the following properties hold.
(i) For any u0 ∈ H
s, ζ ∈ L2p(JT , H
s+1), and ϕ ∈ L2(JT , H
s−1) satisfying
‖u0 − uˆ0‖s + ‖ζ − ζˆ‖L2p(JT ,Hs+1) + ‖ϕ− ϕˆ‖L2(JT ,Hs−1) < δ, (1.4)
problem (1.1), (0.4) has a unique solution u ∈ XT,s.
(ii) Let R be the mapping taking a triple (u0, ζ, ϕ) satisfying (1.4) to the so-
lution u. Then
‖R(u0, ζ, ϕ)−R(uˆ0, ζˆ , ϕˆ)‖XT,s ≤ C
(
‖u0 − uˆ0‖s + ‖ζ − ζˆ‖L2p(JT ,Hs+1)
+ ‖ϕ− ϕˆ‖L2(JT ,Hs−1)
)
. (1.5)
Proof. Local existence of a solution uˆ and (1.2) are proved using a standard fixed
point theorem. The argument is very similar to the one given in the following
Step 1 for the existence of a perturbed solution u, so we skip the details to avoid
repetition.
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Step 1. Existence. Let uˆ ∈ XT,s be a solution of problem (1.1), (0.4)
with (uˆ0, ζˆ, ϕˆ). We look for a solution u corresponding to (u0, ζ, ϕ) under the
form u = uˆ+ w. Then w is a solution of problem
∂tw − ν∆(w + ξ) + f(w + ξ + uˆ+ ζˆ)− f(uˆ+ ζˆ) = η, (1.6)
w(0, x) = w0(x) (1.7)
with w0 = u0− uˆ0, ξ = ζ− ζˆ, and η = ϕ−ϕˆ. For any t ∈ JT and v ∈ XT,s, we set
Φ(v)(t) := eνt∆w0 +
∫ t
0
eν(t−τ)∆F (v)dτ,
where
F (v) := ν∆ξ − f(v + ξ + uˆ+ ζˆ) + f(uˆ+ ζˆ) + η.
It is easy to see that Φ(v) ∈ XT,s and
‖Φ(v)‖XT,s ≤ C1
(
‖w0‖s + ‖F (v)‖L2(JT ,Hs−1)
)
. (1.8)
The assumptions on the nonlinear term f allow us to estimate
‖f(v + ξ + uˆ+ ζˆ)− f(uˆ+ ζˆ)‖s
≤ C2 ‖v + ξ‖s
(
‖v‖s + ‖ξ‖s + ‖uˆ‖s + ‖ζˆ‖s + 1
)p−1
, (1.9)
where we used the fact that Hs is an algebra for s > d/2 and
‖ab‖s ≤ C3 ‖a‖s‖b‖s, a, b ∈ H
s. (1.10)
Let us take any R < 1 and v ∈ BXT,s(R), and assume that T < 1 and δ < 1
(see (1.4)). Then (1.9) and the Ho¨lder inequality imply that
‖f(v + ξ + uˆ+ ζˆ)− f(uˆ+ ζˆ)‖L2(JT ,Hs) ≤ C4
(
T
1
2p ‖v‖XT,s + ‖ξ‖L2p(JT ,Hs)
)
×
(
T
1
2p ‖v‖XT,s + ‖ξ‖L2p(JT ,Hs) + T
1
2p ‖uˆ‖XT,s + ‖ζˆ‖L2p(JT ,Hs) + T
1
2p
)p−1
≤ C5
(
δ + T
1
2pR
)
.
Combining this with (1.8), we get
‖Φ(v)‖XT,s ≤ C6
(
δ + T
1
2pR
)
,
where C6 := C6(Λ) does not depend on δ, T,R and Λ is the number in (1.3).
Choosing δ and T small, we see that Φ sends the ball BXT,s(R) into itself.
Furthermore, we use a similar argument to show that Φ : BXT,s(R)→ BXT,s(R)
is a contraction. Indeed, for any v1, v2 ∈ BXT,s(R), we have
‖Φ(v1)− Φ(v2)‖XT,s ≤ C1‖G‖L2(JT ,Hs−1), (1.11)
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where
G := f(v1 + ξ + uˆ+ ζˆ)− f(v2 + ξ + uˆ+ ζˆ).
The inequality
‖G‖s ≤ C7 ‖v1 − v2‖s
(
‖v1‖s + ‖v2‖s + ‖ξ‖s + ‖uˆ‖s + ‖ζˆ‖s + 1
)p−1
and (1.11) imply that
‖Φ(v1)− Φ(v2)‖XT,s ≤ C8 ‖v1 − v2‖XT,s‖I‖L2(JT ,R),
where
I :=
(
‖v1‖s + ‖v2‖s + ‖ξ‖s + ‖uˆ‖s + ‖ζˆ‖s + 1
)p−1
.
We estimate I as follows
‖I‖L2(JT ,R) ≤ C9
(
2Rp−1T
1
2 + δp−1T
1
2p + Λp−1T
1
2p + T
1
2
)
.
Choosing T sufficiently small, we obtain
‖Φ(v1)− Φ(v2)‖XT,s ≤
1
2
‖v1 − v2‖XT,s .
Thus Φ has a unique fixed point w ∈ BXT,s(R) which will be a solution of prob-
lem (1.6), (1.7). Iterating this argument finitely many times, we get existence
of w on any interval JT provided that δ := δ(T,Λ) > 0 is sufficiently small. Let
us note that this proof gives also the estimate
‖w‖C(JT ,Hs) ≤ 1 (1.12)
which we shall use below.
Step 2. Uniqueness. If u1, u2 ∈ XT,s are two solutions of problem (1.1), (0.4),
then v = u1 − u2 satisfies
∂tv − ν∆v + f(u1 + ζ)− f(u2 + ζ) = 0, v(0) = 0.
Repeating the above arguments, we get the inequality
‖v(t)‖2s ≤ C10
∫ t
0
‖v(τ)‖2s (‖u1‖s + ‖u2‖s + ‖ζ‖s + 1)
2(p−1) dτ,
which implies that v ≡ 0 in view of the Gronwall lemma.
Step 3. Proof of (ii). Using inequalities (1.8) and (1.9) with v = w and (1.12),
we get
‖Φ(w)‖2Xt,s ≤ C11
(
‖w0‖
2
s + ‖ξ‖
2
L2(JT ,Hs+1)
+ ‖η‖2L2(JT ,Hs−1)
+
∫ t
0
‖w + ξ‖2s
(
‖w‖s + ‖ξ‖s + ‖uˆ‖s + ‖ζˆ‖s + 1
)2(p−1)
dτ
)
≤ C12
(
δ2 +
∫ t
0
‖w‖2s
(
‖uˆ‖s + ‖ζˆ‖s + 1
)2(p−1)
dτ
)
for any t ∈ JT . Applying the Gronwall lemma, we obtain (1.5) and complete
the proof of the proposition.
7
2 Main result
Let us take any T > 0, s > d/2, h ∈ L2(JT , H
s−1), and u0 ∈ H
s, and consider
problem (0.1), (0.4). The function η will be the control taking values in a finite-
dimensional subspace H of Hs+2 that will be specified below. Let Θ(u0, h, T )
be the set of all functions η ∈ L2(JT , H
s−1) for which problem (0.1), (0.4) has
a solution u ∈ XT,s. The operator R(·, ·, ·) is as in Proposition 1.1. We shall
write R(u0, h+ η) instead of R(u0, 0, h+ η) for any η ∈ Θ(u0, h, T ).
Definition 2.1. We shall say that Eq. (0.1) is approximately controllable by
H-valued control if for any ε, T > 0, any h ∈ L2(JT , H
s−1), and any u0, u1 ∈ H
s
there is a control η ∈ Θ(u0, h, T ) ∩ L
2(JT ,H) such that
‖RT (u0, h+ η)− u1‖s < ε.
Our definition of saturating subspace is close (but not exactly the same) to
the ones used in the papers [AS06, Shi06]. Recall that p ≥ 2 is the integer
in (0.2). For any finite-dimensional subspace H ⊂ Hs+2, we denote by F(H)
the largest vector space in Hs+2 such that any η1 ∈ F(H) can be approximated,
within any accuracy with respect to the norm ‖ · ‖s, by elements of the form
3
η −
n∑
m=1
ζpm
for any n ≥ 1 and η, ζ1, . . . , ζn ∈ H. It is easy to check that F(H) is well defined
and finite-dimensional. Iterating this, we construct a non-decreasing sequence
of finite-dimensional subspaces:
H0 = H, Hj = F(Hj−1), j ≥ 1, H∞ =
∞⋃
j=1
Hj . (2.1)
Definition 2.2. We say that H is saturating if H∞ is dense in H
s.
Examples of saturating subspaces are given in Section 4. The following is a
more general version of the Main Theorem stated in the Introduction.
Theorem 2.3. If H is saturating, then Eq. (0.1) is approximately controllable
by H-valued control.
We derive this theorem from the following result proved in Section 3. We
denote by Θˆ(u0, h, T ) the set of couples
(η, ζ) ∈ L2(JT , H
s−1)× L2p(JT , H
s+1)
for which problem (1.1), (0.4) with ϕ = h+ η has a solution u ∈ XT,s.
3To simplify the presentation, we assume that the number c in (0.2) equals to one.
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Proposition 2.4. For any u0, η ∈ H
s+1, ζ ∈ Hs+2, and h ∈ L2(JT , H
s−1),
there is a number δ0 > 0 such that (δ
−1/pη, δ−1ζ) ∈ Θˆ(u0, h, δ) for any δ ∈
(0, δ0), and the following limit holds
Rδ(u0, δ
−1/pζ, h+ δ−1η)→ u0 + η − ζ
p in Hs as δ → 0.
Taking this result for granted, let us prove Theorem 2.3.
Proof of Theorem 2.3. The idea is to establish approximate controllability in
small time to the points of the set u0+HN by combining Proposition 2.4 and an
induction argument in N . Then the saturation property will imply approximate
controllability in small time to any point of Hs. Finally, controllability in any
time T is proved by steering the system close to the target u1 in small time,
then forcing it to remain close to u1 for a sufficiently long time. The accurate
proof is divided into four steps.
Step 1. Controllability in small time to u0+H0. Let us assume for the moment
that u0 ∈ H
s+1. First we prove that problem (0.1), (0.4) is approximately
controllable to the set u0 + H0 in small time. More precisely, we show that,
for any ε > 0, η ∈ H0, and T0 > 0, there is a time T < T0 and a control
ηˆ ∈ Θ(u0, h, T ) ∩ L
2(JT ,H) such that
‖RT (u0, h+ ηˆ)− u0 − η‖s < ε.
Indeed, applying Proposition 2.4 for the couple (η, 0), we see that
Rδ(u0, 0, h+ δ
−1η)→ u0 + η in H
s as δ → 0,
which gives the required result with ηˆ = δ−1η and T = δ.
Step 2. Controllability in small time to u0+HN . We argue by induction. As-
sume that the approximate controllability of problem (0.1), (0.4) to the set u0+
HN−1 is already proved. Let η1 ∈ HN be of the form
η1 = η −
n∑
m=1
ζpm (2.2)
for some integer n ≥ 1 and vectors η, ζ1, . . . , ζn ∈ HN−1. Applying Proposi-
tion 2.4 for the couple (0, ζ1), we see that
Rδ(u0, δ
−1/pζ1, h)→ u0 − ζ
p
1 in H
s as δ → 0. (2.3)
Using the equality
Rδ(u0 + δ
−1/pζ1, 0, h) = Rδ(u0, δ
−1/pζ1, h) + δ
−1/pζ1
and limit (2.3), we obtain
‖Rδ(u0 + δ
−1/pζ1, 0, h)− u0 + ζ
p
1 − δ
−1/pζ1‖s → 0 as δ → 0.
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Combining this with the fact that η, ζ1 ∈ HN−1, the induction hypothesis, and
Proposition 1.1, we find a small time T > 0 and a control ηˆ1 ∈ Θ(u0, h, T ) ∩
L2(JT ,H) such that
‖RT (u0, h+ ηˆ1)− u0 − η + ζ
p
1‖s < ε.
Iterating this argument successively for the vectors ζ2, . . . , ζn, we construct a
small time Tˆ > 0 and a control ηˆ ∈ Θ(u0, h, Tˆ ) ∩ L
2(JTˆ ,H) satisfying
‖RTˆ (u0, h+ ηˆ)− u0 − η + ζ
p
1 + . . .+ ζ
p
n‖s = ‖RTˆ (u0, h+ ηˆ)− u0 − η1‖s < ε,
where we used (2.2). This proves the approximate controllability in small time
to any point in u0 +HN .
Step 3. Global controllability in small time. Now let u1 ∈ H
s be arbitrary.
As H∞ is dense in H
s, there is an integer N ≥ 1 and point uˆ1 ∈ u0 +HN such
that
‖u1 − uˆ1‖s < ε/2. (2.4)
By the results of Steps 1 and 2, for any ε > 0 and T0 > 0 there is a time T > 0
and a control ηˆ ∈ Θ(u0, h, T ) ∩ L
2(JT ,H) satisfying
‖RT (u0, h+ ηˆ)− u1‖s < ε/2.
Combining this with (2.4), we get approximate controllability in small time
to u1. The regularising property of the equation allows to conclude small time
approximate controllability also starting from arbitrary u0 ∈ H
s.
Step 4. Global controllability in fixed time T . Since we have global controlla-
bility in small time, to complete the proof of the theorem, it suffices to show that,
for any ε, T > 0 and any u1 ∈ H
s, there is a control η ∈ Θ(u1, h, T )∩L
2(JT ,H)
such that
‖RT (u1, h+ η)− u1‖s < ε
(the initial condition and the target coincide). By Proposition 1.1, there are
numbers r ∈ (0, ε) and τ > 0 such that, for any v ∈ BHs(u1, r), we have
(0, 0) ∈ Θˆ(v, h, τ) and
‖Rt(v, h)− u1‖s < ε for t ∈ Jτ .
If τ > T , then the proof is complete. Otherwise, applying the result of Step 3
with initial condition u0 = Rτ (v, h), small time T
′ < T − τ , and target u1, we
find a control ηˆ ∈ Θ(u0, h, T
′) ∩ L2(JT ′ ,H) such that
‖RT ′(u0, h+ ηˆ)− u1‖s < r.
Again, if 2τ + T ′ > T , then the proof is complete. Otherwise, we apply again
the small time controllability property to return to the ball BHs(u1, r). After a
finite number (less than the integer part of T/τ + 1) of iterations, we complete
the proof of the theorem.
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When the nonlinear term f in Eq. (0.1) is a polynomial of degree p ≥ 2,
condition (0.2) is automatically satisfied. Recall that the space H(I) is defined
by (0.5) for a finite symmetric set I ⊂ Zd containing the origin. Let us denote
by I˜ the set of all linear combinations of elements of I with integer coefficients.
By definition, I is a generator if I˜ = Zd. Let Hs(I) be the closure in Hs of
the set
span{sin〈x, k〉, cos〈x, k〉 : k ∈ I˜}.
We have the following more detailed version of Theorem 2.3.
Theorem 2.5. If I is a generator, then Eq. (0.1) is approximately control-
lable. Furthermore, if the function f is a polynomial of degree p ≥ 2 and
h ∈ L2(JT , H
s−1(I)), then the condition that I is a generator is also neces-
sary for the approximate controllability of Eq. (0.1).
Proof. By Proposition 4.1, if I is a generator, then H(I) is saturating. Thus
Eq. (0.1) is approximately controllable by Theorem 2.3.
Now assume that I is not a generator. Then there is a vector m ∈ Zd
which does not belong to I˜. As the nonlinear term in Eq. (0.1) is polynomial
and h ∈ L2(JT , H
s−1(I)), it is easy to verify that the set of attainability from
the origin defined by
A := {RT (0, h+ η) : η ∈ Θ(u0, h, T ) ∩ L
2(JT ,H)}
is contained inHs(I). Thus the funcitons cos〈x,m〉 and sin〈x,m〉 are orthogonal
to A. This proves that Eq. (0.1) is not approximately controllable by H(I)-
valued control.
We close this section with the following generalisation of Theorem 2.3.
Theorem 2.6. Let H be saturating, F : Hs → RN be a continuous func-
tion, and u1 ∈ H
s be a regular point4 of F . Then for any ε, T > 0, any h ∈
L2(JT , H
s−1), and any u0 ∈ H
s, there is a control η ∈ Θ(u0, h, T ) ∩ L
2(JT ,H)
such that
‖RT (u0, h+ η)− u1‖s < ε,
F (RT (u0, h+ η)) = F (u1).
This result can be derived from a parameter version of Theorem 2.3 (with
respect to u0 and u1 in compact sets) and some general arguments given in the
papers [Shi18, Ner11]. The details will be given elsewhere. Note that this result
is stronger than the exact controllability in observed projections.
4Recall that u1 is a regular point for F if there is a number r > 0 and a continuous
function G : B
RN
(y1, r) → Hs, where y1 = F (u1), such that G(y1) = u1 and F (G(y)) = y
for any y ∈ B
RN
(y1, r).
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3 Proof of Proposition 2.4
Assume that u0, η ∈ H
s+1, ζ ∈ Hs+2, and h ∈ L2(JT , H
s−1). Let us take any
δ > 0 and consider the equation
∂tu− ν∆(u + δ
−1/pζ) + f(u+ δ−1/pζ) = h+ δ−1η. (3.1)
By Proposition 1.1, problem (3.1), (0.4) has a unique maximal solution defined
on an interval [0, T∗), where T∗ := T∗(u0, δ
−1/pζ, h + δ−1η) > 0. Moreover, we
have
‖u(t)‖s → +∞ as t→ T∗, (3.2)
when T∗ <∞. We need to show that
• there is a number δ0 > 0 such that
δ < T∗ for δ < δ0, (3.3)
• the following limit holds
u(δ)→ u0 + η − ζ
p in Hs as δ → 0. (3.4)
Following some ideas of [JK85, AS06], we make a time substitution and consider
the functions
w(t) := u0 + t(η − ζ
p),
v(t) := u(δt)− w(t),
which are well defined for t < δ−1T∗. Then v is a solution of problem
∂tv − νδ∆(v + w + δ
−1/pζ) + δf(v + w + δ−1/pζ) − ζp = δh, (3.5)
v(0) = 0. (3.6)
Taking the scalar product in L2 of Eq. (3.5) with (−∆)sv and using the Cauchy–
Schwarz inequality, we obtain
1
2
∂t‖v‖
2
s + νδ‖v‖
2
s+1 ≤ (νδ‖w‖s+1 + δ‖h‖s−1) ‖v‖s+1
+
(
νδ1−1/p‖ζ‖s+2 + ‖δf(v + w + δ
−1/pζ)− ζp‖s
)
‖v‖s.
(3.7)
From the Young inequality we derive
(νδ‖w‖s+1 + δ‖h‖s−1) ‖v‖s+1 ≤
νδ
2
‖v‖2s+1 + νδ‖w‖
2
s+1 + ν
−1δ‖h‖2s−1
≤
νδ
2
‖v‖2s+1 + C1δ
(
1 + ‖h‖2s−1
)
(3.8)
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for t ≤ 1 ∧ (δ−1T∗). By (0.3) and (1.10), we have
‖g(a)‖s ≤ C2
(
1 + ‖a‖p−1s
)
, a ∈ Hs.
This and the Young inequality imply the estimate
‖δf(v + w + δ−1/pζ)− ζp‖s ≤ C3δ
(
‖v‖ps + ‖w‖
p
s + δ
−(p−1)/p‖ζ‖p−1s + 1
)
≤ C4δ
(
‖v‖ps + δ
−(p−1)/p + 1
)
(3.9)
for t ≤ 1∧ (δ−1T∗). Combining inequalities (3.7)-(3.9), recalling that p ≥ 2, and
taking δ ≤ 1, we obtain
∂t‖v‖
2
s ≤ C5δ
1/p
(
‖h‖2s−1 + ‖v‖
p+1
s + 1
)
= C5δ
1/p
(
ψ + ‖v‖p+1s
)
, (3.10)
where ψ := ‖h‖2s−1 + 1 and the constant C5 > 0 does not depend on δ. Let us
define
Φ(t) := A+ C5δ
1/p
∫ t
0
‖v‖p+1s dτ, (3.11)
where
A := C5δ
1/p
∫ 1
0
ψ dτ,
and rewrite inequality (3.10) as follows
(Φ˙)2/(p+1) ≤ (C5δ
1/p)2/(p+1)Φ.
This is equivalent to
Φ˙
Φ(p+1)/2
≤ C5δ
1/p.
Integrating the latter, we obtain
Φ(t) ≤ A
(
1−
(p− 1)
2
C5δ
1/pA(p−1)/2t
)−2/(p−1)
, t < 1 ∧ (δ−1T∗) ∧ T1,
where
T1 := 2
(
(p− 1)C5δ
1/pA(p−1)/2
)−1
=2
(
(p− 1)C
(p+1)/2
5 δ
(p+1)/(2p)
(∫ 1
0
ψ dτ
)(p−1)/2)−1
.
This implies that we can choose δ0 ∈ (0, 1) so small that T1 ≥ 1 for any δ <
δ0 and
Φ(t) ≤ 2A = 2C5δ
1/p
∫ 1
0
ψ dτ, t < 1 ∧ (δ−1T∗). (3.12)
From this and (3.2) we derive that
δ−1T∗ > 1 for δ < δ0,
which yields (3.3). Combining (3.10)-(3.12), we see that
‖v(1)‖s ≤ C6δ
1/p,
so v(1) → 0 in Hs as δ → 0. This gives (3.4) and completes the proof of the
proposition.
4 Saturating subspaces
Let H(I) be the space defined by (0.5) and I ⊂ Zd be a finite symmetric set
containing the origin. In this section, we prove the following result.
Proposition 4.1. The space H(I) is saturating if and only if I is a generator.
Proof. Step 1. Sufficiency of the condition. Assume that I is a generator and {Hk(I)}
and H∞(I) are the vector spaces defined by (2.1) for H = H(I). We distinguish
two cases.
Case 1. p is odd. This case is particularly simple due to the following repre-
sentation of the space F(H).
Lemma 4.2. If p is odd, then
F(H) = span {H, {ζp : ζ ∈ H}} (4.1)
= span {H, {ζ1 · . . . · ζp : ζi ∈ H, i = 1, . . . , p}} . (4.2)
This lemma is proved at the end of this section. We use it to show that
cos〈x, l ±m〉, sin〈x, l ±m〉 ∈ H1(I) for l,m ∈ I. (4.3)
Indeed, this easily follows from (4.2) by taking ζ1 = . . . = ζp−2 = 1 and choosing
appropriately ζp−1 and ζp from the identities
cos〈x, l ±m〉 = cos〈x, l〉 cos〈x,m〉 ∓ sin〈x, l〉 sin〈x,m〉,
sin〈x, l ±m〉 = sin〈x, l〉 cos〈x,m〉 ± cos〈x, l〉 sin〈x,m〉.
Combining (4.3) with the fact that I is a generator, we see that
H∞(I) = span{cos〈x,m〉, sin〈x,m〉 : m ∈ Z
d}.
Thus H∞(I) is dense in H
s and H(I) is saturating.
Case 2. p is even. Here we show that
cos〈x, l ±m〉, sin〈x, l ±m〉 ∈ H2(I) for l,m ∈ I. (4.4)
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Let us first check that
cos〈x, 2m〉 ∈ H1(I) for m ∈ I. (4.5)
Indeed, for any ε > 0, we have the equalities
(εα+ε cos〈x,m〉)p =
p(p− 1)
4
(1+cos〈x, 2m〉)+εαp+pεα(p−1)+1 cos〈x,m〉+a(ε),
(εα+ε sin〈x,m〉)p =
p(p− 1)
4
(1−cos〈x, 2m〉)+εαp+pεα(p−1)+1 sin〈x,m〉+b(ε),
where α = −2/(p− 2) and a(ε), b(ε)→ 0 in Hs as ε→ 0. As
1, cos〈x,m〉, sin〈x,m〉 ∈ H(I),
we obtain (4.5). Now we use a similar argument to prove (4.4). For example,
the fact that
cos〈x, l +m〉 ∈ H2(I) for l,m ∈ I
is checked by using the equalities
(εα + ε(cos〈x, l〉 ± cos〈x,m〉))p = ±p(p− 1) cos〈x, l〉 cos〈x,m〉 + ηc±(ε) + a±(ε),
(εα + ε(sin〈x, l〉 ± sin〈x,m〉))p = ±p(p− 1) sin〈x, l〉 sin〈x,m〉+ ηs±(ε) + b±(ε),
where ηc±(ε), η
s
±(ε) ∈ H1(I) (here we use (4.5)) and a±(ε), b±(ε) → 0 in H
s
as ε → 0. The remaining assertions in (4.4) are proved in a similar way.
From (4.4) and the fact that I is a generator we derive
H∞(I) ⊃ span{cos〈x, l〉, sin〈x, l〉 : l ∈ Z
d},
which proves that H(I) is saturating.
Step 2. Necessity of the condition. Now assume that I is not a generator.
Then there is a vector m ∈ Zd which does not belong to the set I˜ of all lin-
ear combinations of elements of I with integer coefficients. It is easy to see
that
H∞(I) ⊂ span{cos〈x, l〉, sin〈x, l〉 : l ∈ I˜}.
Thus the functions cos〈x,m〉 and sin〈x,m〉 are orthogonal to H∞(I). This
implies that H∞(I) is not dense in H
s, so H(I) is not saturating.
The simplest example of saturating space of form (0.5) will be the (2d+ 1)-
dimensional space corresponding to the set
I = {0,±ei : i = 1, . . . , d} ⊂ Z
d,
where {ej}
d
j=1 is the standard basis in R
d. The following result, combined with
Proposition 4.1, gives a simple way for constructing more saturating spaces.
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Theorem 4.3. A set I ⊂ Zd is a generator if and only if the greatest common
divisor of the set
{det(a1, . . . , ad) : ai ∈ I, i = 1, . . . , d}
is 1, where det(a1, . . . , ad) is the determinant of the d× d matrix with columns
a1, . . . , ad.
See Section 3.7 in [Jac85] for the proof of this theorem.
Proof of Lemma 4.2. Equality (4.1) follows immediately from the fact that p is
odd. Let us denote by G1 and G2 the spaces on the right-hand sides of (4.1)
and (4.2), respectively. Obviously, G1 ⊂ G2. To see that G2 ⊂ G1, let us take
any ζ1, . . . , ζp ∈ H, and consider the function
F : Rp → G1, (x1, . . . , xp) 7→ (x1ζ1 + . . .+ xpζp)
p.
As G1 is closed, it contains the derivative
∂p
∂x1 . . . ∂xp
F (0, . . . , 0) = p! ζ1 · . . . · ζp.
This implies that ζ1 · . . . · ζp ∈ G1, so G2 ⊂ G1.
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