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Abstract
In this paper, we prove a new discrete maximum principle (DMP) for the one-dimensional Poisson equation discretized by the
hp-FEM. While the DMP for piecewise-linear elements is a classical result from the 1970s, no extensions to hp-FEM are available
to the present day. Due to a negative result by Höhn and Mittelmann from 1981, related to quadratic Lagrange elements, it was
long assumed that higher-order ﬁnite elements do not satisfy discrete maximum principles. In this paper we explain why it is not
possible to make a straightforward extension of the classical DMP to the higher-order case, and we propose stronger assumptions
on the right-hand side under which an extension is possible.
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1. Introduction
Discrete maximum principles (DMP) are the numerical counterparts of the (continuous) maximum principles for
elliptic and parabolic PDEs. In the 1970s, these results were used to prove the convergence of ﬁnite differences and
lowest-order ﬁnite element methods (see, e.g., [3,4]). Nowadays, DMP still play an important role in computational
PDEs by providing restrictions on the mesh under which the approximation of physically nonnegative quantities
such as the density, temperature, concentration, or electric charge remains nonnegative. In the early 1980s, Höhn and
Mittelmann [7] showed that a straightforward generalization of the standard DMP for piecewise-linear approximations
to quadratic Lagrange elements did not hold but under unrealistic restrictions on the triangulation, and since then no
new results on DMP for higher-order elements have been obtained.Also the current research on DMP deals exclusively
with lowest-order elements (see, e.g., [8–10,18,19]).
In the last decades, signiﬁcant progress has been made in the development of the hp-FEM and its applications
to challenging large-scale problems in computational science and engineering (see, e.g., [1,2,5,11,12,14,16]). An
increasing demand for these methods naturally implies a need for the generalization of the DMP from lowest-order to
higher-order elements.
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The outline of this paper is as follows: The hp-FEM discretization of one-dimensional Poisson equation is re-
called brieﬂy in Section 2. An alternative proof of the classical DMP for piecewise-linear FEM (which does not use
M-matrices) is given in Section 3. In Section 4 we provide a counter example which demonstrates that a straightforward
extension of the standard DMP to higher-order elements is not possible. In Section 5 we formulate and prove a new
DMP for higher-order elements which instead of nonnegativity of the right-hand side assumes the non-negativity of
its L2-projection to the ﬁnite element subspace (we call this a weak DMP). The assumptions of the main theorem are
veriﬁed in Section 6 for sufﬁciently high polynomial degrees.
2. Model problem and its discretization
Consider an open bounded interval  = (a, b) ⊂ R and the Poisson equation −u′′ = f in  equipped with homo-
geneous Dirichlet boundary conditions u(a) = u(b) = 0. The standard variational formulation of this problem reads:
Given a right-hand side f ∈ L2(), ﬁnd a function u ∈ H 10 () such that the identity∫ b
a
u′(x)v′(x) dx =
∫ b
a
f (x)v(x) dx (1)
holds for all test functions v ∈ V =H 10 ().We can restrict ourselves to the homogeneous Dirichlet boundary conditions
since the case of nonhomogeneous Dirichlet boundary conditions does not cause any difﬁculty nor it involves special
considerations.
Consider a partition a = x0 <x1 <x2 · · ·<xM = b that splits  into M1 ﬁnite elements K1,K2, . . . , KM . Each
element Ki is equipped with a polynomial degree pi = p(Ki)1. The elements K1,K2, . . . , KM , equipped with the
polynomial degrees p1, p2, . . . , pM , form a ﬁnite element meshThp. The ﬁnite element space Vhp ⊂ V on the mesh
Thp has the form
Vhp = {v ∈ V ; v(a) = v(b) = 0; v|Ki ∈ Ppi (Ki), 1 iM}. (2)
Here the symbol Ppi (Ki) stands for the space of polynomials of degree less than or equal to pi in the interval Ki . The
dimension of this space is
dim(Vhp) = −1 +
M∑
i=1
pi .
The discrete problem reads: ﬁnd a function uhp ∈ Vhp such that the identity∫ b
a
u′hp(x)v′hp(x) dx =
∫ b
a
f (x)vhp(x) dx (3)
holds for every test function vhp ∈ Vhp. Obviously, there exist unique solutions to both the continuous problem (1) and
the discrete problem (3) (see, e.g., [12]).
The classical DMP for the discrete problem (3) can be stated in several equivalent ways, from which we may choose,
e.g., the following:
Deﬁnition 1. The discrete problem (3) satisﬁes the discretemaximumprinciple (DMP) if the approximation uhp attains
its minimum on the boundary  for every right-hand side f which is nonnegative a.e. in .
3. Classical DMP for piecewise-linear FEM
The analysis of the DMP for higher-order elements is quite different from the analysis of the piecewise-linear case. In
particular, the nonnegativity of the right-hand side no longer implies the nonnegativity of the load vector, and therefore
the application of M-matrices becomes useless. In this section we begin by re-doing the proof for the piecewise-linear
case without M-matrices.
Remark 2. The Poisson equation in 1D is an exceptional case, where the stiffness matrix is an M-matrix even for
higher degree approximations. It is a consequence of the orthogonality (in the energy sense) of vertex and bubble
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Fig. 1. Classical DMP in the piecewise-linear case.
functions and of orthogonality of bubbles themselves. However, as we will see below in Section 4, the fact that the
stiffness matrix is an M-matrix is not enough to guarantee the DMP for hp-FEM.
Lemma 3. If p1 = p2 = · · · = pM = 1 then problem (3) satisﬁes the DMP.
Proof. For the standard proof based on M-matrices see, e.g., the fundamental book [17] or a more recent publication
[6].
For our alternative proof let us consider a pair of adjacent elements Kj = [xj−1, xj ], Kj+1 = [xj , xj+1], and the
piecewise-linear “hat function” vj ∈ Vhp associated with the grid point xj , as shown in Fig. 1.
By substituting vj for vhp in the discrete problem (3) and using the nonnegativity of both f and vj , we obtain
∫ xj+1
xj−1
u′hp(x)v′j (x) dx =
∫ xj+1
xj−1
f (x)vj (x) dx0. (4)
By Du(j)hp and Du
(j+1)
hp let us denote the constant slopes of the piecewise-linear function uhp in the elements Kj and
Kj+1, respectively. Using the fact that the slopes of the test function vj in the elements Kj and Kj+1 are 1/(xj −xj−1)
and −1/(xj+1 − xj ), respectively, from the inequality (4) we immediately obtain
0Du(j)hp
xj − xj−1
xj − xj−1 − Du
(j+1)
hp
xj+1 − xj
xj+1 − xj = Du
(j)
hp − Du(j+1)hp .
Therefore, Du(j+1)hp Du
(j)
hp for every internal grid point xj , 1jM − 1. Thus, the function uhp is concave in
. Taking into account its zero values at -endpoints, we conclude that uhp attains its minimum on the boundary
of . 
4. Attempt of straightforward extension to hp-FEM
Next let us show that a straightforward extension of Lemma 3 to higher-order elements fails already in the cubic case.
For this, we need to recall the integrated Legendre polynomials (Lobatto shape functions) [12,13]. These polynomials
are deﬁned in the interval [−1, 1] as
lk(x) =
∫ x
−1
Lk−1() d, 2k, (5)
where Lk−1 stands for the normalized Legendre polynomial of degree p − 1. It follows from (5) that the functions
l2, l3, . . . vanish at ±1 and that they are orthonormal in the H 10 -product,
(li , lj )H 10 (−1,1) =
∫ 1
−1
l′i (x)l′j (x) dx = ij , 2 i, j . (6)
The functions l2, l3, . . . , l10 are well-known, see, e.g., [14,16].
Example. Failure of the standard DMP for a cubic element.
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Fig. 2. Left: the hp-FEM solution uhp (solid line) and the exact solution u (dashed line). Right: the right-hand side (7) (dashed line) and its
L2-projection (11) to the space Vhp (solid line).
Let = (a, b) = (−1, 1),
f (x) = 200e−10(x+1), (7)
and consider a ﬁnite element meshThp consisting of a single cubic elementK1=[a, b]. The basis of the corresponding
ﬁnite element space Vhp comprises the quadratic and cubic Lobatto shape functions l2 and l3, and the solution uhp has
the form uhp(x) = y1l2(x) + y2l3(x). By (6), the stiffness matrix is the identity matrix, and the unknown coefﬁcients
y1, y2 have the form
yi =
∫ 1
−1
2∑
j=1
yj l
′
j+1(x)l′i+1(x) dx =
∫ 1
−1
f (x)li+1(x) dx, i = 1, 2. (8)
Using the right-hand side (7), we obtain that y1 = −
√
6(9 + 11e−20)/10 and y2 =
√
10(73 − 133e−20)/100. Thus the
solution uhp has the form
uhp(x) = 140 (1 − x2)(54 + 66e−20 − (73 − 133e−20)x). (9)
Fig. 2 (left) shows that uhp is not nonnegative in , which means that the ﬁnite element approximation does not inherit
the maximum principle from the continuous equation, i.e., the DMP does not hold.
To understand what happened, let us introduce the L2-projection fhp ∈ Vhp of the right-hand side f ∈ L2() to the
space Vhp such that
∫ b
a
(fhp(x) − f (x))vhp(x) dx = 0 for all vhp ∈ Vhp. (10)
When expressing fhp as a linear combination of the basis functions of Vhp, (10) yields a system of linear algebraic
equations. The L2-projection of the right-hand side (7),
fhp(x) = 380 (1 − x2)(110e−20 + 90 + (931e−20 − 511)x), (11)
is negative in a subset of , as illustrated in the right part of Fig. 2. Notice that (10) implies
∫ b
a
fhp(x)vhp(x) dx =
∫ b
a
f (x)vhp(x) dx for all vhp ∈ Vhp,
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and therefore it does not matter whether f or fhp stands on the right-hand side of the discrete problem (3). In other
words, the hp-FEM solution (9) depicted in Fig. 2 (left) corresponds to the right-hand side (11) which is not nonnegative
in .
5. Weak discrete maximum principle for hp-FEM
The above example motivates us to work with the L2-projection fhp of the right-hand side f onto Vhp rather than
with f itself:
Deﬁnition 4. Let fhp ∈ Vhp be the L2-projection of f ∈ L2() to Vhp deﬁned by (10). We say that problem (3)
satisﬁes the weak discrete maximum principle (weak DMP) if the approximation uhp ∈ Vhp attains its minimum on
the boundary of  whenever fhp is nonnegative.
Notice that the classical DMP implies the weak DMP.
In the following Theorem 8 we prove the weak DMP for problem (3) under a technical assumption on existence of
certain quadrature rules with nonnegative weights. This assumption is veriﬁed in Section 6.
Deﬁnition 5. Let lk(x), k2, be the Lobatto polynomials (5). For (x, z) ∈ [−1, 1]2 and p2 we deﬁne the function
p(x, z) =
p−1∑
k=1
lk+1(x)lk+1(z). (12)
For p = 1 we deﬁne 1(x, z) = 0.
For p1, p is the discrete Green’s function for problem (3) corresponding to a one-element mesh K1 = [−1, 1].
Since li+1(±1) = 0 for all i1, it is
p(x, z) = 0 for all (x, z) ∈ , (13)
where = (−1, 1)2\(−1, 1)2.
Deﬁnition 6. LetK+p ⊂ [−1, 1]2, p1, be a set of points, where p(x, z) is nonnegative, i.e.,
K+p = {(x, z) ∈ [−1, 1]2 : p(x, z)0}.
Finally, letK+p (x) ⊂ [−1, 1] be the cut ofK+p at x ∈ [−1, 1], i.e.,
K+p (x) = {z ∈ [−1, 1] : (x, z) ∈K+p }.
Lemma 7. We have symmetry relations p(x, z) = p(−x,−z) = p(z, x) for all p1 and (x, z) ∈ [−1, 1]2.
Proof. The identity p(x, z) = p(z, x) follows immediately from (12). It follows from the fact that Legendre poly-
nomials of odd/even degrees are odd/even functions, and from (5), that lk(x) is even for k even and that lk(x) is odd
for k odd. Hence we have
p(x, z) =
p−1∑
k=1
lk+1(x)lk+1(z) =
p−1∑
k=1
lk+1(−x)lk+1(−z) = p(−x,−z)
for all p1. 
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The main result of this paper is stated in Theorem 8:
Theorem 8. Let  = (a, b) ⊂ R. Consider the discrete problem (3) on a meshThp consisting of M ﬁnite elements
K1,K2, . . . , KM of polynomial degrees p1, p2, . . . , pM . If for every p ∈ {p1, p2, . . . , pM} and every x ∈ (−1, 1)
there exists a quadrature rule Q2p(x) such that:
(i) Q2p(x) is exact for polynomials of degree 2p on [−1, 1];
(ii) Q2p(x) only has nonnegative weights;
(iii) Q2p(x) has all points inK+p (x);
then problem (3) satisﬁes the weak DMP.
Proof. Let us consider the exact solution u ∈ H 10 () to the continuous problem (1) with a right-hand side f ∈ L2().
Let 0fhp ∈ Vhp be the L2-projection deﬁned by (10). Then the approximation uhp ∈ Vhp is given by
∫ b
a
u′hp(x)v′hp(x) dx =
∫ b
a
f (x)vhp(x) dx =
∫ b
a
fhp(x)vhp(x) dx ∀vhp ∈ Vhp. (14)
In addition we introduce an auxiliary continuous problem: ﬁnd u˜ ∈ H 10 () such that:
∫ b
a
u˜′(x)v′(x) dx =
∫ b
a
fhp(x)v(x) dx ∀v ∈ H 10 ().
It iswell-known thatwhen discretizing theLaplace operator in one spatial dimension by piecewise-linear ﬁnite elements,
the approximation is exact at all grid vertices. The same holds for higher-order elements, which can be seen easily
by using the orthogonality of higher-order basis functions (transformed Lobatto shape functions l2, l3, . . .) to the
lowest-order (piecewise linear) basis functions, see, e.g., [14]. In other words, we know that uhp(xi) = u(xi) = u˜(xi)
for all i = 0, 1, . . . ,M . Moreover, taking into account the (continuous) maximum principle, we have u˜0 in  and
thus uhp(xi)0 for all i = 0, 1, . . . ,M . Therefore, it is sufﬁcient to prove Theorem 8 for a single element K1 = ,
= (−1, 1).
The solution uhp is sought in the form
uhp(x) =
p−1∑
i=1
yili+1(x). (15)
By (6), relation (8) yields
yi =
∫ 1
−1
fhp(z)li+1(z) dz, i = 1, 2, . . . , p − 1. (16)
Putting (16) into (15), we obtain
uhp(x) =
p−1∑
i=1
(∫ 1
−1
fhp(z)li+1(z) dz
)
li+1(x) =
∫ 1
−1
fhp(z)p(x, z) dz, (17)
where p(x, z) is given by (12).
Let us now ﬁx an arbitrary x ∈ (−1, 1) and assume that there exists a quadrature rule Q2p(x) with points
z0, z1, . . . , z2p inK+p (x) and nonnegative weights w0, w1, . . . , w2p. By (17) we have
uhp(x) =
∫ 1
−1
fhp(z)p(x, z) dz =
2p∑
i=0
wifhp(zi)p(x, zi). (18)
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Fig. 3. Zero level set of the function 3(x, z). Observe the set K+3 (left) and the square S−3 = ( 35 , 1) × (−1,− 35 ) (right). We also show the
integration points (to be listed in Table 1).
Table 1
Case p = 3; 6th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (−1,− 35 )
Point Weight Point Weight
−1 2712268 − 35 21253528
− 15 25252 0 463
1
5
125
189
4
5
1700
3969
1 13504
We have taken into account that fhp(z)p(x, z) is a polynomial of degree at most 2p in z for ﬁxed x and that Q2p(x) is
exact for all polynomials of this degree. By assumption, wi0 for i = 0, 1, . . . , 2p and fhp0 in = (−1, 1). Since
zi ∈ K+p (x) then also p(x, zi)0. Hence, it follows from (18) that uhp(x)0 for any x ∈ (−1, 1), and thus the
minimum of uhp(x) is attained on the boundary of . 
6. Veriﬁcation of assumptions to Theorem 8
It is easy to see that for p = 2, 4, 6 the function p(x, z) is nonnegative in [−1, 1]2 and therefore even the classical
DMP holds. For every other polynomial degree p2 one has to ﬁnd a quadrature ruleQ2p(x)with nonnegative weights
and points inK+p (x). By symmetry (see Lemma 7) it is enough to ﬁnd such quadrature rule for x ∈ [0, 1) only. The
construction of the quadrature rules is not difﬁcult. For spatial limitations, let us illustrate the procedure for p10
only.
Odd polynomial degrees: Let us start with p = 3. In this case we have
3(x, z) = 18 (1 − x2)(1 − z2)(3 + 5xz). (19)
Clearly, 3(x, z) = 0 on the curves x = ±1, z = ±1, and xz = − 35 (see Fig. 3). The domainK+p is bounded by these
curves.
Thus it is enough to ﬁnd a quadrature rule with nonnegative weights and points in [−1, 1] but outside (−1,− 35 ),
which is exact for all polynomials of degree at most 6. An example of such quadrature rule is given in Table 1.
The situation for p=5, 7, 9 is similar to the case of p=3. The setsK+p have similar shapes with the only difference
that the regions of negativity become smaller with growing p. The regions of negativity in [0, 1) × (−1, 1) can be
P. Šolín, T. Vejchodský / Journal of Computational and Applied Mathematics 209 (2007) 54–65 61
Table 2
Case p = 5; 10th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (−1,−0.811)
Point Weight Point Weight
−1 0.0534286192 −0.811 0.3054087580
−0.59 0.0030544353 −0.42 0.4473230113
−0.2 0.0066984041 0 0.2760767276
0.2 0.2939694773 0.43 0.0149245373
0.6 0.3805105712 0.9 0.1999066353
1 0.0186988234
Table 3
Case p = 7; 14th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (−1,−0.89)
Point Weight Point Weight
−1 0.0306200311 −0.89 0.1806438688
−0.75 0.0016558668 −0.65 0.2862680475
−0.45 0.0379885258 −0.31 0.2988638595
−0.16 0.0833146476 0.1 0.3554921618
0.16 0.0113639321 0.35 0.0204292124
0.47 0.3218682171 0.734 0.1289561668
0.80 0.1314089188 0.955 0.1093567805
1 0.0017697634
Table 4
Case p = 9; 18th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (−1,−0.93)
Point Weight Point Weight
−1 0.01937406240 −0.93 0.1153128270
−0.885 0.00157968340 −0.772 0.1947443595
−0.65 0.00126499680 −0.55 0.2341166464
−0.4 0.06286669339 −0.25 0.2438572426
−0.08 0.08588496537 0.08 0.2395820916
0.19 0.04691799156 0.38 0.2665159766
0.6 0.00216030838 0.625 0.2029738760
0.73 0.04687189997 0.83 0.1072052560
0.89 0.06009091818 0.97 0.0648680095
1 0.00381219535
safely enclosed in squares
S−3 = ( 35 , 1) × (−1,− 35 ),
S−5 = (0.811, 1) × (−1,−0.811),
S−7 = (0.89, 1) × (−1,−0.89),
S−9 = (0.93, 1) × (−1,−0.93).
These squares (as well as the domains for even polynomial degrees) were deﬁned by investigation of the zero level
sets of p(x, z). We used Maple to locate approximately the zero level sets of the discrete Green’s functions p. After
that, rigorous proof of their nonnegativity in (−1, 1)2 minus these areas was performed using an adaptive interval
computation technique in integer arithmetics. More details on this step can be found in [15]. Examples of quadrature
rules required by Theorem 8 are shown in Tables 2–4.
Even polynomial degrees: For p = 8, there are four areas where the function p(x, z) is negative (see Fig. 4).
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Fig. 4. Zero level set of the kernel 8(x, z) in the second quadrant (left) and a detail of the upper left corner.
Table 5
Case p = 8; 16th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (0.75, 0.85)
Point Weight Point Weight
−1 0.0137599529 −0.9564181650 0.0618586932
−0.8854980347 0.0892150513 −0.7582972896 0.1646935265
−0.5719162652 0.1875234174 −0.4628139806 0.0729252387
−0.2917166274 0.2435469772 −0.0811621291 0.0841621866
−0.0061521460 0.1800939083 0.1655560030 0.1320371771
0.3391628868 0.2286184297 0.5726348225 0.2184036287
0.75 0.1285378345 0.85 0.0908051678
0.9230637084 0.0427456544 0.9648584341 0.0509010934
1 0.0101720626
Table 6
Case p = 8; 16th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (0.98, 1)
Point Weight Point Weight
−1 0.0097495069 −0.9548248562 0.0857520162
−0.8409569422 0.1018591390 −0.7825414112 0.0149475627
−0.7708636219 0.0926211201 −0.5747624113 0.2476049720
−0.3937499257 0.0549434125 −0.3273530867 0.0276562411
−0.2532942335 0.2543287199 0.0382371812 0.2892622856
0.2837396038 0.1910189889 0.4501581170 0.1560300966
0.5808907063 0.1246581226 0.7443822112 0.1842879621
0.8927849373 0.0841645246 0.9421667341 0.0612885001
1 0.0198268291
Two of these areas lie inside the rectangles (−1,−0.98) × (0.75, 0.85) and (−0.85,−0.75) × (0.98, 1), and the
other two are located symmetrically at the opposite corner of [−1, 1]2. The points and weights of the corresponding
quadrature rules are listed in Tables 5 and 6. Thus, we have uhp0 for x ∈ (−1, 0]. The nonnegativity of uhp(x) for
x ∈ (0, 1) follows from symmetry again.
The case p = 10 is similar to p = 8. There are four areas where the function 10(x, z) is negative, analogously to
the 8th-order case (see Fig. 5).
Two of these areas are inside the rectangles (−1,−0.986)× (0.82, 0.91) and (−0.91,−0.82)× (−0.986, 1) and the
other two are located symmetrically at the opposite corner of [−1, 1]2. The points and weights of the corresponding
quadrature rules are listed in Tables 7 and 8, respectively. By symmetry, uhp(x)0 also for x ∈ (0, 1).
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Fig. 5. Zero level set of the kernel 10(x, z) in the second quadrant (left) and a detail of the upper left corner.
Table 7
Case p = 10; 20th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (0.82, 0.91)
Point Weight Point Weight
−1 0.0127411726 −0.9569019461 0.0603200758
−0.9344466123 0.0183508422 −0.8574545411 0.1032513172
−0.7530104489 0.1106942630 −0.6362178184 0.0412386636
−0.6061244531 0.1295220930 −0.4275824090 0.1937516842
−0.2340018112 0.1916905139 −0.0454114485 0.1774661870
0.0754465671 0.0755419308 0.1672504233 0.0745275871
0.2516247645 0.1488965177 0.3707975798 0.0207086237
0.4366736344 0.1397170181 0.5306011976 0.0924918512
0.6745457042 0.1639628301 0.82 0.1200387168
0.91 0.0649445615 0.9667274132 0.0502362251
1 0.0099073255
Table 8
Case p = 10; 20th-order quadrature rule in [−1, 1] with nonnegative weights and points outside of (0.986, 1)
Point Weight Point Weight
Points: −1 0.0129961117 −0.9609467424 0.0393058650
−0.9366001558 0.0472129994 −0.8686571459 0.0307704321
−0.8222969304 0.1127110155 −0.6830858117 0.1442049485
−0.5515874908 0.1263749495 −0.4070028385 0.1615584597
−0.2391731402 0.1767071143 −0.0805321378 0.0223802647
−0.0404112041 0.1755155830 0.0382998004 0.0409103698
0.2054285570 0.2302298514 0.4168373782 0.1495405342
0.4862170553 0.0877842194 0.6284448676 0.0980645550
0.6932595712 0.1047143177 0.83041757281 0.1311485592
0.93562906418 0.0774056021 0.986 0.0267375743
1 0.0037266735
Remark 9. It is worth mentioning that the points in Tables 1–8 were chosen to be rational numbers. The corresponding
weights were obtained via the formula
wi =
∫ 1
−1
Li (x) dx,
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whereLi ∈ Pp(−1, 1) is the elementary Lagrange interpolation polynomial,Li (zj )= ij , 0 i, jp. In particular,
if follows from here that the weights also are rational numbers. We have used Maple and its integer arithmetics to ﬁnd
all the weights listed in Tables 1–8; they are shown as decimals for printing purposes only.
7. Conclusions and future work
Virtually all existing results related to the analysis of discrete maximum principles are based on M-matrices and thus
limited to lowest-degree approximations, such as ﬁnite differences or piecewise-linear ﬁnite elements. In this paper,
we presented a new methodology which is based on the analysis of the discrete Green’s function. The main advantage
of this alternative approach is that it works in the same way both for piecewise-linear and higher-order ﬁnite element
approximations.
It was demonstrated in Section 4 that the standard discrete maximum principle, as it is known for lowest-order
approximations, did not work for higher-order elements. As a remedy we proposed that one should look at the L2-
projection of the load function f onto the ﬁnite element space instead of working with f itself.
The computation of the L2-projection of f onto the ﬁnite element space involves the solution of a large system of
linear algebraic equations. The linear system ismuch better conditioned (i.e., less stiff) compared to the discrete problem
itself, but still the test is CPU demanding. Therefore, it is among our priorities to improve the practical usefulness of
the criterion by ﬁnding alternative conditions which would be easier to verify. At the same time, the analysis of the
discrete Green’s function for two-dimensional elements (which is deﬁned in R4) is in progress.
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