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In this paper, we deﬁne the divisor function for the quaternion
algebra over Q which ramiﬁes precisely at p and ∞. For the zeta
function of a maximal order, we prove a quaternion analogue of the
well-known formula
∑∞
n=1 d(n)2n−s = ζ(s)
4
ζ(2s) . As an application, we
obtain an average of fourth moments of L-functions of newforms
with respect to Γ0(p) with the trivial character, following Duke’s
method. Due to the fact that the class number is no longer one,
we need to consider a system of Dirichlet series and a system of
automorphic functions in a hyperbolic (n + 1)-space of signature
(n,1).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let p be any ﬁxed prime and A = A(p) be the quaternion algebra over Q which ramiﬁes precisely
at p and ∞. Let O be a maximal order in it. Let ζO(s) be the zeta function of the maximal order
deﬁned in Section 2, and given an integral ideal a, let d(a) be the divisor function deﬁned in Section 2.
Then (see Section 2 for the notations)
ζO(s)2 =
∑
a=0,Ol(a)=O
d(a)N(a)−s.
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Theorem 1.
∑
a=0,Ol(a)=O
d(a)2N(a)−s = ζ
4
O(s)
ζO(2s)
.
This is a quaternion analogue of the well-known formula
∞∑
n=1
d(n)2n−s = ζ(s)
4
ζ(2s)
.
When p = 2, Duke [1] proved the above theorem using the theory of Hamiltonian quaternions.
Pizer [9] considered the zeta functions of its ideal classes of a maximal order as the sum over the
elements of the ideal classes. For arbitrary p, the class number is greater than 1, and hence they are
not the same as the zeta functions of a maximal order. They do not satisfy the equality in the above
theorem. The key idea is that we need to write the zeta function of a maximal order as the sum of
the zeta function of the ideal classes and also write the zeta function as the sum over integral ideals
as in [3]. This enables us to deﬁne and analyze the divisor function. This is done in Section 2.
As in [1], we apply the above theorem to fourth moments of L-functions of newforms. Let Snewk (p)
be the set of normalized newforms of weight k with respect to Γ0(p) with the trivial character. Then
k should be even. Let f (z) =∑∞n=1 ane2π inz ∈ Snewk (p). Then the L-function attached to f is given by
L(s, f ) =
∞∑
n=1
ann
−s.
It has an analytic continuation to all of C and satisﬁes the functional equation Λ(s, f ) =
(2π)−sΓ (s)L(s, f ) = ik p−s+ k2 Λ(k − s, g), where g = f |wp , wp =
( 0 −1
p 0
)
. More explicitly, g(z) =
p− k2 z−k f (− 1pz ). We should have the asymptotic result
∫ T
0 |L( k2 + it, f )|4 dt ∼ AT log4 T . However it is
out of reach at the moment. The best result is due to M. Jutila who proved that
∫ T
0 |L( k2 + it, f )|6 dt =
O (T 2 log34 T ). It implies
∫ T
0 |L( k2 + it, f )|4 dt = O (T
3
2 log
35
2 T ).
We can prove a sharp bound on average.
Theorem 2. As θ → π2 − ,
∑
k>2,k even
∑
f ∈Snewk (p)
∞∫
−∞
(k − 1)∣∣M(2it, θ)∣∣2∣∣∣∣L
(
k
2
+ it, f
)∣∣∣∣
4
dt = A log4(sec θ)+ O (log3(sec θ)),
for some constant A, if p = 2,3 or p ≡ 1 (mod 12). Otherwise,
∑
k>2,k even
∑
f ∈Snewk (p)
∞∫
−∞
(k − 1)∣∣M(2it, θ)∣∣2∣∣∣∣L
(
k
2
+ it, f
)∣∣∣∣
4
dt 	 log4(sec θ).
Here
M(s, θ) = i
k−2
4
π−s−2(tan θ)k−2(cos θ)−s
Γ ( s+k2 )
2
Γ (k)
F
(
s + k
2
,
s + k
2
;k,− tan2 θ
)
.
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Corollary 3. As T → ∞,
∑
2<kT ,k even
∑
f ∈Snewk (p)
T∫
−T
∣∣∣∣L
(
k
2
+ it, f
)∣∣∣∣
4
dt 
 T 3 log4 T .
Since #Snewk (p) ∼ p−112 (k − 1), the number of summands is  T 2. Hence
∫ T
0 |L( k2 + it, f )|4 dt =
O (T log4 T ) “on average”. When p = 2, Duke [1] proved the above theorem using Maass correspon-
dence between certain Dirichlet series and non-holomorphic automorphic function on hyperbolic
space; the Dirichlet series are formed from the theta series of Hamiltonian quaternions. He suggested
that for arbitrary p, it would follow from the result of Pizer [9]. We follow up his idea. However,
for arbitrary p, since the class number is no longer one, we need to consider a system of Dirichlet
series and a system of automorphic functions, generalizing Maass [8] and Duke [1]. Since it is fairly
straightforward, we omit many details. This is done in Section 3.
2. Divisor function of quaternion algebras
Let p be any ﬁxed prime and A = A(p) be the quaternion algebra over Q which ramiﬁes precisely
at p and ∞. An ideal a is integral if the left and the right orders, denoted Ol(a) and Or(a) are
maximal and contain a. A product ab is called proper if Or(a) =Ol(b). All the products in this note
are proper and all ideals are integral, unless otherwise speciﬁed. We say that b|la, that is, b divides a
from the left, if there exists c such that bc is proper and equal to a. Similarly we deﬁne b|ra.
First we recall some facts as two lemmas. For properties on norm of ideals, one may refer
to [11, Proposition 1.17 on p. 347].
Lemma 4. Given an integral ideal a with norm nm and (m,n) = 1, there exists a unique decomposition a = bc
with N(b) = n and N(c) =m. Consequently, if N(a) = pl11 pl22 · · · plrr with pi ’s distinct primes, then there exists
a unique decomposition a = a1a2 · · ·ar with N(ai) = plii .
Proof. For the existence, see Theorem 22.28 in [11]. For the uniqueness, suppose we have two
decompositions a = b1c1 = b2c2 where N(b1) = N(b2) = n and N(c1) = N(c2) = m. Then we have
(m)b2b1 = (n)c1c2 where all factors are integral ideals. So (m)(n−1)b2b1 is integral left O-ideal where
O is the right order of b2. Assume O = Z{v1, v2, v3, v4}, for any w ∈ b2b1, assume w = ∑i ai vi .
Since (m)(n−1)b2b1 is integral, mai/n is integral for all i. That (m,n) = 1 implies ai/n is integral,
hence w/n ∈O and d = (n−1)b2b1 is integral. But N(d) = 1 implies that d =O and hence b2b1 = (n)
and b1 = b2. Done. 
Note that in this lemma, different order preassigned on the prime divisors give us different de-
compositions.
Lemma 5. If q = p, there are precisely (qn+1 − 1)/(q − 1) integral ideals with ﬁxed left maximal order and
ﬁxed norm qn, while if q = p, there is exactly one such ideal.
Proof. See Eichler’s notes [2, p. 31, Theorem 6] on division algebras and the discussion following that
on matrix algebras. 
Given an integral ideal a, we deﬁne the divisor function as follows
d(a) = #{(b, c): a = bc}.
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Proposition 6. The divisor function d is multiplicative, i.e. if a = bc with (N(b),N(c)) = 1, then d(a) =
d(b)d(c).
Proof. Assume N(b) = n and N(c) =m. Let
A = {(a1,a2): a = a1a2}
and similarly B and C be the sets of decompositions for b and c, respectively.
Now we deﬁne a map φ : B × C → A as follows. For any pair of decompositions b = b1b2 and
c = c1c2, we have (N(b2),N(c1)) = 1, and by Lemma 4, there exist unique ideals b′2 and c′1 such that
b2c1 = b′2c′1 and N(b′2) = N(c1), N(c′1) = N(b2). Now
a = bc = b1b2c1c2 =
(
b1b
′
2
)(
c′1c2
)
gives us a decomposition of a.
We will show that φ is 1–1. Suppose b = b1b2 = d1d2 and c = c1c2 = e1e2 give the same decom-
positions of a. Then we have b1b′2 = d1d′2 and c′1c2 = e′1e2. So N(b1)N(b′2) = N(d1)N(d′2) which, by
construction, is the same as N(b1)N(c1) = N(d1)N(e1). But since N(b) and N(c) are relatively prime,
we have N(b1) = N(d1). Now b1b′2 = d1d′2 implies, by Lemma 4, that b1 = d1. Similarly we get c2 = e2.
So we get the injectivity.
We only need to show that φ is surjective. Let a = a1a2 be any decomposition. By Lemma 4, there
exist unique decompositions a1 = b1c1 and a2 = b2c2 where in N(b1) and N(b2) only prime divisors
of n appear and in N(c1) and N(c2) only prime divisors of m appear. Let b′2 and c′1 be the unique
ideals that b′2c′1 = c1b2. Then it is obvious that (a1,a2) = φ((b1,b′2), (c′1, c2)). Done. 
To determine d(a) completely, we are left with the case when N(a) is q-power. Let us do the case
q = p ﬁrst.
Proposition 7. If N(a) = pm, d(a) =m + 1.
Proof. We know any integral ideal can be decomposed to a product maximal integral ideals
(see [11, Chapter 2, Section 22]), say, a = a1a2 · · ·ar . Since all factors are of norm p, r = m. But by
Lemma 5, a1 is uniquely determined, and hence so are all ai . It follows that all decompositions of a
are precisely obtained by partitioning this product, which gives us m + 1 of them. Done. 
Next we do the case q = p. Let a be an ideal with norm q2n+m and (qn)|maxa, i.e., (qn)|a with n
maximal. We say that a is primitive if n = 0. Let us ﬁrst prove several lemmas.
Lemma 8. If a is primitive with norm ql, then there is a unique decomposition a = bcwith N(b) = qn for any n,
0 n l.
Proof. For the existence, see Theorem 22.28 in [11]. Let us consider the uniqueness. The case that q
ramiﬁes follows from the uniqueness of integral ideal of norm qn; if q splits, then from the explicit
construction of all norm qn integral ideals on p. 32 of [2], we may pick out all the primitive ones.
An easy veriﬁcation shows that there exists a unique integral ideal (out of q + 1 of them) that left
divides a. Then the lemma follows. Done. 
Lemma 9. Let b be primitive of norm qk and c primitive of norm q. If bc is proper and non-primitive, then c|rb,
i.e, the conjugate of c divides b from the right.
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cc = (q). Done. 
Lemma 10. Suppose N(a) is a q-power. Assume a = bc with b and c primitive but a non-primitive. Suppose
b = br · · ·b1 and c = c1 · · · cs are decompositions into maximal ideals. Then b1c1 = (q), i.e., b1 = c1 .
Proof. Let j be the smallest integer such that br · · ·b1c1 · · · c j is not primitive. So br · · ·b1c1 · · · c j−1
is primitive. By Lemma 9, c j |rbr · · ·b1c1 · · · c j−1. If j = 1, by the uniqueness in Lemma 8, c j = c j−1. It
contradicts to the fact that c is primitive. So j = 1 and we are done. 
Let a be an ideal with norm q2n+m and (qn)|maxa. Deﬁne
cm,n = #
{
(b, c): a = bc with b, c both primitive}.
Lemma 11.
cm,n =
{
qn−1((q − 1)(m + 1)+ 2) n> 0,
m + 1 n = 0.
Proof. If n = 0, then a is primitive and by Lemma 8, we can write a = a1 · · ·am as a unique decom-
position into maximal ideals. So we m + 1 decompositions into product of two factors and of course
all of them are primitive. Hence cm,0 =m + 1.
If n = 1, then a = (q)b with b primitive. For any primitive decomposition a = a1a2 = a1,ra1,r−1 · · ·
a1,1a2,1a2,2 · · ·a2,s , since a1 and a2 are primitive but a is not, by Lemma 10, we know that
a1,1a2,1 = (q). Canceling (q) from both sides, we get a primitive decomposition of b. Therefore, we
can deﬁne a map from the set of all primitive decompositions (into products of two factors) for a, to
the set of all those decompositions for b.
Let us look at this map more closely. From the case n = 0, we know that b has m + 1 decompo-
sitions. Let b = b1b2 = b1,r · · ·b1,1b2,1 · · ·b2,s be any of them with both factors nontrivial where bi, j
is maximal. There are m − 1 of them. Now we can factor (q) = b1,0b2,0 and there are q + 1 possible
choices. For each, we produce a1 = b1,r · · ·b1,0, a2 = b2,0 · · ·b2,s and a = a1a2. But this decomposi-
tion is primitive if and only if b1,0 = b1,1 and b2,0 = b2,1, hence if and only if b1,0 = b1,1, b2,1, since
b1,0 = b2,0. That b is primitive implies b1,1 = b2,1. So among those q + 1 choices of b1,0, only q − 1
of them give primitive decompositions of a. So if both b1 and b2 are nontrivial, (b1,b2) has q − 1
preimages, (m − 1)(q − 1) in total. If one of b1 and b2 is trivial, i.e., equals to the left or right order
of b, we argue in the same way as above, except that in this case we only have one restriction on
the factorization of (q). Consequently, either of them has q preimages and hence we have 2q more
choices. Finally, we have cm,1 = (q − 1)(m − 1)+ 2q = (q − 1)(m + 1)+ 2.
Now we are left to show cm,n = qcm,n−1 if n > 1. Again let a = (q)b. Note here b is not primitive
anymore since n > 1. We follow exactly the same argument as above, except that each decomposition
of b will give us exactly q preimages. (For nontrivial decompositions of b, this is because b is not
primitive, which implies b1,1 = b2,1, hence only excludes one choice among q+ 1 of them.) So in this
case, the above map is q-to-1 and surjective and our conclusion follows. Done. 
Proposition 12. Given a with norm q2n+m and (qn)|maxa,
d(a) = q
n+1 − 1
q − 1 (m + 1)−
2(n + 1)
q − 1 +
2(qn+1 − 1)
(q − 1)2 .
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primitive. So it is produced by primitively decomposing (qn−r−t)a1, followed by assigning the r + t
q-factors. So we have
d(a) =
n∑
k=0
(k + 1)cm,n−k.
By Lemma 11 and simple calculations, we get the identity for d(a). Done. 
Let q = p. We already have Lemma 5, but for latter use, we also need a formula for the number
of ideals a of ﬁxed norm q2n+m and ﬁxed left order where (qn)|maxa. Denote this set by Am,n and its
cardinality by am,n .
Proposition 13.
am,n =
{
1 m = 0,
(q + 1)qm−1 m > 0.
Proof. First, am,n = am,0 for any n. Indeed, there is a canonical bijection between these two sets Am,n
and Am,0, that is, the map sends a ∈ Am,0 to (qn)a ∈ Am,n .
Let Ak be the set of all integral ideals of norm qk and of ﬁxed left order. We know from Lemma 5
that #Ak = qk + qk−1 + · · · + 1. Moreover, it is easy to see that⋃
m+2n=k,m≡k mod 2
Am,n = Ak,
where the union on the left-hand side is obviously disjoint.
Now we may prove the proposition by induction. The case m = 0 is trivial and the case m = 1
follows trivially since A1,0 = A1. Now
#Am+2,0 = #Am+2 −
∑
m′≡m+2 mod 2,0m′m
#A
m′,m+2−m′2
= qm+2 + qm+1 + · · · + q + 1− (qm + qm−1 + · · · + q + 1)
= qm+1(q + 1).
(To give the formula for am,0, one may also use the explicit construction of all the ideals of norm qm
on p. 32 in [2] and we only need to delete the non-primitive ones.) Done. 
Remark 14. Although the quantities above are deﬁned for ﬁxed maximal order, the formulas turn out
to be independent of it. Moreover, d(a) is deﬁned on ﬁxed integral ideals ﬁrst, and then we proved
that it only depends on the pairs {(mq,nq): q|N(a)}.
Remark 15. Propositions 12 and 13 are generalizations of [1, (3.6) and (3.7)], where these results are
for Hamiltonian quaternions and are quoted from Hurwitz [5].
Let A be as above and we ﬁx a maximal order O in it. Deﬁne the zeta function as
ζO(s) =
∑
a=0,Ol(a)=O
N(a)−s,
where the sum is over non-zero integral ideals which satisfy Ol(a) =O.
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Proof. By Lemma 5 and simple calculations, the formula follows. (See Eichler’s note [3, p. 94].) 
Hence the zeta function is independent of the choice of the maximal order.
By the deﬁnition of the divisor function, we have
ζO(s)2 =
∑
a=0,Ol(a)=O
d(a)N(a)−s.
Now we prove Theorem 1, namely,
∑
a=0,Ol(a)=O
d(a)2N(a)−s = ζ
4
O(s)
ζO(2s)
.
Proof of Theorem 1. By Lemma 16,
RHS = (1− p−2s)(1− p−s)−4 ∏
q =p
(
1+ q−s)(1− q1−2s)(1− q−s)−3(1− q1−s)−4.
And
LHS =
∞∑
n=1
∑
N(a)=n,Ol(a)=O
d(a)2n−s :=
∞∑
n=1
ann
−s,
where an =∑N(a)=n,Ol(a)=O d(a)2. Now for any relatively prime pair (m,n), by Lemma 4, we have
a bijection on the two sets:
{
a: Ol(a) =O, N(a) =mn
}−→ ⋃
b,Ol(b)=O,N(b)=m
{
(b, c): Ol(c) =Or(b), N(c) = n
}
.
It follows that
amn =
∑
N(a)=mn,Ol(a)=O
d(a)2 =
∑
Ol(b)=O,N(b)=m
∑
Ol(c)=Or(b),N(c)=n
d(bc)2
=
∑
Ol(b)=O,N(b)=m
∑
Ol(c)=Or(b),N(c)=n
d(b)2d(c)2
=
∑
Ol(b)=O,N(b)=m
d(b)2
∑
Ol(c)=Or(b),N(c)=n
d(c)2
=
∑
Ol(b)=O,N(b)=m
d(b)2
∑
Ol(c)=O,N(c)=n
d(c)2 = aman,
where in the second last equality we used Remark 14. Then we have an Euler product for the LHS,
that is,
LHS =
∏
q
( ∞∑
m=0
∑
N(a)=qm,O (a)=O
d(a)2N(a)−s
)
.l
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∞∑
m=0
∑
N(a)=qm,Ol(a)=O
d(a)2N(a)−s =
{
(1− p−2s)(1− p−s)−4 q = p,
(1+ q−s)(1− q1−2s)(1− q−s)−3(1− q1−s)−4 q = p.
If q = p, by Lemma 5 and Proposition 7,
∞∑
m=0
∑
N(a)=pm,Ol(a)=O
d(a)2N(a)−s =
∞∑
m=0
(m + 1)2p−ms = (1− p−2s)(1− p−s)−4.
If q = p, by Propositions 12 and 13,
∞∑
m=0
∑
N(a)=qm,Ol(a)=O
d(a)2N(a)−s
=
∞∑
m=1
∞∑
n=0
(
qn+1 − 1
q − 1 (m + 1)−
2(n + 1)
q − 1 +
2(qn+1 − 1)
(q − 1)2
)2
(q + 1)qm−1q−ms−2ns
+
∞∑
n=0
(
qn+1 − 1
q − 1 −
2(n + 1)
q − 1 +
2(qn+1 − 1)
(q − 1)2
)2
q−2ns
= · · ·
= (1+ q−s)(1− q1−2s)(1− q−s)−3(1− q1−s)−4,
where the dots stand for a rather tedious but elementary process of calculations. It is exactly the same
calculations as in Duke [1, p. 829] and could be done by hand. We checked it using Mathematica.
Done. 
Denote
f (s) =
∞∑
n=1
ann
−s :=
∑
a=0,Ol(a)=O
d(a)2N(a)−s.
Then Theorem 1 implies
Corollary 17. For any  > 0,
∑
a=0,Ol(a)=O,N(a)x
d(a)2 = R(x)+ O (x 53+),
where R(x) = Ress=2( f (s)xs/s) = x2(A log3 x+ B log2 x+ C log x+ D) for some constants A, B, C , D.
Proof. Recall that ζO(s) = (1− p1−s)ζ(s)ζ(1− s). By Perron’s formula, for any  > 0 and c > 2,
∑
a=0,Ol(a)=O,N(a)x
d(a)2 =
∑
nx
an = 1
2π i
c+iT∫
f (s)
xs
s
ds + O
(
x2+2
T
)
,c−iT
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∣∣∣∣∣ 12π i
1++iT∫
1+−iT
f (s)
xs
s
ds
∣∣∣∣∣= O
(
x1+
T∫
−T
|ζ( + it)|4
|1+  + it| dt
)
= O
(
x1+
T∫
1
t1−4 dt
)
= O (x1+T 2−4),
where in the second equality we used |ζ( + it)| = O (|t| 12−). If we let T = x 13+ , then the two error
terms are of the same size O (x
5
3+) for any  > 0. Done. 
We note that the above corollary is independent of the choice of the maximal order.
3. System of Dirichlet series and automorphic functions
In this section, we generalize Maass converse theorem [8] and Duke’s result [1] to a system of
Dirichlet series and a system of automorphic functions.
Let us denote Pm the space of all degree m spherical harmonic polynomials, and let
∑∗
Pm denote
the summation over any orthonormal basis for Pm with respect to the metric on Sn−1.
Deﬁnition 18. For i = 1, . . . ,M , let Λi ⊂ Rn be a full lattice, and
φi(s) =
∑′
β∈Λi
ai(β)|β|−2s,
be a Dirichlet series. Let C = (ci j) be an M × M constant matrix and r ∈ R a constant. Then we say
φ(s) = (φ1(s), . . . , φM(s)) has signature 〈Λ1, . . . ,ΛM ,n, r,C〉 if:
(1) (s − n+ir2 )(s − n−ir2 )φi(s) is entire and bounded in vertical strips, and for any Pm ∈ Pm , the twist
of φi(s) by Pm ,
φi(s, Pm) =
∑′
β∈Λi
ai(β)Pm
(
β
|β|
)
|β|−2s,
is entire and bounded in vertical strips for m 1.
(2) For any Pm with m 0 and
Ri(s, Pm) = π−2sΓ
(
s + m + ir
2
)
Γ
(
s + m − ir
2
)
φi(s, Pm),
we have
Ri(s, Pm) = (−1)m
M∑
k=1
cikRk
(
n
2
− s, P ′m
)
where the conjugate P ′m is deﬁned to be
P ′m(w1,w2, . . . ,wn) = P (w1,−w2, . . . ,−wn).
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holomorphic, (n + 1)-dimensional version of Hecke correspondence. Namely, there is one-to-one
correspondence between the functions of signature 〈Λ,n, r〉 and certain automorphic functions on
hyperbolic (n + 1)-space. We note that Spin(1,n) acts on the hyperbolic (n + 1)-space. It is easy to
generalize to a system of Dirichlet series. We use the notation in [1].
Let Cn+1 be the Clifford algebra, generated by i1, . . . , in subject to the relations ihik = −ikih for
k = h, i2h = −1, and no others. The (n + 1)-dimensional subspace
V n+1 = {x = x0 + x1i1 + · · · + xnin: xi ∈ R},
contains Hn+1 = {x ∈ V n+1: xn > 0}, a model for hyperbolic (n + 1)-space when endowed with the
metric ds2 = |dx|2x−2n . Let Λ be a lattice in V n , and let Λ′ be its dual lattice with respect to the inner
product Re(xy). Let Γ be the group of isometries of Hn+1 generated by x → x+ α for all α ∈ Λ′ and
x → −x−1. We say that f ∈ C2(Hn+1) is an automorphic function for Γ if
(1) n+1 f + (r2 + n24 ) f = 0 for some r ∈ R, where n+1 = xn+1n
∑n
h=0 ∂∂xh (x
1−n
n
∂
∂xh
),
(2) f (x) 
 xAn as xn → ∞, and f (x) 
 x−An as xn → 0+ uniformly in x0, . . . , xn−1,
(3) f (γ x) = f (x) for all γ ∈ Γ .
Then we have the following Fourier expansion of f (x):
f (x) = u(xn)+
∑′
β∈Λ
a(β)x
n
2
n Kir
(
2π |β|xn
)
e2π i Re(βx),
where
u(xn) =
{
a1x
n
2+ir
n + a2x
n
2−ir
n if r = 0,
x
n
2 (a1 + a2 log xn) if r = 0.
Let Λ1, . . . ,ΛM be lattices in V n , and let Λ′1, . . . ,Λ′M be its dual lattices. Let Γi be the group of
isometries of Hn+1 generated by x → x + α for all α ∈ Λ′i and x → −x−1 for each i. We say that
( f1, . . . , fM) is a system of automorphic functions for 〈Γ1, . . . ,ΓM ,n, r,C〉 where r ∈ R and C = (ci j)
is a constant M × M matrix, if
(1) for each i, n+1 f i + (r2 + n24 ) f i = 0,
(2) for each i, f i(x) 
 xAn as xn → ∞, and f i(x) 
 x−An as xn → 0+ uniformly in x0, . . . , xn−1,
(3) f i(x+ αi) = f i(x) for all αi ∈ Λi ,
(4) f i(x) =∑Mk=1 cik fk(−x−1).
Now we can prove
Theorem 19 (Maass correspondence theorem for a system of Dirichlet series). Fix any constant matrix
C = (ci j)M×M and suppose, for i = 1, . . . ,M,
fi(x) = ui(xn)+
∑
β∈Λi
′
ai(β)x
n
2
n Kir
(
2π |β|xn
)
e2π i Re(βx),
and
φi(s) =
∑
β∈Λ
′
ai(β)|β|−2s.i
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(1) (φ1(s), . . . , φM(s)) has signature 〈Λ1, . . . ,ΛM ,n, r,C〉,
(2) ( f1, . . . , fM) is a system of automorphic functions for 〈Γ1, . . . ,ΓM ,n, r,C〉.
Proof. This is a straightforward generalization of [8]. For i = 1, . . . ,M , y ∈ R+ , let
Fmi(y, Pm) = umi(y)+
∑′
β∈Λi
ai(β)Pm
(
β
|β|
)
y
n
2 Kir
(
2π |β|y),
where
umi(y) =
{
ui(y) ifm = 0,
0 ifm> 0.
We can show as in [8] that f i(x) = ∑Mk=1 cik fk(−x−1) if and only if Fmi(y, Pm) =
(−1)m∑Mk=1 cik Fmk( 1y , P ′m) for each m.
By the integral formula
4
∞∫
0
Kir(2x)x
2s dx
x
= Γ
(
s + ir
2
)
Γ
(
s − ir
2
)
,
we have
Ri(s, Pm) = 4
∞∫
0
(
Fmi(y, Pm)− umi(y)
)
y2s+m−
n
2
dy
y
.
By Mellin inversion,
4
(
Fmi(y, Pm)− umi(y)
)
ym−
n
2 = 1
2π i
∫
Re(s)0
Ri
(
s
2
, Pm
)
y−s ds.
Note that Ri(s, Pm) is entire for m > 0. In that case, by moving the contour to Re(s) = n4 , we have
4Fmi(y, Pm) = 12π i
∫
Re(s)= n4
Ri
(
s
2
, Pm
)
y
n
2−m−s ds.
Hence the functional equations Fmi(y, Pm) = (−1)m∑Mk=1 cik Fmk( 1y , P ′m) and Ri(s, Pm) =
(−1)m∑Mk=1 cikRk( n2 − s, P ′m) are equivalent.
When m = 0, the integrand has a pole. By calculating the residues, we have
4
(
Fi(y,1)− ui(y)− ui
(
y−1
))= 1
2π i
∫
Re(s)= n4
Ri
(
s
2
,1
)
y
n
2−s ds.
We again obtain the same result. 
It is straightforward to generalize Duke’s result [1, Theorem 2] to a system of Dirichlet series.
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M∑
i=1
∑′
|β|x, β∈Λi
∣∣ai(β)∣∣2 = Axn logc x+ O (xn logc−1 x).
Then as θ → π2 − ,
∑
m>0
∑∗
Pm
M∑
i=1
∞∫
−∞
∣∣M(2it, θ)∣∣2∣∣∣∣φi
(
n
2
+ it, Pm
)∣∣∣∣
2
dt = A′ logc+1(sec θ)+ O (logc(sec θ)),
for some constant A′ , where
M(s, θ) = i
m
4
π−s−
n
2 (tan θ)m(cos θ)−s
Γ (n2 )Γ (a)Γ (b)
Γ (m + n2 )
F
(
a,b;m + n
2
,− tan2 θ
)
,
a = s+m+ n2+ir2 ,b =
s+m+ n2−ir
2 .
If
∑M
i=1
∑′
|β|x, β∈Λi |ai(β)|2 	 xn logc x, then we have
∑
m>0
∑∗
Pm
M∑
i=1
∞∫
−∞
∣∣M(2it, θ)∣∣2∣∣∣∣φi
(
n
2
+ it, Pm
)∣∣∣∣
2
dt 	 logc+1(sec θ).
Letting T = tan θ , and as in [1, p. 823], we have
Corollary 21. Suppose (φ1(s), . . . , φM(s)) has signature 〈Λ1, . . . ,ΛM ,n, r,C〉, n is even, and that∑M
i=1
∑′
|β|x, β∈Λi |ai(β)|2 	 xn logc x. Then as T → ∞,
∑
0<mT
∑∗
Pm
M∑
i=1
T∫
−T
∣∣∣∣φi
(
n
4
+ it, Pm
)∣∣∣∣
2
dt 
 Tn logc+1 T .
In the application to the fourth moments of L-functions of newforms, n = 4; the main work is
to relate the Dirichlet series φ(s, Pm) to the Dirichlet series formed from quaternion algebras and
establish the estimate
M∑
i=1
∑′
|β|x, β∈Λi
∣∣ai(β)∣∣2 = Ax4 log3 x+ O (x4 log2 x).
4. Application to fourth moments of L-functions
Let A be as in Section 2 and O be a maximal order. For any two ideals I, J , not necessarily integral,
we say they are left equivalent and denote it I ∼l J , if I = Jα for some non-zero α ∈ A. Similarly we
deﬁne I ∼r J . Let I1, . . . , IH be a complete set of representatives of all distinct left O-ideal classes.
Let O j = Or(I j), the right order of I j . Then I−1j I1, . . . , I−1j I H , is a complete set of representatives
of all distinct left O j-ideal classes. Here note that I−1j I j =O j , and {O j} exhausts (with multiplicity
in general) all types of maximal orders in A. Let e j be the number of units in O j . We recall some
properties of e j ’s and the class number formula (cf. [4]):
∑H
j=1 e
−1
j = p−124 .
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• If p = 3, then H = 1 and e1 = 12.
• If p ≡ 1 (mod 12), then H = p−112 , and e j = 2 for all j.
• If p ≡ 5 (mod 12), then H = p+712 , and e1 = 6, and e j = 2 for j > 1.
• If p ≡ 7 (mod 12), then H = p+512 , and e1 = 4, and e j = 2 for j > 1.
• If p ≡ 11 (mod 12), then H = p+1312 , and e1 = 6, e2 = 4, and e j = 2 for j > 2.
Denote uij = N(I−1i I j). As in Eichler’s notes [3, Chapter 2, Section 2], we may deﬁne ζi j(s) for each
ideal class by
ζi j(s) =
∑
a∼l I−1i I j
N(a)−s.
Then
ζi j(s) = e−1j u−si j
∑
α∈I−1j I i
N(α)−s
which is the same one considered in [9]. Obviously we have
Lemma 22. For each i = 1, . . . , H,
H∑
j=1
ζi j(s) = ζOi (s).
Since Oi ’s are maximal orders, RHS is independent of i by Lemma 16.
Remark 23. This is similar to decomposing the Dedekind zeta function of a number ﬁeld as the sum
of the zeta functions of its ideal classes (cf. [7, p. 254]). The zeta function of an ideal class can be
written as the sum over equivalence classes of elements of the ideal, and hence we can use the theta
function to prove the functional equation. It is quite remarkable that ζOi (s) satisﬁes the equality in
Theorem 1, but ζi j(s) does not.
For any i, j, we may also deﬁne the divisor function for any γ ∈ I−1j I i by
d(γ ) =
H∑
l=1
e−1l #
{
(α,β) ∈ I−1l I i × I−1j Il: βα = γ
}
.
It is easy to see that γ ∈ I−1j I i if and only if I−1i I jγ is integral, and if and only if γ I−1i I j is integral.
The following lemma shows that two divisor functions coincide. Since the latter deﬁnition depends
on {Ii}, we use the ﬁrst deﬁnition throughout.
Lemma 24. Let γ ∈ I−1j I i and let a = I−1i I jγ , a′ = γ I−1i I j . Then d(γ ) = d(a) = d(a′).
Proof. The above remark says that a is integral and d(a) makes sense. Here we only show d(γ ) = d(a)
and the other equality follows in the same way.
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e−1l #
{
(α,β) ∈ I−1l I i × I−1j Il: βα = γ
}= #{b ∼l I−1i Il: b|la}.
We deﬁne a map φ:
{
(α,β) ∈ I−1l I i × I−1j Il: βα = γ
}−→ {b ∼l I−1i Il: b|la},
(α,β) −→ I−1i Ilα.
First, φ is well deﬁned. Indeed, α ∈ I−1l I i implies I−1i Ilα is integral; β ∈ I−1j Il and βα = γ imply
that I−1l I jβ is integral and so is α
−1(I−1l I jβ)α; hence (I
−1
i Ilα)(α
−1(I−1l I jβ)α) = a.
Furthermore, φ is surjective. For any b|la with b ∼l I−1i Il , assume a = bc and b = I−1i Ilα. Then
αcα−1 has left order Ol . So for a unique k and for some β ∈ I−1l Ik , αcα−1 = I−1l Ikβ . Then a =
I−1i Ikβα, which implies k = j and there exists  ∈O×j , such that γ = βα. So φ((α, β)) = a.
Finally, it is enough to show that φ is el-to-1. Actually, the preimage set of any element is
nonempty by surjectivity and if (α,β) is one, then so is (α,β−1) for any  ∈ O×l . Conversely, if
(α1, β1) and (α2, β2) have the same image, then I
−1
i Ilα1 = I−1i Ilα2 and there exists  ∈O×l such that
α1 = α2. Done. 
Since A ramiﬁes at ∞, it can be represented as a subalgebra of Mat(2,C), which produces a
two-dimensional representation of A (for details, see [9, p. 351]), denoted by Φ . By taking symmet-
ric powers, for any m ∈ Z+ ∪ {0}, we obtain an (m + 1)-dimensional representation Φm = Symm(Φ)
with Φ1 = Φ and Φ0 the trivial one-dimensional representation. Denote by Xm , the corresponding
matrix representation. We know that the entries of Xm(α) are harmonic homogeneous polyno-
mials P (x1, x2, x3, x4) of degree m where xi ’s are the coordinates of α with respect to the basis
of A∞ [9, Proposition 2.10].
For any n ∈ Z+ , m ∈ Z+ ∪ {0}, and 1 i, j  H , deﬁne
bmij (n) = e−1j
∑
Xtm(α)
where the sum is over all α ∈ I−1j I i with N(α) = nu−1i j and the superscript t denotes “transpose”.
Further, let b0i j(0) = e−1j and bmij (0) = 0 for any m> 0.
Deﬁnition 25. Let the notations be as above. For m,n ∈ Z+ ∪ {0}, the Brandt matrix Bm(n) is given by
Bm(n) =
(
bmij (n)
)
H(m+1)×H(m+1).
The theta series attached to the Brandt matrices are deﬁned to be
Θm(τ ) =
∞∑
n=0
Bm(n)exp(nτ ) =
(
θmij (τ )
)
H(m+1)×H(m+1),
where as usual exp(τ ) = e2π iτ . Moreover, the shifted L-series attached to Brandt matrices are
Ψm(s) =
∞∑
n=1
Bm(n)n
−(s+m2 ) = (ψmij (s))H(m+1)×H(m+1).
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on Γ0(p) [9, Theorem 2.14]. Hence entries in n
m
2 Ψm(s) are the L-functions attached to the modu-
lar forms in the corresponding places of Θm(τ ). By setting m = 0, the entries are (i, j = 1, . . . , H)
θi j(τ ) = e−1j
∑
α∈I−1j I i
exp
(
τN(α)uij
)= ∞∑
n=0
bij(n)exp(nτ ),
where we dropped superscript 0 as we always do in this paper, that is, θi j(τ ) = θ0i j(τ ) and
bij(n) = b0i j(n) =
1
e j
#
{
α ∈ I−1j I i: N(α) = nu−1i j
}
= #{a: N(a) = n, a ∼l I−1i I j}.
We know θi j(τ ) is a modular form of weight 2 on Γ0(p), and
ψi j(s) =
∞∑
n=1
bij(n)n
−s = e−1j u−si j
∑
α∈I−1j I i
N(α)−s =
∑
a∼l I−1i I j
N(a)−s,
which is exactly the zeta function ζi j(s) for the ideal class I
−1
i I j .
Let Φm(s) = ( p4 )s(Ψm(s))2, and in particular for m = 0
φi j(s) =
(
p
4
)s H∑
l=1
ψil(s)ψl j(s).
Lemma 26.
φi j(s) =
(
p
4
)s ∑
a∼l I−1i I j
d(a)N(a)−s = e−1j
(
p
4
)s ∑
α∈I−1j I i
d
(
I−1i I jα
)
N
(
I−1i I jα
)−s
=
∑
β∈Λi j
ai j(β)|β|−2s
where Λi j is the lattice 2
√
uij p−1 I−1j I i and aij(β) = e−1j d(I−1i I jβ/(2
√
uij p−1 )). Moreover, as x → ∞, for
each i = 1, . . . , H,
H∑
j=1
∑
β∈Λi j , |β|x
ai j(β)
2 = Ap
2
4
x4 log3 x+ O (x4 log2 x)
if p = 2,3 or p ≡ 1 (mod 12). Otherwise,
H∑
j=1
∑
β∈Λi j , |β|x
ai j(β)
2 	 x4 log3 x.
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H∑
i, j=1
∑
β∈Λi j , |β|x
ai j(β)
2 = Ap
2H
4
x4 log3 x+ O (x4 log2 x),
if p = 2,3 or p ≡ 1 (mod 12). Otherwise,
H∑
i, j=1
∑
β∈Λi j , |β|x
ai j(β)
2 	 x4 log3 x.
Proof. Given any pair b ∼l I−1i Il and c ∼l I−1l I j , we know that b = I−1i Ilα and c = I−1l I jβ for some
α,β ∈ A; actually, to make them integral, α ∈ I−1l I i and β ∈ I−1j Il . So b(α−1cα) ∼l I−1i I j . Since α is
unique up to units in Ol , we get a well-deﬁned map
H⋃
l=1
{
b: b ∼l I−1i Il
}× {c: c ∼l I−1l I j}−→ {a: a ∼l I−1i I j}.
Let a ∼l I−1i I j and a = bc be any decomposition into integral ideals. Then b ∼l I−1i Il for a unique l,
hence b = I−1i Ilα for some α. Then (b,αcα−1) has image a and the preimage set of a are in one-
to-one correspondence with the set of decompositions of a. So this map is surjective and for any
a ∼l I−1i I j , there are precisely d(a) preimages. This proves the ﬁrst part.
Now Corollary 17 and Lemma 22 give us
H∑
j=1
∑
β∈Λi j , |β|x
ai j(β)
2 =
H∑
j=1
∑
α∈I−1j I i ,N(α)pu−1i j x2/4
e−2j d
(
I−1i I jα
)2
=
H∑
j=1
e−1j
∑
a∼l I−1i I j ,N(a)px2/4
d(a)2.
If p = 2,3 or p ≡ 1 (mod 12), e j = 2 for all j. Hence
H∑
j=1
∑
β∈Λi j , |β|x
ai j(β)
2 = 1
2
∑
Ol(a)=Oi ,N(a)px2/4
d(a)2 = Ap
2
4
x4 log3 x+ O (x4 log2 x).
Otherwise, we can only conclude that
H∑
j=1
∑
β∈Λi j , |β|x
ai j(β)
2 	
∑
Ol(a)=Oi ,N(a)px2/4
d(a)2 ∼ Ax4 log3 x. 
Let {vij: 1  i, j  H} be a basis for RH2 and let C be the H2 × H2 matrix that represents the
linear transformation which sends vij to e
−1
j ei v ji .
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〈Λ11, . . . ,Λi j, . . . ,ΛHH ,4,0,C〉.
Proof. Direct calculation gives us φmij (s) = φi j(s, Xm). The fact that ψi j(s) has only one pole, that is
a simple pole at s = 2, implies that (s−2)2φi j(s) is entire and bounded in vertical strips. For m 1, it
follows from [12] (on p. 54) that all entries of ψmij (s) are entire and bounded on vertical strips, hence
so are those of φi j(s, Xm).
Now it suﬃces to show the functional equations. Denote L(s,Θm(τ )) to be the matrix whose
entries are L-functions for corresponding entries of Θm(τ ) and Θm(τ )|wp the resulting matrix where
wp acts on each entry. Hence Ψm(s) = L(s + m2 ,Θm). Since entries of Θm(τ ) are modular forms of
level p and weight m + 2,
(2π)−sΓ (s)L(s,Θm) = im+2p1−s+m2 (2π)s−m−2Γ (m + 2− s)L(m + 2− s,Θm|wp ).
By changing the variable s → s + m2 , we get
(2π)−sΓ
(
s + m
2
)
L
(
s + m
2
,Θm
)
= im+2p1−s(2π)s−2Γ
(
2− s + m
2
)
L
(
2− s + m
2
,Θm|wp
)
.
By taking squares,
(2π)−2sΓ
(
s + m
2
)2
L
(
s + m
2
,Θm
)2
= (−1)mp2−2s(2π)2s−4Γ
(
2− s + m
2
)2
L
(
2− s + m
2
,Θm|wp
)2
.
Pizer ([9, Theorem 9.1] and [10, Remark 9.25]) showed that Θm|wp = −Bm(p)Θm and Bm(p)2 = I ,
which gives us L(s,Θm|wp ) = −Bm(p)L(s,Θm). Since Bm(p) commutes with all Bm(n) (see [3, Theo-
rem 2 on p. 106]), we have L(s,Θm|wp )2 = L(s,Θm)2. Then the above equation implies
(2π)−2sΓ
(
s + m
2
)2
L
(
s + m
2
,Θm
)2
= (−1)mp2−2s(2π)2s−4Γ
(
2− s + m
2
)2
L
(
2− s + m
2
,Θm
)2
,
and
π−2sΓ
(
s + m
2
)2
Φm(s) = (−1)mπ2s−4Γ
(
2− s + m
2
)2
Φm(2− s),
since Ψm(s) = L(s + m2 ,Θm). This implies Rij(s, Pm) = (−1)mRij(2 − s, Pm) for any i, j and any Pm ,
where Rij(s, Pm) = π−2sΓ (s + m2 )2φi j(s, Pm).
Since entries of Xm form a basis for Pm (see [13, p. 160]), it is enough to show that φi j(s, Xm) =
e−1j eiφ ji(s, X
′
m), where X
′
m is the one obtained by taking conjugation on each entry. Indeed,
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(
s, X ′m
)= ∑
β∈Λ ji
a ji(β)X
′
m
(
β
|β|
)
|β|−2s
= e−1i
(
p
4
)s
u−sji
∑
α∈I−1i I j
d
(
I−1j I iα
)
X ′m
(
α
|α|
)
N(α)−s
= e−1i
(
p
4
)s
u−sji
∑
a∼l I−1j I i
d(a)
∑
α,a=I−1j I iα
X ′m
(
α
|α|
)
N(α)−s
= e−1i
(
p
4
)s
u−sji
∑
a∼l I−1j I i
d(a)
∑
α,a=I−1j I iα
Xm
(
α
|α|
)
N(α)−s.
By changing α → α in the second summation and then a → a in the ﬁrst summation, we have
φ ji(s, X
′
m) = e−1i
(
p
4
)s
u−sji
∑
a∼l I−1j I i
d(a)
∑
α,a=I−1j I iα
Xm
(
α
|α|
)
N(α)−s
= e−1i
(
p
4
)s
u−sji
∑
a∼l I−1j I i
d(a)
∑
α,a=α I i I−1j
Xm
(
α
|α|
)
N(α)−s
= e−1i
(
p
4
)s
u−sji
∑
a∼r I i I−1j
d(a)
∑
α,a=α I i I−1j
Xm
(
α
|α|
)
N(α)−s.
It is obvious that d(a) = d(a) by Remark 14; moreover, since I j = I−1j N(I j) and I−1i = IiN(Ii)−1, we
have I j I
−1
i = uij I−1j I i and α ∈ I j I−1i if and only if β = u−1i j α ∈ I−1j I i . So
φ ji
(
s, X ′m
)= e−1i
(
p
4
)s
u−sji
∑
α∈I j I−1i
d
(
I i I
−1
j α
)
Xm
(
α
|α|
)
N(α)−s
= e−1i
(
p
4
)s
u−sji
∑
u−1i j α∈I−1j I i
d
(
I−1i I ju
−1
i j α
)
Xm
(
α
|α|
)
N(α)−s
= e−1i e jφi j(s, Xm), by setting β = u−1i j α.
Done. 
Now we prove Theorem 2 and Corollary 3 together.
Proof of Theorem 2 and Corollary 3. Lemma 26 and Proposition 27 provide the assumptions in Theo-
rem 20. So as θ → π2 − ,
∑
m>0,m even
∑∗
Pm
∑
i, j
∞∫ ∣∣M(2it, θ)∣∣2∣∣φi j(1+ it, Pm)∣∣2 dt = A′ log4(sec θ)+ O (log3(sec θ)),
−∞
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∑
m>0,m even
∑∗
Pm
∑
i, j
∞∫
−∞
∣∣M(2it, θ)∣∣2∣∣φi j(1+ it, Pm)∣∣2 dt 	 log4(sec θ).
As we know (see [13, p. 160]), entries of
√
m + 1Xm constitute an orthonormal basis of Pm , so
entries of φmij (s) are exactly those
1√
m+1φi j(s, Pm), where Pm ’s are entries of
√
m + 1Xm . Hence
LHS =
∑
m>0,m even
(m + 1)
∑
i, j
∞∫
−∞
∣∣M(2it, θ)∣∣2tr(φmij (1+ it)(φmij (1+ it))∗)dt,
which can be further simpliﬁed to
∑
m>0,m even
(m + 1)
∞∫
−∞
∣∣M(2it, θ)∣∣2tr(Φm(1+ it)(Φm(1+ it))∗)dt,
then to
∑
m>0,m even
(m + 1)
∞∫
−∞
∣∣M(2it, θ)∣∣2tr(Ψ 2m(1+ it)(Ψ 2m(1+ it))∗)dt.
For ﬁxed m > 0, the Brandt matrices Bm(n) (n = 0,1,2, . . .) are simultaneously diagonalizable
where resulting diagonal entries are the n-th coeﬃcients of all newforms of level p, weight m + 2
(see [9, Proposition 2.22 and Theorem 2.28]). So there is a unitary matrix U , such that UΘm(τ )U−1 =
diag{ f1, . . . , f H(m+1)} where { f1, . . . , f H(m+1)} = Snewm+2(p). Correspondingly,
UΨm(s)U
−1 = U L
(
s + m
2
,Θm
)
U−1 = diag
{
L
(
s + m
2
, f1
)
, . . . , L
(
s + m
2
, f H(m+1)
)}
,
so we have (setting k =m + 2)
LHS =
∑
k>2,k even
(k − 1)
∑
f ∈Snewk (p)
∞∫
−∞
∣∣M(2it, θ)∣∣2∣∣∣∣L
(
k
2
+ it, f
)∣∣∣∣
4
dt,
which gives Theorem 2.
By setting T = tan θ , and as in [1, p. 823], we obtain
∑
2<kT ,k even
(k − 1)
∑
f ∈Snewk (p)
T∫
−T
∣∣∣∣L f
(
k
2
+ it
)∣∣∣∣
4
dt 
 T 4 log4 T .
Corollary 3 follows easily from this. 
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