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Abstract—This paper presents an optimum design procedure for
the controller used in the frequency converter of a variable speed
wind turbine (VSWT) driven permanent magnet synchronous gen-
erator (PMSG) by using genetic algorithms (GAs) and response
surface methodology (RSM). The cascaded control is frequently
used in the control of the frequency converter using the propor-
tional plus integral (PI) controllers. The setting of the parameters
of the PI controller used in a large system is cumbersome, espe-
cially in an electrical power system, which is difficult to be ex-
pressed by a mathematical model or transfer function. This study
attempts to optimally design the parameters of the PI controllers
used in the frequency converter of a variable speed wind energy
conversion system (WECS). The effectiveness of the designed pa-
rameters using GAs-RSM is then compared with that obtained
using a generalized reduced gradient (GRG) algorithm considering
both symmetrical and unsymmetrical faults. The permanent fault
condition due to unsuccessful reclosing of circuit breakers is con-
sidered as well. It represents another salient feature of this study. It
is found that fault-ride-through of VSWT-PMSG can be improved
considerably using the parameters of its frequency converter ob-
tained from GAs-RSM.
Index Terms—Fault-ride-through, frequency converter, genetic
algorithms (GAs), permanent magnet synchronous generator
(PMSG), response surface methodology (RSM), wind energy
conversion system (WECS).
I. INTRODUCTION
W IND energy has continued its growth worldwide in re-cent years. Over the past ten years, the global wind
power capacity has continued to grow at an average cumula-
tive rate of over 30%, and 2008 was another record year with 
more than 27 GW of new installations, bringing the total up to 
over 120 GW [1]. Therefore, analysis of the transient and fault 
voltage ride through (FRT) characteristics of the wind turbine 
generator system (WTGS) is needed, as a huge number of wind 
generators will be connected to the existing network in the near 
future.
Recent wind farm grid codes emphasized fault-ride-through 
characteristics of the wind generators [2], [3]. Transient stability
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analysis for fixed speed wind generators has been presented in
much of the literature [4]–[7]. With variable speed wind energy
conversion system (WECS) stability, control, and FRT analyses
have been reported for the doubly fed induction generator
(DFIG) [8]–[12], wound field synchronous generator (WFSG)
[13], [14], switched reluctance generator (SRG) [15], and
permanent magnet synchronous generator (PMSG) [16]–[22].
Recently, permanent magnet machines are becoming very
popular in wind power application. In PMSG, the excitation is
provided by permanent magnets instead of the field winding.
Permanent magnet machines are characterized as having large
air gaps, which reduce flux linkage even in machines with mul-
timagnetic poles [23], [24]. As a result, low rotational speed
generators can be manufactured with relatively small sizes
with respect to its power rating. Moreover, the gearbox can
be omitted due to the low rotational speed in the PMSG wind
generation system, resulting in lower cost. In a recent survey,
the gearbox was found to be the most critical component,
since its downtime per failure is high in comparison to other
components in the WTGS [25].
The variable speed wind turbine (VSWT) driven PMSG is
connected to the grid through a full-scale frequency converter.
The classical controllers are, in general, used in the control of
the generator- and grid-side converter/inverter. Classical con-
trol theory suffers from some limitations due to the assumptions
made in designing the control systems such as linearity, time-in-
variance, etc. Essentially, the conventional proportional plus in-
tegral (PI) and proportional plus integral plus derivative (PID)
controllers have been utilized in many control applications due
to the robustness of these controllers and the fact that they offer
a wide stability margin. However, the conventional PI and PID
controllers are very sensitive to parameter variations and the
nonlinearity of dynamic systems. The setting of the parameters
of the PI controller used in a large system is cumbersome, es-
pecially when required to apply in electric power system which
is difficult to be expressed by a mathematical model or transfer
function. To achieve the FRT in the case of VSWT-PMSG, the
PI controllers used in the converter/inverter should be tuned
properly. Optimal design of the controller parameters used in
the frequency converter of VSWT-PMSG has so far not been
reported in power system literature.
In this study, response surface methodology (RSM) and ge-
netic algorithms (GAs) are proposed to optimally design the pa-
rameters of the controllers used in the frequency converter of
VSWT-PMSG to augment the FRT capability of wind farms.
This is the novel feature of this study. Three-level frequency
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converter topology is used in the simulation as it is suitable
for high power application [26]. The effectiveness of the de-
signed parameters using GAs-RSM is then compared with that
obtained using the generalized reduced gradient (GRG) algo-
rithm considering both symmetrical and unsymmetrical faults.
The circuit breakers (CBs) are usually reclosed automatically on
overhead transmission lines in the grid to improve the service
continuity. The reclosure may be either high-speed or with time
delay. High-speed reclosure refers to the closing of CBs after a
time just long enough to permit fault-arc deionization. However,
high-speed reclosure is not always acceptable. Reclosure into a
permanent fault or an unsuccessful reclosing may cause system
instability. Thus, the application of automatic reclosing is usu-
ally constrained by the possibility of a persistent fault, which
would create a second fault after reclosure. The analysis of per-
manent fault due to unsuccessful reclosing of CBs is another
salient feature of this study. The FRT analysis is performed in
the light of recent wind farm grid codes mentioned earlier. The
organization of the paper is given as follows.
In Section II, the wind turbine modeling is described briefly.
Section III describes the wind farmmodel system. In Section IV,
modeling and control of the frequency converter used inVSWT-
PMSG are presented. Section V elaborately describes the op-
timal design methodology of controllers used in the frequency
converter. In Section VI, the proposed optimization procedure
is presented. Section VII presents the simulation results and dis-
cussion. Finally, Section VIII draws the conclusion.
The simulation analyses for the grid connected wind farm are
carried out using the laboratory standard power system simu-
lator PSCAD/EMTDC. Moreover, MATLAB is used for design
optimization of controller parameters. Finally, it is concluded
that the proposed optimum design procedure presented in this
study is very much effective to determine the parameters of
controllers used in the frequency converter of VSWT-PMSG
to achieve the FRT capability of wind farm during a network
disturbance.
II. WIND TURBINE MODELING
The mathematical relation for the mechanical power extrac-
tion from the wind can be expressed as follows [27]:
(1)
where is the extracted power from the wind, is the air
density [kg/m ], is the blade radius [m], is the wind speed
[m/s], and is the power coefficient which is a function of
tip speed ratio, , and blade pitch angle, [deg.]. The turbine
characteristics used are shown in Fig. 1. [27], [28].
III. WIND FARM MODEL SYSTEM
The aggregated wind farm model is considered herein where
many small size wind generators can be represented with a
large capacity wind generator [29]. The model system used in
the FRT characteristic analyses of VSWT-PMSG is shown in
Fig. 2, where PMSG is connected to an infinite bus through
the frequency converter, a step-up transformer, and double
circuit transmission line. The parameters of PMSG used in
the simulation are shown in Table I [30]. The system base is
5.0 MVA. The short circuit MVA is considered as 16.67.
Fig. 1. Turbine characteristics with maximum power point tracking.
Fig. 2. Model system.
TABLE I
GENERATOR PARAMETERS
IV. MODELING AND CONTROL OF FREQUENCY CONVERTER
The electrical scheme of VSWT-PMSG topology used in
this study is shown in Fig. 3. The frequency converter consists
of a generator-side ac/dc converter, a dc-link capacitor, and a
grid-side dc/ac inverter. Three-level (3L) neutral-point clamped
(NPC) topology is considered for both the converter and in-
verter, as shown in Fig. 3. The 3L converter has the advantages
that the blocking voltage of each switching device is one half
of the dc-link voltage in contrast to the full dc-link voltage in
the case of the two-level converter, and the harmonic contents
of the 3L converter output voltage is much less than those of
the two-level one, at the same switching frequency.
For both the converter/inverter, the well-known cascaded
control is considered in this study as explained in [21] and [30].
The insulated gate bipolar transistor (IGBT) switching table
for 3L NPC-based voltage source converter/inverter is shown
in Table II. The gate signal generation scheme for the IGBT
devices used in converter/inverter is shown in Fig. 4. The car-
rier frequency for an inverter is chosen 1050 Hz. The reference
value of the controller shown in Fig. 4 is determined from
the cascaded control. The generator-side converter ensures
the maximum power point tracking control along with unity
power factor operation at the generating side. The grid-side
inverter controls the dc-link voltage and maintains the voltage
of the grid side as well, at the desired level set by the network
operator. During a severe network disturbance such as short
circuit fault, the front end inverter connected directly to the
grid has to provide sufficient reactive current to support the
grid. At the same time, as the grid voltage collapses, real power
Fig. 3. Electrical scheme of VSWT-PMSG.
TABLE II
IGBT SWITCHING TABLE
Fig. 4. Gate signal generation scheme.
cannot be transmitted to the grid side. As a result, the dc voltage
of the dc-link capacitor increases rapidly, which impedes the
normal operation of the frequency converter unit. Therefore,
an over voltage protection scheme (OVPS) using the braking
chopper is taken into consideration in this study as shown in
Fig. 3. The braking chopper is modeled in the dc-link in order
to protect the dc-link capacitor during fault conditions. The
chopper is activated when the dc-link voltage increases over the
predefined limit. It dissipates the active power in the resistance
during the voltage dip in the grid.
In this study, as the fault-ride-through of VSWT-PMSG is
emphasized, the control of the grid-side inverter and parame-
ters optimization using RSM and GAs are demonstrated in the
light of the grid-side inverter. The simplified cascaded control
scheme used in the analysis is shown in Fig. 5. The details of
the optimization method are presented as follows.
V. OPTIMAL DESIGN
A. The RSM
Recently, the RSM has received a great potential for
modeling, analyzing, and optimizing the design of many elec-
tromagnetic devices. This method is a statistical tool used to
build an empirical model by finding the relationship between
the design variables and response through the statistical fitting
method [31].
In this study, the system analysis on a laboratory standard
power system simulation package PSCAD/EMTDC [32] is used
as numerical simulations to provide the response. The max-
imum percentage undershoot (MPUS), maximum percentage
overshoot (MPOS), settling time ( ), and steady-state error
( ) of the voltage profile are considering the responses. Those
are changed by the design variables variant. The second-order
model of the RSM is used in this study for obtaining a more ac-
curate response. The creation of the response surface is based on
the central composite design (CCD). The CCD has been widely
used for fitting the second-order response surface [31], [33].
B. GA Method
The GAs are powerful search techniques used in many en-
gineering studies to find the solution of optimization problems
[34]. GAs have been widely applied for solving the optimiza-
tion problems of electrical power systems. The heuristic search
of GAs is based on the principle of survival of the fittest [35].
Generally, GAs start the optimization process with random gen-
eration of a population, which consists of a set of chromosomes.
Once the random population is achieved, the solution repre-
sented by each string should be evaluated. The fitness or ob-
jective function is the function responsible for evaluation of the
solution at each step. The objective of this analysis is to mini-
mize the MPUS of the voltage . In this study, the Rank fit-
ness scaling is applied to avoid premature convergence. More-
over, GAs use techniques inspired by evolutionary biology such
as natural selection, mutation, and crossover. There are many
selection techniques in GAs. In this study, the process is car-
ried out using the uniform selection technique, which exhibits
no bias and minimal spread.
VI. OPTIMIZATION PROCEDURE
Fig. 6 shows the flowchart of overall design strategy. The
design procedure is described as follows [31]:
Step 1) Selection of Variables and Levels:
In this study, the proportional gain and integral time
constant of the PI controllers shown in Fig. 5 are se-
lected to be the design variables. is the propor-
tional gain of PI-1, is the integral time constant of
PI-1, is theproportionalgainofPI-2, and is the
integral time constant of PI-2. These variables have
three levels.Level 1 represents theminimumvalueof
the design variable, level 2 is the average value, and
Fig. 5. Control block diagram for the grid-side 3L NPC inverter.
Fig. 6. Flowchart of optimum design process.
level 3 is the maximum value of the design variable
[33]. Table III shows the design variables and levels.
TABLE III
DESIGN VARIABLES AND LEVELS
Step 2) Design of Simulations:
The range of design variables and simulation fre-
quency is established by using the CCD as shown in
Table IV. In this analysis, the experiment frequency
of the CCD algorithm is set to 31 [36].
Step 3) PSCAD Program Calculation:
The PSCAD program calculation is performed for
each simulation and the values of MPUS, MPOS,
, and of the voltage profile are stored in a
look-up table as given here in Table IV.
Step 4) Creation of Response Surface Empirical Model:
The purpose of this paper is to minimize the MPUS
with constraints of MPOS , , and
. The four fitted second-order polynomial





RANGE OF DESIGN VARIABLES AND EXPERIMENT FREQUENCY
(5)
Step 5) GA Optimization:
GAs can thenwork directly on this model, and in this
study, MATLAB optimization Toolbox is consid-
ered [37]. The MPUS of voltage is the fitness func-
TABLE V
GAs CHARACTERISTICS
Fig. 7. (a) Fitness function value at each generation. (b) Current best indi-
vidual.
TABLE VI
OPTIMAL LEVEL AND SIZE OF DESIGN VARIABLES USING GAs
tion, and MPOS, , and are considered non-
linear constraint functions. The constraints of the
optimized problem are described as follows:
• Design variables range is ,
, , and .
• The MPOS constraint , constraint
s, and constraint .
Table V shows the GAs characteristics. After the
fifth iteration, the GAs optimization was terminated,
where the average change in the fitness value and
the constraint violation were less than . Fig. 7
shows the fitness function value at each generation
and current best individual. Table VI shows the op-
Fig. 8. Fault-ride-through standard set by E. On Netz [2].
timal level and size value of , , , and .
At these optimal values, the MPUS equals 88.21%,
the MPOS is 7.88%, is 3 s, and is 0.32%.
VII. SIMULATION ANALYSIS AND DISCUSSION
A detailed switching model is considered in the 3L NPC-
based converter/inverter to obtain a realistic response. Time-do-
main simulation has been done using PSCAD/EMTDC. The
time step is chosen as 0.00001 s. It is assumed that wind speed
is constant and equivalent to the rated speed. This is because
it may be considered that wind speed does not change dramati-
cally during the short time interval of the simulation for the FRT
characteristic analysis.
The wind farm grid code is fairly important to analyze the
transient characteristics ofWTGS. The wind farm grid codes are
more or less similar in different countries with minor variations
in voltage dip magnitude, fault time, voltage recovery time, etc.,
for the case of fault-ride-through standards. In this study, the
simulation results are described in light of the recent grid code,
set by E. On Netz, recently known as TenneT TSO GmbH. The
FRT requirement is imposed on a wind power generator so that
it remains stable and connected to the network during the net-
work faults. The disconnection of the wind farm from the grid
may worsen a critical grid situation and can threaten the secu-
rity standards when the wind penetration is high. In Germany,
wind generating plants are expected to acquit themselves during
a low voltage disturbance as summarized in a voltage versus
time curve shown in Fig. 8. Wind turbines are required to stay
on the grid above the limit lines [2], [3]. Two cases are consid-
ered to validate the effectiveness of the control strategy using
optimum values of frequency converter by using RSM-GAs
methodology as explained in Section VI. To validate the effec-
tiveness of the proposed RSM-GA-based optimization method,
a comparison is carried out by the GRG algorithm. The GRG is
one of the conventional optimization techniques used in electric
power systems. This optimization technique is carried out using
MATLAB Optimization Toolbox [37]. In the GRG method, the
solver solves an objective attainment optimization problem. The
derivatives are approximated by the solver in the objective func-
tion. Table VII shows the GRG characteristics. After 400 itera-
tions, the GRG optimization was terminated, where the average
change in the fitness value and the constraint violation were less




OPTIMAL LEVEL AND SIZE OF DESIGN VARIABLES USING
THE GRG ALGORITHM
of , , , and using the GRG algorithm. At these op-
timal values, the MPUS equals 88.24%, the MPOS is 8.88%,
is 3.17 s, and is 0.53%. The simulation results are explained
as follows.
A. During Successful Reclosing of CBs
In this case, the severe symmetrical three-line to ground fault
(3LG) is considered as the network disturbance. The fault occurs
at 0.1 s at fault point , shown in Fig. 2. The CBs on the faulted
lines are opened at 0.25 s, and at 1.05 s the CBs are reclosed.
The grid-side inverter can provide necessary reactive power
during the network disturbance. Therefore, the terminal voltage
can return back at its prefault level as shown in Fig. 9(a). From
Fig. 9(a), it can be realized that the terminal voltage response
when GAs-RSM is used, is a better damped response than that
obtained when the GRG approach is considered. The results
also prove that using the parameters obtained from GAs-RSM,
the system will even work well in the steady-state condition.
The response of PMSG rotor speed is shown in Fig. 9(b). The
real and reactive power responses of the grid are shown in
Fig. 9(c) and (d), respectively. The dc-link voltage response is
shown in Fig. 9(e). Due to the dc-link over voltage protection
circuit as mentioned in Section IV, the dc-link voltage can be
maintained within an acceptable range. The response of current
through braking chopper is shown in Fig. 9(f).
For further verification of the proposed methodology, the
transient analysis is carried out considering an unsymmet-
rical fault (single-line to ground, 1LG), using the proposed
GAs-RSM and GRG algorithm. In this case also, the terminal
voltage response using GAs-RSM is found better damped
than that obtained using GRG approach, as shown in Fig. 10.
The MPUS is slightly reduced as well. It can also be claimed
from the simulation results that GAs-RSM works well for both
symmetrical and unsymmetrical fault conditions and hence
the FRT of a wind farm can be improved using the controller
parameters obtained from GAs-RSM.
B. During Unsuccessful Reclosing of CBs
In this section, it is assumed that a 3LG fault occurs at point
in Fig. 2. The fault occurs at 0.1 s. The CBs on the faulted
Fig. 9. Responses for 3LG fault. (a) Terminal voltage of the grid. (b) Rotor
speed of PMSG. (c) Real power of grid-side inverter. (d) Reactive power of
grid-side inverter. (e) DC voltage across two capacitor legs of 3L NPC inverter.
(f) Current through braking chopper.
line are opened at 0.25 s, and at 1.0 s, the CBs are reclosed. It
is also considered that the reclosing of the CBs is unsuccessful
due to a permanent fault. Therefore, the CBs are reopened at
Fig. 10. Response of the grid-side terminal voltage for 1LG fault.
Fig. 11. Responses for permament 3LG fault. (a) Terminal voltage of the grid.
(b) Real and reactive power of grid-side inverter. (c) DC voltage across two
capacitor legs of 3L NPC inverter.
1.1 s. It is assumed that the circuit breaker clears the line when
the current through it crosses the zero level. The permanent fault
is assumed to be cleared at 7.0 s, and at 7.1 s, the CBs are re-
closed again. The response of terminal voltage of the grid is
shown in Fig. 11(a). It is seen from Fig. 11(a) that the terminal
voltage response when GAs-RSM is used, is a better damped
response than that obtained when the GRG approach is con-
sidered. Further, during the permanent fault period, the voltage 
can be maintained within the permitted value of wind farm grid 
code. After the clearance of the permanent fault, the voltage is 
returned back to the prefault level quickly and the system back
to the normal conditions as both transmission lines are in opera-
tion. The responses of real and reactive powers of the grid-side 
inverter are shown together in Fig. 11(b). Fig. 11(c) shows the
dc-link voltage response. Therefore, the optimal designed pa-
rameters of the controllers used in the frequency converter ob-
tained from GAs-RSM work superbly to improve the FRT of
wind farms, even in the case of permanent fault.
VIII. CONCLUSION
This paper has attempted to present an approach to optimally
determine the controller parameters which control, in general,
the switching of the frequency converter used in VSWT-driven
PMSG to achieve FRT as per recent wind farm grid code. RSM
and GA techniques are proposed to determine the controller
parameters, in a precise way. It is found that the system can
achieve the FRT of the wind farm successfully using the deter-
mined parameter in the case of sever three-line to ground fault,
as well as the permanent fault due to unsuccessful reclosing of
circuit breakers. The parameters even worked well for the un-
symmetrical fault condition. It should be noted that, GAs-RSM
have given better damping performance over the GRG approach
to achieve the FRT capability of the wind farm. The detail of the
optimum design procedure is discussed, which can be applied to
other inverter/converter topology used widely in variable speed
wind energy conversion systems. The proposed methodology is
even suitable to other power system related applications such
as FACTS devices, the voltage source converter-based HVDC
system, and so on, especially in the cases where it is difficult to
determine the suitable transfer function of a complex and larger
system. Finally, it is concluded that RSM and GA-based opti-
mization technology might be a good choice for optimum de-
sign of controller parameters.
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