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Front Page: Electron micrograph showing co-transcriptional splicing (splicing 
occurring as the RNA is being transcribed), in Drosophila. The DNA, with 
nucleosomes, is the thread running top to bottom. Pre-mRNA transcripts are 
threads appearing from the DNA, the * is the approximate location of the 
transcription start site. The spliceosome is the dot near the lariat loops on the 
RNA (3 arrowed), many RNAs do not have the lariats and could already have 
undergone splicing. The bottom loop could be transcribed and cleaved RNA. 
Bar 200 nm.  
Image reproduced from Proudfoot, N. (2000). Connecting transcription to 
messenger RNA processing. Trends Biochem. Sci. 25, 290–293, based on 
original research originally presented in Beyer AL, Osheim YN (1988). Splice 
site selection, rate of splicing, and alternative splicing on nascent transcripts. 
Genes Dev. 2(6):754-65. 
Investigations of RNA production and processing in Saccharomyces cerevisiae 
Preface  ii 
Abstract 
Over the course of 10 years and 14 publications, 7 of which are described in 
this thesis, I made significant contributions to the field of RNA processing, 
particularly RNA splicing in budding yeast. These contributions have been both 
in knowledge accrued and techniques developed and optimised.  
For the Ribo1 reporter (chapter 2), I developed the RT-qPCR assays, RNA 
copy number/cell estimation and 3’ end cleavage assay. These show that the 
minimum time taken for signal induction, recruitment, assembly of transcription 
factors and ultimately transcription, is in the order of 4 minutes, with 
transcription rates of 60 to 90 seconds per kb. The 3’ end cleavage assay 
reveals that the initial pulse of transcripts may be spliced only partially co-
transcriptionally; presumably splicing factors are recruited to the site of 
transcription during this period. After this initial phase, in the reporter at least, 
splicing is almost exclusively co-transcriptional. Mutant transcripts on which 
spliceosomes assemble but are unable to complete splicing, are targeted for 
very rapid degradation. 
I have optimised the thio-labelling technique to the point where I can detect 
thiolated RNAs just 15 seconds after addition of the 4-thiouracil nucleotide 
analogue to cell cultures (chapter 3). From my data and transcriptome 
sequencing (chapter 4), I have constructed models of transcription and 
splicing, which indicate that co-transcriptional splicing is a general feature of 
most yeast pre-mRNA transcripts and almost all ribosomal protein gene 
transcripts. Intronic features that act against co-transcriptional splicing include 
runs of uracils and secondary structure, especially over the branch point 
adenosine (chapter 4). I have provided a highly detailed protocol and video for 
thio-labelling of RNA in vivo and its purification (chapter 3). 
Similarly, I have developed and prepared a comprehensive protocol for auxin-
induced protein depletion, to the point where this is the most flexible and least 
metabolically perturbing technique for doing this in yeast (chapter 6). Applying 
this method, whilst thio-labelling, I revealed that depleting splicing factors 
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sequesters spliceosome components, rapidly resulting in the cessation of 
splicing (chapter 7). My microarray results indicate that this is a common 
consequence of splicing factor deactivation for many or all transcripts. 
In this thesis I examine RNA metabolism, noting that the processes of 
transcription, splicing, 3’ end formation and degradation are coordinated and 
harmonised to optimise fidelity, flexibility and efficiency. 
Lay Summary 
Humans, plants, yeast and bacteria require instructions to make themselves. 
The instructions are stored on DNA, a very long string-like molecule. Think of 
this as a length of text approximately 6 billion letters long that has all the 
instructions to make an organism, in this case you. This amounts to 2 meters 
of DNA inside every cell of the body. Enough, if a body's worth was joined into 
one long string, to stretch halfway to the Sun. The instructions are broken down 
into simpler instructions, called genes, analogous to a sentence or so with 
details on how to make a small component of the whole organism. 
The DNA molecule is however very thin, fragile and prone to tangling, so it 
must be protected and carefully packed away. So, what does the cell do if it 
needs to make a component? The cell does what we would do, it makes a 
copy of the DNA, in this case into a very similar molecule called RNA. This has 
many advantages: the core instructions on DNA are protected and many 
copies of the RNA can be made and distributed so more of the component 
made quickly. Also, the RNA is chemically not as stable as the DNA, so it's 
easy to remove unwanted instructions when there's no longer a need for that 
component.  
The analogy is: there is a master manual (DNA), held in an office (the cell 
nucleus). If a new component is needed the relevant instructions are copied 
down on scraps of paper (RNA), and given to several teams to make lots of 
that component. Once that task is done the papers are recycled so no one gets 
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confused and makes the wrong thing. The copying process is called 
transcription. This, and RNA degradation in a cell, are important in this thesis. 
In many organisms there is additional complexity. In the instructions there are 
often stretches that are not meaningful <start of meaningless text> 
fkjwklgbwlkg bwgbkjqhvbqwkgbqekjbgkq kjg kbgkjh bgkACUAAUjg g 
kjgekjbgen <end of meaningless text>. These meaningless sections must be 
removed, and the two meaningful sections either side spliced together. Only 
once this is done can the component be made. This splicing process is another 
important part of this thesis. 
Yeast has much, much shorter DNA than a human, but it still must overcome 
some of the same problems. So, it has simpler systems that are easier to 
investigate. Lessons about these systems discovered in yeast can be applied 
to human health. Revealed in this study is that the copying process writes 
about 1000 characters in a minute. Also, the process of removing the 
meaningless sections is done whilst the DNA is being copied. 
 
University Regulations on PhD by Research 
Publications 
This thesis has been prepared in accordance to the University of Edinburgh's 
regulations for PhD by research publications, http://www.drps.ed.ac.uk/20-
21/regulations/PGDRPS2020-21.pdf, sections 52 to 55. The work is based on 
publications to which I have made a significant contribution to in the last ten 
years (2009 to 2019). A significant contribution is considered to be, at the 
minimum, being either first or second author of the publication and work 
leading to a complete figure. Splicing has always been at the heart of the work, 
but splicing has connections to other processes such as transcription, 3’ end 
formation and degradation which have to be considered to gain a complete 
picture of the RNA life cycle. 
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Cryo-electron microscopy structure of the Saccharomyces cerevisiae 
spliceosome at the B* stage coloured by chain (Wan et al., 2019)  
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The central dogma of molecular biology states that information flows from 
DNA, through RNA, and into protein (Crick, 1970). DNA provides the genetic 
information store and protein provides structure and performs catalytic work 
for the cell. This is mostly right and broadly true, but views RNA as merely an 
intermediate. RNA is not passive but undergoes and performs many 
processing events that affect DNA replication and protein synthesis as well as 
its own stability. This study examines how RNA is prepared for protein 
production and how this process is made efficient by occurring while the RNA 
is being transcribed from DNA, i.e. co-transcriptionally (Carrocci and 
Neugebauer, 2020) . 
1.1 Transcription 
The process of transcription is the copying of a DNA template into RNA 
(Svetlov and Nudler, 2013). In the nuclei of eukaryotic cells this is performed 
by 3 DNA-directed RNA polymerases (plants have 2 additional polymerases); 
RNA polymerase I (RNAPI), RNA polymerase II (RNAPII) and RNA 
polymerase III (RNAPIII). RNAPI transcribes the larger rRNAs, but not 5S 
rRNA. RNAPIII is responsible for tRNAs, 5S rRNA, and some small nuclear 
and nucleolar RNAs (snRNAs & snoRNAs) including the U6 snRNA involved 
in splicing. Although RNAPI transcribes only 3 RNAs these are highly 
abundant and along with RNAPIII contributes approximately 95% of the cell's 
RNA content.  
RNAPII produces pre-messenger RNA (pre-mRNA) transcripts, some small 
RNAs and longer non-coding RNAs. Of note in the latter category are cryptic 
unstable transcripts (CUTs) (Wyers et al., 2005), stable unannotated 
transcripts (SUTs) (Xu et al., 2009), and Xrn1-sensitive unstable transcripts 
(XUTs) (van Dijk et al., 2011).  This polymerase, its transcripts and their 
processing are the main focus of this body of work. 
These RNA polymerases are conserved in all eukaryotes and share many 
features with prokaryotic RNA polymerase (Cramer, 2002). All three eukaryotic 
polymerases share common components but also have unique protein 
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subunits; of note is the large subunit of RNAPII, Rpb1 (Rpo21p in yeast). This 
protein subunit has a carboxy-terminal domain (CTD) that is important for 
regulation of its activity and will be discussed later 1.2. 
RNA polymerases proceed through three phases during transcription; 
initiation, elongation and termination (review Shandilya and Roberts, 2012).  
1.1.1 Transcription Initiation 
To initiate transcription gene specific factors bind to promoter sequences and 
distal enhancers on the DNA. These promote the recruitment of general 
transcription factors to form the pre-initiation complex, see Figure 1B, 
(Shandilya and Roberts, 2012), (Grünberg and Hahn, 2013), (Haberle and 
Stark, 2018). The polymerase begins transcription and the complex is now the 
"initially transcribing complex" (Figure 1C). Initially, abortive initiation only 
produces short RNA transcripts before dissociating from the template. Only 
after 25-27 ribonucleotides have been polymerised does RNAPII become 
stably associated with the DNA and initiation proceed to elongation; escaping 
the promoter.  
The rate of transcription initiation is one of the determinants of transcript 
abundance, not all initiations lead to full length, sense RNA transcripts. 
1.1.2 Transcription Elongation and Pausing 
The RNAPII breaks the shackles of the initiation factors and proceeds down 
the gene elongating the nascent RNA strand as it goes (Imashimizu et al., 
2014)  (Figure 1E).  Even having accomplished promoter escape the 
polymerase often pauses transcription at the 5' end of genes (Churchman and 
Weissman, 2011). Meanwhile the 7-methylguanisine cap is placed on the 
RNA, and factors bind to the cap (Figure 1D). 
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Figure 1 Transcription Cycle 
Some of the factors and processes involved in gene expression; those important for 
this thesis are discussed. 
A) DNA template. TSS; is the Transcription Start Site, AUG; the first codon in the 
RNA, stop; the translational stop codon, Poly-A-site; the polyadenylation signal and 
finally the Cleavage site; the point at which the transcribing RNA is cleaved. The 
steps B to G are shown below at the approximate locations on the DNA. 
B) Pre-initiation Complex. Factor TFIID binds the TSS in the promoter region, this 
induces a bend in the DNA. RNAPII, with the help of other transcription factors, docks 
onto the DNA. 
C) Initially Transcribing Complex. TFIIH opens up the DNA allowing RNAPII to invade 
the DNA and bind a single strand. The polymerase undergoes several rounds of 
abortive transcription. DNA in front of the polymerase is hyper-wound ("scrunched"), 
a barrier to elongation. 
D) Initially Elongating Complex. The polymerase has escaped the promoter and 
started productive transcription. The p-TEFB complex (Bur1p and Bur2p) 
phosphorylates the CTD of Spt5p; a region analogous to the CTD of RNAPII (Liu et 
al., 2009). The nascent RNA is 7-methyl guanosine capped and cap-binding complex 
(CBC) binds to it. This protects the RNA and also stimulates splicing (Lewis et al., 
1996). 
E) Elongating Complex. The polymerase transcribes the gene 
F) Stalled/Paused/Backtracked Polymerase. The polymerase has encountered a 
block to transcription, in the example shown here a nucleosome, but can also be a 
pause for RNA processing or happen spontaneously. The DNA becomes over-wound 
and the polymerase stalls, it may then backtrack and if it does so the 3' end of the 
RNA protrudes out of the active site where the ribonucleotide normally binds. The 
tension is eased by nucleosome removal by chromatin remodelers such as Ino80p 
and chaperones (FACT) (Clapier et al., 2017), (Safina et al., 2017), and 
topoisomerase1 (Husain et al., 2016). TFIIS cleaves the RNA at the active site 
creating a new 3' end in the correct position for elongation, which can now resume.   
G) Termination of elongation. Transcription proceeds past the Poly-A-site, although 
elongation slows. This is recognised by the multi-protein termination factors Cleavage 
Factor I (CFI) and Cleavage and Polyadenylation Factor (CPF). Ysh1p, a component 
of CPF, cleaves the RNA, Poly A polymerase adds the poly(A) tail. Rat1p digests the 
5' end formed by this cleavage, removing the RNA still attached to the polymerase. 
Once the exonuclease reaches the polymerase they dissociate from the RNA; this is 
the "torpedo" model of transcription termination. The polymerase can then start 
another round of transcription. This is aided if the gene is looped so its 3' and 5' ends 
are close.   
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To transcribe a gene the polymerase must unwind the DNA and displace 
nucleosomes in its path (Figure 1F). Nucleosomes must then be repositioned 
behind the polymerase to prevent RNA invading the DNA (R-loops), causing 
genome instability (Aguilera and García-Muse, 2012). Elongation factors 
associate with the polymerase and are vital to promote transcription by 
removing impediments, preventing dissociation and release stalled 
polymerases. Many of these factors bind to the CTD. 
On encountering a block to transcription, polymerase will stop and backtrack, 
in the order of 5 to 18 nucleotides. The nascent RNA protrudes from the site 
where the ribonucleotide triphosphate should bind. TFIIS (Dst1p in yeast) is 
required to cleave the protruding transcript and stimulate the restart of  
transcription (Ubukata et al., 2003) (Figure 1F). Depletion of this protein 
provided evidence that nucleosomes are a major block to transcription 
(Churchman and Weissman, 2011). Backtracking often leads to, or is the 
mechanism by which, the polymerase pauses on the gene. 
The polymerase proceeds by Brownian motion, with a mechanism analogous 
to a ratchet, reducing retrograde steps and so promoting forward translocation 
(Bar-Nahum et al., 2005). Anything that prevents backtracking aids its forward 
motion. Positioning nucleosomes on the DNA behind it is one such impetus 
and secondary structure forming on the growing RNA is another. Binding of 
proteins, such as the spliceosome, to the nascent RNA chain could also 
prevent backtracking if they bind close enough to the polymerase. 
1.1.3 Transcription Termination 
Most mRNAs have the conserved polyadenylation signal sequence (poly(A) 
signal) AAUAAA near their 3' end. RNAPII elongates past this region, but 
slows. The RNA is cleaved at the poly-A-site (Figure 1G) (note the distinction 
from the poly(A) signal), and the 3' end polyadenylated. The RNA downstream 
of the cleavage site is degraded by the 5'-3' exonuclease (Luo and Bentley, 
2004). Before cleavage any process happening to the mRNA transcript is by 
definition co-transcriptional. The precise site of cleavage is not fixed, but will 
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conform to a few favoured sites downstream of the AAUAAA sequence 
(Rosonina et al., 2006). 
1.2 The CTD Code 
The RNAPII largest subunit, RpoI, has an extended C terminal. This is 
essential for viability and must be situated close to the polymerase’s RNA exit 
port (Suh et al., 2013), but the tail is presumed to be flexible and can extend 
to 65 µm. The main portion of the tail is composed of 26 almost identical copies 
of the heptad repeat - Tyr-Ser-Pro-Thr-Ser-Pro-Ser (Y1S2P3T4S5P6S7). Most 
deviation from this consensus exists in the first and last two repeats.  
All 7 of these amino acids can be post-translationally modified; all but the 
prolines can be phosphorylated, T4, S5 & S7 glycosylated and the 2 prolines 
isomerised (Zaborowska et al., 2016), although not all modifications are found 
in budding yeast, see Table 1. The enzymes that add or remove these 
modifications are listed where known.  









Function and factors associated with the 
modification 
Tyr1 Slt2p1 Rtr1p 
Glc7p 
Possibly prevents premature termination 
Ser2 Ctk1p Fcp1p Elongation and Transcription termination 







Initiation, capping, elongation, splicing. 
Involved in pausing, either helping to 
establish a pause or to promote release 
from a pause 
Ser7 Kin28p2 
Bur1p 
Ssu72p Factor binding profile similar to Ser5, but 
fewer splicing factors 
All sources (Zaborowska et al., 2016) and (Yurko and Manley, 2018) (Harlen et al., 
2016) except 1(Yurko et al., 2017) 2 Intriguingly the KIN28 gene contains an intron. 
Proline isomerisation seems to modulate the effect of the phosphorylated Serines 
before them (Yogesha et al., 2014) (Gibbs et al., 2017). 
 
CTD modifications are dynamic and change as the polymerase goes through 
the stages of transcription. This can be seen as localisation to different regions 
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of the gene by Chromosomal Immuno-Precipitation (ChIP) (Alexander et al., 
2010a) and in exquisite detail by crosslinking studies (Milligan et al., 2016). 
Different repeats can have different modifications or none at all (Suh et al., 
2016), (Schüller et al., 2016). Furthermore, these modifications cluster to 
neighbouring repeats and different phosphorylations can even be found within 
the same repeat. The enzymes performing the modifications are recruited and 
activated by the transcription environment (Aitken et al., 2013) 
The CTD binds proteins to the RNAPII at the appropriate stage; a landing pad, 
or possibly a fishing line. Interacting factors pulled down by immuno-
precipitation (IP), using antibodies to specific phospho-modified forms of the 
CTD have been compiled (Harlen et al., 2016).  
Of most relevance to the publications described in this study are the two 
abundant modifications, phosphorylation of Ser2 and Ser5. Ser5 is 
phosphorylated towards the transcription start site and, intriguingly, near the 3' 
ends of introns in budding yeast (Alexander et al., 2010a) and 5' end of introns 
in mammalian cells (Nojima et al., 2015). From IP studies it is known that 
phosphorylation of this serine promotes binding of transcription factors, mRNA 
capping factors and elongation factors, but also some splicing factors, 
particularly components of the U1 small nuclear RiboNucleoProtein (snRNP) 
(Harlen et al., 2016). This promotes co-transcriptional splicing. 
Phosphorylated Ser2 by contrast interacts with factors involved with 
transcription termination and RNA export from the nucleus 
Thr4P (review (Yurko and Manley, 2018) associates with the termination factor 
Rtt103p but, unusually among CTD phospho-residues it does not bind splicing 
factors. Its phosphorylation profile is also intron dependant; in intron-containing 
genes it has a bimodal distribution (Figure 2), whereas in non-intronic genes it 
only peaks after the poly-A-site. This could be a signal for either post-
transcriptional splicing or failed splicing. Replacing a portion of the CTD's 
threonines with valine results in a splicing defect in 38% of transcripts. 
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Figure 2: The CTD Code 
Schematic graph showing how the phosphorylation state of amino acid residues in 
the CTD may vary along the length of an intron-containing gene. Of particular note 
is phosphorylation of Ser2 (yellow) rising towards the poly-A-site and of Ser5 (blue) 
indicating the promoter, transcription start site and rising over the 3'SS, these are 
both points where RNAPII may pause. References as Table 1. 
 
1.3 Splicing 
All protein coding mRNAs consist of 3 parts: the 5' untranslated region (UTR), 
the coding region and the 3'UTR. Most eukaryotic coding regions contain 
portions within it that do not code for a protein, these are introns, and need to 
be removed from the primary transcript before translation. Usually the removal 
will produce a continuous coding transcript by assembling the coding regions, 
exons, in-frame to form the mature mRNA. This process is akin to film editing 
where the frames required are spliced together to form a narrative. By analogy, 
this RNA editing is also called splicing. RNA splicing is found in all eukaryotes 
but not in prokaryotes, with the exception of the parasitic Group I and Group II 
introns. 
The publications in this work focus on nuclear pre-mRNA splicing as performed 
by the large multicomponent ribo-nuclear protein complex, the spliceosome. 
The intron is identified by 3 sequences, the splice sites (SS); one at the 5' end 
of the intron (5'SS), one at the 3' end of the intron (3'SS) and one within the 
intron called the branch site (BS). 
1.3.1 Spliceosomal Splicing in Yeast 
The yeast S. cerevisiae can splice pre-mRNAs but, compared to other 
eukaryotes, the set of transcripts needing splicing is very much reduced. Only 
about 250-306 transcripts contain introns (Schreiber et al., 2015) out of five 
and a half thousand protein coding genes in total. Removal of only 3 of the 90 
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introns tested had a significant effect on growth in optimum conditions 
(Parenteau et al., 2008). Adjusting the level of expression and careful choice 
from among potential splice sites used to design artificially intronless genes 
restored growth. However, this study found that more of the introns were 
required under stress conditions. 
When this study was extended to ribosomal protein genes (RPGs), it was 
found that maintaining expression levels was again an important function of 
the introns (Parenteau et al., 2011). This was particularly true between pairs 
of genes coding for the same protein. These paralogous genes are almost 
identical in coding region but differ in intron sequence but not location. 
Removing one of the pairs of introns changes both its and its paralogue's 
expression. As before, growth in rich media was unaffected, but removal of 
introns was deleterious for growth in the presence of drugs targeting protein 
production. The complete intron deletion experiments show introns are 
necessary to control protein levels, particularly to decrease ribosomal protein 
production in starvation conditions (Parenteau et al., 2019). 
Evidence from global mRNA sequencing studies in yeast also reveals that 
there is little alternate splice site usage; mainly alternative 3'SSs and some 
exon skipping in the few double intron containing genes (Schreiber et al., 
2015). Alternative splicing appears to be more a way of controlling expression 
rather than alternative protein production as most alternative site usage results 
in non-functional proteins. There are some instances of alternate protein 
production; PTC7 intron retention adds a transmembrane domain (Juneau et 
al., 2009), SRC1 alternate 5'SS usage produces a truncated, but still functional 
protein (Davis et al., 2000). 
Although there is not the complexity or ubiquity of splicing in S. cerevisiae, 
compared to other eukaryotes, intron removal is still an important process for 
the organism. Although there are only a few intron-containing ORFs, these 
account for 27% of RNAPII transcription due to their high expression rate (Ares 
et al., 1999). It is possible that the introns boost the expression of their host 
genes (Le Hir et al., 2003), (Rose, 2019) but control of expression would be a 
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better description. A few introns contain snoRNAs, which maybe the intron's 
purpose (Hooks et al., 2016). Also some are known to regulate their transcript's 
abundance via specific factor binding (Vilardell and Warner, 1997).  
1.3.2 Spliceosomal Introns in Budding Yeast 
Introns in S. cerevisiae are also simpler than in higher eukaryotes and even 
other yeasts. The splice sites conform better to consensus sequences and are 
longer than those found in higher eukaryotes (Figure 3). The length of the 
intron is, conversely, much less than those common in metazoans, the longest 
just over 1000 nucleotides (nt) and almost all less than 600 nt. The relation 
between intron length and expression adds nuance to the observation, noted 
earlier, that intron-containing genes are highly expressed. Only genes with 
intron lengths, 300 to 600 nt long, are highly expressed. These are primarily 
RPGs or encode ribosome associated proteins. 
Unlike many other eukaryotes, S. cerevisiae's introns are identified by the 
splicing machinery and spliced out. Other eukaryotes, with much longer and 
more abundant introns, splicing is believed to be identified via exon definition; 
splicing factor binding to a 5'SS stimulates the recognition of the upstream 
intron's 3'SS, mediated by a bridging complex spanning the shorter exons of 
higher eukaryotes. Initial and terminal exons require associations with the 
capping and termination complexes respectively to efficiently splice. Thus in 
non S. cerevisiae organisms the exons are identified and retained (Conti et al., 
2013) leading to a less linear intron removal sequence (Drexler et al., 2020) 
although the order of splicing out intron seems to be consistent in transcripts 
and all introns in a transcript tend to be all efficiently or inefficiently spiced 
(Reimer et al., 2021). 
The importance of RNA splicing to yeast, its comparative simplicity, the early 
availability of a complete genome sequence, the large array of mutant and 
deletion strains and a spliceosome that is conserved across eukaryotes makes 
S. cerevisiae an ideal model organism for studying the basics of splicing. 
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Figure 3: Anatomy of an S. cerevisiae intron 
A) Sequence logos of the consensus sequences of the intron. The height of each 
base is proportional to the confidence of there being a consensus at that position. 
For positions where there can be more than one base they are shown, with the size 
representing the proportion of each base found at that position (Schneider and 
Stephens, 1990). The G at the beginning of the intron is conserved as are the final 
A & G of the intron. The branch site (BS) UAAC is very well conserved, with the 
final A in UAAC, the branch point adenosine (BPA), being absolutely conserved. 
B) Length of introns. The distribution of intron lengths, apart from a few outliers, is 
bi-modal, with peaks of around 100 nt and another broader peak centred at about 
400 nt. Red dots indicate the estimated transcription frequencies plotted on the 
second y axis against intron length for most of the intron-containing genes (Garcı́a-
Martı́nez et al., 2004). Transcripts with short introns are poorly expressed, while 
those in the larger peak are generally well expressed, ribosomal protein genes are 
in this peak. The outliers are poorly expressed. 
C) Distribution of the strengths of the consensus sequences. The strengths are 
calculated using the algorithm used to create the sequence logos. The scores for 
the 5'SS are generally very high as only a few bases vary from the consensus; 
these are the lower peaks. The scores for the branch site are also high. The 3'SS 
has much lower scores, as only the AG is tightly conserved, the preceding 
polypyrimidine tract is not conserved.D) Length of the intron between the branch 
point and the 3’ end of the intron. The vast majority of introns only have a short 
region of 10 to 50 nt between the BPA and the end of the 3'SS. 
 
1.4 Spliceosome Assembly and Mechanism 
Splicing by the spliceosome proceeds by 2 transesterification reactions; 
catalytic steps 1 and 2 (Figure 4). These steps are tightly controlled, with the 
5'SS and BS consensus sequences recognised at least twice, redundant 
recognition of these sites helps prevent miss-splicing. The 5'SS is identified 
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first by the snRNPs U1 and then by U6. The BS is recognised by Msl5p (also 
known as Branch Point Binding Protein), and then by base-pairing with U2 
snRNA. The 3'SS & polypyrimidine tract are less well monitored and the 3’SS 
is determined mainly by its proximity to the branch point; usually any AG within 
45 nt of the BPA is chosen, with an optimum of about 25 nt (Figure 3D). 
Interestingly this is a physical distance, not a length of nucleotides. Secondary 
structure that brings a distant 3'SS closer to the BS promotes use of that 3'SS 
(Meyer et al., 2011).  
The spliceosome is assembled in a stepwise manner (Figure 5) ensuring that 
each step is completed before the next can take place. The snRNAs play a 
vital role in the spliceosome, so much so that the spliceosome is largely a 
ribozyme co-ordinating two Mg2+ ions at the active site (Figure 6). The snRNAs 
bring the intron sequences together in the right way and at the right time for 
both steps of splicing to occur. Generally, the role of proteins is to stabilise the 
RNA structures and interactions and, in metazoans, direct alternative splicing.  
 
Figure 4: Splicing Schematic 
A) The primary transcript before 
it is assembled into the 
spliceosome 
B) The intron is looped to bring 
the 5' end of the intron close to 
the BPA of the intron. In the first 
step of splicing the 2' ribose 
oxygen nucleophilically attacks 
the phosphate between the first 
exon and the intron, breaking 
that phosphodiester bond and 
forming a 5'-2' phosphodiester 
linkage to the ribose of the 
branch point adenosine. This 
loops the larger portion of the 
intron into the lariat structure.  
C) In the second step the OH at 
the 3' end of the first exon 
nucleophilically attacks the 
bond between the intron and 
the downstream exon resulting 
in the exons being joined and 
the intron excised. 
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Prp8p (component of U5 snRNP) is a particularly important spliceosomal 
protein. This protein has been called the "heart of the spliceosome" (Grainger 
and Beggs, 2005). It is conserved in sequence and structure to the reverse 
transcriptases of the parasitic Group II introns (Dlakić and Mushegian, 2011). 
This protein's ancient evolutionary origin points back to the first introns, with 
the protein encoded within the parasitic intron. Prp8p is crucial to splicing. It 
can be crosslinked to the 5'SS, BS and 3'SS and undergoes important 
conformational changes during splicing. A domain, the α finger, extends into 
the active site of the spliceosome at both catalytic steps (Fica and Nagai, 
2017), (Shi, 2017), (Plaschka et al., 2019). 
The spliceosome is highly dynamic and very complex. There are detailed and 
exhaustive catalogues of the splicing factors as determined by mass-
spectrometry analysis (Fabrizio et al., 2009), (Will and Luhrmann, 2011), 
(Chen and Cheng, 2012) and the spliceosome database (Cvitkovic and Jurica, 
2013). The helicases that harness ATP to aid conformational changes in the 
spliceosome and proofread splicing are highlighted in Figure 5 (Chang et al., 
2013), (Cordin and Beggs, 2013), (De et al., 2016). Many of these helicases 
interact transiently with the spliceosome in order to check and aid in a 
particular step. It has been proposed that they pull on the protruding RNAs to 
draw the pre-mRNA into the active site (Hang et al., 2015). 
The recently published cryo-electron microscopy (Cryo-EM) structures of the 
spliceosome are invaluable (for reviews (Shi, 2017), (Plaschka et al., 2019)). 
The structures have provided important insights and proved much that was 
inferred by genetic and biochemical techniques. 
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1.4.1.1 To the Commitment Complex (Complex E) 
The 5'SS is recognised by base pairing to the very 5' end of U1 snRNA - 
me3277GpppAUACψψ, the underlined region being the reverse complement of 
the first 4 bases of the 5'SS (ψ is pseudouridine and me3277Gppp is the cap) 
 Figure 6: The 
Spliceosome is a 
Ribozyme 
The messenger RNA is 
shown in red and the 
pink wavy line (exon 2). 
All other snRNAs are 
labelled in their colour. 
RNA features are 
named in black text. 
ISL = intra-molecular 
Stem Loop. 
Helices Ia and Ib and 
Helices IIa and IIc 
A) U1 and U2 bound 
and looping back the 
intron, the BPA is not 
base paired and bulges 
out 
B) The U4 and U6 
base-paired together in 
the Tri-snRNP. 
C) RNA in Pre-B 
spliceosome. U5 
contacts the exons, but 
U6 has not yet 
unwound from U4 and 
replaced U1. 
D) B* spliceosome, U1 
and U4 removed.  
E) U2's stem and loop 
IIa may ordinarily form 
a pseudo knot with its 
own 3' end (shown in 
D). This may flip to an 
alternative IIc structure 
to initiate catalysis. 
F) Complex C. The 2nd 
step is about to occur. 
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(Lerner et al., 1980). This interaction rather loosely defines the 5’SS region, at 
least in higher eukaryotes, allowing some flexibility in 5'SS choice later (Aebi 
et al., 1987). Msl5p (Bbp) recognises the BS. Mud2p (the yeast equivalent of 
U2AF65), previously thought to bind exclusively to the polypyrimidine tract, has 
been observed to interact along the entire length of the intron (Baejen et al., 
2014). These interactions define the commitment complex (complex E), which, 
once formed, commits the pre-mRNA either to be spliced or degraded 
(Seraphin and Rosbash, 1989). 
1.4.1.2 Assembling the A complex 
U2 snRNP displaces Msl5p and Mud2p and occupies a position over the BS 
and polypyrimidine tract. U2 snRNA base pairs to the pre-mRNA's BS via the 
interacting sequence GUAGUA to form the branchpoint helix. The BPA is 
bulged out between the two bases GU underlined as it has no complementary 
base to pair with (Figure 6A).  This is stabilised by the helicase, Prp5p, which 
leaves the spliceosome once the branchpoint helix is formed, thus allowing the 
next stage to proceed (Liang and Cheng, 2015). Prp5p and its interacting 
partner Hsh155p of SF3b complex, which is part of the U2 snRNP, are major 
determinants of correct BPA selection (Tang et al., 2016). This forms the A 
complex or pre-spliceosome. The SF3a complex, containing the proteins 
Prp9p, Prp11p and Prp21p, is also part of U2 snRNP at this stage. 
1.4.1.3 B Complexes 
The tri-snRNP, Figure 6B, consisting of the snRNPs U4, U5 and U6, joins, to 
form the relatively unstable pre-B complex (N.B. in older publications, the pre-
B and B complexes could not be distinguished). U4 and U6 are still extensively 
base-paired together at this point (Figure 6C).  
After the tri-snRNP binds; U1 is displaced from the 5’SS by the helicase 
Prp28p. Conversion of the B to Bact complex involves addition of the NineTeen 
Complex (NTC) and Brr2p, a helicase and U5 snRNP component, which 
disrupts base pairing between U4 and U6, allowing the pre-mRNA's 5'SS to 
hybridise with the ACAGA(GA) box motif of U6 (named after its sequence). 
The underlined bases are complimentary to the 5'SS region, leaving the first 3 
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bases of the intron free to engage in the splicing reaction. U6 also now forms 
extensive base pairing with U2, of which helix Ia and Ib are part of the 
spliceosome active site. As U2 is bound to the branch site and U6 to the 5'SS, 
these two regions of the pre-mRNA are brought into close proximity (Figure 
6D). 
U5 loop1 interacts with the first exon close to the 5’SS (McGrail and O’Keefe, 
2008) (Figure 6D). Components of the NTC, the NineTeen Related complex 
(NTR) and RES (REtension and Splicing) complex, displace the SF3a factors 
 
Figure 7: The Catalytic Centre Just Prior to the First Step of Splicing.  
U2 and U6 conspire to bring the 2' oxygen of the BPA in close proximity to the 5' 
phosphate of the 5'SS initial G and a magnesium ion (Mg2+) by the formation of the 
U2 stem IIc (Hilliker et al., 2007), (Perriman and Ares, 2007) (Figure 6E). The BPA 
is twisted out of the helix, as it does not bind to U2, making it available to base pair 
with the second base of the 5'SS, a U (Fica and Nagai, 2017). This helps to stabilise 
the close proximity of: the 2' oxygen of the BPA's ribose, the phosphate in between 
the exon and intron and a magnesium ion. This promotes nucleophilic attack from 
this oxygen to the phosphorus making a 2' to 5' phosphodiester bond, creating the 
lariat and breaking the 5'-3' bond between the upstream exon and the intron. The 
phosphate is less likely to circularise as the target 2' O is closer, and any other new 
phosphodiester bonds will not release the upstream exon. The first step of splicing 
is favoured if the exon springs away from the active site once released.  
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from U2. The Prp2p helicase promotes further conformational change to form 
the B* complex, primed for the 1st catalytic step (Figure 7). 
1.4.1.4 C and C* Spliceosome 
On completion of the first catalytic step, some additional factors required for 
step 2 arrive to form the C complex. Of note is the helicase Prp16p, the 
instigator of rearrangements for the second step. The spliceosome is 
remodelled to bring the 3'SS and the 3’ end of the upstream exon into proximity 
so the second step can take place (Complex C*). Recent cryo-EM structures 
reveal that the BPA of the lariat is involved in recognising the 3'SS via reverse 
Hoogsteen pairing (Figure 8). The two exons are held close to each other by 
U5 loop 1, now interacting with both exons (Figure 6F). The second step factor, 
Prp18p, may help bring 3'SSs further away from the BPA than optimal closer 
to the active site. The second catalytic step of splicing can now take place 
(Figure 8) 
1.4.1.5 P Spliceosome, Intron/Lariat Spliceosome and Recycling 
Structurally there is little to distinguish the post second step spliceosome (P 
complex) and the pre (C*), other than the exons being ligated together. The 
mRNA is released by Prp22p (another helicase), leaving the excised intron 
lariat with the spliceosome, the Intron/Lariat Spliceosome (ILS). The intron is 
released by Prp43p helicase, debranched by Dbr1p and degraded. Prp43p 
also functions to release stalled spliceosomes that cannot complete splicing at 
earlier stages (see chapter 7). The spliceosomal components are recycled and 
the tri-snRNP reforms. 
1.5 Transcription and Splicing 
RNA processing events that occur during transcription are referred to as being 
co-transcriptional. The 5' cap added to the RNA  is uncontroversially co-
transcriptional (Cho et al., 1997) (McCracken et al., 1997). Factors that cleave 
the transcript and terminate transcription also act co-transcriptionally. Of more 
debate is mRNA splicing, although strong evidence is provided by the electron 
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micrograph on the front of this thesis (Beyer and Osheim, 1988), (Proudfoot, 
2000) showing co-transcriptional splicing in Drosophila.  
 
Co-transcriptional spliceosome recruitment is advantageous in that; protein 
binding can protect RNA from degradation, spliceosome components can 
accumulate near intron-containing transcripts making splicing faster, splicing 
and transcription can communicate and modulate each other. The splice sites 
Figure 8: Spliceosome 
immediately after second 
step of splicing 
The lariat is to the left and lower 
portion of the figure, the mRNA 
upper right.  
None of the existing cryo-EM 
structures of the C* complex 
show the 3'SS or exon 2 (Fica et 
al., 2017), (Zhang et al., 2017), 
(Bertram et al., 2017) or (Yan et 
al., 2017). Presumably these 
RNA regions do not resolve as 
they are being pulled by 
Prp22p, scanning for the AG 
dinucleotide at the 3'SS. Some 
insight can be gathered from 
examining the P complex 
(Wilkinson et al., 2017) 
The BPA forms a reverse 
Hoogsteen base pair with the 
penultimate A of the intron and 
the 5'SS G forms another with 
the last base of the intron G. 
These pairs are stacked. This is 
probably how the 3'SS is 
recognised. Possibly the 
formation of the 2 base pairs is 
enough to signal that the 3'SS 
has been found and draw the 
phosphodiester bond close enough to the 3' OH of exon 1 and the Mg2+ ion for the 
nucleophilic attack from the OH to the phosphorus to take place, joining the exons 
together and releasing the lariat. The region between the BPA and 3'SS is 
unresolved in the structure and therefore unconstrained by the spliceosome. This 
will allow secondary structure to form, reducing the effective distance between 
these 2 sites (Plass et al., 2012) 
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emerge one at a time from the polymerase so components can be loaded onto 
the pre-mRNA in the correct order, simplifying the task of spliceosome 
assembly and aiding fidelity. 
1.5.1 Splicing Organelles 
The assembly and disassembly of the spliceosome involves cycling of 
components as they are added, removed and recycled (Figure 5). 
Concentrating the components near the locus of expression should improve 
the efficiency of spliceosome assembly. Diffusion rates measured in human 
cells for several snRNPs are lower than would be expected if they diffuse freely 
(Huranová et al., 2010). Recent work on liquid–liquid phase separation (LLPS) 
(Courchaine et al., 2016) provides a mechanism for how membrane-less 
organelles can be created and maintained. Examples are: nucleosomes, Cajal 
bodies and possibly nuclear speckles in higher eukaryotes, which is relevant 
as they often contain transcription and splicing complexes (Spector and 
Lamond, 2011).  
1.5.2 Evidence of Co-transcriptional Splicing 
The two processes of transcription and splicing are often considered to be 
separate events, particularly as they can be separated in vitro, and earlier 
research suggested that co-transcriptional splicing was rare (Tardiff et al., 
2006). ChIP experiments detected splicing factors cross-linked to DNA 
(Kotovic et al., 2003), (Görnemann et al., 2005), (Tardiff et al., 2006) at 
biologically relevant locations, indicating that the DNA and RNA must be very 
close when the factors bind.  
Studies using synthetic reporter genes (Ribo1, (Alexander et al., 2010b) see 
chapter 2), where transcription can be induced very rapidly, show splicing 
occurring within minutes of transcription starting. In situ hybridisation shows 
there is an absence of intron signal away from the presumed site of 
transcription (chapter 2). Modelling of transcription and splicing of this reporter 
suggested that co-transcriptional splicing of both steps is the most efficient 
means of producing mRNA and best matches the data (Aitken et al., 2011). 
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Furthermore, the half-life for step 2 splicing is in the order of 5.5 seconds (once 
transcription has been induced for over 11 minutes), but 110 seconds in the 
first round of splicing. This indicates two things: that it takes time for the splicing 
factors to accumulate and secondly the value of co-transcriptional splicing 
once they are in the locale. 
Genome-wide techniques such as "nascent RNA-seq" (Harlen et al., 2016) 
and the related "NET-seq" (Native Elongating Transcript - sequencing), 
(Churchman and Weissman, 2011), (Nojima et al., 2015),  offer a more direct 
indication of the location of polymerases on genes. In these studies, RNA 
associated with chromatin is prepared and an oligo ligated onto the 3' end. 
Sequencing from this oligo provides not only information on the 3' end of the 
transcript (taken to be where the RNAPII was at the time of sampling), but also 
whether the RNA is spliced or unspliced. For example, a spliced RNA with a 3' 
end within 100 nt of the 3'SS would be taken to indicate that splicing occurred 
co-transcriptionally. However, as the RNA is only associated with the 
chromatin rather than the polymerase this is an assumption that may not be 
justified as polyadenylated RNA is associated with this fraction (Drexler et al., 
2020). 
Single Molecule Intron Tracking (SMIT), (Carrillo Oesterreich et al., 2016) is a 
related technique in that RNA is prepared from chromatin and harshly washed 
to capture RNAs associated with RNAPII rather than by IP. A telling 
observation is that very few 3’ ends mapped to within introns in the SMIT data 
for RPGs, suggesting that the polymerase transits the intron fast compared 
with the downstream exon. 
These techniques, along with metabolic labelling of nascent RNAs using 4-
thiouracil (4tU) followed by purification and sequencing (Barrass et al., 2015) 
(chapters 3 and 4), were combined to produce overall estimates of the degree 
of co- versus post-transcriptional splicing (Wallace and Beggs, 2017). This 
study will be discussed in more detail in chapter 4.  Briefly, there are two 
groups of intron-containing transcripts; those that are efficiently transcribed 
and spliced within 100 nt downstream of the 3'SS, and those that are produced 
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slowly and spliced further from the 3' end of the intron, a few even post-
transcriptionally spliced. The first group contains almost all the intron-
containing RPGs. 
Processes involved in 3’end formations termination in S. cerevisiae could 
remove signals leading to co-transcriptional splicing. If Nuclear polyA binding 
protein (Nab2p). is depleted there is a defect in transcription termination (see 
chapter 4). This leads to run on transcription into downstream genes. The 
introns in these genes are normally co-transcriptionally spliced, however, the 
run on transcripts are not (Alpert et al., 2020). 
Lessons learnt in yeast seem also to apply in mammals, the introns may be 
only spliced several kilobases from the 3’SS, (Drexler et al., 2020) but 75% are 
spiced within 300 nt of a 3’SS (Reimer et al., 2021). The interaction in 
mammalian cells between splicing and 3’ end processing is present, but poorly 
spliced transcripts are associated with poorer 3’ end cleavage. 
1.5.3 Transcriptional Pause for Splicing 
Given the prevalence of co-transcriptional splicing does the RNAPII pause to 
allow this to happen? Does it happen during transcription of all genes all the 
time? It is also not clear what form any pause might take. Does the polymerase 
stop at a point for splicing, wait until it receives signals that splicing has 
occurred and resume transcription? At the other end of the scale from this, is 
the polymerase just a little less progressive and stutter along the downstream 
exon at about the same time that splicing takes place? This is well reviewed in 
Neugebauer (2019) however, further work will have to be done, the answer, 
as usual, will most likely lie in-between the two models, but whatever the 
answer splicing must be able to influence polymerase’s processivity. 
Pausing, or slowing of polymerase, is consistent with the kinetic model of co-
transcriptional splicing (Saldi et al., 2016). Although it is generally thought of 
as determining alternative splice site choice, changing the speed of 
transcription does alter splicing in yeast, and it appears that transcription 
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speed is tuned to optimise efficiency and fidelity of splicing (Aslanzadeh et al., 
2018). 
1.5.3.1 CTD Phosphorylation 
ChIP studies with the inducible reporter Ribo1 (Alexander et al., 2010a) 
suggested that RNAPII builds up at the beginning of the second exon. This is 
indicative of the polymerase being paused there. ChIP using antibodies 
against CTD Ser5P also showed an increase at the same point; the paused 
polymerase is CTD ser5 phosphorylated. An elegant experiment, where 
splicing was restored to a BS site mutant by a complimentary U2 mutant, 
showed that this pause was splicing, not sequence, dependant. 
The pause found by ChIP (Alexander et al., 2010a) occurred in a recently 
induced artificial reporter, so it is conceivable that the pause could help set up 
splicing on a newly induced gene. As the spliceosome will already be in place 
near a gene with well-established expression a pause may not be necessary. 
However, ChIP-seq shows this same accumulation very well on endogenous 
genes (Chathoth et al., 2014). Curiously, this paper also shows a distinct 
paucity of RNAPII over the BS, suggesting the RNAPII is particularly 
unimpeded at this site. 
SMIT-like experiments, using tiling arrays rather than sequencing, also 
identified a transcriptional pause on average 250 nt downstream from introns 
(Carrillo Oesterreich et al., 2010). A change in RNAPII's behaviour was found 
in intron-containing genes with short exons, the polymerase slows elongation 
within 250 nt of the poly-A-site, apparently to ensure splicing is co-
transcriptional. This study found that splicing is important for this pause 
corroborating the experiment where splicing is restored to a BS mutant 
mentioned previously (Alexander et al., 2010a). 
In a later study Carrillo Oesterreich (2016) claimed that their SMIT data 
showed that splicing can happen extremely fast and that a pause was 
unnecessary for co-transcriptional splicing. However, their technique could not 
detect splicing intermediates, the species most likely to be associated with a 
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paused polymerase, so it would appear to the authors that RNA transitioned 
from unspliced to fully spliced almost instantly. 
Nascent RNA-seq has also provided evidence of RNAPII build up in exons 
downstream of introns, interpreted as paused polymerases (Harlen et al., 
2016). Moreover, most paused polymerases were Ser5 phosphorylated on 
their CTD.  
1.5.3.2 Ubiquitination of RNA Polymerase II 
The largest subunit of RNAPII can also be ubiquitinylated, this seems to be 
crucial for splicing-associated pausing (Milligan et al., 2017). Ubiquitin on 
residue K1246 of Rpo21p can restrict access to the DNA channel. If Bre5p, 
cofactor of the enzyme that de-ubiquitinates Rpo21p at this site, is deleted the 
polymerase pauses before the 3'SS (possibly over the BS), and spicing 
efficiency is reduced. If K1246 is mutated, pausing is reduced, even in the 
absence of Bre5p, and splicing becomes more post-transcriptional. Bre5p 
seems to be a major player in controlling elongation by influencing de-
ubiquitination. It binds RNA produced by RNAPII with a preference for UUUG 
sequences in the downstream exon of intron-containing transcripts. 
Interestingly, deletion of BRE5 or UBP3, its ubiquitin protease partner, is 
synthetic lethal with certain mutations in PRP45, an NTC component (Beggs 
lab unpublished results). A plausible model is that Prp19p, another NTC 
component and ubiquitin ligase, ubiquitinates RNAPII to promote pausing 
during splicing. After splicing completion, the Bre5/Ubp3 complex is recruited 
to de-ubiquitinate and release the paused RNAPII. The ubiquitin-like molecule 
Hub1p reduces splicing fidelity when bound (Chanarat and Svasti, 2020). 
1.5.3.3 Chromatin and Nucleosomes 
The distribution of nucleosomes alters between introns and exons, 
nucleosome positioning being much more defined in exons (Schwartz and Ast, 
2010). The alternative histone H2A.Z localises over the introns of non-
ribosomal protein genes (Neves et al., 2017). The nucleosome environment 
will modulate the elongation speed 
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The histones have different post translational modifications on their N-terminal 
regions, in particular H3K36me3 (Histone 3 Lysine 36 tri-methylated) is found 
in exons (Sorenson et al., 2016). A link between H3K36me3 has been found 
to splicing via Eaf3p, a protein that can interact with methylated H3K36. This 
protein Co-IPs with Prp45p and can possibly recruit the NTC to the 
spliceosome (Leung et al., 2019).  H3K36me3 could place the NTC close to 
the second exon, ready to promote U4/U6 unwinding and start the splicing 
process. 
1.5.3.4 Checkpoints 
Prp5p provides additional insights (Chathoth et al., 2014), (I am a second 
author on this publication). The prp5-1 mutation lies in motif I of the DEAD-box 
helicase Prp5p and confers temperature-sensitive growth. At permissive 
conditions splicing proceeds normally, but at non-permissive temperatures, 
spliceosome assembly stops with only U1 and U2 bound to the pre-mRNA. 
ChIP shows that RNAPII is stalled within introns, and that the CTD is Ser5 
phosphorylated. This indicates that: pausing can occur within the intron, the 
pause is not evident under normal circumstances and also that Ser5P CTD is 
associated with a pause (Milligan et al., 2016). Cus2p is retained on U2 snRNP 
in the prp5-1 mutant strain. If the CUS2 gene is deleted this pause disappears 
and transcription is restored, but not splicing. It was proposed that Cus2p acts 
like a checkpoint factor monitoring Prp5p function (Chathoth et al., 2014). If 
Prp5p does not function normally Cus2p signals to the polymerase to pause, 
either to allow additional time for Prp5p to complete its task or to degrade the 
RNA. If it is not present to inform on Prp5p activity transcription proceeds 
oblivious to the state of splicing. Recently a genetic link and physical 
interaction from Prp5p to histone modification was identified (Shao et al., 
2020), linking Prp5p to transcription. 
A model based on all these studies is that a pause is difficult to detect because 
it is not localised, occurring in different locations and times in different cells in 
a population. A failed checkpoint can make a diffuse and stochastic pause 
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more defined and endure longer, thus making it more likely to be detected by 
current techniques. 
1.6 RNA Degradation and Quality Control 
The means of RNA degradation are many and varied (Parker, 2012), reflecting 
RNA's role as an intermediate; its transience is vital to maintaining metabolic 
flexibility. RNA levels are the product of the competing processes of 
transcription and degradation and this balance is an important factor in gene 
regulation (Timmers and Tora, 2018). 
The RNA degradation processes important to this work are de-branching, and 
5' to 3' and 3' to 5' degradation. Debranching is where the lariat product of 
splicing is un-looped by breaking the 2'-5' phosphodiester bond at the 5'SS to 
branch point junction. This is accomplished by Dbr1p (Chapman and Boeke, 
1991), allowing the other methods of degradation to occur.  
Degradation from the 5' end is performed by the exonucleases Rat1p and 
Xrn1p. De-capping must occur first and is the rate limiting step in degradation 
(Sohrabi-Jahromi et al., 2019). 3' end degradation is performed by the 
exosome, a large multi-component complex; removal of the poly A tail is a 
prerequisite for this to occur and often shortening of the poly(A) tail leads to 
de-capping and degradation. 
Translation is quality controlled (QC) and defective transcripts eliminated; 
often these are the result of mis-splicing. Translation QC pathways in the 
cytoplasm are: no-go decay (NGD), nonsense-mediated decay (NMD) or its 
converse non-stop decay (NSD) (Shoemaker and Green, 2012). However, 
there is much degradation in the nucleus (Schmid and Jensen, 2018) and there 
is some evidence that splicing of intronless transcripts is a means to target 
transcripts for decay in the nucleus (Volanakis et al., 2013).  
In the timing model of quality control (Libri, 2010) export and degradation are 
in competition (Tudek et al., 2018). Anything that delays removing RNA from 
the dangerous, RNase filled, environment of the nucleus increases the chance 
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of degradation (Peck et al., 2019). Slowing: escape from the promoter, release 
from an elongation pause, capping, splicing and 3' end formation all increase 
the likelihood of degradation. The timer is probably the time taken for an active 
degradation complex to be formed (Schmid and Jensen, 2018).  
QC in splicing works on the same principals (Semlow and Staley, 2012). 
Prp16p is required to dissociate factors Yju2p and Cwc25p after first step using 
the energy from ATP hydrolysis. However, on a substrate that is slow to splice, 
Prp16p can hydrolyse ATP and remove the factors before step one has 
occurred (Koodathingal and Staley, 2013). This leads to a stalled spliceosome, 
which is released by Prp43p and the RNA degraded (chapter 7). Thus, the 
second step factor Prp16p proofreads the first step of splicing. The timer in this 
case is the time taken for Prp16p to bind, hydrolyse ATP and displace the 
factors. Rejection of the substrate is reversible until Prp43p dissociates the 
spliceosome (Koodathingal et al., 2010). This raises the interesting possibility 
that the spliceosome goes through multiple rounds of ATP hydrolysis, site 
rejection and reacquisition to find the optimal splice site (Semlow and Staley, 
2012). Similar mechanisms have been demonstrated for Prp5p (Xu and Query, 
2007) (Chathoth et al., 2014), (Liang and Cheng, 2015)  and Prp28p (Yang et 
al., 2013) and could be a general feature of all the spliceosomal helicases. 
The aim of RNA QC is to protect the cell from waste of resources as protein 
production is even more energy and resource intensive than transcription, as 
many proteins can be produced from one mRNA. Degrading the RNA is a cost 
worth paying, to borrow a phrase from the pharmaceutical industry "fail early, 
fail cheap". 
The cost of this rigour is the potential to degrade many correct transcripts 
(Porrua and Libri, 2013), but this also adds another layer of control to gene 
expression. An instructive example is provided by depletion of the protein 
Dis3p (also known as Rrp44p), a core component of the exosome. On 
depletion the level of mRNA increases, indicating that a few valid RNAs are 
targeted for degradation and that QC is not a one-way street leading inexorably 
to decay. Some pre-mRNAs targeted for decay may be rescued by mutants 
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affecting degradation. The levels of these RNAs are increased and they may 
go on to be spliced (Gudipati et al., 2012). See also chapter 5 for splicing 
microarray data showing that crippling the exosome leads to more complete 
splicing of some transcripts. 
1.7 Small Nucleolar RNAs (snoRNAs) 
snoRNAs are a class of RNAs that direct modification of other RNAs (Piekna-
Przybylska et al., 2007). The modifications are mainly methylation and 
pseudouridylation but can include target cleavage. The targets of this 
modification are the rRNAs but U2 snRNA is pseudouridylated by snR81 (Ma 
et al., 2005).  
snoRNA transcription is either mono-cistronic by RNAPII/III, poly-cistronic by 
RNAPII or within an intron. In all cases the snoRNA is processed by cleaving 
out the RNA at a hairpin by the dsRNA endonuclease Rnt1p (RNase Three) 
(Hartman et al., 2013) and end-trimming by the exosome or Rat1p until the 
snoRNA's binding proteins are encountered. Intronic snoRNAs can be 
processed two ways, either released from the spliced and debranched intron 
(Ooi et al., 1998) or cleaved from the entire transcript (Giorgi et al., 2001). 
There are only seven introns with snoRNAs, three are second introns and in 
all but one the containing gene's protein product is ribosome associated. 
1.8 Overview of Methods used 
Many of the methods used in these publications are familiar in any molecular 
biology lab. Others are less familiar but have not been developed by this 
author. These methods will not be discussed here. Methods that have been 
developed, adapted and/or optimised by the author are expanded upon in this 
section. The exact procedural details of these methods are given in the 
included publications, particularly the two published in JoVE (Barrass et al., 
2019), (Barrass and Beggs, 2019). This section gives an overview of how the 
techniques were developed over time with additional details to aid 
understanding. 
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1.8.1 Microarray 
Microarrays were pioneered in the late 1990s for studies with S. cerevisiae 
(DeRisi et al., 1997), (Lashkari et al., 1997). DNA probes are printed in discrete 
spots onto glass slides. Several thousand such probes can be printed onto a 
slide (often termed a chip), enough for one probe specific to each ORF of S. 
cerevisiae. Later chips, using slightly different technology, could provide 
complete coverage of the yeast genome or every exon for Homo sapiens.  This 
technique offered unparalleled insight into the transcriptome, ushering in the 
age of transcriptomics. 
Fluorescently labelled cDNA produced by reverse transcription from total RNA 
extracted from the yeast is hybridised to the probes. Measuring the 
fluorescence bound to each probe spot provides an estimate of the amount of 
cDNA hybridised to each probe and therefore levels of mRNA in the sample.  
Microarrays are not without their limitations. The linearity of the signal 
measurement is poor, and absolute levels of RNA abundance cannot be 
determined. Therefore, microarrays are comparative; mutant versus isogenic 
wild type or changes from a base in a time course. This is possible as RNA 
from paired samples prepared at the same time can be reverse transcribed 
with two different fluorescently labelled nucleotide analogues (Cy3 and Cy5) 
and hybridised on the same microarray chip. To avoid bias due to differences 
in dye efficiency and incorporation, the control and test dyes are swapped in 
different replicates. This comparative approach also does much to remove 
systematic biases, such as probe printing efficiency, reverse transcription 
efficiency, operator and procedural differences. 
It was not long before microarrays were applied to assay splicing (Clark et al., 
2002) (Barrass and Beggs, 2003). The work by the two labs overlapped but 
follows the same principles and with the same limitations. Details are provided 
in the publications bound in this thesis (chapter 5), but, briefly, probes were 
designed to bind regions diagnostic for splicing (Figure 9). Other probes were 
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to the intronic snoRNAs, a few other snoRNAs, the spliceosomal snRNAs (U1, 
U2, U4, U5 and U6) and a few intronless genes.  
Probes were made for all introns known at the time of design, others were 
added as more were discovered. Re-designs were also necessary as not all 
introns were annotated correctly in the Saccharomyces genome database 
(SGD) (Cherry et al., 2012). Introns annotated up to and including release 62-
1-1 (2009-02-18) of the SGD were included in updated microarrays. Of great 
help were the intron databases (Spingola et al., 1999), (Lopez and Séraphin, 
2000). Where there were differences between sources, probes were also 
made to assay all permutations of exon/exon junctions that could result if all 
annotations were correct. The probes were printed onto glass slides in 
triplicate. An example of a microarray scan is shown at the beginning of 
chapter 5. 
A thermostable reverse transcriptase was used to create the cDNAs to 
improve specificity, with the elongation reaction performed at 50-55oC, 
improving enzymes allowed increasingly higher temperatures to be used. 
Normalisation for splicing microarrays was performed by dividing the 
fluorescent intensity in each channel (Cy3 or Cy5), for each probe by the 
intensity in that channel for that gene's exon probe, see Equation 1. This was 
an attempt to normalise away gene expression differences. Without this 
normalisation, a transcript present in a higher amount in one sample versus 
the control would appear poorly spliced, merely because it is more abundant. 
This exon normalisation was only partially successful as exons will always be 
the most abundant sequences and the non-linearities inherent in microarray 
signals reduced the power of this strategy. More standard methods of 
normalisation, using global measures, were not suitable because the 
assumption of no overall change between test and control is not valid in a 
splicing microarray where intron retention will massively change the overall 
levels between the test and control. 
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Figure 9: Splicing microarray probes 
A) Pre-mRNA; Probes against the 5'SS, intron and exon 2 will detect this RNA. The 
probe in the last exon was ideally within 100 bases of the intron with the RT primer 
as close as possible downstream (represented by an arrow in the second exon).  
B) RNA after the first step of splicing; only exon 2 can be detected but neither exon1 
nor the lariat can be detected, as reverse transcription is blocked by the 2'-5' linkage 
at the branch point. Occasionally a reverse primer spanning the lariat branch 
structure (see the lariat paragraph of the qPCR section) taking advantage of the 
consensus sequences to design degenerate primers to all junctions was used to 
reverse prime. In this case signal from the lariats was seen in step 2 mutants and 
dbr1Δ mutant strains (see chapter 7).  
C) mRNA and excised lariat after step two. The lariat cannot be detected, as it 
cannot be reverse transcribed and it is degraded. The mRNA can now be detected 
along with exon 2.  
D) Table of which RNA species can be detected by each probe. 
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Equation 1: Normalised splicing ratio for microarray 





IntensityPT = Intensity of the Probe (5'SS, intron or mRNA) in the Test sample 
IntensityET = Intensity of the Exon Probe in the Test sample 
IntensityPC = Intensity of the Probe (5'SS, intron or mRNA) in the Control 
IntensityEC = Intensity of the Exon Probe in the Control 
 
1.8.2 RT-qPCR 
Quantitative PCR (qPCR) or Real-Time PCR (RT-PCR) is a well-established 
technique. The use of the term "qPCR" is preferred over "Real Time PCR" to 
avoid confusion, as almost all qPCRs presented followed reverse transcription 
(RT), this will be made clear by the use of "RT-qPCR" in this work to indicate 
that qPCR was performed on cDNA reverse transcribed from RNA. This 
technique to monitor splicing in S. cerevisiae required optimisation as it was 
considered important to standardise all steps and conditions. Simple dye 
intercalation was used to monitor product accumulation. Initially this technique 
was developed to validate microarray results and borrowed much of their 
design from the microarrays but the system found general utility for many 
projects. 
All PCR primers were designed using the same package (Oligo Perfect from 
ThermoFisher), using the same settings (Table 2), so all PCRs could be 
performed in the same standard conditions. PCR assays were validated for 
linearity over at least 3 orders of magnitude, for doubling each cycle within that 
linear range and specificity to their target. Any that did not meet these criteria 
were rejected. 
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 Table 2: PCR design settings 
Parameter Value 
PCR product size range 80-120 nt 
Max Homopolymer length 4 nt 
Max # of G or C allowed in last five 3' bases 4 Gs or Cs 
Primer size range 20-35 nt 
Tm Range 64.5 - 68 oC 
Tm Optimum  65 oC 
%GC 20-80 % 
 
The ideal suite of PCR products to assay splicing and transcription is in Table 
3 summarised in Figure 10. Note that none of the actual suites of PCR products 
for any gene conformed exactly to this ideal and alternatives were found where 
possible, also listed. The suite for the Ribo1 reporter (chapter 2) came closest 
to the ideal as the complete suite was validated. However, the lariat product 
was larger than preferred as the sequences differentiating it from the 
endogenous ACT1 intron it was based on were further away from the BS than 
optimum. The ACT1 transcript itself was the next most successful as only a 
5'SS PCR could not be designed but a product over the branch site was 
deemed satisfactorily specific for pre-mRNA. 
The PCR program used is presented in Table 4. This is the final version as 
performed in a Roche 480 Light cycler PCR machine 
(https://lifescience.roche.com/) with a 384 well block. The PCR programme did 
change but only to improve speed and throughput. 
Table 3: PCR Program 
Step Temperature (oC) Time (sec) Repeat 
Hot start (enzyme activation) 94 120 - 
Denaturation 94 10 
40 times Annealing / extension Fluorescence is read at the 
end of this step 
60 15 
Melt curve  
Fluorescence is read at 0.5 oC 
intervals 
60 to 94 
As long as 
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Table 4: PCR Assays 
5'SS: the PCR spans the exon/intron junction at the 5'SS. This only detects pre-
mRNA, lost after the first step of splicing. An alternative is for the PCR product to 
cross the branch point, this does not detect lariats, as the 2'-5' linkage blocks 
reverse transcription across this site. 
3'SS: PCR spanning the intron/exon boundary at the 3'SS. This detects pre-mRNA 
and the lariat-exon2 species. A less specific alternative is a PCR product within the 
body of the intron, this needs a reverse transcription primer within the intron to 
detect lariats, and so also detects excised lariat. 
Lariat: Used to detect the lariat-exon2 species and excised lariats, these cannot 
be distinguished, but comparison of results with the 3'SS PCR shows that the 
excised lariat cannot be a long-lived species; de-branching occurring soon after the 
second step. The 3' primer must be complementary to the region around the 5'SS, 
go across the BPA into the BS. The BPA with its 5'-2' phosphodiester bond in the 
lariat is read as a T in cDNAs that span the region (Vogel et al., 1997), so an A was 
placed at this point in the primer. The 3' end of the primer is to the region 5' of the 
BPA. Ideally 5-6 bases of the primer's 3' end is in the BS sequence. Too long a 
length in the BS results in the PCR also detecting the linear form of the intron; too 
little and no PCR product is produced. The reverse transcription must be performed 
with the reverse PCR primer as RT using primers 3’ of the branch point stalls at the 
branch point (Conklin et al., 2005). Success in designing these primers was very 
limited due to the generally AT rich regions in this area and the conserved nature 
of the BP sequence so the lariat PCR was limited to a small number of transcripts. 
mRNA: PCR product crosses the exon/exon junction of the mature mRNA. 
Normally these PCRs are designed with one of the primers spanning the junction 
to improve specificity to mRNA versus gDNA. This was not done as mis-spliced as 
well as annotated splicing events were of interest and absolute specificity to only 
the annotated mRNA junction was not desired. All mRNA species are the product 
of splicing, so even miss-splicing is of interest to this study. It was hoped that mis-
splicing events would be revealed as shoulders in the melt curve of the PCR 
product, allowing estimation of fidelity. In practice no indication of mis-splicing was 
seen, presumably because such aberrant events were swamped by the mass of 
annotated splice junctions. To avoid detection of pre-mRNA in this PCR, the 
annealing and extension steps were combined in a two-step PCR, using a 
temperature lower than optimum and extension step as short as possible to prevent 
completion of the longer product that would be produced  from pre-mRNA, Table 4. 
Exon: this PCR product was in exon 2 (exon 3 in the case of 2 intron genes). This 
PCR was used as a measure of transcript level. The PCR was designed to amplify 
a region as close to the intron as possible. No alternatives were necessary as there 
was no difficulty designing PCR primers to this region. 
Controls: ALG9 was frequently used as a housekeeping gene as its expression is 
remarkably stable (Teste et al., 2009). scR1, the RNAPIII generated signal 
recognition RNA (Felici et al., 1989), was used in experiments where it was 
suspected that RNAPII transcription could be disrupted. In practice it was not often 
used as it is such an abundant RNA species an extra dilution had to be performed 
to get the signal in the linear range. Latterly fixed Schizosaccharomyces pombe 
cells were spiked into samples and the S. pombe act1 gene was assayed by RT-
qPCR, chapter 3. 
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Figure 10: RT-qPCR Assays of Splicing 
The RNAs are as Figure 9. RT is performed by several primers, the most 3' being 
the reverse primer of the exon 2 primer set, one of the reverse primers for mRNA 
or 3'SS, whichever was most 3'. If a lariat PCR product had been designed, that 
would also be used to prime RT and finally the reverse primer of the 5'SS pair.  
A) The 5'SS (red), 3'SS (yellow) and exon2 (blue) PCR reactions can all detect pre-
mRNA 
B) The 3'SS, exon2 and lariat (purple) PCRs can detect the lariat-exon2 product of 
the first step of splicing. 
C) mRNA can be detected by the mRNA (green) and exon2 PCRs. Although it is 
possible that the excised lariat could be detected this is unlikely given the rapid 
debranching of the lariat. 
D) The RNA species detected by each PCR product; using a combination of primer 
pairs, both catalytic steps of the splicing reaction can be monitored. The suite of 
ideal PCRs for a gene has much better resolving power than microarrays; only the 
isolated exon 1 cannot be detected. 
The colours used for the PCRs are consistent throughout the thesis and some 
publications 
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Normalisation generally followed the strategy used with microarray data but 
modified for RT-qPCR, see Equation 2 
Equation 2: Normalised splicing ratio for PCR 





𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑁𝑁𝑠𝑠𝑁𝑁𝑁𝑁𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠 𝑁𝑁𝑁𝑁𝑟𝑟𝑁𝑁𝑁𝑁 = 2−�(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)−(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)� 
Where 
CtPT = Ct value for the 5'SS, 3'SS, Lariat or mRNA qPCR in the Test sample 
CtET = Ct value for the exon qPCR in the Test sample 
CtPC = Ct value for the 5'SS, 3'SS, Lariat or mRNA qPCR in the Control 
CtEC = Ct value for the exon qPCR in the Control 
 
Other normalisation strategies used the control PCRs mentioned in Table 3 
(controls section). Spike in was only useful for short time courses, as cell 
growth leads to a general rise in signal for all other probes. ALG9 and scR1 
normalisation gave similar results to exon normalisation, but the extra dilution 
required for scR1 led to more variable results. The control, as for microarrays, 
was either wild type, unaltered (time point 0) or total RNA (steady state) for 
metabolic labelling studies. For ease of comparison, exon normalisation with 
a control sample was used for all PCRs reported in this thesis and is most used 
in the publications.  
1.8.3 Thiolabelling RNA in vivo 
This procedure is covered in detail in chapters 3 and 4. Chapter 3 is a methods 
paper. Briefly, 4-thiouracil is added to a culture of growing cells. This 
incorporates into RNA as it is transcribed in vivo, without disturbing growth 
during the short time courses used. RNA is purified and a biotin moiety is 
attached to the thio group. Streptavidin bound to magnetic beads captures this 
newly synthesised RNA (nsRNA). The S-S bond reduced to release the 
nsRNA. RNA from labelling experiments down to 10 seconds is detectable but 
15 seconds is less error prone. 
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1.8.4 AID Degron 
This procedure is covered in detail in chapters 6 and 7. Chapter 6 describes 
the method. A means of action of the plant hormone auxin is the degradation 
of target proteins using the ubiquitin system. This system has been 
recapitulated in S. cerevisiae so a suitably tagged protein can be very quickly 
depleted with little other impact on the cell.  
1.9 Research publications 
All refereed research publications on which I am an author are listed below. 
Papers published in October 2009 and onwards are eligible for inclusion in this 
thesis (see also Table 5). All those chosen are concerned with RNA processing 
(splicing in particular), and how this interacts with transcription. As with any 
discussion on these two processes degradation and recycling has to be 
considered. Two chapters are detailed descriptions of the methods used, with 
particular focus on transcription, RNA processing and finally recycling (Figure 
11 and Table 5).  
 
Figure 11: Chapter and 
paper topics 
Chapters 2 and particularly 
4 are general RNA life 
cycle papers. All other 
chapters focus on narower 
aspects of RNA 
processing. 
Chapter 5 deals almost 
exclusively with pre-mRNA 
splicing, but degradation is 
also considered. Chapter 7 
covers similar topics, but 
with an emphasis on errors 
in splicing leading to a 
recycling defect resulting in 
degradation. Chapters 3 
and 6 are on methods, the 
method in chapter 6 is of 
general utillity, but showing 
a splicing application, while 
Chapter 3's method is RNA 
focussed. 
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Table 5: Publications discussed in each chapter 
Chapter Publication(s) 
2 Alexander, R. D., Barrass, J.D., Dichtl, B., Kos, M., Obtulowicz, T., Robert, 
M.-C., Koper, M., Karkusiewicz, I., Mariconti, L., Tollervey, D., Dichtl, B., 
Kufel, J., Bertrand, E., Beggs, J.D., 2010. RiboSys, a high-resolution, 
quantitative approach to measure the in vivo kinetics of pre-mRNA 
splicing and 3’-end processing in Saccharomyces cerevisiae. RNA 16, 
2570–2580. 
3 Barrass, J.D., Beggs, J.D., 2019. Extremely Rapid and Specific Metabolic 
Labelling of RNA In Vivo with 4-Thiouracil (Ers4tU). JoVE (Journal of 
Visualized Experiments) e59952. 
4 Barrass, J.D., Reid, J.E., Huang, Y., Hector, R.D., Sanguinetti, G., Beggs, 
J.D., Granneman, S., 2015. Transcriptome-wide RNA processing kinetics 
revealed using extremely short 4tU labeling. Genome Biology 16, 282. 
5 Kafasla, P., Barrass, J.D., Thompson, E., Fromont-Racine, M., Jacquier, 
A., Beggs, J.D., Lewis, J., 2009. Interaction of yeast eIF4G with 
spliceosome components. RNA Biol 6, 563–574. 
6 Mendoza‐Ochoa, G.I., Barrass, J.D., Terlouw, B.R., Maudlin, I.E., Lucas, 
S. de, Sani, E., Aslanzadeh, V., Reid, J.A.E., Beggs, J.D., 2018. A fast 
and tuneable auxin-inducible degron for depletion of target proteins in 
budding yeast. Yeast 36 (1) 75-81. 
Barrass, J.D., Mendoza-Ochoa, G.I., Maudlin, I.E., Sani, E., Beggs, J.D., 
2019. Tuning Degradation to Achieve Specific and Efficient Protein 
Depletion. JoVE (Journal of Visualized Experiments) e59874. 
7 Mendoza-Ochoa, G.I., Barrass, J.D., Maudlin, I.E., Beggs, J.D., 2019. 
Blocking late stages of splicing quickly limits pre-spliceosome assembly 
in vivo. RNA Biol 16, 1775–1784. 
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Publications submitted in this thesis are bold 
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2 RiboSys: Towards a Kinetic Understanding of 
Transcription and RNA Processing 
Cover image for Alexander, Ross D, Innocente, S.A., Barrass, J.D., Beggs, 
J.D., 2010. Splicing-dependent RNA polymerase pausing in yeast. Mol.
Cell 40, 582–593. Drawn by my 15 year old Daughter, Chrissie, and used as
the front cover for that issue of Molecular Cell. RNAPII is a train on DNA tracks,
RNA being produced. The carriages are the CTD repeats with factors loaded
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2.1 Research Articles 
This chapter is based on the peer-reviewed publication:  Alexander, R. D., 
Barrass, J.D., Dichtl, B., Kos, M., Obtulowicz, T., Robert, M.-C., Koper, M., 
Karkusiewicz, I., Mariconti, L., Tollervey, D., Dichtl, B., Kufel, J., Bertrand, E., 
Beggs, J.D., 2010. RiboSys, a high-resolution, quantitative approach to 
measure the in vivo kinetics of pre-mRNA splicing and 3’-end processing in 
Saccharomyces cerevisiae. RNA 16, 2570–2580.  
Figures from this publication will be referred to as P.Figure followed by the 
number. 
The related publication: Alexander, Ross D, Innocente, S.A., Barrass, J.D., 
Beggs, J.D., 2010. Splicing-dependent RNA polymerase pausing in yeast. Mol. 
Cell 40, 582–593 is not part of this submission. Although I am an author, my 
contribution was in method development rather than results. This publication 
does, however, use the techniques and some data from the submitted 
publication and follows on from it. 
2.2 Aim 
The aim of the RiboSys project was, in the words of the grant proposal, “to 
model RNA metabolism in yeast to aid understanding of these complex cellular 
pathways. In order to develop kinetic models, we propose to quantify RNA 
precursors and directly determine their rates of production as well as their 
processing and degradation through the various post-transcriptional 
pathways”.  
This research article examines the production and processing of reporter 
transcripts, especially their splicing and 3’ end formation. The explicit aim of 
this study was to discover levels of expression, rates of processing and rates 
of degradation (expressed as half-lives). A paper describing mathematical 
modelling of the data was published separately (Aitken et al., 2010) 
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2.3 Experiments 
All experiments were performed using RNA transcribed from the Ribo1 system 
of artificial reporters in the yeast S. cerevisiae. RT-qPCR and in situ 
hybridisation were used to monitor transcription, processing and degradation. 
Two reporter systems were developed; one that could be induced (Ribo1 
tetON) and one repressed (Ribo1 tetOFF) 
2.3.1 Experimental system 
The crucial feature of the artificial reporter system was that its transcription 
could be induced from a low basal level or repressed from a high level very 
rapidly. All without perturbing the cell, other than the distribution of transcription 
and processing components inevitable on inducing or repressing the reporter's 
transcription. Common yeast inducible promoters were considered but 
rejected as their induction has considerable impact on the cell’s metabolism. 
The tetracycline-inducible (tet) system was used as tetracycline (or more 
accurately its analogue doxycycline) does not impact the cell metabolism (see 
references in the paper). Figure 1 shows the version of the reporter where 
doxycycline induces expression and its absence represses expression, this is 
Ribo1 tetON. Ribo1 tetOFF is the second reporter and its regulation is 
reversed; doxycycline represses expression; strongly expressed in its 
absence. 
Ribo1 is a single intron-containing gene based on PGK1 gene with the intron 
from ACT1 (shown in more detail in P.Figure 1). Several non-yeast sequences 
were added; of particular relevance is a λ phage BoxB sequence towards the 
5’ end of the intron. These additional sequences and fusion sites were the only 
places distinguishing the reporter from the endogenous ACT1 or PGK1 genes 
so they were used as unique sites for in situ hybridisation probes or RT-qPCR 
primer binding sites.  
Three other reporters were made, based on the Ribo1 tetON plasmid, with the 
5’SS (5’SS Ribo1) or 3’SS (3’SS Ribo1) mutated to be non-functional and one 
without an intron (IL Ribo1). The Ribo1 tetON system, and its derivatives, was 
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extensively used for expression and processing experiments, Ribo1 tetOFF for 
degradation, half-life timing studies. 
 
 
Figure 1: The Ribo system 
The Ribo system is a single intron reporter gene with a proximal promoter region 
from CYC1. Its expression is controlled by the 7 tet repressor binding sites (TetO7) 
at the 5' end of the promoter and the tet transactivator proteins (tTA and tTA’) that 
can bind to it. Shown here is the Ribo1 tetON construct.  
A) When doxycycline (DOX) is added the tet repressor (tetR) of the tTA binds 
doxycycline then dissociates from the TetO7. The modified tet repressor (tetR’) of 
the tTA’ also binds doxycycline and replaces tTA on TetO7. The herpes virus gene 
activator VP16 fused to the tetR’ activates the promoter, stimulating transcription of 
the Ribo reporter.  
B) The reverse happens in the absence of doxycycline, the Ribo reporter is 
repressed by the stimulatory tetR’ being displaced from the TetO7 sites by tetR. tTA 
is fused to the repressive transcription factor Ssn6p (now known as Cyc8) in tetR. 
C) To achieve sufficient production of tTA’ it was placed in a centromeric plasmid 
under the control of the S. cerevisiae ADH1 promoter. 
D) tTA was integrated into the genome and expressed from the S. pombe adh1 
promoter. 
The Ribo1 tetOFF is functionally similar, except the tTA fusions are reversed, tetR’ 
with SSN6 and tetR with VP16, resulting in reversing the regulation of reporter 
expression. Additionally, both the tTAs were expressed from the genome. 
 
2.3.2 Quantification of Transcripts in Populations of Cells 
Due to the known inadequacy of housekeeping genes for estimation of copy 
number (Thellin et al., 1999), a new system was needed to estimate reporter 
transcript numbers per cell (P.Figure 2). Cell number estimation in yeast 
proved difficult, mainly due to the cells clumping in culture (Ribo containing 
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strains seemed particularly prone to this), hence the NucleoCounter 
(ChemoMetec) was used to count discrete nuclei. To calculate the RNA 
content of cells, losses of RNA at each stage of extraction and quantitation 
were estimated. Losses during extraction were measured by spiking the 
sample with a known amount of in vitro transcribed RNA at the very first stage 
of extraction. The RNA spike was added to the lysis mixture, a solution 
containing chaotropic agents and phenol, stored at 4 oC, so the RNA was 
protected from degradation. This mixture was used for every extraction, so the 
same spike level was used for many samples and experiments. Losses during 
extraction and efficiency of reverse transcription were assayed against 
recovery of the spike. To control for cell lysis efficiency, DNA was also 
prepared from the lysed cells (the procedure allowed both to be prepared from 
the same cell pellet) and compared to the DNA content per nucleus. This is 
estimated from the number of nuclei and FACs analysis of genome content of 
log phase growing yeast. Comparing the DNA recovered with the calculated 
DNA content allows an estimation of lysis efficiency.  
2.3.3 De-repression and Induction Kinetics 
Transcription and splicing were assayed using the PCR system outlined in the 
Introduction. The full set of PCRs products to detect 5’SS, 3’SS, mRNA, Exon 
and Lariat were designed. The lariat PCR product was longer than optimal to 
distinguish the Ribo1 and ACT1 lariats, as Ribo1's intron was that of ACT1 
except for the BoxB sequence added near the 5' end. Other PCRs achieved 
their specificity by crossing the PGK1/ACT1 fusion junctions. 
Production of transcripts from both the Ribo1 tetON and tetOFF reporters were 
assayed (P.Figure 5). To induce the Ribo1 tetOFF reporter the growth medium 
had to be changed by centrifugation, washing the cell pellet and resuspension 
in doxycycline-free medium. This perturbs the cells and is unlikely to 
completely remove the doxycycline, probably explaining the slower and less 
powerful induction seen with the tetOFF reporter (A-C compared to E-F). The 
results using this strain will not be discussed here, other than to point out that 
they follow the same trends as the Ribo1 tetON reporter.  
 Investigations of RNA production and processing in Saccharomyces cerevisiae 
RiboSys  59 
The results shown in P.Figure 5, of which a portion is reproduced, modified, 
here (Figure 2), illustrates several kinetic parameters of the tetON series of 
reporters. The induced reporter RNA is first seen in the sample taken 5 minutes 
after doxycycline addition (D - F). This is an indication of the time taken to 
initiate transcription upon addition of the inducer.  
Steady state levels are when production and removal are in balance. 
Production of RNA is by transcription and some processing events (e.g. 
splicing creating the lariat and mRNA). Removal can also be by processing 
(e.g. splicing of pre-mRNA), and degradation.  
For pre-mRNA (D & E) <7.5 minutes is needed for transcription to match both 
splicing (Ribo1) and degradation (5'SS Ribo1). The levels of pre-mRNA are 
similar for both reporters (D & E), as is the time scale, implying that there is a 
certain time for the first step of splicing to occur (D) otherwise surveillance 
reduces accumulation (E). The 5'SS Ribo1 reporter has no 5'SS so U1 cannot 
bind, the spliceosome cannot itself be the surveillance mechanism. Rather 
retention of the intron must be the signal, possibly via NMD, and could signal 
to stop transcription. mRNA (D), rises at the same time as pre-mRNA in Ribo1 
but only after 12.5 minutes does degradation equal production by transcription 
and splicing. The level of mRNA is much higher than the pre-mRNA, 
presumably this is due to mRNA’s higher stability and continuous production 
from pre-mRNA by splicing.  
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Figure 2: As P.Figure 5 
Plateaus indicate that a 
steady state has been 
reached, where rates of 
synthesis (transcription or 
splicing) match those of 
removal (degradation or 
splicing). 
Sub-figure numbering taken 
from P.Figure 5 
D) Ribo1: Splicing and 
transcription are in balance at 
the 7.5 minute time point. For 
mRNA splicing = degradation 
at 12.5 minutes 
E) 5'SS Ribo1: pre-mRNA 
accumulation is limited by 7.5 
minutes, by degradation 
and/or reduction of 
transcription. Presumably, 
intron retention is detected, 
by the binding of factors like 
Msl5p or at translation via 
NMD. 
F) 3'SS Ribo1: first step of 
splicing occurs but proceeds 
no further. The pre-mRNA 
levels decline after 5 minutes. 
Either an initial train of 
polymerases has passed or a 
checkpoint stimulates 
degradation/reduced 
transcription. Continuing 1st 
step splicing of existing pre-
mRNAs, and those few newly 
synthesised, continue to raise 
the lariat levels until the 
stalled spliceosomes can be 
released allowing the lariat to 
be degraded.  
 
Where the 3’SS is mutated (F), the first step of splicing can occur, but not the 
second. Initially pre-mRNA rises with transcription at a similar rate to Ribo1 
and 5’SS Ribo1 but fails to reach the 7.5 minute peak (seen in D & E), peaking 
at the 5 minute time point as first step forms the lariat and removes the 5’SS. 
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Diversity of copy number was matched by diversity of the number of cells with 
active transcription sites (P.Figure 3E), measured by exonic signal to sites of 
transcription. These sites of transcription were identified by FISH with probes 
to the intron. Over 20 % of cells had no detectable transcription sites. This 
variation is consistent with promoter cycling between on and off states where 
transcription factors regularly disassociate and re-associate with their binding 
sites.  
In 73 % of cells there was only one location with intronic signal, processing 
was generally performed at a single site, most likely at the site of transcription 
and not transported or allowed time to diffuse elsewhere. 
2.3.5 3‘ End Formation and De-adenylation 
The 3’ end cleavage and polyadenylation sites were mapped in 51 cDNAs 
produced from the Ribo tetOFF strain by ligating an oligo at the 3' end of the 
mRNA. 85 % of these had sites 1407-1409 from the initial AUG, the rest 1396-
1400. The same procedure used to generate the cDNA for cloning was used 
with nested PCR to determine poly(A) tail length (P.Figure 6A), both in steady 
state and once expression repressed (P.Figure 6B and C). Initially, at steady 
state the poly(A) tail was 20 to 70 adenosines (A)s long, but declined at 0.8 
A/minute (1.5 A/minute for the intronless reporter). The apparent increased 
stability of the spliced transcript could be pre-mRNAs continuing to be spliced 
and entering the mRNA pool freshly polyadenylated 
2.3.6 Repression and RNA Degradation 
The Ribo1 tetOFF reporter was used to estimate the rates of degradation 
(P.Figure 4). The 5’SS and 3’SS Ribo1 RNAs both had very short half-lives (λ); 
2.5 minute for 5’SS Ribo1 and 4.46 for 3’SS Ribo1.  
The 3'SS Ribo1 pre-mRNA (as measured by the 3’SS RT-qPCR assay) has a 
λ of 4.46 minutes and the lariat at 4.32. The numbers for these two RNAs are 
very similar, well within the error, and could be explained if the rate limiting 
step is disassembly of the stalled spliceosomes; once this happens 
degradation of the aberrant RNA rapidly follows.  
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The 5’SS Ribo1 transcript does not have a spliceosome to be removed, only 
Msl1p and Mud2p are associated, so revealing the RNA for degradation is 
more rapid and the λ shorter.  
The half-lives for the two viable transcripts, Ribo1 and IL Ribo, is much greater, 
at 8.32 and 6.20 minutes respectively. The shorter half-life of IL is unexpected, 
as there should be nothing distinguishing these two mRNAs once spliced. As 
has been suggested above, continued splicing could add new mRNAs to the 
pool after termination of transcription, artificially increasing half-life. In other 
eukaryotes the increased stability of the spliced transcript would be ascribed 
to the influence of the Exon Junction Complex (EJC) (Woodward et al., 2017), 
but this does not exist in S. cerevisiae. There is a recent report of the 
spliceosomal component, Prp17p, being found in the ribosomal mRNA fraction 
(particularly monosomes), (Wen et al., 2017). This protein might fulfil a similar 
role to the EJC and indeed its deletion abolishes splicing dependant NTC. If 
this is an equivalent to the EJC it could promote its RNA's stability. However, 
degradation of these RNAs is faster than would be predicted from the poly(A) 
shortening data, indicating that there are other mechanisms of controlling 
degradation at play. 
A curious feature of the degradation of the Ribo1 and IL Ribo is that there is 
no degradation until after the first sample is taken, 5 minutes post doxycycline 
addition, whereas the two mutant RNAs degrade rapidly after addition of 
doxycycline. A possible explanation is that mutant RNAs are degraded co-
transcriptionally (or peri-transcriptionally), whereas the viable RNA degrades 
post-transcriptionally. Therefore, transcripts started immediately prior to 
doxycycline addition would be continued until completed, some minutes later.  
2.3.7 Splicing before Cleavage 
If spliced transcript is detected from cDNA reverse transcribed from a primer 
downstream of the 3’ end cleavage site, it must have been spliced co-
transcriptionally. This is the basis of the cleavage assay, Figure 4A and 
P.Figure 7A. The very well-defined Ribo1 3’ cleavage site (section 2.3.5), 
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allowed co-transcriptional splicing to be confidently assessed. cDNA was also 
reverse transcribed from an oligo dT primer to give the splicing status of RNA 
released from transcription by 3’ end processing. The RNA species measured 
after reverse transcription from the cleavage primer (i.e. still transcribing 
RNAs) are reproduced on one graph to ease comparison (Figure 4B). 
The pre-mRNA signal with the cleavage primer is basal until the 9 minute mark 
(P.Figure 7B), implying that this is when transcription reaches the pre-cleavage 
primer binding site. Comparing this with P.Figure 5D where mRNA and pre-
mRNA reach similar levels at 7.5 - 8 minutes indicates that it has taken about 
1 to 1.5 minutes to transcribe the approximately 1000 bp between the two RT-
primer binding sites. The data for the oligo dT primer is similar but shifted one 
sample later (30 seconds), implying this is the approximate time taken to 
cleave and polyadenylate sufficient length of poly(A) tail to be bound by the 
oligo dT RT-primer. 
The peak of pre-mRNA at 9 minutes (Figure 4B), corresponds to two samples 
and has returned to near basal level by the time point only 60 seconds later. 
The peak also rises to 8 copies in the 30 seconds since the previous time point. 
This is in contrast to the gentler rise of pre-mRNA seen in Figure 2, although 
the poorer temporal resolution of this portion of the study makes comparison 
difficult. This indicates that there is an initial pulse of transcription, possibly 
involving several polymerases. This initial pulse is not fully spliced, although a 
number have undergone the 1st step of splicing. This is reinforced by the 
polyadenylated data (P.Figure 7B), which also shows a peak of unspliced 
polyadenylated RNA. Any subsequent transcripts, even those arriving at the 3' 
end only 60 seconds later, have undergone at least the 1st step of splicing and 
most have completed splicing, as can be seen by the lariat-exon2 species and 
mRNA species rising after this point. 
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The lariat-exon2 peak occurs two time points later providing an estimation for 
the time to perform the second step of splicing as being in the order of 30 - 60 
seconds; once first step has taken place. The broader peak of the 3'SS shows 
that lariat-exon2 RNA species continue to be made but the rate of the second 
step does not achieve parity with the 1st step for 2-3 minutes. This could 
indicate that second step factors also take some time to recruit and the step to 
reach full efficiency. Again the polyadenylated RNA fraction shows increasing 
splicing 30 seconds behind un-cleaved RNA as partially spliced RNAs are 
polyadenylated and post-transcriptional splicing occurs (P.Figure 7C). 
A possible explanation for the data in Figure 4B is that the initial pulse of 
transcription becomes entrained by the need to remove histones and possibly 
to recruit elongation, splicing and 3' end formation factors. Initially this process 
is incomplete, and spicing is not fully co-transcriptional. Within a very short 
time splicing factors have been recruited and reporter mRNA splicing becomes 
increasingly co-transcriptional.  
The cleavage assay, along with the data from FISH that intron signal is most 
likely lost at the site of transcription and the RT-qPCR assay showing rapid 
production of mRNA, are all entirely consistent with co-transcriptional splicing. 
This is particularly evident after 9 minutes post induction. Presumably, splicing 
factors must migrate to the site of transcription. It is not clear how the splicing 
factors arrive at the elongating pre-mRNA. It could simply be diffusion from 
nearby (but spliceosomal movement is slow, see introduction), active transport 
or even the  DNA moving to a nuclear domain where splicing is more prevalent 
(Jerković et al., 2019). This topic would make an interesting further study. 
2.4 Reinterpretation 
Since the paper was written there have been new developments and 
reinterpretations of the results, some of which have already been mentioned. 
The poorer performance of the tetOFF system is probably due to residual 
doxycycline and metabolic changes because of centrifugation. There is 
evidence in the RT-qPCR data of the first wave of transcription setting up the 
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spliceosome (Aitken et al., 2010). The degradation rates are interesting on re-
examination; evidence of co-transcriptional degradation and the likelihood that 
spliceosome disassembly is the limiting factor. The concept of checkpoints in 
splicing has also given new ways of approaching the problem of mis-splicing.  
2.5 Impact 
This paper describes the development of fundamental tools, and the initial 
results were the basis of a subsequent publication (Alexander et al., 2010). 
This later paper has had a major influence on the field of co-transcriptional 
splicing and is highly cited. Data derived from this chapter's study was also 
used to model transcription and co-transcriptional processing (Aitken et al., 
2010). 
The cleavage assay provided clear evidence for co-transcriptional splicing of 
the reporter transcripts, and was the forerunner, and possibly the inspiration 
for, nascent RNA-seq, NET-seq and SMIT. 
2.6 Contribution 
Work towards the Quantification of Transcripts in Populations of Cells section 
was developed and performed entirely by me, including the FACs analysis. I 
also developed the sampling strategy of placing the samples directly into 
alcohol on dry ice to rapidly fix cell metabolism. The PCR system for assaying 
splicing was developed and validated entirely by me, and I produced the RT-
qPCR data for Table 1A. Some of the RT-qPCR assays used for P.Figures 4 
and 5 were also performed by me, in collaboration with Dr Ross Alexander. I 
developed the 3’ end cleavage assay, although the data shown were produced 
by Dr Alexander. The RiboSys consortium met throughout the project to 
discuss results, interpretation and problems. I was an active member of those 
meetings. 
All additional data presented in this chapter are my own, as is any re-
interpretation of the results and conclusions from the publication. 
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3 Metabolic Labelling of RNA Using Thiouracil 
Model of thio-labelling and splicing. The blue bar is an intron-containing gene, 
bars coming from it are RNA, yellow portions are thio-labelled & red unlabelled. 
Models of post- and co-transcriptional splicing along with a pause for splicing 
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3.1 Research Articles 
This chapter is based on the peer-reviewed publication: Barrass, J.D., Beggs, 
J.D., 2019. Extremely Rapid and Specific Metabolic Labelling of RNA In Vivo 
with 4-Thiouracil (Ers4tU). J Vis Exp (Journal of Visualized Experiments). 
Figures from this publication will be referred to as P.Figure followed by the 
number. 
This is a methods paper and video describing the thio-labelling procedure in 
exquisite detail. Development of this procedure will be discussed along with its 
limitations. 
3.2 Aim 
The aim of metabolically thio-labelling RNA is to be able to purify, sensitively 
and specifically, nascent or newly synthesised RNA (nsRNA). 
3.3 Experiments 
The nucleotide analogue, 4-thouracil (4tU), is readily taken up by cells and 
incorporated into RNA as it is transcribed in vivo. This allows isolation of RNA 
produced during the brief period of labelling by covalently coupling a biotin 
moiety and affinity purifying using streptavidin coated beads. The more specific 
the purification of the newly synthesised thiolated RNA from pre-existing RNA, 
the less background of processed RNA one will have. Achieving a good yield 
of newly synthesised RNA and a low background of old RNA makes shorter 
labelling times possible and increases the temporal resolution. 
All aspects of the protocol were optimised with the aim of improving 
robustness, usability, sensitivity and to reduce background. Protocols 
optimised for sensitivity are often themselves sensitive to slight variations in 
protocol, user, or environment; they are neither robust nor easy to perform. 
Making the protocol robust and reducing background often had the benefit of 
improving signal over noise which is more desirable than outright sensitivity.   
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3.3.1 Development of the Thio-labelling Protocol 
There were several challenges to overcome in order to purify the RNA 
transcribed during very short labelling times. The thio-modified base must be 
rapidly imported into the cells and in sufficient quantities to be incorporated 
efficiently into the RNA. Any side effects of a nucleotide analogue on cell 
metabolism should be minimised. The cell metabolism, especially 
transcription, RNA processing and degradation must be stopped rapidly so that 
the duration of labelling is accurate. RNA extraction should be fast, efficient 
and not damaging to the RNA. The yield of purified, newly synthesized RNA 
should be optimal to obtain a high signal to noise ratio.  
Optimisation and development of the protocol were performed using the 
principles of Good Manufacturing Practice. 
3.3.1.1 Labelled Nucleotide Analogue 
Labelling with 4tU proved more successful than with 4-thiouridine (4sU) or 
other thio-modified nucleobases as the source of the thio groups (Figure 1). 
The reasons for this are unclear, but the high solubility of 4tU in 1M NaOH 
reduces the toxic effect of the labelling process compared with organic 
solvents that are required to solubilise some nucleotide and nucleoside 
analogues.   
The presence of 4-thiouracil in growth media at concentrations greater than 50 
µM for long periods has been observed to disrupt nucleoli (Burger et al., 2013). 
However, the 10 µM concentration used in this protocol, and the extremely 
short labelling times,  minimises  deleterious effects while still yielding enough 
RNA for downstream analysis (P.Figure 1a) (Burger et al., 2013).  The addition 
of a non-labeled (thio-free) nucleoside chase eliminated any reduction in 
growth rate. 
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import the chase uridine. Therefore, in the plasmid-encoded gene the Fui1p 
PEST motif was inactivated by two point mutations. 
3.3.1.3 Rapid Sampling 
It is important with short thiolation times that cell metabolism is stopped rapidly, 
and for this methanol on dry ice was used. Methanol is preferred over ethanol 
as the growth medium/methanol mix has a lower freezing point, and methanol 
is generally cheaper. Methanol also preserves the nucleic acid content better 
than other methods at the cost of membrane integrity, a benefit in this 
application (Hobro and Smith, 2017). To speed up the sampling time as much 
as possible, the sample was poured directly into the fixative. 
Initial experiments involved large sample sizes, often 400 ml of a log phase 
culture. This proved expensive and difficult to handle. Following optimisation 
of the RNA extraction method much smaller sample volumes could be 
handled, fixed more effectively and extracted much more efficiently, resulting 
in higher yield of nsRNA per ml of sample taken. 30 ml of sample was chosen 
as conveniently fitting in a 50 ml centrifuge tube containing 20 ml of methanol. 
This allowed much shorter sampling intervals, down to 15 seconds (or 10 with 
two operatives), see Figure 2. 
 
Figure 2: Improvements in the thio-labelling protocol between 2015 and 2019 
Total thiolated RNA recovered from the experiments described in (Barrass and 
Beggs, 2019) (this chapter), and (Barrass et al., 2015) (chapter 4). Note that 400 
ml of culture was used in 2015 and just 30 ml in 2019. 
 Investigations of RNA production and processing in Saccharomyces cerevisiae 
Thio-labelling protocol  85 
3.3.1.4 RNA Extraction 
Extraction of total RNA can be done by many methods, although those based 
on chaotropic, thio-containing compounds were discounted to prevent it 
competing with thiolated RNA for biotin. For recovery of mRNA, LiCl 
precipitation is preferred, as tRNAs are less efficiently precipitated. It is 
advantageous to remove tRNAs as their rapid transcription and naturally 
thiolated nucleotides (Gustilo et al., 2008) results in much of the biotinylated 
RNA being tRNA. The reduced recovery of tRNA could be due to poor 
precipitation efficiency of small RNAs and/or those with extensive secondary 
structure. Therefore, if small, highly structured RNAs are of interest, traditional, 
alcohol based RNA precipitation methods are recommended. 
3.3.1.5 nsRNA Biotinylation   
For recovery of thiolated RNA, biotin is attached via the thio groups. As 
detailed in this protocol the use of HPDP-biotin was preferred. MTS-biotin is 
an alternative that can increase RNA recovery (Duffy and Simon, 2009), but is 
unsuitable for this protocol as it also increases the background. The 
biotinylation reaction was performed at 65 °C to reduce precipitation, seen with 
some batches of HPDP. If a permanent attachment between the RNA and 
biotin is desired maleamide-biotin could be used, in which case the optional 
TCEP reduction is strongly recommended in the protocol.   
The magnetic rack seen in the video is of my own design and manufacture and 
superior to commercially available racks. 
Whatever the biotinylation reagent, free biotin must be removed prior to further 
purification and this was achieved by a combination of a size exclusion column, 
another LiCl precipitation and multiple ethanol washes. 
3.3.1.6 nsRNA Purification 
The biotinylated RNA is affinity purified on streptavidin-bound magnetic beads. 
This protocol is similar to others reported previously (Dölken et al., 2008) but 
again intensively optimised to reduce background. To this end low binding 
centrifuge tubes are recommended, glycogen used to block the beads, and a 
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combination of detergents and salts in the sample buffer to minimise non-
specific binding of RNA to the beads. The background of previously 
transcribed RNA cannot be completely eliminated due to thio-modified bases 
that occur naturally in some tRNAs and residual non-specific RNA binding. 
The RNA is eluted from the beads by reducing the disulphide bond between 
the RNA and the linker to the biotin, releasing the original thiolated nsRNA.  
High concentrations of beta-mercaptoethanol, in excess of what is needed to 
release the RNA, were used to better preserve the RNA. The RNA is then 
precipitated and stored until required. 
3.3.2 Types of Experimental Design 
There are several experimental designs that can be used in the performance 
of a thio-labelling experiment, as explained in the paper. One approach 
involves continuous labelling, where 4tU is added and samples taken at 
intervals. This type of experiment can follow the kinetics of RNA creation and 
processing; an example is P.Figure 3B where splicing of a pre-mRNA is 
monitored.  
Another experimental design uses discontinuous labelling. In this type of 
experiment a change in growth conditions is induced at time 0 and at intervals 
a portion of culture is labelled for a consistent period of time. This is illustrated 
best in P.Figure 2 and the animation accompanying it. Note, a growing culture 
is split into as many cultures as will be required, the cells are allowed to recover 
from the shock of being decanted before starting the labelling. These sub-
cultures are identical to each other as is possible and all flasks and media pre-
warmed. The results of this type of experiment are presented in P.Figure 3d, 
where a protein has been depleted using the β-est AID system (see chapter 
6); the culture was labelled for 1 minute at different times and changes to the 
RNA processing monitored as levels of the target protein decreased.  
Another approach is a pulse-chase experiment (P.Figure 3C), which can be 
used to monitor processing and decay. A short labelling with 4tU is followed 
by a chase with a large excess of uridine (not thiolated). A possible additional 
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type combines a pulse-chase with a change in growth. In this design the pulse 
is delivered before the change in growth and the chase along with the change. 
This technique is very powerful for monitoring effects that happen rapidly on 
the change of condition. For longer term changes, the pulse could be delivered 
at intervals after that change, but the practicalities of performing this 
experiment would make it very challenging. 
3.4 Results 
3.4.1 Growth in 4-thiouracil  
4tU is toxic and causes slower growth (P.Figure1a) (Burger et al., 2013), the 
concentration used here, 10 µM, does affect growth, but a lower concentration 
does not lead to effective thio-labelling. P.Figure 1a shows growth over several 
doublings (OD600 0.1 - 0.6). It is not known exactly how 4tU affects cell 
metabolism and growth. If the main effect is on rRNA processing, it is unlikely 
that splicing is affected in the labelling time scales advocated in this study. If 
there is a systemic effect due to, for example, weaker hydrogen bonding 
involving S-H groups rather than O-H groups (Mielcarek and Dołęga, 2016), 
then splicing could be directly affected. 
3.4.2 RNA Recovery 
RNA yield was remarkably consistent (P.Figure 1b, inset)  and nsRNA 
recovery increased linearly with labelling time. Figure 2 shows that 10 minutes 
of labelling was saturating. The bioanalyser traces (P.Figure 1A main graph), 
show an absence of tRNAs (the smallest peak is 5S rRNA), due to LiCl 
precipitation. The rRNA peaks are visible at time point 0, so either it has not 
been possible to remove all total RNA contamination or some rRNA is thiolated 
too. rRNA and its intermediates build up rapidly. The build-up of these 
intermediates shows no sign of decreasing so rRNA processing could be 
affected by 4tU, perhaps this is work for the future. The increase of signal 
between the rRNA peaks is due to mRNAs, including pre-mRNA. Compared 
to rRNA build-up these intermediates do show signs that an equilibrium is 
being reached.  
 Investigations of RNA production and processing in Saccharomyces cerevisiae 
Thio-labelling protocol  88 
3.4.3 Newly Synthesised Splicing Intermediates 
RT-qPCR analysis with the set of ACT1 PCRs on the nsRNA revealed splicing 
of ACT1 pre-mRNA in vivo, P.Figure 3b, c and d. In all cases, the level of each 
RNA species is normalised to the level of that RNA at steady state. As there is 
so much more mRNA in steady state RNA the result is further normalised to 
exon, to produce a plot where all species can be seen relative to one another. 
The experiment in P.Figure 3b is a simple thio-labelling and thio-labelled RNA 
accumulates. In comparison to the steady state the pre-mRNA and lariat 
achieve a level where production matches removal. For both these species 
this is 45 seconds after the labelling begins. If we allow about 15 seconds for 
4tU to be imported, the ribose, 3 phosphates added, and finally transport to 
the nucleus, this would indicate a time for first step of approximately 30 
seconds. Lariats have very much the same profile as pre-mRNA implying that 
the first step (probably spliceosome assembly) is the rate-limiting step. 
Plot c is the result of thio-labelling with a pulse chase. The culture was labelled 
for 25 seconds and then chased with a 500-fold excess of uridine. 45 seconds 
(i.e. 20 seconds after the end of the pulse), is required for the maximum level 
of pre-mRNA. After this time, splicing removes the pre-mRNA faster than 
transcription makes labelled pre-mRNA (if we ignore degradation). This 
provides an estimate of the first step of splicing taking in the order of 20 to 35 
seconds. Notice that the lariat plateaus about the same time as the pre-mRNA. 
The pre-mRNA RT-qPCR target spans the BS, overlapping with the 3’SS PCR 
product, so the time taken to transcribe that small distance is probably 
irrelevant. The lariat peak persists slightly longer and only declines after 
another 30 seconds compared to the pre-mRNA. This tipping point is where 
production by the first step is exceeded by removal after the second step. 
Thus, the second step of splicing and lariat release takes approximately 30 
seconds after first step. The lariat peak is broader as the level of lariats is the 
result of 3 processes: transcription, 1st step and de-branching, all with variable 
times. Both the pre-mRNA and lariat decline slowly, so there must be variability 
in the rates at which individual transcripts are processed. The rates of decline 
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of pre-mRNA and lariat are superficially similar, once more the most likely 
explanation is that the first step of splicing is rate-limiting. 
P.Figure 3d was produced in an experiment where the second step splicing 
factor Prp16p was depleted and is discussed in chapter 7. 
3.5 Modelling Splicing 
A simulation of thio-labelling and splicing was created in MS Excel. The 
principle is illustrated on the front page of this chapter. Essentially the length 
of each segment indicates the amount of RNA recovered. Although crude it 
does have some power and many parameters can be changed to assess their 
effect on nsRNA production and recovery, Figure 3.  
The output of the simulations should be compared with P.Figure 3b. Clearly 
the experimental data do not agree with the post-transcriptional splicing model. 
The two co-transcriptional models, including where transcription pauses to 
allow splicing to happen, are similar. The dip in the co-transcriptional lariat and 
pre-mRNA at the last point is due to the exon signal continuing to rise while 
the pre-mRNA and lariat plateau at time point 9 (T9). This is the point at which 
an entire virtual transcript is thiolated, the intermediate species are at their 
maximum labelling but the mRNA is a stable species and continues to raise 
mRNA and exon levels. If a longer transcript or mRNA turnover was modelled 
this dip would be reduced. In the pausing model exon build up is slower as the 
RNA is not being thio-labelled while paused. The model assumes that splicing 
occurs immediately after the 3’SS is transcribed, if this is not the case and 
splicing can occur at any time after the 3’SS has been transcribed (albeit 
close), then the peak at T6 and drop at T9 will be flattened out making the 
simulation match experimental data more closely. Splicing is certainly co-
transcriptional for ACT1. 
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Figure 3: Thiolation and Splicing Model 
Modelling precursors, intermediates and products of splicing. All data were 
normalised to steady state (SS RNA) and exon levels. Relative abundance of 
regions equivalent to the RT-qPCR products are plotted. All levels and times 
arbitrary units 
A) Simulations of the 3 models of splicing: post-transcriptional, co-transcriptional 
and co-transcriptional with a pause. The pause is modelled to occur once the 3’SS 
has been transcribed and to allow both steps of splicing to occur 
B) Models of RNA degradation related to the presence of thio nucleotides at the 
locations and stages indicated. These are based on the pause for co-transcriptional 
splicing model, although very similar traces are observed for the co-transcriptional 
splicing model. 
C) Factors that affect kinetics, modelled on the pause for co-transcriptional splicing 
model. These factors are indicated by the black line on the plot (arbitrary units). 
Top: delayed thio-UTP delivery to the site of transcription. Middle: pulse of 
productive transcription initiation on the addition of 4tU (depressing initiation also 
had no effect). Bottom: Pulse of elongation on addition of 4tU, polymerases starved 
of uridine could increase elongation if uracil is added. Decreasing expression had 
little effect. 
 
The pulse-chase, P.Figure 3c, would suggest there is a degree of flexibility in 
timing of splicing, but a more subtle model is required to test this. In the 
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pausing model the lariats at T1 are not detectable. This is because any lariat 
containing species is paused and so cannot be thio-labelled. At later time 
points RNA that has been labelled is spliced so lariats can be detected. A 
pause for both steps of splicing is modelled, a pause for just first step or 
spliceosome assembly would yield label lariats at T1 and would therefore fit 
the data better. By comparing the simulations and data it is not possible to tell 
if there is a pause or not, but one to allow events after 1st step is unlikely. 
Figure 3B models a situation where thiouracil at various sites (5' end of the 
transcript, 5'SS and BS) on the transcript leads to decay of that transcript. 
None of the modifications tested, of which examples are shown here, either 
affected the profiles or matched what is seen in the data. Thio-labelling causing 
degradation of RNA is not something that needs to be considered when 
analysing the data. A similar conclusion can be drawn on stabilising the thio-
labelled RNA (not shown). 
However, when the time taken for the 4tU to be imported, ribose added, 
phosphorylated and transported to the site of transcription is taken into 
account, Figure 3C top, the simulations match the data slightly more 
accurately, so this is a factor that needs to be considered.  
A pulse of transcription initiation could arise with the addition of uracil into a 
culture lacking uracil. However, this does not affect the simulation, here any 
increase in initiation is cancelled out by the exon normalisation, which also 
experiences an increase in initiation. This is unlikely to be an important factor 
(Figure 3C bottom). Neither does assuming a decrease in transcription rate 
match the experimental data (not shown). 
One parameter for which this model has been beneficial is assessing the 
contamination of the purified sample by pre-existing RNA. Despite efforts to 
minimise this there is still significant carry-over of unlabelled mRNA. An 
estimation of the degree of contamination is provided in chapter 4. Given the 
massive abundance of total RNA, only a tiny portion of this needs to be bound 
non-specifically or even naturally thiolated to affect the results for mRNAs in 
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the nsRNAs fraction. The levels of splicing intermediates, and so all transient 
RNA species enriched in thiolated RNA, are not significantly affected by 
contamination as their levels are so low in steady state. This insight must be 
accounted for in future work. 
From the model; splicing is co-transcriptional, and transcription may pause, 
but that it is unlikely to be after step 1. Levels of exon and mRNA need to be 
treated with caution as there is contamination from unlabelled RNA. However, 
comparative studies can still be performed. Factors that affect the 5’ end, such 
as degradation or initiation rate change are controlled for by exon and steady 
state normalisation. Thio-related degradation of mRNA does not seem to 
occur, and neither does a change of transcription rate due to an influx of uracil. 
From this it can be tentatively concluded that pre-mRNA metabolism is not 
affected by the presence of 4tU and the slower growth is most likely due to 
problems in rRNA processing, possibly pseudouridylation. 
3.6 Re-interpretation 
3.6.1 Comparison with Other Methods 
For direct kinetic measurements of RNA transcription and processing, various 
approaches have been used to distinguish newly transcribed RNAs from pre-
existing species.  
3.6.1.1 Reporters 
One approach is to use inducible reporter genes with low background of 
uninduced transcription, monitoring the status of the nascent RNA by RT-
qPCR or fluorescent probes that distinguish RNA intermediates, see chapter 
2. Kinetic information can be obtained from immediately after induction until 
steady state is reached, which is essentially when transcription is in equilibrium 
with degradation of the transcript, this may take only a few minutes. However, 
the results are limited to that reporter gene (or to closely related sequences), 
that can be constructed and then introduced into cells. The reporter must be 
distinguishable from endogenous yeast sequences, at least a modified yeast 
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gene. It also loses much of its utility once steady state has been reached, when 
it becomes no more informative than an endogenous gene. 
3.6.1.2 Run-On 
For genome-wide studies, nuclear run-on transcription, or Genomic (or Global) 
Run-On (GRO) (Garcı́a-Martı́nez et al., 2004) detects transcripts in the 
process of being elongated. This is often performed with purified nuclei, with 
sarkosyl added to pause RNAPII and inhibit new initiation events. The sarkosyl 
is removed and the polymerase allowed to run-on, producing transcripts from 
previously engaged polymerases. The new transcripts are labelled with 32P-
labelled nucleotides or modified nucleotides, such as 5-bromouridine 
triphosphate (BrUTP) (Core et al., 2008) and detected and affinity-purified with 
anti-BrUTP antibodies.  In a variation of this approach, transcription elongation 
is stalled by addition of 5,6-dichloro-1-β-D-ribofuranosylbenzimidazole (DRB) 
prior to addition of the label, then the DRB is removed by washing, allowing 
transcription to resume. A significant disadvantage of these approaches is that 
the chemical treatments may disrupt regulation of transcription and/or 
downstream processing events and, more generally, disturb cell physiology. 
3.6.1.3 Other Metabolic Labelling Technologies 
Metabolic labelling of RNA has a long history of using radionuclide reporters. 
For example, inorganic 32P was fed to mammals and the RNA extracted and 
analysed (Hokin and Hokin, 1954). A major drawback of radionuclide studies 
is that the labelled RNA cannot be extracted from the unlabelled, so analysis 
of the RNA is limited to obvious parameters such as amount and changes in 
length.  
Click-iT (Life technologies) is an alternative, commercially available, metabolic 
labelling technique that can label RNA with an ethylene-modified uracil, added 
to the culture medium. This has the advantage that ethylene-modified 
nucleotides do not occur naturally, so background is low. Biotin can be 
covalently bound to the ethylene group but the linkage to the biotin is 
permanent, precluding recovery of the RNA for analysis of quality, and 
reducing the efficiency of reverse transcription. Also, the reagents are much 
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more expensive than for the 4tU protocol described here. Finally, the presence 
of the bulky ethylene-modification on nucleotides could have effects on the 
cell's metabolism. 
Other studies have used thio-modified uridine or uracil, as reviewed by Tani 
and Akimitsu, (2012). Some have claimed “ultra-short” labelling for 5 minutes, 
appropriate for the kinetics of RNA processing to be measured in human cells, 
(Windhager et al., 2012), or labelling 2.5 minutes or more to measure 
transcription and degradation rates in budding yeast (Neymotin et al., 2014). 
However, none of these approached the 30 second resolution needed to 
analyse fast RNA processing events such as splicing in budding yeast. 
To measure mRNA decay rates in budding yeast, Munchel et al. (2011) 
followed a prolonged thio-labelling with a chase that involved spinning cells 
down and resuspending them in new growth medium, a perturbation that has 
the potential to subtly alter gene expression (see Figure 4). The protocol in this 
chapter involves a 25 second pulse with low amounts of 4tU that can easily be 
overwhelmed in chase by the addition of a small volume of un-thiolated uridine 
without having to perform a time consuming and perturbing exchange of 
growth medium. 
A more recent technique modifies the thiolated nucleotide so that it is detected 
as cytosine in high throughput sequencing (Riml et al., 2017; Schofield et al., 
2018). This recoding reaction potentially allows analysis of nsRNA without 
purification. However, recoding requires all RNA to be sequenced, whereas 
purified nsRNA can be assayed by quicker and cheaper techniques, such as 
RT-qPCR. Another factor to consider is that, as all the RNA is sequenced, low 
abundance RNA species labelled for a short time will give rise to very few 
sequence reads, unless they can be enriched first. The protocol in this chapter 
is compatible with purification of the thiolated RNA followed by recoding and 
sequencing. 
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Figure 4: Centrifugation affects gene expression 
Thio-labelling for 1 minute, just before centrifugation and 1, 2, 3, 5 and 15 minutes 
after centrifuging (3,000g for 3 min) and resuspending back in the media it was 
growing in before. mRNA from the indicated gene detected using RT-qPCR. 
A The expression of ribosomal protein genes and ALG9 clearly dips and recovers 
B Transcription factors involved in nitrogen metabolism change expression. 
Negative regulators (DAL80 and GZF3) and positive regulators (GAT and GLN3) 
both increase expression but show signs of returning to basal level by 15 minutes 
post centrifugation. 
2 biological replicates, error bars are standard error 
 
Above all, the primary advantages of the ers4tU protocol over others are that 
it is sensitive, specific and background is greatly reduced, conferring power 
and flexibility. 
3.6.2 Limitations 
The ers4tU protocol has limitations that are important to appreciate. In order 
to achieve extremely brief thio-labelling the culture has to be grown without 
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uracil or uridine in the growth medium, therefore, it is necessary to use a URA+ 
strain. Also, because uracil is limiting, it is conceivable that the addition of any 
uracil, even in the small amounts recommended, could cause a pulse of 
transcription. Although this seems unlikely in light of simulations where this is 
modelled (Figure 3).   
In 4-thiouracil, an oxygen that is important in base-pairing is replaced by 
sulphur, which will have reduced base-pairing potential that could result in 
errors during transcription and could potentially affect RNA secondary 
structure. Growth of yeast in the presence of 10 µM 4tU is slightly slowed 
(P.Figure 1a). Growth recovers with a chase, so much so that any transient 
reduction is not noticeable in a growth curve; any toxic effects are not 
permanent. There is a report of rRNA processing disruption in human cells 
after prolonged growth with >50 µM 4sU (Burger et al., 2013); much longer 
times and higher concentrations than those used here. A possible reason 
could be that pseudouridylation of rRNA is inhibited. Poor growth is a problem 
common to all modified nucleotides and it is hoped that these effects are minor 
in the few seconds to minutes of thiolation possible here. 
As the nucleotide analogue is uracil, transcripts containing many Us could be 
overrepresented in the nsRNA. This has been tested with the system used 
here and found not to be significant other than for the U snRNAs (Barrass et 
al., 2015), however this apparent enrichment is in doubt, see chapter 4. 
Polymerases paused on genes throughout the thiolation time will not produce 
transcripts that can be purified. Strains that transcribe poorly, either because 
of a mutant phenotype or poor growth conditions such as starvation, are also 
poor subjects for ers4tU, although the techniques used here will nevertheless 
improve recovery of newly synthesised RNA compared to other methods. 
Longer times and increased culture volumes may be necessary in these 
strains and conditions.  Note that uracil is a good source of nitrogen and so 
this method cannot be used for studies involving nitrogen starvation (data not 
shown). 
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3.6.3 Applications of this Method 
This technique was used to identify and purify nsRNAs (P.Figure 3) and to 
estimate the rates at which they approach steady state levels. High throughput 
sequencing of transcripts isolated in this way can provide details of 
transcription, RNA processing and RNA decay transcriptome-wide, as in 
chapter 4. However, useful information can also be obtained for individual 
genes using RT-qPCR, for example to analyse the kinetics of pre-mRNA 
splicing (Aslanzadeh et al., 2018). 
The ers4tU protocol can be combined with targeted protein depletion, see 
chapters 6 and 7, to monitor the effect on RNA metabolism as a protein level 
declines. 
The ers4tU protocol is particularly useful for analysis of short-lived RNAs, 
many of which are so rapidly degraded that they cannot be identified without 
crippling the degradation machinery. Examples include cryptic unstable 
transcripts (CUTs), see chapter 4, promoter proximal events such as promoter 
proximal pausing (Adelman and Lis, 2012) and antisense transcription  from a 
promoter (PROMPTs) (Preker et al., 2008). The ers4tU protocol is exceptional 
in permitting highly transient RNA species to be captured and analysed under 
near physiological conditions, a huge advantage over other methods. 
3.7 Contribution 
Although the fundamentals were established previously (Dolken et al., 2008), 
the work presented was developed anew from first principles by myself. All 
data and figures were generated by me and I am the corresponding author of 
this publication. 
All additional data presented in this chapter are also my own, as is any re-
interpretation of the results and conclusions from the publication. 
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4 An Analysis of nascent RNA 
Violin plots of factors that might speed or slow splicing, see the publication for 
details. None of these intronic parameters affected splicing speed. 
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4.1 Research Article 
This chapter is based on the peer-reviewed publication: Barrass, J.D., Reid, 
J.E., Huang, Y., Hector, R.D., Sanguinetti, G., Beggs, J.D., Granneman, S., 
2015. Transcriptome-wide RNA processing kinetics revealed using extremely 
short 4tU labelling. Genome Biology 16, 282. 
Figures from this publication will be referred to as P.Figure followed by the 
number. 
An analysis of newly synthesised RNA (nsRNA), performed using newer 
version of the method in the previous chapter 
4.2 Aim 
To identify and analyse transient RNAs, such as unstable transcripts and 
processing intermediates in snoRNA maturation and the splicing reaction. 
4.3 Experiments 
The thio-labelling procedure was almost as described in chapter 3 (Barrass 
and Beggs, 2019). The RNA extraction was an earlier variant, using “hot 
phenol” rather than lysis by grinding in a “Beadbeater” (Mini-Beadbeater-24, 
biospec.com). A standard ethanol precipitation was used to concentrate the 
RNA, rather than LiCl used in the later protocol, resulting in large amounts of 
tRNAs biotinylated and purified (as some tRNAs are naturally thiolated). Fifty 
times more 4tU was also used. As this procedure was far less efficient, larger 
samples were required, resulting in poor time resolution compared with that 
achieved later. In this experiment 1.5, 2.5 and 5 minutes of thio-labelling was 
used. The RNA prepared was subject to high-throughput sequencing with 
validation of some of the results undertaken by RT-qPCR, as described in the 
introductory chapter. 
4.3.1 nsRNA Recovery 
It is interesting to compare RNA recovery from the publication in this chapter 
with the recovery in the JoVE publication in the previous chapter (chapter 3 
Figure 2). Although the protocol was not as optimised the RNA purification is 
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still well above background level (time 0) and shows impressive linearity of 
RNA recovery with labelling time. 
Two unlabelled samples were also sequenced to provide a background value, 
<9.1 % of the signal; not an unreasonable value (see chapter 3), and one which 
does not preclude useful analysis of nsRNA. Transcripts containing more uracil 
might be more efficiently purified. This was tested for and found not to bias the 
number of reads (P. Figure S2 and P.Table S2), except the snRNAs, U1 to U6, 
which are enriched. These are unusually U rich (hence their name), at 34 % 
U. However, this class also includes U3, one of the most abundant transcripts 
in the cell. Both copies of this gene have an intron so the increase could be, at 
least partially, due to their introns being detected in the nsRNA. The number 
of Us present also correlates with number of reads in the steady state RNA 
sample, which has not been purified using thiouracil and so cannot have been 
enriched. The correlations are probably a statistical anomaly due to their high 
abundance and small number of genes that can be tested. 
4.3.2 Thio-labelling Captures Transient RNAs  
From P.Figure 2A, several classes of transcripts show considerable 
enrichment in early thio-labelling time points versus steady state RNA (total 
RNA). Note that this is numbers of genes significantly enriched, not their 
degree of enrichment. Intron-containing transcripts and snoRNAs are highly 
enriched but decline rapidly to only a few more than steady state RNA levels 
by 5 minutes of thio-labelling. This implies rapid processing/degradation. Anti-
sense RNAs and the CUTs, SUTs and XUTs are enriched, and many stay 
enriched at 5 minutes. For this to be the case these RNAs must persist over 
the course of the thio-labelling; if they were degraded so rapidly that essentially 
all of the transcripts in steady state were newly transcribed RNAs, they would 
not be enriched over steady state in the nsRNA fraction. The tRNAs are always 
enriched and this does not decline at longer times as the other categories do, 
the most likely explanation being endogenous thio-labelling (see chapter 3). 
26 tRNAs were identified as thio-modified in this study, see P.Figure S1 for 
these tRNAs. 
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4.3.3 Processing snoRNAs and rRNA  
The processing of rRNAs could not be properly assessed (P.Figure 2B) as, 
unlike the other RNAs analysed, rRNAs were depleted from the steady state 
RNA so this sample could not be used as a control. The processing does seem 
slower than expected, precursors still very apparent even in the 5 minute 
sample. This could be related to rRNA processing defects possibly due to 
problems with pseudouridylation of thio-modified uracils in rRNA. 
The snoRNAs (P.Figure 2C, D and E), on the other hand, produced some of 
the most compelling evidence of processing, this can be followed through the 
time course in the figures. The processing of snR13 matches the rrp6 deletion 
strain in that 3' RNA sequences are retained (P.Figure 2C). The downstream 
RNA normally removed by Rrp6p is retained in the rrp6Δ strain, so the 
unprocessed RNA accumulates. The peak just after the promoter of the 
polycistronic cluster (D) is intriguing and not seen in the steady state RNA. 
This peak declines as a proportion of the reads through the time course 
implying that either it is the product of a processing event that leads to its 
complete elimination in total RNA or that there is abortive transcription from 
this promoter. A strong possibility is that this is the 5’ stem  loop common to s. 
cerevisiae snoRNAs that is normally cleaved off by the exonuclease Rnt1p 
(Chanfreau et al., 1998). Rnt1 is co-transcriptionally recruited by the 3’ end 
processing factor NNS (Nrd1/Nab3/Sen1) complex at the 3’ end of the 
transcript (Grzechnik et al., 2018). This would therefore be a post-
transcriptional event, the cleaved 5’ end of the RNA presumably persisting for 
a time. Shorter time points would be needed to evaluate the kinetics of this 
processing event. 
One snoRNA, snR78, is abundant in steady state, but is poorly represented in 
nsRNA, it is not clear how this situation arises, but it is probably more stable 
than other snoRNAs once successfully processed.  
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4.3.4 Unstable Transcripts 
Kinetics of degradation of CUTs and SUTs can also be established from the 
data. As stated previously they are stable, compared to the introns of pre-
mRNAs. In the thio-labelled samples there is little to distinguish CUTs from 
SUTs at the level of individual transcripts but, as a group, the CUTs are less 
abundant in steady state. Degradation does not follow first order kinetics, so 
presumably it is the combination of several steps. 
With only three time points (P.Figure S3) it is more difficult than implied in the 
paper  to determine the kinetics of unstable transcript degradation. SUTs do 
generally persist longer than CUTs and this could be due to their longer length, 
but this is likely to be a multifactorial process. 
4.3.5 mRNA Splicing Kinetics 
The RNA-seq data set was filtered to retain only transcripts with one intron, 
without an intronic snoRNA and with sequencing data of >10 fragments per 
kilobase per million reads (FPKM). This left 187 transcripts. A probabilistic 
model was applied to the nsRNA sequencing data. This used the unambiguous 
reads (those across junctions broken or formed by splicing) to assign 
probabilities, spliced versus unspliced, to all transcripts. This is discussed in 
more detail in the supplementary information and a subsequent publication 
(Huang and Sanguinetti, 2016). Applying the model did not change the splicing 
ratios but did reduce variability as transcripts with no reads for a particular 
junction could now be assigned probabilistically to a spliced/unspliced 
population (P.Figure S3). This allowed a confidence figure to be assigned to 
the splicing state of each transcript.  Further filtering on confidence was applied 
to the data set.  
82 RPGs and 35 non-RPGs were analysed for their splicing ratio: i.e. probable 
mRNA FPKM / (probable mRNA FPKM + probable pre-mRNA FPKM) for each 
time point. These ratios are displayed in P.Figure 5. The bars in the graph are 
like a histogram but overlapping. In the publication the area under the curve 
(AUC) of this graph is a simple single number metric, however, it is actually 
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the AUC (time points 1.5 to 5) divided by the levels at steady state. Noticeable 
is that RPGs are spliced much more consistently and generally more efficiently 
than even those non-RPGs that survived the filtering processes. This result 
was confirmed by RT-qPCR (P.Figure 6B, displayed along with the sequencing 
profile for these genes, C to E). 
4.3.6 Factors Affecting Splicing Kinetics  
Transcripts were split into fast and slow splicing groups based on their AUC 
measure, and features were sought that might contribute to membership of 
either group (P.Figure 7, S6 and S7). Secondary structure is one of those 
factors; the more stable the structure the more likely the intron was to be slowly 
spliced. This was particularly true when only the body of the intron; 5’SS to 
BPA, is examined. BPA to 3’SS secondary structure has been reported as 
being beneficial to 3’SS selection in some cases (Plass et al., 2012). The 
opposite was observed in this study, but only for non-RPGs. Secondary 
structure could well be beneficial for the less abundant transcripts that did not 
pass through the filtering process. The length of the intron also influences non-
RPGs, albeit minor; faster splicing introns tend to be smaller. The absence of 
an effect of intron length or BP to 3’SS distance on RPGs could be because 
there is less variation of these parameters in these genes (this could also be 
the reason why splice site strengths have little predictive power). Some of 
these findings were reproduced in follow-on study (using the thiolation 
procedure in chapter 3), where splice site strength had an effect on splicing 
fidelity (Aslanzadeh et al., 2018), however, fidelity was not tested in this study. 
The effect of secondary structure on splicing can be tested on paralogous 
RPGs. These genes differ only in their intron sequence and intron secondary 
structure strength does predict their splicing efficiency (P.Figure 7C). 
Poorly spicing RPGs also have an over-abundance of Us in their intron 
(P.Figure 7D). This is not related to secondary structure, as A shows an 
opposite effect. Nor is it related to U bias from the thiouracil used to label the 
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RNA as this does not seem to have affected purification (P.Figure S2 P.Table 
S2 and discussion in 4.3.1). 
Considering all these intron features together (including those discussed in the 
supplementary material), does have some predictive power for RPGs. The 
correlation between predicted splicing strength and actual splicing strength is 
0.578, an R2 of 0.334, roughly 33% of the splicing efficiency is explained by 
the factors chosen. There are factors affecting splicing still to be identified. 
However, many of the RPGs are probably spliced as well as they can be, the 
cluster at the right of the scatterplot (reproduced in Figure 1A), are all very 
efficiently spliced. Spliceosome abundance and maximal splicing rate could be 
the limit to splicing speed (Hochberg-Laufer et al., 2019) not a factor intrinsic 
to the transcript. If these are discounted proportionately more points would lie 
on the slope than presented here, but the small numbers of transcripts reduce 
the statistical power. 
A factor not discussed is whether the branch point A is available to base pair 
with U2, i.e. masked in a stem or available in a loop. Of the introns for which 
secondary structure predictions can be made (RNAfold (Lorenz et al., 2011)), 
46.4 % of all intronic bases are unpaired, the rest involved in forming a stem. 
However, in 211 introns the BPA is predicted to be in a loop, whereas 94 are 
paired in a stem, so 70 % of BPAs being unpaired is remarkable. This has a 
χ2 test P value of <1x10-14 compared to the average intron pairing rate. Even 
given the lack of precision of RNA secondary structure prediction, this must be 
significant. In the fast splicing group, as expected, 71.4 % of BPAs are 
unpaired, in the slow 64.2 %. However, if just the slowest 10 are examined, 
only 40 % are unpaired, which approximates to the general rate of pairing in 
an intron, indicating that these BPAs are not distinguished by secondary 
structure. This higher BPA pairing proportion has a P value <0.05 (χ2) 
compared to the rate of BPA pairing in all introns. These slowest 10 splicing 
introns form a distinct tail in Figure 1A. Having a BPA hidden in a stem could 
be an explanation for their slower splicing. 
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If co-transcriptional splicing occurs, splice sites should be bound by splicing 
factors and the RNA should not have the freedom to form secondary structure, 
particularly not long-range interactions involving all the intron seen in 
YPR187W. For YDR025W (Figure 1C), many of the intronic stems and loops 
are local and could have space to form secondary structure before a 
spliceosome component can bind.  Secondary structure might only be an 
important factor if splicing is post-transcriptional (Eperon et al., 1988). 
However, as most introns are spliced co-transcriptionally, this does not explain 
why the majority of BPA are not involved in intramolecular base pairing. Coding 
region secondary structure does affect gene expression and regulation, 
regions of low Tm RNA being evolutionary conserved (Qi and Frishman, 2017). 
 
Figure 1: Branchpoint A in a stem structure is deleterious to splicing 
A) 6 of the 10 with the lowest observed AUC (indeed 6 of the 8 of the lowest) have 
a BPA predicted to be base-paired in an intronic stem (red). Only the slowest 10 
have had their colour changed to red if paired. From P.Figure 7E 
B) Predicted structure (RNAfold) of the intron in YPR187W (RPO26), the intron 
with the lowest AUC, the BPA (indicated) forms part of a stem. 
C) Predicted structure of the intron in YDR025W (RPS11A), the intron with the 
lowest AUC but with the BPA in a loop. 
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4.4 Re-interpretation 
The AUC measurement is not the actual area under the curve (but AUC/SS 
RNA levels), Transcription has an effect: high transcription increasing the 
AUC. A measure based on the slope would have been better, either the simple 
gradient, or, as I argued, the point at which the splicing would reach SS levels. 
However, the AUC measure is easy to calculate, requires no subjective 
judgements, and in practice produces a useful measure. 
4.4.1 Future work 
It would be interesting to repeat this experiment with the optimised protocol 
described in chapter 3, with earlier and more frequent sampling. This would 
allow much finer resolution and modelling of these processes.  
Secondary structure clearly has an important part to play in splice site 
availability. A future study could examine if freeing a paired BPA, or pairing a 
free BPA, changes the splicing speed and whether folding round the BS was 
local or global to the whole intron.  
4.4.2 Co-transcriptional Splicing 
The data generated in this study were incorporated into the article by Wallace 
and Beggs (Wallace and Beggs, 2017), examining co-transcriptional splicing. 
As discussed in this thesis introduction, it combines nascent RNA-seq, NET-
seq (Churchman and Weissman, 2012),(Nojima et al., 2015) and SMIT 
(Carrillo Oesterreich et al., 2016) data with data from this publication. Between 
these four techniques there is very strong agreement about which pre-mRNAs 
are co-transcriptionally spliced, particularly for RPGs, and particularly if the 90 
% spliced data set is used from the SMIT data.  
The introns were categorised into co- versus post-transcriptionally spliced. 
Most genes were co-transcriptionally processed, only 20 post-transcriptionally 
spliced. Post-transcriptionally spliced transcripts are likely to be amongst the 
poorest expressed and therefore not have passed through the filtering in this 
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chapter’s publication, so there may well be more than 20. All the RPGs are 
predicted to be co-transcriptionally processed and, has been seen here, they 
seem to be a class apart, even from highly expressed non-RPGs. This has 
implications for the 6 introns discussed in the section on the accessibility of the 
BPA. Co-transcriptional splicing implies that the RNA near the BS would be 
only briefly un-bound by splicing factors, so how secondary structure arises in 
this region is not clear. 
Transcripts with introns known to have splicing regulated by a protein binding 
the RNA specifically; RPL30 (Vilardell and Warner, 1997), RPS14A&B (Fewell 
and Woolford, 1999), YRA1 (Preker and Guthrie, 2006), DBP2 (Barta and 
Iggo, 1995) and RPL9A (Petibon et al., 2016)  are outliers in all assays where 
they have been detected. For those that can be detected by the experimental 
systems, degradation mediated by a protein binding to an intron seems to be 
co-transcriptional also. 
YRA1 is interesting in that it shows cell cycle dependant splicing; it encodes a 
component of the RNA export pathway. 
 
 
Figure 2: Splicing of 
YRA1 
Microarray determination 
of YRA1 spicing on 
release from hydroxyurea 
cell cycle arrest. YRA1 is 
particularly poorly spliced 
in G2 and M phase. This 
result was confirmed by 
flow cytometry estimation 
of cell cycle phase and 
PCR validation of splicing 
(not shown). 
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4.4.3 Decay and Export 
This technique was used by another group (with which I collaborated), to 
examine degradation when export is blocked (Tudek et al., 2018). Export was 
blocked by the rapid depletion of Mex67p, a component of the export 
heterodimer with Mtr2p. Yra1p is an adaptor protein, as is the nuclear poly A 
binding protein Nab2p. Depletion of Mex67p resulted in rapid nuclear 
accumulation of polyadenylated (pA+) mRNA, followed by loss of these 
transcripts and ultimately cell death. RNA fate was assayed by 4tU using the 
protocol described in this chapter and showed that degradation of pA+ RNA 
was not the cause of the loss, but rather decreased production of pA+ RNAs. 
That is, the transcripts were made but not polyadenylated and therefore 
degraded rapidly. Correct termination at the 3’ end was disrupted for a few 
genes leading to run on transcription, suggesting a link between transcription 
and export. Similar results were obtained when other export factor depletions 
were made.  
Nab2p over-expression partially reverses this pA+ RNA loss. The model 
proposed is that nuclear export block leads to pA+ RNA becoming trapped in 
the nucleus, Nab2p is sequestered on these poly(A) tails so none is free to 
bind all the new transcripts. Therefore poly(A) tails are not being added to the 
new transcripts, possibly because CFI/CPF is not displaced from the 3’ ends 
by Nab2p, this leads to occasional run on transcription and degradation of 
unpolyadenylated RNAs 
4.5 Contribution 
The labelling protocol was developed by myself, see chapter 3. Much of the 
cell growth and sampling was performed collaboratively between myself and 
Jane Reid, a PhD student I was supervising. nsRNA preparation was by Jane 
under my tutelage and the RNA Sequencing was done by Jane. Analysis was 
collaborative, between myself, Jane and Yuanhua Huang, Yuanhua did the 
mathematical bioinformatics. I performed all the RT-qPCRs. 
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All additional data presented in this chapter are my own, as is any re-
interpretation of the results and conclusions from the publication. 
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5 eIF4G: Translation Contacts Splicing 
Scan of a splicing microarray; 
See thesis introduction for design details. For this microarray the mutant 
strain's RNA has been reverse transcribed and labelled with Cy3 (red) and the 
wild type with Cy5 (green). The mutant splices poorer; introns are more 
abundant, conversely mature mRNAs are less so. With this labelling strategy, 
the redder spots are probes corresponding to introns, the greener to exon/exon 
junction probes. Probes that do not have different abundances in the two 
samples are a combination of green and red and so appear orange, often these 
are probes to the exons. In this way the splicing status of all intron containing 
transcripts in one sample versus another can be determined.  
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5.1 Research Article 
This chapter is based on the peer-reviewed publication: Kafasla, P., Barrass, 
J.D., Thompson, E., Fromont-Racine, M., Jacquier, A., Beggs, J.D., Lewis, J., 
2009. Interaction of yeast eIF4G with spliceosome components. RNA Biol 6, 
563–574. 
Figures from this publication will be referred to as P.Figure followed by the 
number. 
5.2 Aim 
Metazoan eukaryotic translation initiation factor eIF4G is involved in RNA 
metabolism as well as translation. This study investigated if this is also true for 
eIF4G of S. cerevisiae. Yeast has two copies of the gene encoding eIF4G, the 
paralogues Tif4631p and Tif4632p (Goyer et al., 1993). 
5.2.1 eIF4G/Tif4631p/Tif4632p 
eIF4G's first recorded function was as part of the translation initiation factor 
eIF4F (Grifo et al., 1983). Since its initial identification, several roles in RNA 
metabolism have been proposed (see Figure 1 for known interactions, with 
emphasis on those discussed in the publication). 
5.3 Experiments 
5.3.1 Subcellular localisation 
TAP-tagged Tif4631p was found to be evenly distributed between the nucleus 
and cytoplasm, whereas Tif4632p was mainly in the cytoplasm with only a little 
in the nucleus (P.Figure 1). This observation suggests that the eIF4G may 
indeed have more than a translation role, and that the two versions could have 
a core translation function but different additional functions. 
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Figure 1: Roles of eIF4G 
eIF4G (Tif4631p and Tif4632p in yeast), has roles in both the cytoplasm and the 
nucleus. Indicated are some of the proteins and complexes it interacts with (Das 
and Das, 2016). eIF4G, eIF4A and eIF4E are all part of the eIF4F complex. 
 
A ClustalW (Thompson et al., 1994) and nuclear localisation probability 
(NucPred) (Brameier et al., 2007) plot is shown on the next page. Both 
Tif4631p and Tif4632p are predicted to be nuclear with reasonable confidence. 
They have a NucPred score of 0.98 and 0.92 respectively and, although 
Tif4631p is more likely nuclear than its paralogue, they both have a >88 % 
likelihood of being present in the nucleus, based on correlation between in vivo 
observations and the score. 
From the alignment on the next page the homology is highest from amino acid 
508 in Tip4631p and its counterpart in Tif4632p, amino acid 473, and 
conserved from about 430 (about 400 in Tif4632p). This region includes most 
of the binding sites identified, see later. 
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Tif4631p 1    MTDETAHPTQSASKQESAALKQTGDDQQESQQQRGYTNYNNGSNYTQKKPYNSNRPHQQR  
Tif4632p 1    MTDQRGPPPPHPQQANGYKKFPPHDNQYSGANNSQPNNHYNENLYSAREPHN-NKQYQSK  
consensus     MTD    P                D Q          N  N   Y    P N N   Q    
 
Tif4631p 61   GGKFGPNRYNNRGNYNGGGSFR------GGHMGANSSN------VPWTGYYNNYPVYYQP  
Tif4632p 60   NGKYGTNKYNNRNNSQGNAQYYNNRFNNGYRLNNNDYNPAMLPGMQWPANYYAPQMYYIP  
consensus      GK G N YNNR N  G           G     N  N        W   Y     YY P  
 
Tif4631p 109  QQMAAAGS-----APANPIPVEEKSPVPTKIEITTKSGEHLDLKEQHKAKLQSQ-ERSTV  
Tif4632p 120  QQMVPVASPPYTHQPLNTNPEPPSTPKTTKIEITTKTGERLNLKKFHEEKKASKGEEKND  
consensus     QQM    S      P N  P     P  TKIEITTK GE L LK  H  K  S  E      
 
Tif4631p 163  SPQPESKLKETSDSTSTSTPTPTPSTND--SKASSEENISEAEKTRRNFIEQVKLRKAAL  
Tif4632p 180  GVEQKSKSGTPFEKEATPVLPANEAVKDTLTETSNEKSTSEAENTKRLFLEQVRLRKAAM  
consensus          SK         T          D     S E   SEAE T R F EQV LRKAA   
 
Tif4631p 221  EKKRKEQLEGSSGNNNIPMKTTPENVEEKGSDKPEVTEKTKPAEEKSAEPEVKQETPAEE  
Tif4632p 240  ERKKNGLIS----------ETE----KKQETSNHDNTDTTKPNS--VIESEPIKEAPKPT  
consensus     E K                 T               T  TKP      E E   E P     
 
Tif4631p 281  GEQGEKGQIKEESTPKVLTFAERLKLKKQQKEREEKTEGKENKEVPVQEETKSAIESAPV  
Tif4632p 284  G----------EANEVVIDGKSGASVKTPQH-----VTGSVTKSVTFNEP-EN--ESSSQ  
consensus     G          E    V         K  Q        G   K V   E      ES     
 
Tif4631p 341  PPSEQVKEETEVAETEQSNIDESATTPAIPTKSDEAEAEVEAEAGDAGTKIGLEAEIETT  
Tif4632p 326  DVDELVKDD------DTTEISDTTGGKTVNKSDDETINSVITTEEN--T-----VK-ETE  
consensus        E VK            I             DE    V        T        ET   
 
Tif4631p 401  TDETDDGTNTVSHILNVLKDATPIEDVFSFNYPEGIEGPDIKYKKEHVKYTYGPTFLLQF  
Tif4632p 372  PSTSDIEMPTVSQLLETLGKAQPISDIYEFAYPENVERPDIKYKKPSVKYTYGPTFLLQF  
consensus         D    TVS  L  L  A PI D   F YPE  E PDIKYKK  VKYTYGPTFLLQF  
 
Tif4631p 461  KDKLNVKADAEWVQSTASKIVIPPGMGRGNRSRDSGRFGNNSSRGHDFRNTSVRNMDDRA  
Tif4632p 432  KDKLKFRPDPAWVEAVSSKIVIPPHIAR-NKPKDSGRFGG------DFRSPSMRGMDHTS  
consensus     KDKL    D  WV    SKIVIPP   R N   DSGRFG       DFR  S R MD     
 
Tif4631p 521  NSRTSSKRRSKRMNDDRRSNRSYTSRRDRERGSYRNEEKREDDKPKEEVAPLVPSANRWV  
Tif4632p 485  SSRVSSKRRSKRMGDDRRSNRGYTSRKDREK----AAEKAEEQAPKEEIAPLVPSANRWI  
consensus      SR SSKRRSKRM DDRRSNR YTSR DRE       EK E   PKEE APLVPSANRW   
 
Tif4631p 581  PKFKSKKTEKKLAPDGKTELLDKDEVERKMKSLLNKLTLEMFDAISSEILAIANISVWET  
Tif4632p 541  PKSRVKKTEKKLAPDGKTELFDKEEVERKMKSLLNKLTLEMFDSISSEILDIANQSKWED  
consensus     PK   KKTEKKLAPDGKTEL DK EVERKMKSLLNKLTLEMFD ISSEIL IAN S WE   
 
Tif4631p 641  NGETLKAVIEQIFLKACDEPHWSSMYAQLCGKVVKELNPDITDETNEGKTGPKLVLHYLV  
Tif4632p 601  DGETLKIVIEQIFHKACDEPHWSSMYAQLCGKVVKDLDPNIKDKENEGKNGPKLVLHYLV  
consensus      GETLK VIEQIF KACDEPHWSSMYAQLCGKVVK L P I D  NEGK GPKLVLHYLV  
 
Tif4631p 701  ARCHAEFDKGWTDKLPTNEDGTPLEPEMMSEEYYAAASAKRRGLGLVRFIGFLYRLNLLT  
Tif4632p 661  ARCHEEFEKGWADKLPAGEDGNPLEPEMMSDEYYIAAAAKRRGLGLVRFIGYLYCLNLLT  
consensus     ARCH EF KGW DKLP  EDG PLEPEMMS EYY AA AKRRGLGLVRFIG LY LNLLT  
 
Tif4631p 761  GKMMFECFRRLMKDLTDSPSEETLESVVELLNTVGEQFETDSFRTGQATLEGSQLLDSLF  
Tif4632p 721  GKMMFECFRRLMKDLNNDPSEETLESVIELLNTVGEQFEHDKFVTPQATLEGSVLLDNLF  
consensus     GKMMFECFRRLMKDL   PSEETLESV ELLNTVGEQFE D F T QATLEGS LLD LF  
 
Tif4631p 821  GILDNIIQTAKISSRIKFKLIDIKELRHDKNWNSDKKDNGPKTIQQIHEEEERQRQLKNN  
Tif4632p 781  MLLQHIIDGGTISNRIKFKLIDVKELREIKHWNSAKKDAGPKTIQQIHQEEEQLRQKKNS  
consensus       L  II    IS RIKFKLID KELR  K WNS KKD GPKTIQQIH EEE  RQ KN   
 
Tif4631p 881  SRSNSRRTNNS---SNRHS-FRRDAPPASKDSFITTRTYSQRNSQRAPPPKEEPAAPTST  
Tif4632p 841  QRSNSRFNNHNQSNSNRYSSNRRNMQNTQRDSFASTKTGSFRNNQRNARKVEEVSQAP--  
consensus      RSNSR  N     SNR S  RR       DSF  T T S RN QR     EE         
 
Tif4631p 937  ATNMFSALMGESDDEE  
Tif4632p 899  RANMFDALMNNDGDSD  
consensus       NMF ALM    D   
  
(non-nuclear) negative |||||||||||||||||||||||||||| positive (nuclear) 
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5.3.2 Interactions with snRNPs 
TAP-tagged Tif4631p and Tif4632p were immunoprecipitated from whole cell 
extracts. Spliceosomal snRNAs associated with either of the Tif proteins were 
identified by northern blots (P.Figure 2). Increasing the salt concentration when 
washing the immunoprecipitation gives an indication of the strength of 
interaction. U1 is reliably pulled down even under high salt by both eIF4G 
paralogues. U6 also seems to bind strongly, particularly with Tif4632p, 
possibly even more strongly than U1. Tif4632p's associations are also 
generally more resistant to salt. U2 is poorly detected so it is not clear what 
form of the spliceosome is being detected, a possibility is the pre-B form as all 
U snRNPs are detected.  As U1 is very strongly detected it is likely that 
spliceosomes prior to the pre-B could also be associated with eIF4G (see 
Figure 1). The low abundance of U2 in the pulldowns could be an indication 
that the interaction with eIF4G is indirect. 
5.3.3 Interactions with Proteins 
Prp11p and Snu71p were previously identified by a yeast 2-hybrid screen as 
interactors with the Tif proteins, although Snu71p only with Tif4631p. GST 
fusions of these two proteins were made and used to capture in vitro 
transcribed then in vitro translated 35S labelled Tif4631/2p, P.Figure 3. Prp11p 
did indeed pull down the two Tif proteins, and Snu71 also pulled down both 
proteins, albeit at a lower level. Pull down of Tif4631p was examined further 
and proved to be somewhat salt resistant for both Prp11p and Snu71p. The 
interaction with Prp11p was only slightly sensitive to RNases. 
This analysis was extended to find the minimal regions of Tif4631p that interact 
with Prp11p, Snu71p and the cap binding complex via Cbc2p (its alias, 
Mud13p, was used in the publication), P.Figure 4. The method of analysis was 
essentially the same as described above, using 35S labelled, but truncated Tif 
proteins and where some amino acids were replaced by alanines. This, along 
with interacting domains already known, is summarised in Figure 2, Table 1 
and P.Figure 4F. There is some confusion in the legend in the paper, where it 
is implied that full length Tif4631p and truncated Tif4632p was used. The 
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truncations were done in Tif4631p and some of them were repeated in 
Tif4632p even though they are not shown.  
Three RNA binding regions (described as RRMs in Das and Das, (2016)), have 
been located in Tif4641p (Berset et al., 2003) (Park et al., 2011), one at the N 
terminus  (1-81), near the C terminus (883-952), and in the middle (492-539). 
They were not identified in Tif4632p, but they were mentioned as probable, 
without presenting the evidence (Berset et al., 2003). The conservation in 
those regions indicates at least the latter two are likely to exist in the paralogue. 
The N terminal RRM probably interacts with poly(A) tails (Park et al., 2011)). 
The middle one almost precisely overlaps the region identified as associating 
with Prp11p. The interaction with Prp11p is somewhat confusing when 
compared with the U2 snRNP pulldown. Prp11p is described in the publication 
as a U2 protein, so U2 would be expected to be more efficiently recovered than 
it is. The binding with Prp11p could be through RNA, but the interaction 
between Prp11p and eIF4G was not RNase sensitive, making this unlikely. A 
possible, although slightly unsatisfactory explanation, is that Prp11p is actually 
part of SF3a, and while it joins the pre-mRNA with U2 it is soon dissociated by 
Prp2p (Ohrt et al., 2012), but remains in association with the spliceosome, still 
found in mass-spectrometry studies until the P complex (Will and Lührmann, 
2011). So, it is possible that the pull down reflects SF3a's later associations. 
The middle to C-terminus portion of eIF4G is rich in binding sites (Figure 2), 
only the Pab1p and the terminal RNA binding domains are not in this region. 
These sites overlap which might indicate mutually exclusive interactions. The 
Snu71p binding site overlaps with both the CBC and MIF4G domain (a protein-
protein interaction domain first identified in eIF4G), this site is the binding site 
for both eIF4A and eIF3. While Snu71/eIF interactions will happen at different 
stages in the life of an RNA, the CBC and U1 will both be present near the site 
of transcription. If they are mutually exclusive, there will be a handover of 
eIF4G from CBC to U1, as hinted at in Figure 1. The Prp11p and the middle 
RNA binding site also occupy the same region. Only one further study 
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examined this region and proved its importance to viability but did not examine 
its RNA binding (Park et al., 2011). 
 
Figure 2: Binding Regions of S. cerevisiae eIF4G 
The binding sites (and motif locations), are mapped onto an alignment of Tif4631p 
and Tif4632p. Most sites are clustered in a conserved region from the middle to C-
terminus. The ClustalW alignment is at the bottom; Tif4631p - upper bar and 
Tif4632p - lower bar, matches are thick red bars, insertions blue and gaps thin red 
sections. 
 
Table 1: Tif4631p Binding site locations 
Binding site / Motif location Location in Tip4631p 
RNA (binds RNA near the poly-A-tail) 1 to 81 
Pab1p 188 to 299 
eIF4E 441 to 490 
RNA 492 to 539 
Prp11p 494 to 529 
Cap Binding Complex (CBC) 522 to 612 
eIF3*/eIF4A 552 to 847 
Snu71p 567 to 647 
MIF4G motif 616 to 850 
RNA 883 to 952 (end) 
*Interaction with eIF3 may not be present in S. cerevisiae 
5.3.4 eIF4's Protein Interactions Affect Splicing 
An in vitro splicing assay was performed in the presence of increasing amounts 
of the regions of the Tif proteins that interact with Prp11p (453-647 in 
Tif4631p), and both Prp11p & Snu71p (424-609 in Tif4632p), P.Figure 5. 
Adding these peptides reduced splicing. This could be due to the peptides 
sequestering Prp11p, Snu71p and/or binding the RNA directly. 
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5.3.5 Splicing is Affected by Deletion 
Microarrays, as discussed in the thesis introduction, were performed on 
tif4631-Δ and tif4632-Δ strains P.Figure 6A for design, B and C for validation). 
No splicing defect was discovered in tif4632-Δ. Only 6 transcripts were 
identified as being affected by the loss of tif4631p (P.Table 2). The low number 
of affected transcripts is not surprising as the two paralogues are redundant. 
Tif4631p seems to be the more abundant protein (Clarkson et al., 2010), so 
the defect is probably related to a lower abundance protein failing to fully 
substitute for a more abundant one. There is nothing obviously differentiating 
the affected transcripts from any other intron-containing transcripts that would 
indicate that eIF4G is required specifically for their splicing. All six are RPGs 
and each gene is one of a pair of paralogues (the other copy unaffected), so 
intron retention could be a factor in their regulation. Many RPGs exist in 
duplicate and many spliced transcripts are RPGs, so there is not much that 
can be concluded from the small set identified. However, due to the RPGs 
being affected the result is consistent with a splicing defect. Splicing 
microarrays used to analyse exosome deletion strains produce a more eclectic 
collection of affected transcripts with both positive and negative effects on the 
efficiency of splicing (Figure 3). 
 Investigations of RNA production and processing in Saccharomyces cerevisiae 
eIF4G  150 
 
Figure 3: Degradation 
affects Splicing 
Hierarchical clustering of 
microarray data comparing 
degradation factor deletion 
mutant strains Δski6 and 
Δrrp6 with the temperature 
sensitive splicing mutant 
strain prp16-2 (see chapter 
7 for more work on this 
factor). Red indicates 
poorer splicing of that gene 
(in rows), blue improved 
splicing. Columns are 
different strains and times 
after shift to non-permissive 
temperature (labelled at the 
bottom). 
While both Ski6p and Rrp6p 
are members of the 
exosome, Rrp6p is nuclear 
and its deletion confers 
temperature sensitivity. The 
exosome deletion strains 
either have no effect on 
splicing or improve it, 
possibly as more time is 
allowed for splicing before 
degradation. A few are 
poorer spliced, mainly 
transcripts containing a 
snoRNA, presumably the 
exosome is involved in their 
release from the transcript. 
None of the transcripts 
identified as poorer spliced 
in Δtif4631 are poorer 
spliced in Δski6 or Δrrp6 but 




Since this paper was published there have been reports of eIF4G's 
involvement in RNA surveillance (Das et al., 2014) as well as splicing and 
translation. In review (Das and Das, 2016) eIF4G has been described as a 
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general adapter protein for RNA metabolism. The publication in this chapter is 
still the primary reference for TIF proteins and splicing and has contributed to 
this view. 
Given the proposed connection to surveillance (Das et al., 2014), where 
several RNAs were stabilised by deletion of TIF4631, it is possible that the 
results showing that the TIF4631Δ strain has poorer splicing is, in fact, due to 
stabilisation of unspliced precursors that would otherwise have undergone 
decay. This would imply that the interactions between eIF4G and splicing 
factors are to check correct association of these factors with the RNA. With the 
paucity of articles published on eIF4G and splicing since this publication, it is 
currently impossible to tell if this is the mechanism by which eIF4G affects 
splicing. From the microarray and in vitro splicing assay, a splicing defect is 
more likely than reduced degradation, but the available evidence is far from 
conclusive. 
There are differences between the two paralogues, as found in this publication. 
Tif4632p is more cytoplasmic, prefers U6 snRNP to U1 and more stably 
associates with the snRNPs in general. Analysis of RNA associated with 
polysomes in the absence of one of the two isoforms shows that the absence 
of the more abundant Tif4631p reduces polysome levels but there is no 
difference in proportion of the association of any mRNA between the two 
strains. Implying that there is no difference in function between these two 
paralogues in translation (Clarkson et al., 2010). It is possible that Tif4632p 
acts later in splicing, with U6, and so could have a different role in splicing and 
nuclear decay. 
5.4.1 Future work 
As indicated in the previous section, eIF4G's role in splicing needs to be 
confirmed; is splicing affected or degradation? One of the major barriers to 
separating the functions is the weak effect of deletion because the two can 
compensate for each other. Deletion of one, followed by β-est AID depletion 
(chapter 6), of the other would lead to much stronger defects. Splicing 
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monitored by any of the techniques in this thesis (reporter, microarray, RNA-
seq, RT-qPCR of splicing intermediates and thio-labelling for kinetic 
evaluation), would clearly indicate which process(es) eIF4G acts on, and also 
if the two proteins have different areas of competence. 
Another interesting field of study would be to see if the interaction sites in Figure 
2 and Table 1 are mutually exclusive and, if they are, what role this interacting 
protein swap plays in RNA generation, processing and translation. Of interest 
to splicing is the potential Prp11p/RNA and Snu71p/CBC exchanges. 
5.5 Contribution 
I performed and analysed all the microarray experiments and primer 
extensions, P.Figure 6 and P.Table 2. The in vitro splicing reactions, P.Figure 
5, were a collaboration between myself and Dr Kafasla.  
All additional data presented in this chapter are my own, as is any re-
interpretation of the results and conclusions from the publication. 
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6 System to Induce Rapid Protein Degradation 
 
 
TIR1 from Arabidopsis thaliana: 
Cartoon view of the 3D structure of Transport Inhibitor Response 1 protein 
(TIR1) from A. thaliana (PDB ID: 2P1P), with the cofactor inositol 
hexakisphosphate (IP6) and auxin. The F-box of TIR1 associates with E3 
ubiquitin ligase. Auxin (in this case the analogue Indole Acetic Acid (IAA)), 
binds TIR1, with the co-factor IP6. Auxin stabilises the association between 
TIR and an Auxin Induced Degron (AID*) tag. The AID* tagged protein can 
then be poly-ubiquitinylated (Tan et al., 2007) and targeted for degradation. 
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6.1 Research Articles 
This chapter is based on two peer-reviewed publications; the first covers the 
development and optimisation of the method and the second is a very detailed 
protocol. 
1. Mendoza-Ochoa GI, Barrass JD, Terlouw BR, et al. (2019) A fast and 
tuneable auxin-inducible degron for depletion of target proteins in 
budding yeast. Yeast. 36(1):75-81. 
Figures in this publication will be referred to as P1.Figure followed by the 
number. 
2. Barrass, J.D., Mendoza-Ochoa, G.I., Maudlin, I.E., Sani, E., Beggs, J.D., 
2019. Tuning Degradation to Achieve Specific and Efficient Protein 
Depletion. J Vis Exp. e59874. 
This publication also includes a video of the performance of the protocol. 
Figures in this publication will be referred to as P2.Figure followed by the 
number. 
6.2 Aim 
The first publication's aim was to develop a system to rapidly and specifically 
degrade a target protein in yeast. Several challenges had to be overcome to 
produce a system that could be used reliably and flexibly in budding yeast. 
This resulted in the version of the Auxin Induced Degron (AID) system 
described in this publication.  
The aim of the second publication was to facilitate the rapid and specific 
depletion of a protein in S. cerevisiae using the AID system. 
6.3 Experimental System 
The principal of the AID system is illustrated in Figure 1. The AID* tag is a 
truncated, yeast-codon-optimised AID domain derived from the plant auxin 
responsive protein IAA17.  
TIR1, from rice (Oriza sativa), is an auxin receptor containing an F-box domain, 
by which it can associate with E3 ubiquitin ligase into a "Skp, Cullin, F-box" 
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complex (SCF). Both the AID* tag and TIR1 need to be introduced into yeast. 
The AID* tag must be fused in-frame to the coding sequence for the protein to 
be targeted for degradation and the TIR1 protein needs to be expressed in the 
same cells. Auxin, in this case the natural auxin; Indole Acetic Acid (IAA), binds 
to the TIR1 protein, facilitating more stable binding to the AID* tag of the target 
protein. This brings the target protein and the E3 ubiquitin ligase into close 
proximity. The target protein is then polyubiquitinated and subsequently 
degraded. 
 Figure 1: Basis of 
the AID system.  
The TIR1 protein 
and AID* tag (both in 
green) are derived 
from plants, where, 
in the presence of 
auxin, TIR1 and a 
protein with an AID* 
domain interact. 
TIR1 can still 
associate with a 
yeast E3 ubiquitin 
ligase complex 
which can then 
polyubiquitinate the 
tagged protein, 
directing it to the 
proteasome for 
degradation.  
YFP = Your 
Favourite Protein - 
the AID* tagged 
target protein.  
 
 
The expression of TIR1 proved crucial to the system's correct functioning. Too 
little expression and depletion was poor, too much expression and the target 
protein was degraded without IAA addition (P1.Figure 1). The AID tag can bind 
to TIR1 even without auxin, albeit to a lesser extent (Tan et al., 2007). The 
auxin does not induce an allosteric change it merely increases the binding 
surface for the AID tag on TIR1. 
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6.3.1 Development of the Degron System 
The development of the AID system is discussed in publication 1. Lower TIR1 
expression is useful for partial depletion whereas strong expression is 
excellent for rapid and efficient depletion. If this expression is inducible (as in 
the β-est AID system developed in publication 1), rapid depletion is possible 
without lower target protein levels before depletion (see section 6.3.1.3). 
6.3.1.1 GAL Promoter 
The inducible gal promoter (GAL1-10) was originally used by the developers 
of the AID system to express the TIR1 protein. The strain must be shifted to 
galactose medium to induce expression. However, shifting from a glucose 
growth medium to a galactose medium severely impacts on intron splicing, so 
cannot be used in splicing studies (Figure 2). 
 
Figure 2: Effect of shift to galactose medium on pre-mRNA splicing 
Microarray investigation of the effect a shift of growth medium has on splicing. The 
microarray design is as the introductory chapter. This is a scatterplot of the log10 
fluorescent intensity for each probe in the microarray. The axes are the 
fluorescence in samples indicated. Notice the over-abundance of probes to introns 
(red) and 5'SS (pink) in galactose medium (YPGalA) versus glucose (YPDA). 
Probes to mRNA (green) are more abundant in glucose medium. This distribution 
indicates that splicing is affected by shift from glucose to galactose growth medium. 
Splicing does recover after about 12 hours in galactose medium (data not shown). 
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6.3.1.2 ADH1 Promoter 
As a GAL promoter could not be used, two different ADH1 promoters were 
trialled to express TIR1, long (701 bp) and short (409 bp) (P1.Figure 1A). Use 
of the long promoter results in rapid depletion of target proteins, however, the 
target’s levels before auxin is added are lower than wild type.  
The short promoter is weaker than the longer promoter and results in lower 
TIR1 expression and so lower depletion of even a comparatively rare protein 
(P1.Figure 1B & C). This is useful if a slower and less complete depletion is 
required. There is also no observable reduction in that protein's abundance in 
the absence of auxin. 
6.3.1.3 Inducible Promoter, β-est AID 
It is time consuming to tailor each promoter to each target protein, so an 
inducible promoter was used. The beta-estradiol system offered excellent 
induction with a small non-metabolisable chemical. The oestrogen receptor 
fused to the VP16 activator (also used in the ribosys reporters, chapter 2), was 
integrated into the genome of a yeast strain. Into this strain the promoter/TIR1 
combination (shown in P1.Figure 4A), was also integrated. This system gave 
the required rapid depletion upon β-estradiol and IAA addition without protein 
depletion in their absence (P1.Figure 2). 
To achieve optimum results the level of TIR1 needs to be tuned to the protein 
to be degraded. This is done by varying the time the TIR is expressed for 
before adding the auxin; the pre-incubation stage. The process for doing this 
is described in detail in publication 2, as correct pre-incubation is the most 
important factor to achieve good depletion without significant premature loss 
of protein. 
6.3.1.4 Plasmid and NLS 
The entire oestrogen and TIR1 systems were placed on a single plasmid 
(P2.Figure 3a). With a strain carrying this plasmid, the only modification 
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required is AID* tagging the target protein (P2.Figure 3b). However, the β-est 
AID system on a plasmid did not appear to deplete the target as well as the 
genomically integrated system (P1.Figure 4b & c). This is unfortunate but is 
the price of convenience. For a low abundance protein and with longer pre-
incubation times the depletion should still be acceptable. 
A nuclear localisation signal (NLS) was fused to the TIR1 used in P1.Figure 2. 
However, this NLS-TIR depleted a nuclear protein before the auxin was added. 
Presumably because the nuclear concentration of the target protein (Prp22p), 
was low compared to the concentration of TIR1 in the nucleus, so it was non-
specifically depleted. The problem was solved by inducing TIR1 for a shorter 
time. Longer pre-incubation times removed the need for the NLS on TIR1 even 
for a nuclear protein, such as Prp22p (P1.Figure 4b). It is unclear what version 
of TIR (NLS or non-NLS), would be ideal for a shuttling protein, but probably 
both would be effective with an optimised pre-incubation. 
6.4 Reinterpretation 
6.4.1 Comparison with Other Methods 
There are several methods that could be used to deplete a protein in yeast 
(Natsume and Kanemaki, 2017). One such method involves using the N-
terminus rule; a temperature-sensitive peptide is fused to the N-terminus of the 
target protein. On shift to non-permissive temperatures the peptide's N-
terminal arginine is exposed and the target protein poly-ubiquitinated and 
degraded. This system requires the more technically difficult N-terminal 
tagging and a shift to non-permissive conditions, with all the metabolic 
disruption entailed in a growth condition change. 
Anchor-away is another frequently used system but it can only be used on 
nuclear proteins as this system sequesters the target protein in the cytoplasm. 
This sequestration is triggered by rapamycin addition, which has a major effect 
on yeast metabolism, triggering the starvation pathway, reducing growth and 
changing gene expression (Figure 3).  
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Addition of auxin does induce a very mild splicing defect in wild-type yeast 
(Figure 4B), but the effect is slight in comparison to depletion of a splicing 
factor, for example Prp16p, see chapter 7 (the same scale is used in both 
graphs for comparison). Certainly, the splicing defect is not enough to affect 
growth. It is not clear what stage of splicing is affected; pre-mRNA and lariat 
are increased but 3'SS and mRNA levels are hardly affected. The effect could 
be a very mild mRNA release problem; this would increase lariat levels and 
also reduce the levels of available spliceosome components, retarding 
assembly and first step of splicing and so increase pre-mRNA levels. β-
estradiol has no effect on splicing of ACT1 pre-mRNA (Figure 4C) 
6.4.2.3 Depleting 2 or 3 Proteins 
Attempts were made to deplete more than one AID* tagged protein in a single 
strain (Figure 5). Although the western blot is poor, it is clear that the two 
proteins have degraded to different levels on the addition of IAA, which most 
likely depends on their initial abundance. This is unacceptable. Double 
depletion could work if the kinetics of depletion of two proteins were sufficiently 
similar. Depleting three proteins in a single cell was trialled with similar results, 
but the blot was even poorer (not shown). 
6.4.3 Applications of the Degron System 
The AID system, particularly β-est AID, is a very widely applicable system for 
depleting target proteins. If the TIR1 expression and β-estradiol receptor 
plasmid is used the modifications to the strain are easy to accomplish by 
tagging the target protein in the strain carrying the plasmid. For an example of 
using this system to investigate splicing see the next chapter. 
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Figure 4: Effect of Auxin (IAA) and β-estradiol on yeast 
A) Auxin (IAA) does not affect the growth of wild type strains but clearly has an 
effect on an AID* tagged strain. The tag itself has no affect on growth in this strain 
without IAA addition. Growth is in YPDA medium with IAA in DMSO (+IAA) or 
DMSO alone (No IAA). TIR expressed from the short ADH1 promoter. 
B) Splicing of ACT1 (assayed by RT-qPCR), in the presence of auxin. Auxin does 
have a very slight effect on ACT1 pre-mRNA processing, seeming to delay it.  
C) Splicing of ACT1 (assayed by RT-qPCR), in the presence of β-estradiol. β-
estradiol has no effect on ACT1 pre-mRNA splicing. Legend as B 
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Figure 5: Depleting 2 proteins 
A) Western blot (LI-COR, see both of this chapter's papers for details), showing the 
depletion of two proteins in one strain using the β-est AID system. These blots were 
at the limit of what is achievable on a single western blot with 3 antibodies. Blots 
with 3 proteins were attempted and, although produced results, were even poorer 
than the one presented here. 
B) Plot of 2 different protein depletions. The initial level of Dcp1p is higher at the 0 
IAA time point than the pre-incubation. This is because the first lane ran poorly. 
Similarly, the last sample lane is poor and the TIR1 protein could not be reliably 
quantitated. However, it is clear that Rrp44p (Dis3p) depleted much more than 
Dcp1p and started to deplete before IAA was added.  
 
6.5 Contribution 
The first publication was the result of many collaborations, of which I was a 
central participant. The AID project was started by Jane Reid, a PhD student 
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partially supervised by me, and continued by Barbara Terlouw, an honours 
student and then summer student intern also supervised by me. Gonzalo 
Mendoza, at the time a new PhD student, took up this work and did much of 
the later parental strain development in collaboration with me. This technique 
was then used by the lab on various projects. I came up with the name “β-est 
AID” 
Publication 1; Myself and Gonzalo Mendoza are joint first authors. P1.Figures 
2 and 3 are all my own work 
Publication 2 was authored by me; P2.Figure 3 was Gonzalo's plasmid. 
Results in P2.Figure 1 are my results on my strains, the parental strain was 
Gonzalo's. P2.Figure 2 was the sampling system developed by me and used 
in many of the publications mentioned in this thesis. I perform the protocol on 
the video. 
All additional data presented in this chapter are my own, as is any re-
interpretation of the results and conclusions from the publications. 
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7 Using Protein Degradation to Disrupt 
Spliceosome Recycling 
Prp43p unpicks the spliceosome: 
The helicase Prp43p is required to disassemble the spliceosome. It binds the 
2' OH at the 3' end of U6 and is presumed to pull on the RNA, unravelling the 
spliceosome (Toroney et al., 2019). The other components of the NTR 
complex; Spp382p (formerly known as Ntr1p), and Ntr2p assist. Cwc23p is 
needed to dissociate stalled spliceosomes, possibly because splicing factors 
are blocking the association Ntr2p normally has with Brr2p in the post splicing 
spliceosome (Su et al., 2018). According to the timing model of quality control 
(see thesis introduction) the final timer for stalled spliceosome disassembly 
would be the time taken for Cwc23p, Ntr2p, Spp382p and Prp43p to assemble 
on the spliceosome, followed by ATP hydrolysis before the spliceosome can 
be disassembled. 
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7.1 Research Article 
This chapter is based on the peer-reviewed publication: Mendoza-Ochoa, G.I., 
Barrass, J.D., Maudlin, I.E., Beggs, J.D., 2019. Blocking late stages of splicing 
quickly limits pre-spliceosome assembly in vivo. RNA Biol 16, 1775–1784. 
Figures in this publication will be referred to as P.Figure followed by the 
number. 
This publication describes an investigation of splicing using the methods in the 
publications discussed in all the previous chapters. 
7.2 Aim 
The AID* system (see chapter 6), was used to rapidly and specifically deplete 
two late acting spliceosomal helicases. This depletion was performed using 
both rapid and slower AID* systems in order to distinguish primary effects on 
splicing from secondary effects. The primary effects are caused directly by 
depleting the helicases and secondary effects are mediated by spliceosome 
depletion arising from defects in spliceosomal component recycling. 
7.3 Experimental System 
As can be seen from the splicing diagram (Figure 5, thesis introduction) the 
spliceosome components are recycled for new rounds of splicing. If a step late 
in splicing or spliceosome disassembly is disrupted spliceosomes become 
trapped on transcripts, unable to complete splicing; this is the primary effect. 
Consequently, the levels of free spliceosome components fall, so early stages 
of splicing are then affected, a secondary effect. The experiments in this 
publication combine thiolabelling (chapters 3 & 4) with AID (particularly β-est 
AID) (chapter 6) to create time-based data similar to the Ribosys project 
(chapter 2) and produce insights into splicing similar to chapter 5. 
The two factors depleted using the AID system are Prp16p and Prp22p. Both 
are helicases and, as discussed in the introduction, have a role in error 
checking the step before in which they act; Prp16p is a second step factor and 
checks step 1 of splicing (see introduction). Prp22p acts later in the splicing 
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reaction, the release of the spliced product, and checks step 2. For 
comparison, two other factors, Prp4p and Prp45p, acting in spliceosome 
assembly, were also depleted. 
7.3.1 Depletion of Splicing Factors Affects Splicing 
Protein depletion and its effects are shown in P.Figure 1.  P.Figure 1a shows 
the level of protein depletion compared to un-depleted and panel d shows the 
effect of depletion on splicing of ACT1, measured by the RT-qPCR system 
expounded in the introduction. As can be seen, depletion of any of these four 
splicing factors leads to accumulation of pre-mRNA. Pre-mRNA can only 
accumulate if the efficiency of first step of splicing is reduced or is blocked 
entirely. A naive explanation is that these are all first step splicing factors. 
However, upon Prp16p and Prp22p depletion levels of lariats also rise, 
whereas they decline when the factors, Prp4p and Prp45p, are depleted. 
An explanation is that Prp16p and Prp22p are indeed second step splicing 
factors but, having failed to complete step 2 or release the mRNA, the 
spliceosomes are trapped. Pre-mRNA builds up because a late stage problem 
prevents the recycling of spliceosome components, therefore the next 
generation of pre-mRNA transcripts cannot be spliced. 
7.3.2 Spliceosome Assembly 
If the above proposed model is correct effects on spliceosome assembly 
should be seen by ChIP (P.Figure 2). ChIP with U1 and U2 factors (Prp40p 
and Lea1p respectively), is remarkably consistent given the different stages 
the depleted factors act on the spliceosome. Where there is no depletion; U1 
(black line), peaks over the 3'SS and 5' end of exon2. When the splicing factors 
are depleted (dashed line) more U1 builds up and persists later into the second 
exon, except Prp4p depletion.  
Prp4p is a member of the tri-snRNP, so U1 binding should be unaffected. 
However, when Prp4p is depleted U1 levels marginally decline over the 3'SS 
and start of exon 2. A possible explanation is that the U1 is sequestered on 
transcripts where the U1 has not been replaced by U6 because Prp4p is not 
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present. Normally the U1 is released to bind nascent transcripts again, but 
without Prp4p it becomes trapped in failed spliceosomes. If this is the case, 
this is a recycling defect of the U1 snRNP.  
U2 in un-depleted strains peaks over the body of the gene (red line). On 
depletion of any of the proteins tested the U2 snRNP signal is reduced and the 
peak of detection shifts further downstream in exon 2 (dashed red line). All the 
depleted proteins join the spliceosome after U2 binding and so cannot 
influence U2 directly. The ChIP results indicate that in the absence of these 
factors the spliceosome fails to assemble properly past the commitment 
complex (E1). The poorer U2 detection in the depleted samples indicates that 
U2 is sequestered away from the spliceosome.  
These results are reinforced by the RNA immuno-precipitation experiments 
(RIP), P.Figure 3. The U2 component, Lea1p, is precipitated and the U1, U2, 
U4, U5 and U6 snRNAs assayed by RT-qPCR. In the un-depleted sample 
(P.Figure 3a) Lea1 is mostly associated with the later spliceosome, i.e. after 
U4 has dissociated from the spliceosome. By comparison in Prp4p depletion 
(P.Figure 3b) the distribution shows U2 snRNP associated only with U1, in the 
commitment complex. On Prp45p depletion more U1 is detected implying Lea1 
is in spliceosomes at an early stage of assembly. Prp16p and Prp22p depletion 
traps U2 in more complete spliceosomes. U2 snRNP accumulates in stages of 
spliceosome assembly prior to the point of action of the proteins depleted, 
indicating the spliceosome is stalled by the protein’s absence. 
7.3.3 Kinetic ChIP 
All the previous depletion experiments were done after 30 minutes of 
depletion. For P.Figure 4b ChIP of U2 was performed during a time course of 
Prp22p depletion. On both the ACT1 and ECM33 genes U2 signals declined 
during Prp22p depletion. U2 levels on ACT1 took several minutes to decline, 
as would be expected if U2 was initially assembled correctly on the transcript 
but was not available for later transcripts due to sequestration in failed 
spliceosomes. The kinetics of ECM33 U2 loss are similar but there is no lag in 
 Investigations of RNA production and processing in Saccharomyces cerevisiae 
Spliceosome Recycling  196 
decline of U2. A possible explanation is that the nuclear location of ECM33 has 
a smaller buffer of free U2 than ACT1's neighbourhood. 
7.3.4 Thiolabelling During Depletion 
Using the discontinuous thiolation procedure, outlined in chapter 3's 
publication ((Barrass and Beggs, 2019) Figure 2), the efficiency of splicing was 
monitored as Prp16p was depleted using β-est AID. Thio-labelling was for one 
minute at regular intervals throughout the depletion time course. The results 
are shown in P.Figure 4c and more clearly in (Barrass and Beggs, 2019)  
Figure 3c and reproduced here in Figure 1b. This shows an initial build-up of 
ACT1 lariats from 4 to 6 minutes post depletion but after 10 minutes they fall 
below steady state levels. 10 minutes is also the time at which pre-mRNA, 
(Branch Point, (BpA) PCR product), significantly increases. This would indicate 
that by 4 minutes (about 35% of normal Prp16p levels), second step is 
compromised but step 1 is not yet significantly affected. From 6 minutes there 
are fewer and fewer lariats being made by the first step as spliceosome 
components are trapped in stalled spliceosomes. By 10 minutes the level of 
one or more of the spliceosome components required for spliceosome 
assembly is limiting, first step of splicing fails; no lariats are generated and the 
pre-mRNA builds up. Spliceosomes must be being disassembled as the lariats 
decline after 6 minutes, but the spliceosome components are not available for 
spicing, either the components are not completely liberated from the stalled 
complex or are degraded.  
The percent of Prp16p present is also indicated by the black line in Figure 1b. 
However, splicing does not co-vary with the protein level, see Figure 1c as it 
does with time. This suggests that the splicing defect seen in Figure 1 reflects 
stocks being depleted through time rather than the protein having different 
roles, revealing themselves at different concentrations.  
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Figure 1: ACT1 RNA species vary in abundance as Prp16p is depleted 
The ACT1; pre-mRNA, lariat and mRNA levels normalized against the level of 
Exon2 and steady state levels of these RNAs and how they change as Prp16AID* 
is depleted.  
A Key to Plots 
B Splicing of ACT1 pre-mRNA transcripts upon depletion of the Prp16 protein as 
plotted against the length of time of depletion. The Prp16 protein levels are also 
displayed in the graph plotted against the second Y-axis as percentage of levels 
prior to depletion. Lariats accumulate initially as the second step of splicing is 
affected. At later time points splicing fails completely, lariats are no longer produced 
and pre-mRNA levels rise. Reproduced from Barrass and Beggs (2019) 
C As B but the RNA abundance is plotted against the protein levels. There is no 
effect on splicing until Prp16p levels are <50% of normal, an indication of the spare 
capacity of Prp16p in the cell during log-phase growth at the ACT1 locus. Once 
there is only about 15% of the protein left there is no additional effect on the RNA 
other than levels continuing to rise. This is the point at which there are no longer 
enough free spliceosomes to sustain the first step of splicing. 
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A splicing check point failure may lead to transcription reduction, but that does 
not seem to be the case here as the levels of pre-mRNA rise when splicing is 
clearly affected. Either transcription cannot be completely blocked or the loss 
of one of these helicases removes the checkpoint entirely. 
The slight dip in pre-mRNA levels at time point 4 (Figure 1b), 36 % Prp16p 
remaining (Figure 1c), could be due to the absence of Prp16p affecting the 
step 1 checkpoint. If the spliceosome were to stall at step 1, by whatever 
cause, Prp16p would trigger a checkpoint and the process leading to 
spliceosome release by Prp43p commenced, leading to eventual pre-mRNA 
degradation. If this checkpoint is mediated by Prp16p, which is now absent, 
there is no checkpoint to fail. The pre-mRNA now has additional time to splice. 
This checkpoint's absence could be revealed by this observed dip of pre-
mRNA levels as some pre-mRNA is successfully spliced rather than waiting to 
be degraded. 
7.3.5 Mild depletion  
Prp22p depletion was performed in the milder AID system using the weaker 
ADH1 promoter to drive TIR1 expression (see chapter 6). This results in slower 
and lesser depletion of the target protein than the strong ADH1 promoter or 
the β-est AID system. Again, the depleting strain was thiolabelled (P.Figure 5b, 
note that the protein was Prp22p not Prp16p as stated at one point in the 
caption). Under these milder depletion conditions, the depleted Prp22p levels 
reduced the efficiency of the release of the lariat, shown by their build up. The 
RNA detected by the branch site PCR does not rise throughout the time 
course, indicating that step one is not affected. The 3'SS PCR reaction detects 
a combination of pre-mRNA and lariat-exon2, it's increase is possibly due to 
the lariat-exon2 product increasing as step 2 fails. Step one does not seem to 
be affected. It is probable that the cell has accommodated the slower depletion 
and is releasing stalled spliceosomes at a rate sufficient to maintain first step 
of splicing even at the lowest levels of Prp22p achieved in this strain. 
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7.3.6 Global Splicing in a Prp16p Defective Strain 
The prp16-2 strain (Vijayraghavan et al., 1989), (Arenas and Abelson, 1997), 
carries a mutation of the PRP16 gene conferring temperature sensitivity. The 
splicing of pp16-2 strain was monitored by microarray (see introductory 
chapter), on shift from permissive to non-permissive temperatures. Even at 
permissive temperatures the number of lariats is more than twice as abundant 
in the prp16-2 strain, compared to the wild-type (Figure 2) indicating a mild 
problem with second step. Only after shift to non-permissive temperatures do 
the levels of pre-mRNA begin to rise and exceed the number of lariats. The 
numbers of lariats accumulating do not reach those of pre-mRNA at later time 
points indicating that either the cell quickly runs out of spliceosomes. This 
result is entirely consistent with the RT-qPCR data presented above and 
shows that failure to recycle spliceosome components has global 
repercussions on the transcriptome. 
7.4 Reinterpretation 
This is a recent publication and it has not yet been cited. I have provided 
additional insights and new interpretations of some of the data in this paper. 
7.4.1 Future Work 
The global analysis should be repeated with modern techniques, such as RNA-
seq (lariat-seq), so accurate lariat levels can be obtained globally. This would 
show whether different genes have different spliceosome pools, if co- versus 
post-transcriptional splicing are affected differently by recycling defects and 
provide an estimate of the spare capacity of spliceosomes in a cell. This 
analysis would also show if the helicases were no longer able to proofread 
splicing, by an increase in the use of non-annotated splice sites. Effects on 
transcription could also be determined. 
7.5 Contribution 
As discussed in the previous chapter, development of the β-est AID system 
was a collaborative project in which I took a major part. Specifically, in this 
paper P.Figure 1 uses the RT-qPCR systems developed by me as does 
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P.Figure 3. The Prp16 and Prp22 AID strains were made by me and P.Figure 
4c is my data. P.Figure 5 is my data using Isabella Maudlin's strain. 
All additional data presented in this chapter are my own, as is any re-
interpretation of the results and conclusions from the paper. 
 
Figure 2: Global analysis of Prp16p mutant splicing 
The strain was shifted from permissive temperature (25 oC), to non-permissive (37 
oC), in YPDA and samples taken at 5 minute intervals for 20 minutes. cDNA from 
an isogenic wild-type strain treated as the mutant strain was used as the control. 
The number of lariats (purple) and pre-mRNAs (red) twice as abundant in the 
mutant prp16-2 strain compared against the wild-type, minus those that were twice 
as abundant in the wild-type compared against the prp16-2 strain.  
The fluorescent cDNA was made in two ways; using the normal exon reverse 
transcription primer to assay pre-mRNA and a primer spanning the lariat junction 
to produce labelled cDNA specifically from lariats (see thesis introduction) 
Lariats accumulate even at permissive temperatures, but there is a limit to how 
many can accumulate before no more can be made as after 5 minutes spliceosome 
stocks are depleted, first step fails and pre-mRNAs increasingly detected in prp16-
2 compared to the wild-type. 
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Dolly the Cloned Sheep 
For the entire 1990's, prior to joining the University of Edinburgh, I was 
employed by PPL therapeutics, eventually rising to Head of Molecular 
Genetics. It was there I gained experience of the pharmaceutical industry, my 
concepts of quality control (QC), Good Manufacturing Practice (GMP) and the 
importance of a well validated protocol. All of these skills have been invaluable 
since. 
The highlight of my time there was without doubt the birth of Dolly and, while I 
had nothing to do with her creation, I shared an office and lab with those that 
did. I was also the second person in the world to know that Dolly's telomeres 
were short as I knew how to operate the Phosphorimager, used in the final 
step of the assay.  
Dolly was very friendly and would come when called. She ate from my hand 
several times, as she did from anyone's; as a consequence, she was a rather 
stout sheep. I am sad to see her in a glass case at the National Museum of 
Scotland but I will always be proud of the small part I played in her life. 
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8.1 Transcription 
As measured by the highly characterised Ribo1 reporter (chapter 2), 
transcripts can be detected by RT-qPCR less than 5 minutes after addition of 
the inducing chemical. As a single copy can be detected, this is the time for 
movement of the chemical into the cell, recruitment and assembly of 
transcription factors and, finally, for transcription to reach regions of the 
reporter that can be assayed. As the same study produced a transcription rate 
of 60 to 90 seconds per kb, transcription can only be a short portion of this 
time. Minimum labelling times from 4tU studies (chapter 4) of 15 to 30 seconds 
hint that small molecule import can be very fast; giving a very rough estimation 
for induction of productive transcription in the region of 4 minutes. 
In a population of cells, the transcript copy number is consistent and 
reproducible; among individual members of that population, however, 
transcript copy numbers are not constant, and in a single cell stochastic factors 
predominate. Initiation rates are probably where this variation comes from as 
many cells do not produce Ribo1 transcript at all. 
3' end formation in Ribo1 is also somewhat variable, several cleavage sites 
can be used, although in 2 tight clusters. Poly-adenylation takes about 30 
seconds to complete, as determined by the 3’ end cleavage assay (chapter 2) 
8.2 Co-transcriptional Splicing 
This cleavage assay (chapter 2) provides incontrovertible evidence of co-
transcriptional splicing. After induction, mRNA is detected by reverse 
transcription from a primer downstream of the cleavage site; the cleavage 
primer. Detection of spliced products in cDNA generated from this primer can 
only arise if splicing occurred co-transcriptionally. However, in the first 
detected transcripts, a similar amount of unspliced pre-mRNA is detected by 
an oligo dT primer (to the poly(A) tail), indicating that both post- and co-
transcriptional splicing occurs initially. However, this is only transient. After the 
initial burst of transcription very few transcripts reaching the cleavage site are 
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unspliced. It is possible that the first round of transcription is special; a 
pioneering round. 
The cleavage assay shows 6-8 transcripts arriving at the 3' end in a single 
sample and not in the sample taken 30 seconds earlier. A possibility is that a 
train of polymerases forms at the promoter and/or is entrained by a pause of 
transcription. This pause could be to remove nucleosomes, for factor binding 
(e.g. transcription elongation and splicing factors), stochasticity during 
elongation or all three. 
The generality of co-transcriptional splicing is reinforced by 4tU metabolic 
labelling of RNA in vivo (chapter 3). This labelling has been optimised to be 
highly specific for nsRNA, allowing very high temporal resolution without 
substantial damage to the cells and arguably free of bias. This technique has 
not provided evidence of a transcriptional pause to allow completion of splicing 
but cannot rule out a pause for spliceosomal assembly, first step of splicing or 
to establish splicing on a newly induced transcript. 
8.3 Splicing 
Thio-labelling of RNA (chapter 4) shows that RPGs are different from other 
transcripts and almost invariably co-transcriptionally splice. Intron features that 
inhibit co-transcriptional splicing include large numbers of uracils, 5'SS to BPA 
secondary structure and particularly the BPA being trapped in an RNA stem. 
All features generally absent in RPGs. 
Splicing has links to other RNA metabolic processes besides transcription, 
possibly by eIF4G (chapter 5). This protein, a translation factor, has binding 
sites for cap binding complex, and splicing factors. These are probably 
mutually exclusive and could be part of the handover of the RNA from cap 
binding to the splicing machinery and then onto translation. eIF4G depletion 
only has a minor effect on splicing but could prove vital for splicing if both 
copies of the gene were removed. 
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8.4 Quality Control 
In other processes where accuracy is important, such as the cell cycle, quality 
control is maintained by checkpoints that have to be satisfied before the next 
step can start. There is evidence (chapter 2), for a similar system in splicing. 
In the Ribo 5'SS reporter (with a deactivated 5'SS), pre-mRNA levels plateau 
7.5 minutes post induction. This indicates that transcription has reduced and/or 
degradation of the transcript has started and now matches the rate of 
transcription. Indeed, the half-life of this transcript is very short, only about 2 
minutes. As U1 snRNPs cannot bind, quality control must involve the proteins, 
such as Msl5p, that bind to the BS and 3’SS.  
QC of splicing for transcripts with defective BS and 3’SS acts faster, with 
degradation exceeding transcription from only 5 minutes post induction for 
Ribo1 3'SS. The transcript half-life is also longer than the 5’SS mutant, at 4.4 
minutes, about the same as for the lariat of Ribo1. As 1st step has occurred in 
both cases an active spliceosome must have formed on these transcripts. The 
time taken for degradation of this RNA is probably lengthened by the need to 
disassemble the entire spliceosome. The more rapid checkpoint activation is 
presumably because the spliceosome has stalled after 1st step and the 
spliceosome's QC systems are primed to act. The drop in pre-mRNA after 5 
minutes could be feedback from the stalled spliceosome to reduce 
transcription. 
8.5 Recycling 
The AID system is a rapid and specific system to deplete a protein with the 
flexibility to allow tuning the degradation profile for specific proteins (chapter 
6). When applied to deplete late stage splicing factors (chapter 7), the 
spliceosome recycling facilities (Prp43p and the NTR complex), become 
overwhelmed, presumably active spliceosome levels fall and splicing stops, 
resulting in pre-mRNA accumulation. This happens at different times for 
different transcripts. Possibly there are varying capacities of spliceosomes and 
recycling machinery in their vicinity, but it is a global phenomenon and splicing 
stops for all transcripts fairly rapidly. There is some evidence that, at a very 
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early time points in the Prp16p depletion experiment, a checkpoint has failed 
to flag potential problem transcripts allowing some transcripts to splice that 
would otherwise have been degraded.  
8.6 Degradation 
The Ribo1-OFF reporter, where transcription was repressed by the addition of 
doxycycline, was used to study degradation (chapter 2). Curiously, transcripts 
that were spliced were more stable than intronless transcripts that do not 
require splicing. It is possible that Prp17p, or eIF4G (chapter 5) provides the 
link from splicing to downstream processes and influences degradation rate. 
The 5' and 3'SS mutant transcripts in the same study are degraded very rapidly 
once splicing stalled and intron retention detected.  
Thio-labelling studies also produced degradation rates (chapter 4), indicating 
that transcript length and secondary structure strength promote stability of non-
coding RNAs, and that their degradation is a multifactor process rather than a 
simple rate constant.  
8.7 Final Words 
This thesis forms a whole body of work round chapter 2, which covers aspects 
of RNA production, processing and degradation. Individual chapters are 
focussed on narrower aspects of RNA metabolism. 
 
 
