THE EFFECT OF POLARIZATION AND
InGaN QUANTUM WELL SHAPE IN
MULTIPLE QUANTUM WELL LIGHT
EMITTING DIODE HETEROSTRUCTURES
A Thesis
Presented to
The Faculty of the Department of Materials Engineering
California Polytechnic State University
San Luis Obispo

In Partial Fulfillment of the Requirements of the Degree
Master of Science and Engineering
With Specialization in Materials Engineering

By
Patrick Miroslav McBride
June 2012

c 2012
Patrick Miroslav McBride
ALL RIGHTS RESERVED
ii | Page

COMMITTEE MEMBERSHIP
TITLE:

THE EFFECT OF POLARIZATION
AND InGaN QUANTUM WELL
SHAPE IN MULTIPLE QUANTUM
WELL LIGHT EMITTING DIODE
HETEROSTRUCTURES

AUTHOR:

Patrick Miroslav McBride

DATE SUBMITTED:

June 2012

COMMITTEE CHAIR:

Dr. Richard Savage

COMMITTEE MEMBER:

Dr. Linda Vanasupa

COMMITTEE MEMBER:

Dr. Thomas Gutierrez

COMMITTEE MEMBER:

Dr. Robert Echols

iii | Page

Abstract
THE EFFECT OF POLARIZATION AND InGaN QUANTUM WELL
SHAPE IN MULTIPLE QUANTUM WELL LIGHT EMITTING DIODE
HETEROSTRUCTURES
by Patrick McBride
Previous research in InGaN/GaN light emitting diodes (LEDs)
employing semi-classical drift-diffusion models has used reduced
polarization constants without much physical explanantion. This paper
investigates possible physical explanations for this effective polarization
reduction in InGaN LEDs through the use of the simulation software
SiLENSe. One major problem of current LED simulations is the
assumption of perfectly discrete transitions between the quantum well
(QW) and blocking layers when experiments have shown this to not be the
case. The In concentration profile within InGaN multiple quantum well
(MQW) devices shows much smoother and delayed transitions indicative
of indium diffusion and drift during common atomic deposition techniques
(e.g. molecular beam epitaxy, chemical vapor deposition). In this case the
InGaN square QW approximation may not be valid in modeling the
devices’ true electronic behavior. A simulation of a 3QW InGaN/GaN LED
heterostructure with an AlGaN electron blocking layer is discussed in this
paper. Polarization coefficients were reduced to 70% and 40% empirical
values to simulate polarization shielding effects. QW shapes of square (3
nm), trapezoidal, and triangular profiles were used to simulate realistic
QW shapes. The J-V characteristic and electron-hole wavefunctions of
each device were monitored. Polarization reduction decreased the onset
voltage from 4.0 V to 3.0 V while QW size reduction decreased the onset
voltage from 4.0 V to 3.5 V. The increased current density in both cases
can be attributed to increased wavefunction overlap in the QWs.

Keywords: Gallium Nitride, Indium Nitride, Semiconductor,
Polarization, Quantum Mechanics, Drift Diffusion, Carrier Recombination,
Quantum Well, Heterostructure, Doping, Electrodynamics, Maxwell’s
Equations, Light Absorption, Perturbation Theory
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1

Introduction

For those unfamiliar with the current stages of lighting technology, light emitting
diodes (LEDs) have recently come to the forefront of energy efficiency and
light output technologies. According to the solid state lighting (SSL) of the
Department of Energy (DOE), current commercial LEDs have even surpassed
the luminous efficacy of compact fluorescent lights (CFLs) and high intensity
discharge lamps (HIDs) (Figure 1). In addition to efficiency, LEDs also boast a
longer lifetime as well as more versatility due to their more compact
nature. 2

Figure 1: The luminous efficacy can be shown throughout the years since the
1940s for various lighting motifs. Here we see a recent upheaval of SSL efficacy
surpassing incandescent and even that of CFL and HID. 1

The U.S. currently estimates its site electricity consumption to be over 3,500
terawatt-hours (TWh), 18% of which is occupied by lighting technologies. This
accounts for roughly 694 TWh, or 7.9 quadrillion Btu (quads), of energy being
used to light only the United States in 2010. 2 At current energy prices, this
amounts to roughly $70 billion being spent on lighting in the U.S. alone. By
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current DOE estimates (Figure 2), if the market demand increases the use of
LEDs to 74% of the current market lumen-hours by 2030, it will save the nation
a total of $30 billion. Hence, the recent push for improvement in LED lighting
efficiency has important consequences for energy savings and efficiency.

Figure 2: The current and projected site electricity consumption is shown up to
2030. This shows that current market trends in LED adoption will lead to a 46%
savings by 2030. 2

1.1

History of Semiconductors

Light emitting diodes (LEDs) have been a staple of the lighting industry for the
past decade or so, but many of the current accomplishments have come from
a rich past of semiconductor devices as well as the struggles that have been
overcome in the process of their creation. Although the bulk of this thesis is
based on LED devices, specifically the group III-V nitride semiconductors, a
background in semiconductor device technology and the role of theory in
conjunction with experiment is crucial in obtaining a full appreciation for how
solid state theory has driven much of the research in semiconductor
2 | Page

electronics. A quick look at the history of LEDs shows a 20 year gap around
1930-1950 in which LED research was driven to a standstill due to a lack of
theoretical understanding. 6 In order to prevent such recurrences and drive
further technological innovations in the semiconductor industry, maintaining
and developing a strong theoretical basis and applying these theoretical trends
to experimental data is paramount.
Much of the early research in semiconductor LEDs can be attributed to Oleg V.
Losev, 6,7 a Russian physicist with a knack for creative experimental techniques
and observation. However, the first recorded discovery of the LED was by H.J.
Round in 1907 during his research on SiC crystal detectors for use in the
recent phenomenon of wireless radio transmission. 6 Yet further research into
this phenomenon was not pursued by researchers at the time, including
Round, because they were preoccupied with the development of radio wave
detector technology. No headway was seen with LEDs until 1922 when Losev
first detected light emission from a silicon carbide point crystal detector.
Moreover, most LED research in the 1920s was soley through the efforts of
Losev under the guise of rectifier research. By 1930, Losev had developed
theories similar to those now regarding p-n junctions and majority carrier
injection, but his theory was incomplete for he did not yet know of holes as a
charge carrier type. Losev’s discoveries were phenomenal, yet the world was
not quite ready for his research.
Since materials for semiconductors were expensive to manufacture and
perfect crystals were difficult to obtain, research in this field was slow and
lacked theory for guidance. The quantum theory had just gotten underway with
Schrödinger’s discovery of the electronic wave equation in 1926. Felix Bloch
made the earliest headway into solid state quantum theory when he developed
a theory of electronic solids in 1928. 8 In his theory, Bloch developed the idea
of a periodic electronic wavefunction to satisfy the Schrödinger equation with
the periodic potential found in crystalline solids. This allowed for further
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developments by Rudolf Perierls in 1929 that began the concept of holes, or
“defect electrons” as they were once called, in crystalline solids. 6 The idea of
holes helped to explain what many physicists up to this point could not: the
positive Hall effect in metals and semiconductors. The positive Hall effect
shows that certain materials (e.g., beryllium) have positive charge carriers,
which was against the commonly held belief that electrons were the charge
carriers. This understanding of charge carriers in solids provides the
theoretical basis for arguably the most important discovery in semiconductor
device electronics: the p-n junction.
The physical basis of the p-n junction was first described in the 1949 Bell
System Technical Journal paper 9 by William Shockley, which set the stage for
all field effect devices and, of course, LEDs. Creating the theory of light
emission from semiconductor diodes only took a few years, and its creation
allowed Kurt Lehovec to combine the idea of electroluminescence and diode
theory into a coherent theory of LEDs. 10 Within a few months Lehovec’s paper,
published in 1952, led to the creation of a p-n junction LED device and hence
was born the modern LED.

1.2

Modern LEDs: Race to the blue LED

The first LEDs produced in the 1950s were typically gallium arsenide based
and only emitted in the infrared. As technology began to improve, researchers
began attempting to produce LEDs that would emit in all areas of the optical
spectrum. However, as LEDs achieved color ranges from red to green, the
only blue LEDs known were silicon carbide and gallium nitride. These two
compounds are problematic because, until the latter part of the century, they
both had notoriously poor efficiencies.
Silicon carbide was the first blue LED discovered in the 1920s, but it was not
refined until the 1960s. 11 However, the electrical to optical conversion
4 | Page

efficiencies, or external quantum efficiency

ηext ≡

photons extracted
charge carriers injected

of these early SiC LEDs were extremely poor at a low 0.005%. Even by the
early 1990s, when the first commercial SiC LEDs hit the market, their
efficiency never got higher than 0.03%. This poor efficiency resulted from
SiC’s indirect band transition, which led researchers to look for a direct band
gap material in the blue end of the spectrum.
The production of gallium based LEDs, beginning with the GaAs infrared
emitting LED that was discovered in the 1960s, paralleled the development of
SiC LEDs. 11 This eventually proved profitable with the creation of GaP, and in
1969, Maruska et al. discovered a blue direct transition, GaN. 12 Unfortunately,
it was very difficult to grow perfect single crystals of GaN at the time, which
made p-type GaN almost impossible to make. Research began to wane until
1992 when Shuji Nakamura developed a thermal annealing method for
Mg-doped GaN. 13 This immediately made GaN blue LEDs a strong contender
in the commercial sector with a ηext of around 1.5%. The efficiency of GaN
LEDs has been increasing ever since as shown in Figure 3. 3
The commercially viable blue GaN LED now made possible the production of
white light LEDs, thereby revolutionizing the lighting industry. Since white is
really just the colors red, green, and blue mixed in certain proportions, it would
seem that putting together a red, green, and blue LED would do the trick.
While this is true, commercial white LEDs actually use only one blue LED and
shine light through a down-converting phosphor (typically Y3 Al5 O12 ·Ce3+ ) that
converts the blue light to light across the visible spectrum. Hence, a stronger
understanding of GaN LEDs would directly impact every facet of the lighting
industry.
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Figure 3: Figure depicts the rapid changes in GaN SSL technology through
a graph of ηext from 1970-2000. 3 It is important to note that the log scale on
the vertical axis implies exponential growth in the latter half of the 1990s and
presumably until now based on Figure 1 as well.
1.2.1

Polarization in GaN LEDs

Gallium nitride LEDs are typically grown on (0001) sapphire or (0001) SiC
substrates, which prefer growth along the polar c-axis of the wurtzite crystal
structure. 5 This induces a spontaneous polarization, Psp , along the c-axis that
varies for different nitrides (e.g., InN or AlN) as explained in section 1.4.
When multiple nitride materials of varying elemental compositions are placed
together in a layered fashion (e.g., GaN/InN/GaN), the individual dipole
moments no longer cancel along the c-axis within the material. Furthermore,
due to lattice mismatch, internal strain within the nitride crystal induces a
piezoelectric polarization within each section of the material. These induced
polarizations form regions of positive/negative alternating sheet charge, 5
which creates a capacitive effect that distorts the electric field along the c-axis
and leads to band bending, 5 slanted band diagrams, 14 and quantum confined
Stark effect. 5,14 The band bending and altered band diagrams reduces the
electron-hole spatial overlap in LED devices, thereby reducing the quantum
6 | Page

Figure 4: The wurtzite crystal structure of GaN. Due to the higher
electronegativity of nitrogen, a dipole moment forms that points away from
nitrogen and towards gallium. Because the bond length along the c-direction
is longer than the other bond directions, a spontaneous polarization is formed.
efficiency. Furthermore, the quantum confined Stark effect tends to alter
output by blueshifting the energy spectrum at higher currents. 14

1.3

Problem Statement

Common growth techniques in group III-V GaN heterostructure LEDs tend to
develop a spontaneous and piezoelectric polarization along the growth axis.
This induced polarization then forms capacitive regions of alternating polarity,
which tend to distort the intrinsic band structure of the GaN device. Current
physical simulations of InGaN/GaN quantum well (QW) and multiple QW
(MQW) LEDs that employ a quantum corrected drift-diffusion model do not
lead to fully accurate experimental predictions. In some cases, a reduction in
polarization constants was necessary to comply with experimental results. 15
This has been justified by introducing charge shielding due to defects 16,17 to
effectively reduce the intrinsic polarization. 18,19 The goal of this thesis is to
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determine the root cause for these “polarization shielding” effects so that we
may either exploit or disprove any such mechanism in an overall goal to
improve GaN-based LEDs.

1.4

Semiconductor Physics

The entirety of this research is based upon the physical model employed within
the SiLENSe modeling package provided by STR, Inc. This system uses a
semi-classical 1D drift-diffusion model of carrier transport to determine the
current through an LED device given the bias voltage and certain constraints.
Some of these constraints include: piezoelectric and spontaneous polarization,
radiative and non-radiative recombination rates, and threading dislocation
densities. 20 In order for the reader to understand the research that is
discussed within this paper, it is important to first go over the basic equations
for what makes SiLENSe work. Therefore, the next few sections will provide as
brief as possible an introduction to the basics of electrodynamics in
semiconductors with an emphasis on certain concepts needed for
understanding the research contained in this thesis (i.e., polarization and
drift-diffusion). I will begin with classical electromagnetism in free space before
generalizing these concepts to real materials (i.e., semiconductors). I then
introduce some basic quantum mechanics and use this as the theoretical basis
for the phenomenological drift-diffusion model of electron transport in
semiconductor devices. This will provide sufficient background to extend this
to heterostructure LED devices and allow the reader to understand a basic
premise for how SiLENSe works.

8 | Page

1.4.1

Classical Electrodynamics

Maxwell’s Equations
The fundamental set of equations that governs all of electromagnetics was first
discovered by James Clerk Maxwell in 1873 and are aptly dubbed Maxwell’s
equations. These equations are the fundamental basis for all of classical, and
modern, electrodynamics. For a stationary charge density, ρ, and a moving
current, J ≡ ρv, where v is velocity, Maxwell’s equations can be written in
differential form as 21,22

∇·E=

ρ
o

∇×E=−

∂B
∂t

∇·B=0
∇ × B = µo J + µo o

∂E
∂t

Gauss’s law

(1)

Faraday’s law

(2)

Gauss’s law

(3)

Ampère’s law

(4)

where E is the electric field vector and B is the magnetic field vector. Taking
the divergence of Ampére’s law (Equation 4) gives the continuity
equation:

∇·J+

∂ρ
=0
∂t

Continuity Equation

(5)

Equations 1 through 4 are Maxwell’s equations as they stand in a vacuum, but
SiLENSe works with electromagnetic fields in a semiconductor device.
Therefore, these equations must be modified to account for how the fields
respond to matter. This can be done by allowing the “space” that the field
exists in to exhibit tiny dipole moments, p, that are formed by the intrinsic
nature of the material in question, which gives a polarization vector, P ≡ p/V ,
where V is volume. When no external electric fields are present, this inherent
phenomenon of materials is called spontaneous polarization, and in
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semiconductors, it is a property of the atomic symmetry inherent to a material’s
crystal structure. This is important in GaN because the wurtzite crystal
structure (Figure 4) has a different Ga−N bond length in the c-direction
preventing the complete cancellation of Ga−N dipole moments and inducing a
spontaneous polarization, Psp .
In order to find how Psp affects Maxwell’s equations in matter, we can write
down the potential, Φ(r), at a point r away from an arbitrary distribution of
dipoles as 21
1
Φ(r) =
4πo

Z
V0

P · r̂
dV 0
|r − r0 |

(6)

Using integration by parts and the divergence theorem, this can be put into a
more illuminating form:
Z

I
1
−∇0 · P 0
P · n̂
Φ(r) =
dV +
dA
0
4πo V 0 |r − r0 |
A0 |r − r |
Z

I
ρb
σb
1
0
dV +
dA
=
0
4πo V 0 |r − r0 |
A0 |r − r |

(7)
(8)

where ρb and σb are the bound volume and surface charge densities,
respectively. Using the bound charge density and the free charge density, ρf ,
we can rewrite Gauss’s law as

∇·E=

1
(ρf + ρb )
o

o ∇ · E = ρf − ∇ · P
∇ · (o E + P) = ρf

defining the electric displacement vector, D ≡ o E + P, Gauss’s law in matter
becomes:

∇ · D = ρf

(9)
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A similar treatment can be done involving the magnetic field where we define
the magnetic field intensity, H ≡

1
B
µo

− M, with M being the magnetization

vector (i.e., the magnetic analogue to the polarization vector P). We then
obtain Maxwell’s equations for electromagnetic fields in matter: 21,22

∇ · D = ρf
∇×E=−

∂B
∂t

∇·B=0
∇ × H = Jf +

∂D
∂t

Gauss’s law

(10)

Faraday’s law

(11)

Gauss’s law

(12)

Ampère’s law

(13)

Spontaneous and Piezoelectric Polarization
As shown in the previous section (Equation 7), the polarization of a material
can affect the electric potential, and thereby alter the carrier energy via the
Schrödinger equation (discussed in section 1.4.2). This can be seen in
Poisson’s equation for electrostatics:

∇2 Φ = −

ρ
o

which can be modified to include the effects of polarization

−o ∇2 Φ = ρf − ∇ · P

(14)

This equation helps to show how the curvature of electron energy band
diagrams results from both free charge density and bound charge density (i.e.,
change in polarization across a boundary).
Spontaneous polarization in group-III nitride based devices is an intrinsic
property of the crystal symmetry and has been experimentally determined for
GaN, InN, and AlN homogeneous crystals 5 (Table I). Using Vegard’s law, 5,16
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the material parameters for an arbitrary epitaxial layer of Inx Aly Ga1-x-y N can be
determined from those of GaN, InN, and AlN by the following equation:

ξL = x · ξInN + y · ξAlN + (1 − x − y) · ξGaN

(15)

where ξGaN , ξInN , and ξAlN are arbitrary material parameters (e.g., polarization
constant, lattice constant) for each of the respective materials and ξL is the
material parameter for the alloy layer. From Equation 15, the material
properties for any composition of gallium, indium, or aluminum nitride can be
determined.
Table I: Polarization Constants for Wurtzite Group III Nitrides 5
Polarization Coefficients (C/m2 ) GaN
InN
AlN
e33
0.73
0.73
1.55
e31
-0.49
-0.49
-0.58
e15
-0.40
-0.40
-0.48
Psp
-0.029 -0.032 -0.081

In this study it is assumed that layer’s lattice constant, aL , conforms to the GaN
buffer lattice constant, aGaN . For layers grown along the c-plane direction, this
amounts to only two strain components that are equal due to the hexagonal
symmetry:

xx = yy =

aGaN − aL
aL

(16)

From Equation 16 we may now compute the components of the piezoelectric
polarization, Ppz . By taking into account the crystal symmetry of wurtzite
group-III nitrides, there are only three independent piezoelectric tensor
components, eij , giving 5



e15 xz

Ppz



=



e15 yz
e31 (xx + yy ) + e33 zz







(17)
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which can be further simplified by noting that the only remaining strains are in
the xx and yy directions:



0

Ppz



=



0
e31 (xx + yy )







(18)

The total polarization can then be represented as

Ptot = Ptot ẑ = [Psp + Ppz ] ẑ
= [Psp + e31 (xx + yy )] ẑ



aGaN − aL
= Psp + 2e31
ẑ
aL

(19)

which, in general, does not remain constant at the boundary between two
crystals. Hence, at the transition between the GaN buffer and the epitaxial
growth layer there is a discontinuity in P, giving a bound surface charge
density,

σb = n̂ · (PGaN − PL ) = −n̂ · ∆P

(20)

It is important to note that for layered structures such as GaN/InGaN/GaN, this
surface charge will alternate sign, giving rise to capacitive effects.

1.4.2

Quantum Mechanics in Semiconductors

The Schrödinger Equation
Any discussion of quantum mechanics must always begin with the famous
Schrödinger equation:

ĤΨ(r, t) = i~

∂
Ψ(r, t)
∂t

(21)
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where Ψ(r, t) is the particle’s wavefunction, ~ is the reduced Planck constant
(defined by ~ ≡ h/2π ≈ 1.05 × 10−34 J·s), i is the imaginary number (defined by
√
i ≡ −1), and Ĥ is the Hamiltonian operator given by

p2
+ U (r, t)
Ĥ = −
2m


~2 2
∇ + U (r, t)
= −
2m


(22)

where p̂ ≡ −i~∇ is the canonical momentum operator, m is the particle’s
mass, and U (r, t) is its potential energy. The Schrödinger equation
(Equation 21) is a second order partial differential equation that, in principle,
allows one to calculate the probability density, |Ψ(r, t)|2 , of any particle when
the Hamiltonian of the system is known.
We can use separation of variables to write Ψ(r, t) = ψ(r)φ(t), where ψ(r) is
the spatial part of the wavefunction and φ(t) is the time part. The Schrödinger
equation can then be rewritten as two equations,

Ĥψ = Eψ

(23)

i~φ̇ = Eφ

(24)

where E is the energy of the particle and φ̇ is shorthand for

dφ
.
dt

Equation 23 is

known as the time-independent Schrödinger equation and cannot be solved
until a potential energy function is given. However, Equation 24 can readily be
solved to give
φ = e−iEt/~
where e is the base to the natural logarithm. The general solution to the
time-dependent Schrödinger equation (Equation 21) is then of the form

Ψ(r, t) =

X

cn ψn e−iEn t/~

(25)

n
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where the sum is over all available states of the system and cn is a
normalization coefficient such that the integral of |Ψ|2 over all space is unity.
Using Dirac notation, this can be expressed as
Z

∞

Ψ∗ Ψ dV = 1

hΨ|Ψi ≡

(26)

−∞

where Ψ∗ is the complex conjugate of Ψ. We can further expand Equation 26
at time t = 0 to obtain more information about the cn coefficients. Using the
orthonormality condition hψm |ψn i = δmn where δmn is the Kronecker delta
function, we obtain

hΨ|Ψi =

X

c∗m hψm |

X

m

=

XX

=

X

=

X

m

cn |ψn i

n

c∗m cn hψm |ψn i

n

c∗m cn δmn

m,n

|cm |2

(27)

m

where |cm |2 is interpreted as the probability of finding the particle in state m
with energy Em . It then follows from this and Equations 26 and 27 that
X

|cn |2 = 1

n

Periodic Potentials
All crystalline materials have a periodic lattice structure; therefore, an electron
will be influenced by a periodic potential energy function. A periodic potential
has the form:

U (r) = U (r + R)

(28)
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where R = n1 a1 + n2 a2 + n3 a3 with a1 , a2 , and a3 being lattice basis vectors
and n1 , n2 , and n3 being integers. The time-independent Schrödinger equation
can then be written

(29)

Ĥψ(r) = E(k)ψ(r)

where the energy E(k) is now a function of the electron’s wave vector k. The
Bloch theorem states that the general solution to Equation 29 is then

ψnk (r) = eik·r unk (r)

(30)

where ψnk is the wavefunction for the nth band along the direction k with
energy En (k) and unk is a periodic function satisfied by

(31)

unk (r) = unk (r + R)

Plugging Equation 30 into Equation 29 and writing it in terms of unk gives





~
~2 k 2
p2
+ U (r) +
k · p̂ unk = En (k) −
unk
2m
m
2m

(32)

If we look for extremal solutions near k = 0, then the En (k) are approximately
quadratic in k and the electron dispersion relation can be expressed 22

Ec (k) = Ec (0) +

~2 k 2
2m∗e

(33)

where Ec (k) is the conduction band energy and m∗e is the effective mass of the
electron, which is typically a tensor quantity. The quantity Ec (0) is typically
taken to be measured from the top of the valence band where Ev (0) = 0,
making the conduction band energy Ec (0) = Eg where Eg ≡ Ec − Ev is the
band gap energy of the material. When holes are present, a similar dispersion
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relation can be written: 22

Ev (k) = Ev (0) −

~2 k 2
2m∗h

(34)

where m∗h is the effective mass of the holes and is typically a tensor
quantity.

Time-Dependent Perturbations
For a two level system in a superposition of states Ψa and Ψb , we have the
general wavefunction,

Ψ(r, t) = ca ψa e−iEa t/~ + cb ψb e−iEb t/~

(35)

where |ca |2 = 1 and |cb |2 = 0 are the probability of finding the system at Ea and
Eb , respectively, at time t = 0. The functions ψa and ψb are solutions to the
time-independent Hamiltonian, Ĥ 0 , before any perturbation. We can then
introduce the perturbing Hamiltonian Ĥ(t) = Ĥ 0 + Ĥ 0 (t) and demand that
solutions to
ĤΨ = i~Ψ̇
are written as a linear combination of the original Ψa and Ψb such that 23
Ψ = ca (t)ψa e−iEa t/~ + cb (t)ψb e−iEb t/~

where the coefficients ci and cf are now functions of time. Applying the Ĥ
operator to Ψ, we obtain


Ĥ 0 + Ĥ 0





∂
ca ψa e−iEa t/~ + cb ψb e−iEb t/~ = i~
ca ψa e−iEa t/~ + cb ψb e−iEb t/~
∂t
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which is disorderly, but by using the chain rule on the right hand side and
employing Ĥ 0 Ψ = i~Ψ̇, this equation can be simplified to

ca Ĥ 0 ψa e−iEa t/~ + cb Ĥ 0 ψb e−iEb t/~ = i~ ċa ψa e−iEa t/~ + ċb ψb e−iEb t/~



(36)

In order to isolate ċa , we multiply both sides by hψa | and exploit orthonormality
to obtain

0 −iEa t/~
0 −iEb t/~
ca Haa
e
+ cb Hab
e
= i~ċa e−iEa t/~

and then we solve for ċa ,

ċa = −


i
0
0 −i(Eb −Ea )t/~
ca Haa
+ cb Hab
e
~

(37)

where the matrix element notation Hij0 = hψi | Ĥ 0 |ψj i is used. Similarly, for ċb we
obtain

ċb = −


i
0
0 i(Eb −Ea )t/~
cb Hbb
+ ca Hba
e
~

(38)

If we assume that the perturbing Ĥ 0 is linear in space, an approximation that
0
0
can generally be made, then the diagonal elements vanish and Haa
= Hbb
= 0,

which gives
i
0 −i(Eb −Ea )t/~
e
ċa = − cb Hab
~
i
0 i(Eb −Ea )t/~
ċb = − ca Hba
e
~

(39)
(40)
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When the initial conditions are ca (0) = 1 and ċa (0) = 0, then ca and cb can be
shown to first order by direct integration of Equations 39 and 40,

(41)

ca (t) = 1
cb (t) = −

i
~

Z

t

0

0
Hba
(t0 )ei(Eb −Ea )t /~ dt0

(42)

0

Fermi’s Golden Rule
Consider the system in the previous section introduced to a time harmonic
perturbation of the form

Ĥ 0 (r, t) = H 0 (r)e−iωt + H 0† (r)eiωt

(43)

where H 0† is the Hermitian conjugate of H 0 and ω is the angular frequency of
the time harmonic perturbation. If the system begins in the intial state a = i,
we can find the probability of a transition to state b = f by solving, through
direct integration, Equation 42:
Z

i t  0 −iωt
0
Hf i e
+ Hf0†i eiωt ei(Ef −Ei )t /~ dt0
cf = −
~ 0


i(ωf i +ω)t
i(ωf i −ω)t
−1
−1
−1
0† e
0 e
=
Hf i
+ Hf i
~
ωf i − ω
ωf i + ω

(44)

where ωf i = (Ef − Ei )/~. Considering only drive frequencies close to the
system’s resonant frequency (i.e., ω ≈ ωf i ), the probability of finding the state
in f after the perturbation is
4 Hf0 i
|cf | '
~2
2

2

sin2 [(ωf i − ω) t/2] 4 Hf0 i
+
(ωf i − ω)2
~2

2

sin2 [(ωf i + ω) t/2]
(ωf i + ω)2

(45)

where the cross terms have been dropped because they are small compared
to the above terms. Assuming that the measurement time is much greater than
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the perturbation time ( i.e., ωt → ∞), we can use the limit
sin2 (xt/2)
πt
= δ(x)
2
t→∞
x
2
lim

where δ(x) is the Dirac delta function, which simplifies Equation 45 to

|cf |2 '

2πt
2πt 0 2
2
Hf i δ(ωf i − ω) + 2 Hf0 i δ(ωf i + ω)
2
~
~

(46)

Using the property of the Dirac delta function, a1 δ(x) = δ(ax), we can then
calculate the transition rate from state i to state f as

Ri→f =

2π
d
2π
2
2
|cf |2 =
Hf0 i δ(Ef − Ei − ~ω) +
Hf0 i δ(Ef − Ei + ~ω) (47)
dt
~
~

where the first term on the right corresponds to the absorption of light,
because Ef = Ei + ~ω, and the second term on the right corresponds to the
emission of light, because Ef = Ei − ~ω (Figure 5).

Figure 5: Diagram depicting A) the absorption and B) the emission of light in a
two state system predicted by Fermi’s golden rule (Equation 47).

Absorption and Emission of Light
The absorption and spontaneous emission of light in a semiconductor can be
calculated using Fermi’s golden rule (Equation 47) applied to interband
transitions. The transition rate per unit volume (s–1 cm–3 ) from an initial state,
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a, to an excited state, b, for the absorption of a photon is given using the first
part of Equation 47,

Ra→b =

2 2π 0 2
|Hba | δ(Eb − Ea − ~ω)fa (1 − fb )
V ~

(48)

while the transition rate per unit volume for the emission of a photon is given
using the second part of Equation 47,

Rb→a =

2 2π 0 2
|Hba | δ(Ea − Eb + ~ω)fb (1 − fa )
V ~

(49)

where the factor 2 takes into account spin degeneracy, V is the volume, fn is
the probability that state n is occupied, and (1 − fn ) is the probability that state
n is unoccupied. It is assumed that the carriers follow Fermi-Dirac statistics,
where

fn =

1
1+

(50)

e(En −EF )/kB T

with En being the energy level of state n and EF being the Fermi level of the
device.
The net recombination rate is then the difference of Equations 48 and 49:

R = Rb→a − Ra→b
=

2 2π 0 2
|Hba | δ(Eb − Ea − ~ω)(fb − fa )
V ~

(51)

where δ(−x) = δ(x) is used.
0 2
The quantities |Hba
| are found using the electron-photon interaction
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Hamiltionian in a periodic potential U (r):
1
(p̂ − qA)2 + U (r)
2m
q 2 A2
p2
q
−
(p̂ · A + A · p̂) +
+ U (r)
=
2m 2m
2m

(52)

Ĥ =

(53)

' H0 + H0

where q is the charge of the electron; A is the magnetic vector potential;
H 0 = p2 /2m + U (r) is the unperturbed Hamiltonian; and

H0 = −

q
A · p̂
2m

(54)

is the perturbed Hamiltonian where the Coulomb gauge, ∇ · A = 0, is used to
remove the first cross term in Equation 53, and the approximation |qA|  |p̂| is
used to remove the quadratic term. The use of optical wavelengths (∼500 nm)
in an LED QW (∼3 nm) also justifies the approximation that
A(r) = A0 eikγ ·r ' A, where A is a constant vector orthogonal to the direction
of travel and kγ is the photon wave vector.
0
To find Hba
in an LED QW, we employ Bloch wavefunctions (Equation 30) of

the form
eikt ·r
ψa (r) = uv (r) √ pj (z)
A

(55)

for a hole in the valence band with an envelope wavefunction pj (z), and of the
form
0

eikt ·r
ψb (r) = uc (r) √ ni (z)
A

(56)

for an electron in the conduction band with an envelope wavefunction ni (z),
where kt and k0t are the wave vectors in the transverse xy-direction for the hole
and electron, respectively, and the non-boldface A is the area in the transverse
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direction. Combining Equation 54 with Equations 55 and 56 gives

0
Hba

Z

ψb∗ H 0 ψa dV


Z
dV
qA
~
∂
0
∗ ∗ ~
=−
· u c ni
∇uv pj + ~kt uv pj + uv pj ẑ ei(kt −kt )·r
2m
i
i
∂z
A


Z
Z
Z
~
dA
qA
0
(57)
'−
· u∗c
∇ uv dΩ ei(kt −kt )·r
n∗i pj dz
2m Ω
i
A
A
z
q
=−
A · pcv δkt k0t hni |pj i
(58)
2m
=

where the boldface pcv denotes the momentum matrix elements coupling the
conduction and valence band bulk wavefunctions, Ω is the volume of a unit
cell, and Equation 57 uses the approximation that ni , pj , and eikt ·r are constant
over a unit cell. The term hni |pj i is known as the overlap integral for the
electron and hole wavefunctions in states i and j, respectively. From
Equation 58 we can calculate the net recombination rate when light is present
within an LED QW: 22

R=

X
πq 2 2 X
2
|hn
|p
i|
|A · pcv |2 δ(Eb − Ea − ~ω)(fb − fa )
i
j
2m2 ~ V i,j
k

(59)

t

where

Ea = Ehj −

~2 kt2
2m∗h

Eb = Eg + Eei +

(60)
~2 kt2
2m∗e

(61)

are the total energies of states a and b as functions of the hole energy Ehj and
the electron energy Eei , where the i and j subscripts refer to the energies of
the allowed states in the quantum well.
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1.4.3

Semi-Classical Drift-Diffusion Model

For an electron (n-type) carrier density, n, with current density, Jn , and a hole
(p-type) carrier density, p, with current density, Jp , the carrier transport
equations are

Jn = qµn nE + qDn ∇n

(62)

Jp = qµp pE − qDp ∇p

(63)

where µn , µp are the respective carrier mobilities and Dn , Dp are the respective
carrier diffusion coefficients. The total current density J = Jn + Jp must then
follow the carrier continuity equation for semiconductors (refer to
Equation 5):

∇ · (Jp + Jn ) + q

∂
(p − n) = 0
∂t

(64)

Since the electrons and holes are independent of each other, this equation can
be separated into two differential equations separated by a constant:
∂n
= +qR
∂t
∂p
∇ · Jp + q
= −qR
∂t

∇ · Jn − q

(65)
(66)

where R is the net recombination rate of non-equilibrium carriers such
that

R = Rn − Gn

(67)

R = Rp − Gp

(68)

for electrons and
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for holes with Rn , Rp being the recombination rates and Gn , Gp being the
generation rates for their respective n-type or p-type non-equilibrium
carriers.
At equilibrium the carrier concentrations are constant such that ṅ = ṗ = 0. If
the net recombination rate across an active region of width w is constant,
then

Jn = qwR = qw(Rn − Gn )

(69)

Jp = −qwR = −qw(Rp − Gp )

(70)

A phenomenological approach, along with the quantum mechanical approach
(section 1.4.2), is used in SiLENSe 24 to model electron and hole net
recombination rates and to develop the non-equilibrium current generated
within the LED device’s active region.

Interband Radiative Recombination
Band to band optical transitions occur through two different processes:
electron-hole pair generation and electron-hole pair recombination
(Figure 6).

Figure 6: Depiction of the interband radiative transition with (A) the generation
of an electron-hole pair and (B) the recombination of an electron-hole pair.
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This process can be described by one chemical rate equation:
c

*
n+p−
)
−γ

(71)

e

where γ signifies a photon created, c is the capture rate, and e is the emission
rate of the electron-hole pair. This gives the generation and recombination
rates

(72)

Rn = Rp = cnpGn = Gp = e

where it is assumed that each photon absorbed creates an electron-hole pair.
The net recombination rate will be zero at equilibrium, giving

R = cn0 p0 − e = 0
⇒ e = cn0 p0

(73)

The net recombination rate is then 22,24

R = c(np − n0 p0 )
= cnp 1 − e−(Fn −Fp )/kB T



(74)

where the Boltzmann distribution is assumed for the carriers:



Ec − Fn
n = Nn exp −
kB T


Fp − Ev
p = Np exp −
kB T

(75)
(76)

where Nn , Np are the effective doping concentrations and Fn , Fp are the quasi
Fermi levels for the electrons and holes, respectively, and are equal to the
Fermi level at equilibrium: Fn = Fp = EF (at equilibrium). Note that the band to
band radiative transition rate is proportional to the square of the carrier
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concentration.

Shockley-Read-Hall Recombination
Shockley-Read-Hall (SRH) recombination involves the interaction of charge
carriers with trap states in the semiconductor. This involves four different
processes: electron capture, electron emission, hole capture, and hole
emission (Figure 7).

Figure 7: Depiction of SRH non-radiative transitions with (A) electron capture,
(B) electron emission, (C) hole capture, and (D) hole emission.

These four processes are written as two equilibrium rate equations for electron
processes and hole processes:
c

n
n + t◦ −
)*
− t•

(77)

en
cp

*
p + t• −
)
− t◦

(78)

ep

where t• is the concentration of filled traps and t◦ is the concentration of open
traps. This gives the generation and recombination rates

Rn = cn nNt (1 − ft )

Gn = en Nt ft

(79)

Rp = cp pNt ft

Gp = ep Nt (1 − ft )

(80)

where Nt = t• + t◦ is the total concentration of traps, ft is the proportion of
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occupied traps, and (1 − ft ) is the proportion of unoccupied traps. Setting the
net recombination rate to zero at equilibrium gives


1 − ft0
e n = cn n 0
= cn n 1
ft0


ft0
ep = cp p0
= cp p 1
1 − ft0

(81)
(82)

where n1 and p1 have been introduced for convenience. At equilibrium,
Rn − Gn = Rp − Gp , giving

ft =

cn n + cp p 1
cn (n + n1 ) + cp (p + p1 )

(83)

Plugging Equation 83 back into the net recombination rate gives 22,24



cn cp np − en ep
Rn − Gn = Rp − Gp = Nt
cn (n + n1 ) + cp (p + p1 )

−1

n + n1 p + p1
=
+
np 1 − e−(Fn −Fp )/kB T
Nt cp
Nt cn

(84)

where n1 p1 = n0 p0 is used along with Equations 75 and 76. Note that the SRH
recombination rate (Equation 84) is proportional to the carrier
concentration.

Auger Recombination
Auger electronic transitions can either be a band to trap state process or a
band to band process. The band to trap state transitions involve eight different
processes similar to the four SRH processes, except that for each SRH
process a secondary electron or hole is involved (Figure 8).
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Figure 8: Depiction of Auger non-radiative trap state transitions with (A) electron
capture with electron excitation (left) and hole excitation (right), (B) electron
emission with excited electron (left) and excited hole (right), (C) hole capture
with hole excitation (left) and electron excitation (right), and (D) hole emission
with excited hole (left) and excited electron (right).

These processes have four different chemical rate equations:
cn

n
−*
2 n + t◦ )
− n + t•
n

(85)

en
cp

n
n + p + t◦ −
)*
− p + t•
p

(86)

en
cpp

*
2 p + t• −
p + t◦
)
−
p

(87)

ep

cn
p

−*
n + p + t• )
− n + t◦
n

(88)

ep
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which produce the recombination and generation rates:

Rn = (cnn n + cpn p) nNt (1 − ft ) = cn nNt (1 − ft )

(89)

Gn = (enn n + epn p) Nt ft = en Nt ft

Rp = cnp n + cpp p pNt ft = cp pNt ft

Gp = enp n + epp p Nt (1 − ft ) = ep Nt (1 − ft )

(90)
(91)
(92)

where cn , en , cp , and ep were introduced to show the similarity with the SRH
processes (Equations 79 and 80). Therefore, the net recombination rate for
Auger trap state transitions is given by the SRH net recombination rate
(Equation 84) when the appropriate rate constants are substituted.
The more commonly discussed Auger transitions are those between the
conduction and valence bands. There are four processes involved for band to
band Auger non-radiative recombination that are similar to those of band to
band radiative transitions, except that an electron or hole is excited instead of
a photon (Figure 9).

Figure 9: Depiction of Auger non-radiative band to band state transitions
showing (A) electron capture (left) and emission (right) with an excited electron,
and (B) electron capture (left) and emission (right) with an excited hole.
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The chemical rate equations for these transitions are
cAU
n

2n + p −
)−
−*
−n

(93)

eAU
n
cAU
p

−−
n + 2p )
−*
−p

(94)

eAU
p

which give the following recombination and generation rates:

2
Rn = cAU
n n p

Gn = eAU
n n

(95)

2
Rp = cAU
p np

Gp = eAU
p p

(96)

The net recombination rates, Rn − Gn = cAU
n n(np − n0 p0 ) and
Rp − Gp = cAU
p p(np − n0 p0 ), are obtained from using R = 0 at equilibrium. The
total band to band Auger recombination rate is then the total of the two net
recombination rates because they each involve the creation and annihilation of
electron-hole pairs: 22,24

AU
Rtotal
= Rn − Gn + Rp − Gp

AU
= cAU
n n + cp p (np − n0 p0 )


AU
−(Fn −Fp )/kB T
= cAU
n
+
c
p
np
1
−
e
n
p

(97)

Note that the Auger recombination rate RAU is proportional to the cube of the
carrier concentration.

The ABC Model
At equilibrium the total number of carriers in a LED QW does not change, and
any current injected into the active region must follow Equations 69 and 70.
When considering the carrier dependence of Equations 74, 84, and 97, the net
recombination rate inside an LED QW is often written in the more simplistic
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form:

R = An + Bn2 + Cn3

(98)

where n is the carrier concentration, A is the SRH recombination coefficient, B
is the radiative recombination coefficient, and C is the Auger recombination
coefficient. Equation 98 is called the “ABC model” of carrier
recombination.
The current inside an LED QW using Equations 69, 70, and 98 then
becomes

J = qw(An + Bn2 + Cn3 )

(99)

The internal quantum efficiency (IQE), ηIQE , of a semiconductor LED device is
then defined by

ηIQE

J RAD
Bn2
≡
=
J
An + Bn2 + Cn3

(100)

Graphing ηIQE against current density therefore leads to the droop problem
commonly seen in group-III nitride devices due to the n3 dependence of Auger
recombination.

2
2.1

Methods and Materials
Device Design

An In0.2 Ga0.8 N/GaN MQW device with a 470 nm peak wavelength was
simulated with SiLENSe. The structure was grown on a 0.3 µm n-type GaN
substrate (n-doping = 7 × 1018 cm−3 ). The original device’s active region
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consisted of three 3 nm In0.2 Ga0.8 N QWs separated by two 10 nm GaN barrier
layers, which all had an intrinsic n-doping concentration of 2 × 1017 due to
hydrogen impurities. Multiple devices were developed with varying
In0.2 Ga0.8 NQW composition profiles (discussed below). This was followed by a
10 nm p-type GaN barrier layer (p-doping = 6 × 1018 ), a 10 nm p-type
Al0.2 Ga0.8 N EBL (p-doping = 3 × 1019 ), and finally a 0.2 µm p-type GaN capping
layer (p-doping = 2 × 1019 ). This structure can be seen in Figure 10.

Figure 10: Picture of the layer structure for the InGaN/GaN MQW
heterostructure employed in SiLENSe simulations.

2.1.1

Internal Structure

In order to simulate a more realistic InGaN QW composition profile, 4,25 a series
of trapezoidal and triangular wells was used (Figure 11). Although a Gaussian
or skewed Gaussian indium distribution would preferably be employed, 4,25
SiLENSe is unable to simulate such a model. Therefore, the trapezoidal and
triangular well model described herein is to be used as more of a qualitative
rather than a quantitative model. In order to compare the effect of well shape
to changes in polarization, another set of InGaN/GaN square MQW
heterostructure devices was developed with the polarization constants in
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Table I reduced to 70% and 40% of their original values.

Figure 11: Graphical representation of indium concentration across one QW for
the 3 nm (flat), 2 nm, 1 nm, and 0 nm (triangular) devices. These are to be
used as simple and qualitative representations of a non square QW as shown
in Kisielowski et al. 4

2.2

Measurement Parameters

The different InGaN/GaN MQW heterostructure devices were simulated under
a varying bias voltage ranging from 0-4.5 V. The current density, J, was
recorded across the entire device, and a J-V curve was tabulated for each of
the In0.2 Ga0.8 NQW composition profiles as well as polarization constant values.
The current density of the devices was used because it directly indicates a
simulation’s ability to provide accurate experimental results. Furthermore,
previous studies stated that reduced polarization constants were required to
obtain experimental currents. The shapes of the J-V curves for all the
simulated devices were compared in order to determine similarities between
reduced polarization and QW shape. These similarities in J-V characteristics
were then compared to the band structure and electron-hole behavior of each
device in order to determine any internal trends.
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3
3.1

Results
Effect of Polarization Reduction

The J-V characteristic of the original (100% polarization) In0.2 Ga0.8 N/GaN 3QW
heterostructure shows a high onset voltage, requiring 4.0 V to achieve a
current density of 10 A/cm2 (Figure 12). This result does not match empirical
evidence since experimental 3QW InGaN/GaN devices have onset voltages
closer to 3.0 V. 26,27 Reducing the In0.2 Ga0.8 N polarization coefficients to 70%
and 40% significantly improves the onset voltage lowering it to 3.4 V and 3.0 V,
respectively. This shows that reduced polarization coefficients lead to
dramatically improved theoretical results.

Figure 12: The current density vs. bias voltage of the In0.2 Ga0.8 N 3QW
heterostructure for polarization coefficients at 100% (blue), 70% (green), and
40% (red) of their empirical values.

3.1.1

Band Diagram with Reduced Polarization

The band diagram of the In0.2 Ga0.8 N/GaN 3QW heterostructure was analysed
at a bias of 3.5 V for each of the reduced polarization constructs. The 100%
polarization case shows significant linear band bending in both the In0.2 Ga0.8 N
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QW regions as well as in the GaN barrier regions (Figure 13). Nonlinear
deviations are also seen in the n- and p-type regions of the device due to the
free charge carriers introduced by doping (Equation 14). The n-type GaN
bends upwards while the p-type GaN bends downwards due to the space
charge formed by the depletion region when the device was created. The
p-type Al0.2 Ga0.8 N and GaN layers show significant nonlinear band bending
due to both polarization and free charge carrier effects. Slight nonlinear
behavior is also seen in the QW and barrier regions due to the hydrogen
impurity doping.

Figure 13: The band diagrams of the In0.2 Ga0.8 N 3QW heterostructure at a 3.5
V bias for polarization coefficients at 100%, 70%, and 40% of their empirical
values. Reducing polarization causes band flattening in the QW and barrier
regions. This increases the electron-hole overlap and subsequently increases
current density across the device.

Band flattening is seen as the InGaN polarization coefficients are reduced. As
the band structure in Figure 13 shifts to 70% and 40% polarization, both the
CB and VB in the QW and barrier regions begin to flatten out. This flattening
reduces the polarization induced electric field in the QW and barrier regions,
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which thereby decreases reverse current flow. Band flattening in the QW
regions also raises the band energies on the p-type side, which inhibits
electron flow while increasing hole flow through the device. This increases the
QW hole concentration across the device, which leads to a higher
electron-hole overlap

3.1.2

Wavefunctions with Reduced Polarization

A closer look at each In0.2 Ga0.8 N QW shows how polarization decreases the
electron-hole overlap. Figure 14 graphs the first CB electron energy
wavefunction (EE1) and the first VB heavy hole energy wavefunction (HH1) for
the middle In0.2 Ga0.8 N QW of each device. The 100% polarization case
(Figure 14-A) shows how the polarization induced electric field forces the
electron and hole wavefunctions to opposite sides of the well. As the
polarization is reduced (Figures 14-B and 14-C), the band energy in the QW
flattens out and allows the electron and hole wavefunctions to distribute more
evenly across the well. Figure 14-D shows the overall effect as polarization is
reduced, which reveals how the electron and hole wavefunctions shift closer to
each other and how their spread increases as polarization is reduced.
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Figure 14: The electron-hole wavefunctions for the middle QW in the In0.2 Ga0.8 N
3QW heterostructure at a 3.5 V bias for polarization coefficients at (A) 100%
(overlap = 10.4%), (B) 70% (overlap = 25.0%), and (C) 40% (overlap =
52.7%) of their empirical values. (D) This figure shows how the electronhole wavefunctions tend toward each other as polarization is reduced (inset
graphically shows the trend with overlap). This increases the electron-hole
overlap, which is in accordance with the increased current density calculated.

It is also important to note the slight increase in energy separation of the
electron and hole wavefunctions (Figure 14-D) due to the quantum confined
Stark effect. This effect is due to the change in the energy gap as polarization
decreases, which can be seen in Figure 13. Therefore, reduction in
polarization leads to a blue shift in the emission spectrum of the LED.

3.2

Effect of Quantum Well Shape

The original device with 3 nm square In0.2 Ga0.8 N QWs does not show behavior
corresponding with experiment as discussed in the previous section. Alteration
of the 3 nm In0.2 Ga0.8 N QW shape to a trapezoid with base length of 1 nm or 0
nm (triangular) decreases the onset voltage from 4.0 V to 3.8 V or 3.5 V,
respectively.
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Figure 15: The current density vs. bias voltage of the In0.2 Ga0.8 N 3QW
heterostructure for trapezoidal indium profiles with base lengths of 3 nm (blue),
1 nm (green), and 0 nm (red).

The shift of the J-V curve to the left in Figure 15 is similar to the shift seen in
Figure 12 because the mechanism for current stimulation in both cases
involves an increase in electron-hole overlap. This is a direct result of changes
in the overall band structure of the device.

3.2.1

Band Diagram with Altered Quantum Well Shape

Altering the indium composition profile has both a direct and secondary effect
on the LED device band structure. The direct effect is seen in the shape of the
InGaN QWs in Figure 16. As the flat In0.2 Ga0.8 N portion of the well narrows,
the well becomes more triangular, mimicking the shape of the indium
concentration profile. This change in the well shape also reduces the amount
of polarization induced band bending. A reduction in the band bending acts
similarly to a reduction in polarization and raises the GaN barriers across the
device. This is most noticeable in the p-type region of Figure 16.
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Figure 16: The band diagrams of the In0.2 Ga0.8 N 3QW heterostructure at a
3.5 V bias for trapezoidal indium profiles with base lengths of 3 nm (square),
1 nm, and 0 nm (triangular). Narrowing the flat indium composition in the QW
region reduces the polarization induced band bending, which thereby increases
electron-hole overlap while raising the GaN barrier energy. The former leads to
an increase in current density while the latter leads to a decrease. This creates
similar, but not identical, effects to polarization reduction.

Just as with polarization reduction, a reduction in the indium flat band region
causes both the CB and the VB to shift in energies. The GaN barrier energy
band rises in both the CB and VB, which causes a reduction in electron flow
and an increase in hole flow. Since holes have poor mobility in nitrides, this
facilitates the spreading of holes out of the p-type region of the device. Unlike
the reduced polarization case, the slope of the GaN barriers are relatively
unaffected and still impede both electron and hole flow through the LED
device. The increase in the CB QW energies compared to the VB QW energies
also leads to a blue shift in LED emission as the QWs get narrower.

40 | Page

3.2.2

Wavefunctions with Altered Quantum Well Shape

A closer look at the middle QW in the LED device active region shows how
QW shape dictates the electron and hole wavefunction. As the bottom (top for
holes) of the QW narrows, the electron and hole wavefunctions get forced
closer together. This increases the electron-hole overlap from 10.4% in the
square QW to 26.6% and 32.9% in the trapezoidal and triangular QWs,
respectively. This increase in electron-hole overlap is the primary reason for
increased current density at lower bias voltages.

Figure 17: The electron-hole wavefunctions for the middle QW in the In0.2 Ga0.8 N
3QW heterostructure at a 3.5 V bias for trapezoidal indium profiles with base
lengths of (A) 3 nm (overlap = 10.4%), (B) 1 nm (overlap = 26.6%), and
(C) 0 nm (overlap = 32.9%). (D) This figure shows how the electron and
hole wavefunctions move closer together as the flat indium region is reduced
(inset graphically shows the trend with overlap). A definite increase in the
electron energy is seen as overlap increases, creating a blueshift in the energy
spectrum.
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4
4.1

Discussion
Analysis of Polarization Reduction

The reduction in polarization constants has a dramatic effect on the current
density output as seen in Figure 12. From these results, it is clear why several
papers reduce their simulated polarization effects to 40-60% of the theoretical
values. 15–19 This reduction in polarization constants is typically attributed to
defect mediated charge shielding within the QW, however, experimental
evidence for this assumption is rarely cited.
Both the 70% and 40% reduction in polarization constants led to an increased
current density. This can be attributed to an increase in the electron-hole
overlap integral as polarization decreases (Figure 14). An increase in the
electron-hole overlap is directly correlated to an increased recombination rate
as derived from Fermi’s golden rule (Equation 47) and shown in Equation 59.
This gives an expression for the current density that is a slight modification of
Equation 99:
J (hn|pi) = qw An + B0 |hn|pi|2 n2 + Cn3



(101)

where the radiative recombination coefficient B is now proportional to the
square of the overlap integral. From Equation 101, it is clear that the
electron-hole overlap plays a dominant role in increasing the current density
within the LED 3QW device.
The reduction in polarization plays a secondary role as it flattens out the
sloping bands in Figure 13. The sloped bands in the QW and barrier regions
generate an electric field, E = −∇Φ, that either accelerates or retards carrier
flow. This is directly seen in Equations 62 and 63, where J ∝ E. The relative
slope of the band in Figure 13 then shows how it affects carrier flow, with a
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positive slope inducing current to the right and a negative slope inducing
current to the left. The 3.5 V bias in Figure 13 produces a leftward moving
current, which means that the GaN barrier regions of the MQW heterostructure
are fighting the current flow at 100% polarization. As the polarization is
reduced to 40%, the GaN barrier’s slope rotates to help more current flow
while the In0.2 Ga0.8 N QW becomes flatter.

4.2

Analysis of Quantum Well Shape

Narrowing the flat In0.2 Ga0.8 N region of the InGaN/GaN 3QW heterostructure
significantly improved the current density (Figure 15) similarly to that of
polarization reduction (Figure 12). It accomplished this by increasing the net
recombination rate of electron-hole pairs in the QW regions. Recent studies
have also shown that trapezoidal indium profiles are desired in InGaN/GaN
MQW device designs for their ability to increase the electron-hole overlap. 28,29
The trapezoidal and triangular QWs are able to increase the electron-hole
overlap by reducing the region of flat indium composition in the QW.
Abrupt boundary changes in the device heterostructure causes bound surface
charges to form (Equation 20), which creates capacitive charge sheets. A
graded indium composition would then reduce the strength of this change and
spread it out over the distance of the grading as shown in Figure 16. This then
guides the carriers into the center of the QW where they interact with the
region of flat indium composition with a linearly sloped band due to the bound
charges. This sloped band tends to pull the holes and electrons apart thereby
reducing their overlap integral and their overall recombination rate. Narrowing
this region of flat indium composition has the effect of pushing the electrons
and holes together because they can no longer be pulled apart by the induced
electric field of the bound charges. As the region of flat indium composition
goes to zero, the bound charges go to zero as well. This creates regions of
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alternating polarization that now guides electrons and holes into the same
point in the QW as opposed to the opposite sides of the QW. This effect
significantly increases overlap as seen in Figure 17, although not as much as
polarization reduction (Figure 14).

4.3

Polarization vs. Well Shape

A reduction in the polarization constants to 40% their original values
significantly reduces the onset voltage of the 3QW In0.2 Ga0.8 N device and
brings it closer to typical experimental values. 26,27 Altering the InGaN well
shape also has similar effects on the J-V characteristic of the InGaN/GaN
MQW heterostructure. It is unclear whether this is the fault of the SiLENSe
simulation software or the fault of the user.
Comparison of sections 3.1 and 3.2 clearly shows that altering the square
shape of the InGaN QW in order to reduce the flat In0.2 Ga0.8 N region has
similar effects as reducing the overall polarization constants of the LED MQW
heterostructure. These similarities are closely tied to polarization’s dominant
role in allowing recombination of the electrons and holes. The fact that QW
shape increases carrier recombination through similar mechanisms as
polarization reduction warrants further investigation into the validity of the
square QW model.
One possible explanation for the apparent reduction in polarization may come
from the InGaN/GaN interfacial bound charge density spreading away from the
interface. This can happen if the bound charges tunnel a few atoms away,
creating a diffuse charge layer that spreads a little less than a nanometer from
the surface of the interface. This creates an effect similar to the graded alloying
of indium in the quantum well. A graded alloying profile of 1 nm smears out the
polarization bound charges, thereby narrowing the well and increasing
electron-hole overlap (section 3.2). Therefore, tunneling of bound charges
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accounts for some polarization reduction in InGaN QW devices without altering
the indium profile.
The use of square QW band diagrams to simulate experimental devices may
not be sufficient for complex devices. It has already been shown that a single
QW GaN/InGaN/AlGaN LED with a nominal square well indium composition
actually obtains a skewed Gaussian composition due to thermodynamic
effects. 4,25 Therefore, the discrepancy between simulation and experiment
may be partially due to the inaccuracies of the simulation models employed by
the user, and further investigation into modeling realistic indium profiles is
needed.

5

Conclusion

This project involved the understanding and application of current
semiconductor physical models to simulate the J-V characteristics of a 3QW
InGaN/GaN heterostructure LED with an AlGaN EBL. The device was
simulated with different polarization constants to mimic the effect polarization
shielding and different InGaN QW shapes mimic the effect of a non-square
indium composition. The values of the polarization constants were reduced
from their original values (Table I) to 70% and 40%. The different InGaN QW
shapes simulated had a 3 nm base with a peak indium concentration width of 3
nm (square), 1 nm, and 0 nm (triangle). The reduction in polarization
constants led to a dramatic shift in the J-V characteristic from an onset voltage
of 4.0 V at 100% polarization to 3.4 V at 70% polarization and 3.0 V at 40%
polarization. These values are much closer to the experimental onset voltages,
typically around 3.0 V, and can be attributed to an increase in electron-hole
overlap as well as a decrease in polarization induced band bending. The
electron-hole overlap increased from 10.4% for the 100% polarization to
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25.0% for 70% polarization and 52.7% for 40% polarization. Altering the QW
shape also had similar effects as polarization reduction with a shift in the J-V
characteristic. The onset voltage for the 3 nm QW was 4.0 V and decreased to
3.8 V for the 1 nm trapezoidal QW and 3.5 V for the 0 nm triangular QW. This
can also be attributed to an increase in the electron-hole overlap from 10.4%
for the 3 nm QW to 26.6% for the 1 nm trapezoidal QW and 32.9% for the 0 nm
triangular QW. These results indicate that both changes in effective
polarization and changes in QW shape can lead to increased current densities
and carrier recombination rates through an increased electron-hole overlap.
This indicates that a realistic QW profile plays a dominant role in the current
characteristics of a nitride based heterostructure LED.
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