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The interplay of coherent dynamics and dissipation in many body sysems give rise to a rich class of
non-equilibrium phenomena with the emergence of non-trivial phases. In this paper, we investigate
this interplay of dynamics in a model of interacting spins with infinite range interactions described
by Heisenberg interaction. Using Holestien-Primarkoff transformations, the spin model is bosonized
to a collective mode with self interaction at 1
N
order. Employing Keldysh field theoretic technique
with saddle point approximation, we see that the system breaks Z2-symmetry at the transition point.
An effective temperature arises due to dissipation which depends linearly on effective system-bath
coupling, and is independent of the dissipation rate and cutoff frequency of the bath with Drude-
Lorentz cutoff in wide class of bath spectral densities. Furthermore, fluctuations over mean field
are studied and is shown that the dissipative spectrum is modified by O( 1
N
) correction term which
results change in various physically measurable quantities.
I. INTRODUCTION
Equilibrium statistical physics developed over past
many decades has lead to the successful explanation
of various phenomena in many body systems [1, 2].
However, recent experiments ranging from polariton
condensates in the context of semiconductor quantum
wells in optical cavities[3–5], arrays of microcavities [6]
to trapped ions [7, 8], optomechanical setups [9, 10]
and strongly interacting Rydberg polaritons[11, 12] have
opened new avenues to probe far-from-equilibrium many-
body systems in the presence of both coherent dy-
namics and controlled dissipation, the so-called driven-
dissipative systems. As these systems are driven by diss-
pation in addition to coherent dynamics governed by the
Hamiltonian, the competetion between these lead to new
non-quillibrium phases of matter [13, 14].
Since the driven open quantum systems can be well
described by microscopic master equations, the tradi-
tional techniques of quantum optics cannot be used
efficiently[15]. This driven character makes it impossible
to approach these problems in the framework of equilib-
rium many-body physics. The equivalents of equilibrium
concepts [16] such as temperature, free energy, and par-
tition function either have no obvious counterpart out
of equilibrium, or often become intractably complicated.
Here in this work, we employ the Keldysh-Schwinger
functional integral [15, 17] formalism to study the dis-
sipative dynamics in an interacting spin model with long
range interactions. This approach has found numerous
applications to driven-dissipative systems such as lossy
∗ lone.muzaffar@uok.edu.in
polariton condensates[18–20] and driven atomic ensem-
bles interacting with a cavity mode [21].
A general many qubit system can be represented by in-
teracting spin- 12 particles, the interaction can depend on
the distance between the qubits. The two limiting cases
for interaction are spin interactions that are independent
of distance and spin chains with nearest-neighbor inter-
actions only. In this paper, we consider the extreme case
of distance independent interaction among the spins de-
scribed by the anisotropic antiferromagnetic Heisenberg
model (IRHM) coupled strongly with a bosonic bath [22].
Long-range interactions between spins or qubits can be
produced in cavity quantum electrodynamics as shown
by experiments using a quantized cavity mode [23, 24].
The distance-independent interaction can be realized in
fully connected network (FCN) which is a well-studied
model in the context of coherent transport of excitation
energy in light-harvesting complexes [25, 26]. FCN is
characterized by uniform hopping strength between any
pair of sites and is an extreme limit of long-range interac-
tion model for excitons, spins, or hardcore bosons. The
model that is used for the study of the excitation en-
ergy in Fenna-Matthews-Olson (FMO) complexes is an
extreme long range interaction model [25, 27] for excitons
with uniform hopping strength between any pair of chro-
mophores in FMO complexes The system-bath coupling
in such complexes is thought to be not weak but to be at
least in the intermediate regime [27] ; instead of employ-
ing the usual quantum master equation techniques valid
for the weak-coupling limit, modified approaches valid
for broader range of couplings have been studied [22, 28].
This paper is organized as follows. In section II, we
introduce the IRHM coupled with a bosonic bath. Using
Holestien-Primarkoff (HP) transformations, we bosonize
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2IRHM model and map it to a self interacting bosonic
mode. The complete Hamiltonian becomes Dick model
with multimode bosonic bath. In next section III, we
make use of Keldysh-Schwinger funtional integral formal-
ism to study the steady state solutions of the equations
of motion. We see that the critical coupling depends on
the spectral density of the bath. In section IV, we study
the dissipative spectrum beyond mean field level and an-
alyze the effect of fluctuations on different observables.
Finally, we conclude in section V.
II. BOSONIZATION OF IRHM COUPLED
WITH BOSONIC BATH
We consider a system of spin- 12 particles inter-
acting with each other through a infinite range
anisotropic Heisenberg antiferromagnetic exchange inter-
action HIRHM, and coupled with a bosonic bath as:
H = HIRHM
+
∑
k
ωkb
†
kbk +
1√
N
∑
i,k
Sxi (gkbk + g
∗
kb
†
k) (1)
where
HIRHM =
J
N
∑
i,j>i
[
~Si. ~Sj + (∆− 1)Szi Szj
]
(2)
where J > 0, ∆ ≥ 0, and Si = 12σi, i = x, y, z.
We note that HIRHM commutes with both S
z
Total (≡∑
i S
z
i ) and
(∑
i
~Si
)2
(≡ S2Total). The eigenstates of
HIRHM are characterized by ST (i.e., the total spin eigen-
value) and SzT (or the eigenvalue of the z-component of
the total spin SzTotal). The ground state corresponds
to SzT = 0 and ST = 0 which is SU(2) invariant.
The HIRHM has relevance to many physical problems.
The Lipkin-Meshkov-Glick (LMG) model [29] HLMG =
−2h(∑j Szj )−2λ[(∑j Sxj )2 +γ(∑j Syj )2]/N well studied
in nuclear many body problem (for h = 0 and γ = 1) is
a special case of the above mentioned long-range model
for certian set of paramters. Long-range interactions can
actually occur quite naturally in cavity quantum electro-
dynamics; by varying the external model parameters, it
has been proposed that positive and negative values of λ
as well as −1 ≤ γ ≤ 1 values can be achieved [30, 31]. It
has been shown by Ezawa that the long-range ferromag-
netic Heisenberg model describes well a zigzag graphene
nanodisc [32]. For spin systems with spins defined on the
corners of a regular tetrahedron can be realized (from a
Hubbard model) as exact special cases of the above long-
range model [34]. In solid state quantum computation
using semiconductor quantum dots, spin states are pre-
pared, manipulated, and measured using rapid control of
Heisenberg exchange interaction [35, 36].
Next we define S+ =
∑
i S
+
i and S
z =
∑
i S
z
i and
bosonize the HIRHM using Holestien-Primarkoff transfor-
mations [37]:
S+ =
√
N − a†a a (3)
S− = a†
√
N − a†a (4)
Sz = N − a†a (5)
with N as the total number of spin-1/2 particles. There-
fore, we get upto 1N order:
Ha = J(1− 2∆)a†a+ J(∆− 1)
N
(a†a)2
= ω0a
†a+
λ
N
(a†a)2 (6)
where in second line in above equation we have used ω0 =
J(1 − 2∆) and λ = J(∆ − 1). Thus, we have mapped a
spin Hamiltonian to a self interacting bosonic mode upto
O( 1N ). Therefore, we write the total Hamiltonian given
by equation 1 as
H = ω0a
†a+
λ
N
(a†a)2
+
∑
k
ωkb
†
kbk +
1
2
∑
k
(a+ a†)(gkbk + g∗kb
†
k) (7)
where we have ignored terms of O(1/N) in interaction
term. This is just Dick model [38] coupled with a multi-
mode bath and φ4-type interaction at 1N -order. The con-
servation of SzTotal is now reflected by the conservation of
particle number. The above model possess Z2-symmetry.
In the thermodynamic limit and for strong coupling, the
ground state of the above model breaks this Z2-symmetry
and exhibits a phase transition to phase with 〈a〉 6= 0.
Next, we assume a dissipative process in addition to
the coherent dynamics represented by the Hamiltonian in
equation 7, due to spin flipping (spontaneous emission)
at site i from | ↑〉 to | ↓〉 at a rate of k, represented by
Lindblad master equation:
dρs
dt
= −i[HIRHM, ρs]
+
k
N
∑
i,j
[2S+i ρsS
−
j − {S+i S−j , ρs}] (8)
= −i[Ha, ρs] + k[2aρsa† − {a†a, ρs}] (9)
where in second line we have used Holestien-Primarkoff
transformations, ρs is the density matrix corresponding
to a-fields.
III. KELDYSH FIELD THEORY
In this section we use Keldysh field theoretic technique
to study the dynamics in the model considered. We write
Keldysh action for different fields as
S = Sa + Sb + Sab (10)
3where the action for a-fields is
Sa =
∫
dt
[ ∑
σ=±
σ[φ¯σ(i∂t − ω0)φσ + λ
N
(φ¯σφσ)
2]
− ik(2φ+φ¯− − φ¯+φ+ − φ¯−φ−)
]
. (11)
Here φ represents the bosonic coherent state of a-type
bosons, φ¯ represents the complex conjugate of φ. Plus
(minus) signs refers to field defined on forward (back-
ward) branch of Keldysh contour. Similarly, if ψ repre-
sents the bosonic coherent state of b-type bosons, we can
write
Sb =
∫
dt
∑
k
∑
σ=±
σ[ψ¯kσ(i∂t − ω0)ψkσ
Sab = −1
2
∫
dt
∑
k
gk
∑
σ=±
σ(φ¯σ + φσ)(ψ¯kσ + ψkσ) (12)
Next we implement Keldysh rotation defined as:
φcl =
φ+ + φ−√
2
(13)
φq =
φ+ − φ−√
2
(14)
The subscripts cl and q stand for the classical and the
quantum components of the fields, respectively, because
the first one can acquire expectation value while the sec-
ond one cannot. In this basis, with the same transforma-
tions for ψk-field as well, we get
Sa =
∫
dt
[ (
φ¯cl(t) φ¯q(t)
)( 0 i∂t − ω0 − ik
i∂t − ω0 + ik 2ik
)(
φcl(t)
φq(t)
)
+
λ
2N
(|φcl|2 + |φq|2)(φ¯clφq + φclφ¯q)
]
(15)
Sb =
∑
k
∫
dt
(
ψ¯kcl(t) ψ¯kq(t)
)( 0 i∂t − ωk − i
i∂t − ωk + i 2i
)(
ψkcl(t)
ψkq(t)
)
(16)
Sab = −1
2
∑
k
gk
∫
dt
[
(φ¯cl + φcl)(ψ¯kq + ψkq) + (ψ¯kcl + ψkcl)(φ¯q + φq)
]
(17)
where  is the regularization parameter. The key prop-
erty of Markovian dissipation is that Keldysh component
is frequency independent [21]. Next we perform saddle
point approximation by varying action S with respect
to quantum component of the fields,i.e. δS
δφ¯q
= 0 and
δS
ψ¯kq
= 0 at φcl = φ0, φq = 0 and ψkcl = ψk0, ψkq = 0
and get
(−ω0 + ik)φ0 + λ
2N
|φ0|2φ0 − 1
2
∑
k
gk(ψ¯k0 + ψk0) = 0
(−ωk + i)ψk0 − 1
2
gk(φ¯0 + φ0) = 0
(18)
In order to solve above equations, we define bath spec-
tral density J(ω) =
∑
k g
2
kδ(ω − ωk). We consider the
following general form of J(ω) with Drude-Lorentz cut-
off:
J(ω) = 2piγω
(
ω
Ω
)s−1
Ω
ω2 + Ω2
(19)
with γ as the effective coupling between system and bath,
Ω is the cutoff frequency. s = 1 correspond to Ohmic
bath, 0 < s < 1 and s > 1 are called sub-ohmic and
super-ohmic baths respectively. However, we will work
with ohmic bath s = 1 for simplicity. Using this form of
spectral density, we see that the saddle point equations
18 admit a trivial solution φ0 = 0 for γ > γ0 and a
non-trivial solution φ0 6= 0 for γ < γ0 which is given by
|φ0| = ±
√
Npi
λ
(
γ0 − γ
) 1
2
(20)
where γ0 =
1
pi
ω20+k
2
ω0
is the critical coupling.
Now we evaluate the various correlation function cor-
responding to φ-field within the mean field level. In
the thermodynamic limit N → ∞, the contribution
from O(1/N) terms can be ignored. We first elim-
inate the ψ-field using Gaussian integration. Defin-
ing Φcl/q =
(
φcl/q(ω)
φ¯cl/q(−ω)
)
and Ψcl/q =
(
ψcl/q(ω)
ψ¯cl/q(−ω)
)
such that Keldysh-Nambu spinor is defined as η8(ω) =
[Φcl Ψkcl Φq Ψkq]
T . Using the notation
∫
ω
=
∫∞
−∞
dω
2pi
and φcl/q(t) =
∫
ω
e−iωtφcl/q(ω) as the Fourier transform
of the φ-field, we integrate out ψ-field to get the following
effective action for φ-field:
Seff =
∫
ω
η†4(ω)
(
0 [GA2×2]
−1(ω)
[GR2×2]
−1(ω) DK2×2
)
η4(ω)(21)
4FIG. 1. Real and imaginary part of the roots of the equation 24 pertaining to characteristic frequencies of the system ω˜ = ω
Ω
.
The values of k chosen are (a) k = 0, (b) k = 0.3 and (c) k = 1. We see that one of the eigen modes (red curve) vanish at
γ = γ0 for some finite k value.
where η4(ω) =
(
Φcl(ω)
Φq(ω)
)
, DK2×2 = diag(2ik, 2ik). The
retarted Green’s function is given by
[GR2×2]
−1(ω) =
(
ω − ω0 + ik + ΣR(ω) ΣR(ω)
[ΣR(−ω)]∗ −ω − ω0 − ik + [ΣR(−ω)]∗
)
.
(22)
Here ΣR(ω) = [ΣR(−ω)]∗ = − 12
∑
k
|gk|2ωk
ω2−ω2k
is the self en-
ergy function. Thus it is evident that self energy depends
on the density of bath states.Using the density of states
given by equation 19, we write the self-energy function
Σ(ω) ≡ ΣR(ω) for Ohmic case as
Σ(ω) =
pi
2
γ
Ω2
ω2 + Ω2
(23)
The characteristic frequencies of the system are de-
fined by the zeros of the determinant [GR2×2]
−1(ω)
those correspond to the poles of the response function
GR2×2(ω). Since Green’s function possess the symme-
try that σxG
R
2×2(ω)σx = [G
R
2×2(−ω)]?, so that the roots
come into pairs with opposite real parts or are purely
imaginary. Thus the dispersion of dissipative modes are
given by det[GR2×2]
−1(ω) = 0 which implies
ω = −ik ±
√
ω20 − 2ω0Σ(ω) (24)
Figure 1 is the plot of real and imaginary parts of the
roots of the above characteristic equation for different
values of k with anisotropic parameter ∆ = 0.7, J = 1
that corresponds to ω0 = 0.4 and λ = 0.3. We see that for
no spin-flipping case k = 0, we have all the roots vanish-
ing at transition point γγ0 = 1 as expected. As we increase
value of k, different modes hybridize and get shifted in
the opposite directions . On approach to transition point
two solutions become purely imaginary and correspond
to damped modes as shown by blue and black curves in
the figure 1(b) & (c) . While at transition point only one
mode shown by red curve in figure 1 (b) & (c) vanish and
thus making the system dynamically unstable.
A. Correlation Functions
The phyically measurable quantities are correlation
functions. The spectral response function A(ω) encodes
the systems response to the active, external perturba-
tions. It is defined as
A(ω) = i[GR(ω)−GA(ω)]. (25)
In the present case, we write A(ω) = −2ImGR(ω) and is
given by
A(ω) =
2[(ω2 + k2 + ω20 + 2ωω0)k − 2k(ω0 + ω)Σ]
(ω2 − k2 − ω20 + 2ω0Σ)2 + 4ω2k2
(26)
At γ = 0, we see from the figure 2 that A(ω) has
Lorentzian shape centered at ω0. As γ increases to-
wards γ0, the Lorentzian peak gets shifted towards low
frequency mode ω = 0 at transition point.
5FIG. 2. Spectral response function A(ω˜, γ
γ0
) as a function of
γ
γ0
and ω˜ = ω
Ω
for k = 0.3 , ω0 = 1. The Lorentzian peak
at γ = 0 is shifted towards low frequency mode at transition
point.
The correlation function encodes the systems internal
correlations and is defined as
C(t, t′) = 〈{aˆ(t), aˆ†(t′)}〉 = iGK(t, t′) (27)
In steady state, we write
C = 2〈a†a〉+ 1 = i
∫
dω
2pi
GK(ω) (28)
with
iGK(ω) =
2k[(ω + ω0 − Σ)2 + k2 + Σ2]
(ω2 − k2 − ω20 + 2ω0Σ)2 + 4ω2k2
(29)
For a decaying bosonic mode with no coupling to the
bath i.e. γ = 0, we see from the equations 26 and 28
that C(ω) = A(ω), and the steady state boson density
〈a†a〉 = 0, which corresponds to the vacuum of the φ-
field. We see from the figure 3 that there occurs diver-
gence C(ω˜) for ω˜ = 0 at transition point γγ0 = 1 resulting
in the divergence of occupation density of bosons, see for
example figure 4. The average number of bosons diverge
at transition point as
2〈a†a〉+ 1 ∼ |γ0 − γ|−α (30)
with α = 0, 1, 1.6 for k = 0 , 0.3, 1 respectively.
B. Effective Temperature
The response and correlation functions allows us to de-
fine a fluctuation-dissipation relationship by introducing
distribution function F (ω):
GK(ω) = GR(ω)F (ω)− F (ω)GA(ω) (31)
At thermal equilibrium, the distribution function
Feq(ω) = 2n(ω)+1 = coth(
ω
2T ) with n(ω) =
1
eβω−1 is the
bose distribution function. Since, the system considered
here is out of equilibrium, the notion of effective temper-
ature is determined through the low frequency analysis
FIG. 3. Correlation fucntion C(ω˜, γ
γ0
) as a function of γ
γ0
and
ω˜ = ω
Ω
for k = 0.3, ω0 = 1.
FIG. 4. Steady state number density for different values of k
and ω0 = 1.
of eigenvalues of the distribution function F (ω). For our
problem, we write
F (ω) = σz − 1
2ω
∑
k
g2kωk
ω2 − ω2k
σx (32)
where σz and σx are Pauli spin matrices. Since F (ω) is
hermitian and traceless, so its eigen values are real and
opposite:
λ±(ω) = ±
√√√√1 +(Σ(ω)
ω
)2
(33)
Since, in thermal equilibrium, F (ω) at high energy ap-
proaches unity exponentially while it diverges at low fre-
quencies as 2Tω . We see from equation 33, at low fre-
quencies, eigen values λ± diverge as 1ω . The dimensional
coefficient of 1ω defines the effective low frequency tem-
perature Teff . Therefore, we see that Teff = γ and is
independent of the decay rate k, cutoff frequency Ω of
the bath. It can be shown true for all cases of spectral
densities wit Drude-Lorentz cutoff. Moreover, if we chose
exponential cutoff for the bath spectral density, we can
show that effective temperature depends on cutoff fre-
quency as well besides coupling γ. In comparison to the
6equilibrium, the effective temperature is not an external
parameter but an intrinsinc quantity that arises due to
interplay of unitary and dissipative dynamics.
IV. FLUCTUATIONS OVER MEAN FIELD
Having found out the mean field solution, we now con-
sider the stability of these solutions to small fluctuations
around mean field. We therefore add small fluctuations
at tree level by taking φcl → φ0 + δφ and φq → δφq.
Therefore, from equation 21 and taking O(1/N) terms
into account, we write
S˜ =
∫
ω
δη†4(ω)
(
0 [G˜A2×2]
−1(ω)
[G˜R2×2]
−1(ω) D˜K
)
δη4(ω)− λ
2N
∫
t
[
(2φ0|φcl|2 + φ∗0φ2cl)φ∗q + (|φcl|2 + |φq|2)φclφ∗q + c.c.
]
(34)
with δη4(ω) =
(
δΦcl(ω)
δΦq(ω)
)
and
[G˜R2×2]
−1(ω) =
(
ω − ω0 + ik + Σ(ω)− λN |φ0|2 Σ(ω)− λ2N φ20
Σ(ω)− λ2N φ∗20 −ω − ω0 − ik + Σ(ω)− λN |φ0|2
)
, (35)
while contribution to action at O( 1N ) are due to cubic and
quartic terms. Thus we observe that the fluctuations van-
sih in the thermodynamic limit N →∞. The poles of the
retarded Greens function, give the spectrum of excita-
tions, while the signs of their imaginary parts determine
whether the proposed mean-field steady state is stable. A
positive imaginary part of the spectrum implies the insta-
bility to mean field solution. Thus, to find the dissipative
spectrum of fluctuations, we solve det[G˜R2×2](ω) = 0 and
get
ω = −ik ±
√
(ω20 − 2ω0Σ)−
λ
2N
[(φ0 − φ∗0)2Σ + 2ω|φ0|2]
(36)
Next, we analyze the effect of fluctuations on the distri-
bution matrix F (ω) that provides the information regard-
ing effective temperature. From fluctuation-dissipation
relation 31, we can write
F (ω) = σz +
1
ω
[Σ(ω)− λ
4N
(φ20 + φ
∗2
0 )]σ
x, (37)
which has the same form in thermodynamic limitN →∞
as defined in equation 32. Thus fluctuations due to finite
number of particles N reduce the effective temperature.
Now, we take into account the contribution of cubic
and quartic terms in the effective action. In principle
we can sum upto all orders of perturbation and get the
following equation
[G−10 − Σ] ◦ G = I2×2 (38)
where G−10 is the bare Greens function, G is the dressed
Greens function due to the interactions and the self en-
ergy matrix is Σ =
(
0 ΣA
ΣR ΣK
)
. However, we restrict
here to the qualitative ideas, where as the full details of
effects of interactions are treated seperately [39] within
the renormalization group approach in Keldysh space.
We consider the effect of fluctuations at first order of
λ
N . The cubic terms at this order are
∫
t
[2φ0φ
2
clφ
∗
q +
φ∗0φ
2
clφq + c.c.]. This term breaks the Z2- symmetry,
φcl/q → −φcl/q and can be treated as the external “mag-
netic“ field term. In general, the fluctuations can modify
the position of the critical point and these terms serve the
corrections to the mean field position of the phase tran-
sition. However, we can eliminate these odd order terms
by applying the external drive. This kind of situation
also arises in the liquid-gas transition, where there is no
obvious symmetry, however, one can choose parameters
such as density to eliminate odd terms. This phase tran-
sition, despite the absence of symmetry, is of the Ising
type [40]. A similar conclusion holds if we take fluctu-
ations at higher order of λ/N . Moreover, we can show
[39] that this model undergoes a second order thermody-
namic phase transition of φ4-theory with Z2-symmetry
We thus conclude that the driven-dissipative model con-
sidered here undergoes a continuous Ising- type phase
transition.
V. CONCLUSIONS
In conclusion, we have analyzed the non-equilibrium
dynamics in a long range interaction Heisenberg model
coupled to bath and driven by the dissipation at each
site due to flipping of spin (spontaneous emission ) . We
have shown that this long range model can be mapped
to collective bosonic mode with φ4-type self interaction
and thus to multimode Dick model with φ4 nonlinearity.
Using the Keldysh field theory, we have shown in the
thermodynamic limit that the system boson density has a
power law behavior with the critical exponent depending
7FIG. 5. Real and imaginary part of the dissipative spectrum given the equation 36 beyond mean field for N = 100. The values
of k chosen are (a) k = 0, (b) k = 0.3 and (c) k = 1.
on the values of decay constant k and the type of spectral
density used.
Also that , an effective temperature arise due to dis-
sipation, and is shown to be depend linearly on the ef-
fective coupling γ, independent of the cutoff frequency
of the bath in wide class of bath spectral densities. It is
shown that the fluctuations due to cubic field terms in the
perturbation expansion violate Z2-symmetry and modify
the mean field critical point. Near the steady state, how-
ever it can be shown that the dynamics is generically
described by a thermodynamic universality class [14, 39]
of φ4-theory of Landau and Ginzburg . The emergent
thermal character of driven-dissipative systems may be
expected as the quantum coherence is lost to dissipation.
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