Random projections are used to estimate parameters of interest in large scale data sets by projecting data into a lower dimensional space. Some parameters of interest between pairs of vectors are the Euclidean distance and the inner product, while parameters of interest for the whole data set could be its singular values or singular vectors. We show how we can borrow an idea from Monte Carlo integration by using control variates to reduce the variance of the estimates of Euclidean distances and inner products by storing marginal information of our data set. We demonstrate this variance reduction through experiments on synthetic data as well as the colon and kos datasets. We hope that this inspires future work which incorporates control variates in further random projection applications.
INTRODUCTION
Random projection is one of the methods used in dimension reduction, in which data in high dimensions is projected to a lower dimension using a random matrix R. The entries r i j in the matrix R can either be i.i.d. with mean µ = 0 and second moment µ 2 = 1, or correlated with each other. Some examples of random projection matrices with i.i.d. entries are those with binary entries (Achlioptas, 2003) , or sparse random projections (Li et al., 2006b ). Random matrices with correlated entries range from those constructed by the Lean Walsh Transform (Liberty et al., 2008) to the Fast Johnson Lindenstrauss Transform (FJLT) (Ailon and Chazelle, 2009 ) and the Subsampled Randomized Hadamard Transform (SRHT) (Boutsidis and Gittens, 2012) .
We can think of vectors x i ∈ R p mapped to a lower dimensional vectorx i ∈ R k using a random projection matrix R under the identityx T = x T R. Distance properties of these vectors x i , x j are preserved in expectations inx i ,x j . If we wanted to compute a property of x i , x j given by some f (x i , x j ), then the goal is to find some function g(·), such that E[g(x i ,x j )] = f (x i , x j ). If we want the Euclidean distance between two vectors x i and x j , then f (a, b) = g(a, b) = a − b 2 .
The methods used in construction and application of the random projection matrix R to the vectors x i s have tradeoffs. Very sparse random projections, FJLT, and the SRHT are fast methods with a tradeoff in accuracy. The former uses extremely sparse R for quick matrix multiplication (optimal R has about √ p−1 √ p zero entries), and the latter two uses the recursive property of the Hadamard matrix for quick matrix vector multiplication. Dense R with entries generated from the Normal or the Rademacher distribution gives more accurate estimates and desparsifies data but at a cost of speed.
The resultant estimates from a chosen random matrix R have probability bounds on accuracy plus bounds on their run time, and it is up to the user to choose a random projection matrix which will suit their purposes.
In this paper, we propose a method Random Projections with Control Variates (RPCV), which is used in conjunction with the above types of different random projection matrices. Our approach leads to a variance reduction in the estimation of Euclidean distances and inner products between pairs of vectors x i , x j with a negligible extra cost in speed and storage space. These measures of distances are commonly used in clustering (Fern and Brodley, 2003) , (Boutsidis et al., 2010) , classification (Paul et al., 2012) , and set resemblance problems (Li et al., 2006a) .
The paper is structured as follows: We first express our notation differently from the ordinary random projection notation to give intuition on how we can use control variates. We then briefly discuss control variates, before describing RPCV. Lastly, we demonstrate RPCV on both synthetic and experimental data and show that we can use RPCV together with any random projection method to gain variance reduc-tion in our estimates.
Notation and Intuition
With classical random projections, we denote R ∈ R p×k to be a random projection matrix. We let X ∈ R n×p to be our data matrix, where each row x T i ∈ R p is a p dimensional observation. The random projection equation is then given by
However, we will use
without the scaling factor. Consider the random matrix R written as
where each r i is a column vector with i.i.d. entries. Then for a fixed row x T i , we have that for all j, v i j = x T i r j is a random variable from the same distribution. Here, we focus on each v i j as a single element, rather than seeing v i1 , . . . , v ik comprising the row vector v T i. .
Control Variates
Given the notion of each v i j as a random variable, we introduce control variates. Control variates are a technique in Monte Carlo simulation using random variables for variance reduction. A more thorough explanation found in Ross, 2006 . The method of control variates assumes we use the same random inputs to estimate E[A] = µ A , for which we know B with E[B] = µ B . We call B our control variate. Then to estimate E[A] = µ A from some distribution A, we can instead compute the expectation of
which is an unbiased estimator of µ A for some constant c. This value of c which minimizes the variance is given byĉ
and thus we write
In our random projection scenario for a fixed i, we can think of a random variable from A as some v i j , where
under the law of large numbers. Intuitively, we then need to find some distribution B where the variables b i are correlated with v i j to get good variance reduction. To do this, B necessarily needs to fulfill two conditions. Condition 1: Since each realization v i j is the sum of p random variables r 1 j , r 2 j , . . . , r p j , we need to have y i constructed from these same random variables and also correlated with each x i1 , . . . , x ip in order to get a variance reduction.
Condition 2: We need to know the actual value of µ B , the mean of B.
This seems like a chicken and egg problem since any µ B that is related to both x i. , r . j would be of some form of either the Euclidean distance or the inner product, both of which we want to estimate in the first place.
We solve this problem by considering an expression that relates both the Euclidean distance and the inner product simultaneously.
Related Work
We draw inspiration from the works of Li and Church, 2007 , Li et al., 2006a , and Li et al., 2006b . In these papers, marginal information such as margin counts or margin norms from data is pre-computed and stored. This extra information is then used with asymptotic maximum likelihood estimators to estimate parameters of interests.
We also store marginal information from our matrix X, but instead use this information to determine a control variate, rather than a maximum likelihood estimator. We compute and store all the n norms x i 2 from our X. Computing all these norms are cheap as they are of order O(np), and can be done when reading in the data at the same time.
Furthermore if the data is normalized (normalizing is also of order O(np) which we usually take for granted), we get the norms x i 2 2 = 1 for free.
Our Contributions
We propose Random Projections with Control Variates in this paper which reduces the variance of the estimates of the Euclidean distances and the inner product between pairs of vectors for a choice of random projection matrix R. In particular
• We describe the process of RPCV, which keeps to the same order of runtime as the particular random projection matrix we use RPCV with.
• We give the first and second moments of A + c(B − µ B ) for matrices R with i.i.d. entries, which can then be used to bound the errors in our estimates.
• We demonstrate empirically that RPCV works well with current random projection methods on synthetically generated data and the colon and kos datasets.
PROCESS OF RPCV
We describe and illustrate the process of RPCV in this section.
Without loss of generality, suppose we had x 1 , x 2 ∈ R p . Consider v given by Xr. As an illustrative example in the case where p = 2, we would have
for one column of R. We do matrix multiplication Xr and get v 1 , v 2 .
In the next two sections, we will give the control variate to estimate the Euclidean distance and the inner product. We will also give the respective optimal control variate correction c, and the respective first and second moments of the expression A + c(B − µ B ). This allows us to compute a more accurate estimate for the Euclidean distance and the inner product, as well as place probability bounds on the errors of our estimates.
RPCV for the Euclidean Distance
Suppose we computed V as above. The following theorem shows us how to estimate the Euclidean distance with our control variate. Theorem 2.1. Let one realization of A = (v 1 − v 2 ) 2 , which is our Euclidean distance in expectation. Let one realization of B to be
with mean µ B = x 1 2 + x 2 2 2 . The Euclidean distance (in expectation) between these two vectors is given by E[A + c(B − µ B )], and we can compute c := Cov(A, B)/Var(B) from our matrix V directly, using the empirical covariance Cov(A, B) and empirical variance Var(B).
Proof. We have
We derive the following lemma to help us compute the first and second moments required.
Lemma 2.1. Suppose we assume that our matrix R has i.i.d. entries, where each r i j has mean µ = 0, second moment µ 2 = 1, and fourth moment µ 4 . Then under this set up for Euclidean distances in Theorem 2.1, we have
Proof. We repeatedly apply Lemma 4.1 in the Appendix.
Thus, by following Lemma 2.1, we are able to derive expressions for the optimal control variate correction c in our procedure as follows.
Theorem 2.2. The optimal value c is given by
where we have
and
They expand to 
We are also able to derive the first and second moments of A + c(B − µ B ) for Euclidean distances. Theorem 2.3. The first and second moments are
where we substitute in the values of
] from Lemma 2.1.
Motivation for c in Euclidean Distance
To give some motivation for the meaning of c, we simplify the general case and consider what the ratio tells us when we have normalized vectors, i.e. x i 2 2 = 1 and when µ 4 = 1 (eg, where we generate r i j ∼ {±1} with equal probability). In this case, we have
, and consider u i v i as diagonal terms, and u i v j , i = j as off diagonal terms for some expressions u i , v i .
Then c can be seen as some weighted ratio of the sum of off-diagonal terms of the "Euclidean distance vector" u i := (x 1i − x 2i ) weighted by off diagonal terms of x 1i , x 2i to the sum of off diagonal terms of the norms.
Intuitively, this implies that if the Euclidean distance between two vectors is high, then we would get greater variance reduction (c is large).
RPCV for the Inner Product
Suppose we computed V as above. The following theorem shows us how to estimate the inner product with our control variate. The optimal control variate c in this procedure is given by the next theorem.
Theorem 2.5. The optimal value of c is given by
where
and the value of Var [B] taken from the result in Theorem 2.2.
However, we should not just stop there at our estimate of the inner product using RPCV. Li et al., 2006a describes a more accurate estimator for the inner product using the marginal information x 1 2 and x 2 2 , where the estimate of the inner product is the root of the equation
Since we stored and used x 1 2 and x 2 2 in order to get better estimates of the Euclidean distance and the inner product, we should use Li's method to get a better estimate of our inner product, by using RPCV's estimated value of v 1 , v 2 and v i 2 in the cubic equation instead.
In practice, since the control variate method gives results with similar accuracy to Li's method for inner products, one could use our control variate method for Euclidean distances to complement Li's method for inner products, as both methods make use of storing the norms of each observation. 
Motivation for c in Inner Product
To give some motivation for this meaning of c, we again simplify the general case and consider what the ratio tells us when we have normalized vectors and when µ 4 = 1. In this case, we have
Compared to what we have seen for Euclidean distances (recall that the denominator Var[B] is unchanged), the magnitude of c for inner products is comparatively smaller compared to c for Euclidean distances (expand both Cov(A, B) for the Euclidean distance (Equation 22), and Cov(A, B) (Equation 27) for the inner product and compare terms). We would then expect the variance reduction for inner product to not be as substantial as the variance reduction for the Euclidean distance.
Motivation for Computing First and Second Moments
The probability bounds of the errors in our estimate (where entries of R are i.i.d.) are of the form
where k is the number of columns of the random projection matrix. The Markov inequality is used to bound v by the first and second moments together with the Taylor's expansion. A full description of these results can be found in Vempala, 2004 . If we construct R with i.i.d. r i j ∼ N(0, 1), or r i j ∼ {±1}, then we can easily find similar probability bounds for the Euclidean distance by setting
and thus we need to find probability bounds for this expression.
For the inner product, we note that
and by rearranging expressions (31) and (32) together with (28) and (29), we get
Thus, computing the first and second moments for the expression A + c(B − µ B ) for A = (v 1 − v 2 ) 2 , B = v 1 2 2 + v 2 2 2 for Euclidean distances suffices, provided we computeĉ for the Euclidean distance, andc for the inner product. We necessarily need to substitute the value ofĉ (orc) to get the first and second moments of A + c(B − µ B ) for the Euclidean distance (or inner product).
For R constructed with r i j from other distributions, computing these bounds are a bit more involved.
Overall Computational Time
We need to compute the empirical covariance between all pairs A and B as well as the variance of B, which takes an additional O(k) time. Since the vectors we need to compute this covariance are the elements of V , we do not need to do further computation to get them. Furthermore, computing the covariance takes the same order of time as finding the Euclidean distance (or inner product) between the vectors v i , v j .
If we want a more accurate estimate of the inner product using Li's method, we can either use a root finding method to find a where f (a) = 0, or use the cubic formula to get the root(s) of a degree 3 polynomial. The time for these methods are are bounded above by some constant number of operations.
OUR EXPERIMENTS
Throughout our experiments, we use five different types of random projection matrices as shown in Table 1. We pick these five types of random projection matrices as they are commonly used random projection matrices.
We use N(0, 1) to denote the Normal distribution with mean µ = 0 and σ 2 = 1. We denote (1) p to be the length p vector with all entries being 1, and (0) p to be the length p vector with all entries being 0. We denote the baseline estimates to be the respective estimates given by using the type of random projection matrix R i .
We run our simulations for 10000 iterations for every experiment.
Generating Vectors from Synthetic Data
We first perform our experiments on a wide range of synthetic data. We look at normalized pairs of vectors x 1 , x 2 ∈ R 5000 generated from the following distributions in Table 2 . In short, we look at data that can be Normal, heavy tailed (Cauchy), sparse (Bernoulli), and an adversarial scenario where the inner product is zero. We look at the plots of the ratio ρ defined by ρ = Variance using control variate with R i Variance using baseline with R i
in Figure 1 for the Euclidean distance. ρ is a measure of the reduction in variance using RPCV with the matrix R i rather than just using R i alone. For this ratio, a fraction less than 1 means RPCV performs better than the baseline. For all pairs x i , x j except Cauchy, the reduction of variance of the estimates of the Euclidean distance using different R i s with RPCV converge quickly to around the same ratio. However, when data is heavy tailed, the choice of random projection matrix R i with RPCV affects the reduction of variance in the estimates of the Euclidean distance, and sparse matrices R i have a greater variance reduction for the estimates of the Euclidean distance.
We next look at the estimates of the inner product. In our experiments, we use Li et al., 2006a's method as the baseline for computing the estimates of the inner product. Our rationale for doing this is that both Li's method and our method stores the marginal norms of X, thus we should compare our method with Li's method for a fair comparison. The ratio of variance reduction is shown in Figure 2 .
As the number of columns k of the random projection matrix R increases, the variance reduction in our estimate of the inner product decreases, but then increases again up to a ratio just below 1. Since Li's method uses an asymptotic maximum likelihood estimate of the inner product, then as the number of columns of R increases, the estimate of the inner product would be more accurate.
Thus, it is reasonable to use RPCV for Euclidean distances, and Li's method for inner products.
Estimating the Euclidean distance of vectors with real data sets
We now demonstrate RPCV on two datasets, the colon dataset from Alon et al., 1999 and the kos dataset from Lichman, 2013. The colon dataset is an example of a dense dataset consisting of 62 gene expression levels with 2000 features, and thus we have
The kos dataset is an example of a sparse dataset consisting of 3430 documents and 6906 words from the KOS blog entries, and thus we have x i ∈ R 3430 , 1 ≤ i ≤ 6906.
We normalize each dataset such that every observation x i 2 2 = 1. For each dataset, we consider the pairwise Euclidean distances of all observations {x i , x j }, ∀ i = j, and compute the estimates of the Euclidean distance with RPCV of the pairs {x i , x j } which give the 20th, 30th, . . ., 90th percentile of Euclidean distances.
We pick a pair in the 50th percentile for both the colon and kos datasets (Figure 3 and Figure 4) , and show that for every different R i , the bias quickly converges to zero, and that the variance reduction for the R i s are around the same range. Since the bias converges to zero, this implies that our control variates work. i.e., we do not get extremely biased estimates with lower variance.
We now look at the variance reduction for pairs from the 20th to 90th percentile of Euclidean distances from both datasets for R 1 (where r i j ∼ N(0, 1)). This is shown in Figure 5 . We omit plots of the biases, as well as plots of ρ varying for different random matrices R 2 to R 5 since the variance reduction follows a similar trend. We also see that as the Euclidean distances between vectors increases (percentile increases), we get more variance reduction in our estimates. This increase in variance reduction is strongly seen in our dense colon dataset. Furthermore, both datasets show substantial variance reduction regardless of the percentile values.
CONCLUSION AND FUTURE WORK
We have presented a new method RPCV which works well in conjunction with different random projection matrices to reduce the variance of the estimates of the Euclidean distance and inner products on differ- ent types of vectors x i , x j . This allows for more accurate estimates of the Euclidean distance. As the Euclidean distance between two vectors increases, we expect greater variance reduction. In essence, we have shown that it is possible to juxtapose statistical variance reduction methods with random projections to give better results.
While RPCV gives a variance reduction for the estimates of the inner products, the ratio of variance reduction becomes minimal as the number of columns increases when compared to Li's method. This is not surprising since Li's method for estimating the inner products is an asymptotic maximum likelihood estimator, and is extremely accurate as the number of columns increases. Although RPCV requires storing marginal norms and computing the covariance between two p dimensional vectors, the cost of doing so is negligible when compared to matrix multiplication. Furthermore, the computation of marginal norms is unnecessary when the data is already normalized.
In fact, RPCV can be seen as a method that nicely complements Li's method since both methods require storing marginal norms. RPCV substantially reduces the errors of the estimates of the Euclidean distance, while Li's method substantially reduces the errors of the estimates of the inner product.
We note that different applications may require a certain type of random projection matrix. Thus if we want to reduce the errors in our estimates, we cannot just switch to a different random projection matrix where the entries allow us to place sharper probability bounds on our errors. If we want data to be invariant under rotations, then a Normal random projection matrix would be best suited (Mardia et al., 1979) . If we wanted to desparsify data, then a random projection matrix with i.i.d. entries from {− √ p, 0, √ p}, p small might be preferred (Achlioptas, 2003) . If we are focused on speed and quick information retrieval, then very sparse random projections (Li et al., 2006b) or random projection matrices formed by the SHRT (Boutsidis and Gittens, 2012 ) would be more preferable. RPCV allows us to reduce the error in all these estimates. While we have demonstrated good empirical results in the variance reduction for Euclidean distances for RPCV, we still need an expression for the first and second moments of A + c(B − µ B ) when the elements in the random projection matrix R are correlated in order to theoretically show that RPCV does achieve this reduction in variance. We are currently working on this.
Finally, we want look forward to extending this method of control variates to other applications of random projections.
