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Abstract
This paper considers the necessary transformations and
the computational issues associated with the determi-
nation of the maximal structured singular value, μmax,
without the use of a frequency gridding strategy. It
is shown that, for the case of purely real model per-
turbations, convergence difficulties exist in determining
bounds on μmax using existing Matlab software. A new
computational scheme is presented which improves on
existing methods for the computation of the worst case
combination of real uncertain parameters. This scheme
easily outperforms regularisation type solutions, which
have been suggested as one way of improving the con-
vergence properties of a strictly real robustness anal-
ysis. The improvement is illustrated on a well known
civil aircraft robustness analysis example.
Keywords:- Structured singular value - robust-
ness analysis - certification.
1 Introduction
The problem of certification is a major research theme
in the design of control laws for modern aircraft. For
a safety-critical process such as this an engineer must
be able to guarantee that the system response will be
within prespecified bounds. The structured singular
value, μ, has been suggested as a tool for predicting
the maximal gain that is possible from a system when
some a priori knowledge exits about the nature of the
uncertainty acting on that system. However the fact
that μ is a frequency domain metric poses problems for
certification. In practice, μ is usually computed over a
frequency grid. This technique may prove unreliable
for the case of narrow and high peaks on the μ plot,
since it becomes possible to miss the critical frequency.
These peaks are a feature of the type of highly tuned
complex aerodynamic system models that are now ap-
pearing in the literature. One solution is to transform
a classical frequency dependent μ analysis problem into
an augmented μ calculation on a constant matrix, in
which the frequency ω is introduced as an additional
uncertainty (see e.g. [9]). In theory, this approach
allows the frequency where the peak gain and the cor-
responding combination of uncertain parameters that
cause the maximal structured singular value, μmax to
occur, to be directly computed. It is well known that
calculation of the exact value of μ is an NP hard prob-
lem [3] and consequently upper and lower bounds on
μ need to be determined. The key challenge for any
computational scheme is therefore how close can the
bounds on μ be made. A clear added benefit in the use
of a μ-test on a static matrix is that there is now only
one test problem as opposed to the series of matrices
that need to be considered for the case of a standard
frequency sweep.
In practice, it is usual to compute an upper bound
on μ using well developed Matlab toolbox algorithms
(see e.g. [1],[5]). For the case of strictly real uncertain
parameter uncertainty results obtained using these al-
gorithms tend to provide little information about the
combination of uncertain parameters that yield μmax.
Hence, the determination of a good lower bound on
μmax is necessary. It has been suggested that improved
convergence can be achieved through the introduction
of additional complex parameters in the uncertainty
set [8]. This paper presents a critical assessment of the
merits of such ”regularisation” techniques in the de-
termination of μmax and the attendant combination of
physical parameters that cause μmax to occur over a
frequency interval for a well known civil aircraft based
robustness analysis problem. We claim that a scheme
based on the use of transformations which provide a
single static test matrix and an optimisation based
lower bound algorithm offers significant improvements
in performance compared with both classical Matlab
μ-Toolbox and regularisation based algorithms.
This paper is organized as follows. Section 2 briefly in-
troduces the structured singular value, μ, and presents
the transformations necessary to calculate μmax over a
frequency interval using only one static matrix. Dif-
ferent computational schemes for μmax, including a
new optimisation based algorithm are outlined in sec-
tion 3, while section 4 provides a civil aircraft ex-
ample where existing schemes for robustness analysis
are tested against the proposed new optimization al-
gorithm. The results obtained are also assessed crit-
ically. Some brief concluding remarks and future re-
search themes are discussed in section 5.
2 Robustness Analysis using μ
Consider the classical interconnection structure M(s)−
ΔR in Figure 1(a), where M(s) is the transfer matrix
between the inputs u and the outputs y and is assumed
to be strictly proper. ΔR = diag(δiIqi) is a structured
perturbation containing real scalar parametric uncer-
tainties δi. The real structured singular value is defined
as follows:
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Figure 1: (a) standard interconnection structure, (b)
equivalent augmented interconnection struc-
ture
Definition 2.1
μΔR(M(jω))
= 1/min(k / ∃ ΔR ∈ kD
with det(I −M(jω)ΔR) = 0)
= 0 if no (k,ΔR) exists
(1)
with D = {δ = [δ1, . . . , δn] |
δi ∈ R and |δi| ≤ 1} (2)
The unit hypercube D is the normalised set of all per-
missible perturbations on the nominal system M(s).
Computation of peak gain from a Linear Fractional
Transformation (LFT) reduces to an augmented μ
problem, i.e.,
max
ω∈ [0∞]
μΔR(M(jω)) = μmax =
1
kmin
(3)
The interconnection structure M(s)−ΔR is stable for
all normalised perturbations with |δi| ≤ 1, if:
μmax < 1 or kmin > 1 (4)
The Maximal Structured Singular Value μmax can be
computed directly using the following lemma which is
a variation on the original result presented in [9].
Lemma 2.1 There exists a frequency ω ∈ [ω, ω] and a
real perturbation ΔR verifying det(I −M(jω)ΔR) = 0
if and only if there exists an augmented perturbation
ΔˆR verifying det(I −NΔˆR) = 0 with:
δω =
2ω − (ω + ω)
ω − ω ∈ [−1, 1] (5)
ΔˆR =
[
δωIn 0
0 ΔR
]
(6)
N = N−12 N1
[
1
2 (ω − ω)In 0
0 Ip
]
(7)
and
N1 =
[
jA−1 A−1B
−jCA−1 −CA−1B + D
]
(8)
N2 = I −N1
[
1
2 (ω + ω)In 0
0 0
]
(9)
with A ∈ Rn xn, D ∈ Rp x p and ΔR ∈ Rp x p
Note that the matrices A,B,C and D correspond to a
standard state-space representation of M(s).
The transformation in lemma 2.1 provides a robust-
ness test over the frequency range ω ∈ [ω, ω] as in
Figure 1(b). The uncertain frequency δω has been nor-
malised so that δω ∈ [−1, 1] means ω ∈ [ω, ω]. This
conforms with the convention used by the Matlab μ-
Toolbox software for determination of the bounds on
μ. For more details and a worked academic example
where μ is known exactly the interested reader should
consult [7].
2.1 Determination of Maximal System Gain
A direct application of the robust performance theo-
rem [1], allows the problem of maximal system gain
in the presence of uncertainty to be cast as a μ-
analysis problem. By closing the path from y back
to u with a performance block Δp in Figure 1(a) so
that Δ = diag(ΔR,Δp) it follows directly that peak
system gain corresponds to
μΔ(M(jω))
= 1/min(k / ∃ Δ ∈ kDˆ
with det(I −M(jω)Δ) = 0)
= 0 if no (k,Δ) exists (10)
It is often the case that Δp is a complex block reflect-
ing the gain and phase transfer function yu . However
the added uncertainty described in Lemma 2.1 provides
an example where a performance block Δp, which rep-
resents the frequency where peak gain will occur in a
robust stability analysis is also constrained to be real.
3 Computation of μmax
This section considers different computational schemes
for μmax. It also outlines the limitations of existing
schemes for the case where the uncertainty set is con-
strained to be strictly real. kmin = 1μmax can be
computed from the following equation.
f(α) = min(k / ∃ ΔˆR = diag(ΔR1 , αΔR2)
with ΔRi ∈ kD and det(I −NΔˆR) = 0)
noting that f(kmin) = 1 (11)
kmin corresponds to f(αˆ), where αˆ is the smallest
α ∈ [0, . . . , 1] s.t. f(α) = 1. It should be noted
that the inverse of f(α) is an example of the so-called
”skewed μ problem”, the exact value of which is gen-
erally calculated by recursively computing an upper
bound on μ (see e.g. [4],[5]). For the case of mixed un-
certainty (real and complex uncertain parameters), this
upper bound can be determined using a single applica-
tion of a skewed μ analysis based on linear matrix in-
equalities [5]. However, the μ-Toolbox unwrap family of
functions do not return a useful worst-case model per-
turbation that yields μmax at the corresponding critical
frequency, ωc. The perturbation is completely dom-
inated by the complex performance block and is sub
optimal in the real parameters. If a robustness analy-
sis is restricted to the variation in the real parameters
then significant drawbacks exist with the use of exist-
ing μ-Toolbox algorithms. It is well known that the
lower bound on μ fails to converge with strictly real
uncertainty. Moreover, without a lower bound there is
no indication of the potential conservatism of the cor-
responding upper bound, since the tightness of the in-
terval [μ
max
, μmax] containing the exact value of μmax
cannot be measured.
Two potential solutions to this fundamental robustness
analysis problem are now considered. It is argued that
the latter approach is more beneficial for the family of
applications that are at hand.
3.1 Regularisation Approach
Techniques have been proposed that offer improved
convergence properties for strictly real robustness anal-
ysis problems by introducing scaled complex uncer-
tainty into the perturbation set. This has proven ef-
fective in the calculation of μ over a frequency grid for
a selection of problems (see e.g. [8]).
Consider the arrangement of Figure 2.
The augmented perturbation ΔˆR is expanded to twice
its original size Δˆβ by including complex blocks that
are exactly the same structure and dimension as the the
original real blocks. For compatibility and in order to
incorporate a scaling factor β on the artificially created
N
ΔˆR
ΔˆC


β
ff
 β
ff
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ΔˆR + β
2ΔˆC
ff

Figure 2: Replacing real uncertainty with real + complex
uncertainty
complex uncertainty, the N matrix is also expanded to
twice its original size by pre and post multiplication by
the scaling matrix S.
Δˆβ =
[
ΔˆR 0
0 ΔˆC
]
(12)
S =
[
In+p
βIn+p
]
(13)
Nβ = SNS′ (14)
with ΔˆR ∈ R(n+p) x (n+p) and ΔˆC ∈ C(n+p) x (n+p)
The basis for this scheme is that as β → 0, this mixed
μ analysis approximates the strictly real μ problem.
Selection of β is always an issue but in practice, β = 0.1
is typical.
3.2 Optimisation Approach
Due to the convergence difficulties associated with the
power algorithms that existing matlab toolboxes use
for the computation of a μ lower bound, an alterna-
tive optimization approach has been proposed [2]. The
lower bound of the real structured singular value from
equation (1) is defined as:
μopΔR(M(jω))
= 1/min(k / ∃ ΔR ∈ kD
with |det(I −M(jω)ΔR)| ≤ γ)
= 0 if no (k,ΔR) exists
(15)
γ is a user-defined small number and controls the ac-
curacy of the result.A feature of the approach is that
a minimum destabilising ΔR of appropriate structure
is computed after each iteration of a line search algo-
rithm. Exit criteria can easily be chosen for a particu-
lar problem so that a good estimate of the worst case
destabilising ΔR will be computed. As the search for a
worst case destabilising Δ is non-convex, local minima
can of course occur however. To address this problem a
detection procedure has been added to the algorithm.
This add-on forces a restart of the optimisation with a
different starting ‘seed’ vector if the gap between the
upper and lower bound on μ is deemed significant. A
user-defined maximum can be placed on the number of
restarts that are allowed. Whenever a restart is neces-
sary, or at the very outset of the optimisation, the ‘seed’
vector can also be extracted from a Singular Value De-
composition (SVD) on N . This lower bound approach
has been shown to offer significant improvement over
existing μ lower bound algorithms, [1], where conver-
gence does not occur with real uncertainty [2]. Con-
vergence difficulties due to the possible discontinuities
of μ as a function of frequency are therefore overcome
using this approach. Unlike the previous regularisation
approach, the ’mu’ function associated with this optimi-
sation algorithm can be applied directly to lemma 2.1
Thus μmax is computed using only one static matrix
with this approach which offers a significant computa-
tional saving even if a number of optimisation restarts
are necessary.
4 Civil Aircraft Analysis Example
This robustness analysis example is taken from [6]. It is
easily reproduced and provides a good example of the
potential limitations of a regularisation type approach
to strictly real robustness analysis.
The rigid civil transport model is characterised by 4
states x = [β, p, r, φ]T , 4 outputs y = [ny, p, r, φ] and
2 control inputs u = [δp, δr]. The linearised lateral
equations of motion, at a trim value (α0, θ0) (denoting
angle of attack and pitch angle respectively), are given
as:
β˙ = Yββ + (Yp + sinα0)p + (Yr − cosα0)r
+
g
V
φ + Yδp + Yδr
(16)
p˙ = Lββ + Lpp + Lrr + Lδpδp + Lδrδr (17)
r˙ = Nββ + Npp + Nrr + Nδrδr (18)
φ˙ = p + tan θ0r (19)
The acceleration at the centre of gravity is given by:
ny = −V
g
(Yββ + Ypp + Yrr + Yδpδp + Yδrδr)
(20)
Uncertainties are introduced in the 14 stability deriva-
tives Yβ , Yp, Yr, Yδp, Yδr, Lβ , Lp, Lr, Lδp, Lδr, Nβ ,
Np, Nr, and Nδr. Each of the uncertain parameters is
allowed to vary within ±12% of its nominal value. For
instance, the first stability derivative can be rewritten
as Yβ = Y 0β (1 + W1δ1) where Y
0
β is the nominal value,
W1 is a weight on the uncertainties (0.12) and δ1 rep-
resents the normalized parametric uncertainty for this
stability derivative and is constrained within the inter-
val [-1,1].
In this work the ”Morton Methodology” for LFT gener-
ation is adopted. The approach is illustrated in Figure
4. This approach is possible here since the equations of
motion for the aircraft under consideration are affine
with respect to the uncertain parameters (i.e. the sta-
bility derivatives). This approach allows for minimal
conservatism in the uncertainty set D. The linear equa-
tions of motion for the aircraft are rewritten as:
⎡
⎢⎢⎢⎣
β˙
p˙
r˙
φ˙
ny
p
r
φ
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
Yβ Yp+C1 Yr+C2
g
V Yδp Yδr
Lβ Lp Lr 0 Lδp Lδr
Nβ Np Nr 0 0 Nδr
0 1 C3 0 0 0
C4Yβ C4Yp C4Yr 0 C4Yδp C4Yδr
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
⎤
⎥⎥⎥⎦
⎡
⎣
β
p
r
φ
δp
δr
⎤
⎦
(21)
with:
C1 = sinα0, C2 = − cosα0
C3 = tan θ0, C4 = −V
g
As in the previous subsection, multiplicative uncer-
tainty is introduced with:
Yβ = Y 0β (1 + W1δ1)
Yp = Y 0p (1 + W2δ2)
...
...
Yδr = Y 0δr(1 + W14δ14) (22)
Equation (21) is rewritten as:
⎡
⎢⎢⎢⎣
β˙
p˙
r˙
φ˙
ny
p
r
φ
⎤
⎥⎥⎥⎦ = (P0 +P1δ1 +P2δ2 + · · ·+P14δ14)
⎡
⎣
β
p
r
φ
δp
δr
⎤
⎦ (23)
with:
P0 =
⎡
⎢⎢⎢⎢⎢⎣
Y 0β Y
0
p +C1 Y
0
r +C2
g
V Y
0
δp Y
0
δr
L0β L
0
p L
0
r 0 L
0
δp L
0
δr
N0β N
0
p N
0
r 0 0 N
0
δr
0 1 C3 0 0 0
C4Y
0
β C4Y
0
p C4Y
0
r 0 C4Y
0
δp C4Y
0
δr
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
⎤
⎥⎥⎥⎥⎥⎦
(24)
Construction of the remaining Pi blocks is straightfor-
ward. As an illustration:
P1 =
⎡
⎢⎢⎣
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
C4 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎦ = u1vT1
(25)
uT1 = [W1Y
0
β 0 0 0 C4W1Y
0
β 0 0 0 0 0 0 0 0 0 ]
vT1 = [ 1 0 0 0 0 0 0 0 0 0 0 0 0 0 ]
(26)
The above equations can thus be rewritten as:
⎡
⎢⎢⎢⎣
β˙
p˙
r˙
φ˙
ny
p
r
φ
⎤
⎥⎥⎥⎦ = (P0 + δ1u1vT1 + · · ·+ δ14uk1vTk2)
⎡
⎣
β
p
r
φ
δp
δr
⎤
⎦
= (P0 + BΔC)
⎡
⎣
β
p
r
φ
δp
δr
⎤
⎦ (27)
with Δ = diag(δ1, δ2, . . . , δ14) and:
B = [ u1 u2 ... uk1 ] C =
⎡
⎢⎣
vT1
vT2
...
vTk2
⎤
⎥⎦ (28)
Let the augmented plant with additional fictitious in-
puts ω and outputs z:
⎡
⎣x˙y
z
⎤
⎦ =
[
P0 B
C 0
]⎡
⎣xu
ω
⎤
⎦ (29)
[
P0 B
C 0
]
Δ
1
s
 

ff
ff

ω z
x x˙
u y
Figure 3: LFT aircraft model with Morton’s method
Δ = diag(δ1, δ2, . . . , δ14) contains the 14 nonrepeated
real parametric uncertainties associated with the 14
stability derivatives for this example.
5 Results
Conventional μ bounds have been calculated using the
μ−Toolbox with a standard grid of 75 points selected in
the interval [ω, ω] = [10−1, 101]. These bounds are il-
lustrated in Figure 4. The conventional μ lower bound
is zero at all frequencies. A regularisation approach
can be used to obtain a tight lower bound at each fre-
quency, however there is a loss of information regarding
the real Δ combination that causes worst case uncer-
tainty using this approach. To quantify this loss of
information we consider the transformation of Lemma
2.1. The results are presented in Figure 5. The dotted
continuous line corresponds to f(α) for a regularisation
approach with β = 0.1. This graph can be interpreted
as saying that no frequency exists which corresponds
to μmax ≥ 1. However the optimisation algorithm (the
continuous line) returns αˆ = 0.91 where μ ≥ 1. This
is a significant advantage; not only does the optimisa-
tion algorithm point out a critical frequency where a
robustness requirement is not satisfied it also computes
a corresponding combination of strictly real parameters
for which this is the case.
It is possible to locate frequencies where μ ≥ 1 oc-
curs using conventional methods with an extremely fine
grid. Figure 6 illustrates that for a fine grid of 75 points
selected in the interval [ω, ω] = [10−0.2, 10−0.1] a peak
gain upper bound for this system can be obtained which
exceeds the lower bound that is determined by the opti-
misation approach. Significantly however, the optimi-
sation algorithm is the only approach which generates
a useful strictly real worst-case perturbation set ΔˆR
is returned. A summary of the results is presented in
Table 1. The critical frequency returned using the op-
timisation approach is ωc = 0.7135 rad/s whereas the
fine grid suggests an ωc = 0.7096 rad/s. Note that the
two solutions are accurate to two decimal places but
that there exists a significant saving in computational
effort using the optimisation approach. Moreover, the
type of fine grid used here would not be computation-
ally feasible when used over a wider interval. It is only
of use after a ”first pass” with the optimisation algo-
rithm which will focus in on the frequency range of
interest.
Substituting the perturbation parameters returned by
the optimisation algorithm for ΔˆR into the differ-
ence equation I − NΔˆR yields a determinant det(I −
NΔˆR) = (−0.99−9.02j)x10−13. This is deemed ”close
to singular” from a robust performance perspective.
Note that no a priori information about the frequencies
where μmax occurs has been passed to the optimisation
algorithm in this example.
Method Frequency interval Points ωc μpeak
Normal 10−1 to 101 75 0.6884 0.9992
Optimisation 10−1 to 101 - 0.7135 1.1034
Fine 10−0.2 to 10−0.1 75 0.7096 1.1096
Table 1: Summary of Results
6 Conclusions
This paper has considered the robustness analysis prob-
lem for a well known civil transport aircraft. It has
shown that there are significant limitations in both
standard μ-Toolbox algorithms and the regularisation
type approaches that have been proposed when at-
tempting to determine the combination of real param-
eters that causes worst case performance. An opti-
misation based algorithm operating on a static matrix
provides the following advantages:- A good lower bound
which often exceeds the upper bound on μ generated by
a standard frequency grid is attained. A good combi-
nation of real parameters that causes the worst case to
occur is also generated. Furthermore an optimisation
approach provides useful information for the genera-
tion of an extremely fine grid which may be necessary
for the certification process.
The authors wish to thank PEI-CSRC for their support
of this research.
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