Tissue clearing methods enable imaging of intact biological specimens without sectioning. However, reliable and scalable analysis of such large imaging data in 3D remains a challenge. Towards this goal, we developed a deep learning-based framework to quantify and analyze the brain vasculature, named Vessel Segmentation & Analysis Pipeline (VesSAP). Our pipeline uses a fully convolutional network with a transfer learning approach for segmentation. We systematically analyzed vascular features of the whole brains including their length, bifurcation points and radius at the micrometer scale by registering them to the Allen mouse brain atlas. We reported the first evidence of secondary intracranial collateral vascularization in CD1-Elite mice and found reduced vascularization in the brainstem as compared to the cerebrum. VesSAP thus enables unbiased and scalable quantifications for the angioarchitecture of the cleared intact mouse brain and yields new biological insights related to the vascular brain function.
INTRODUCTION
Changes in the brain vasculature are a key feature of a large number of diseases effecting the brain. Primary angiopathies, vascular risk factors (e.g., diabetes), traumatic brain injury, vascular occlusion and stroke all affect the brain vascular network and interfere with normal microcirculation and vascular function [1] [2] [3] [4] [5] . Alterations of the brain microvasculature are also seen in neurodegenerative diseases, such as Alzheimer's disease, tauopathy and amyloidopathy. These hallmarks of the Alzheimer's disease, can lead to aberrant remodeling of the blood vessels 1, [6] [7] [8] . Consequently, capillary rarefaction is frequently used as a marker for vascular damages 9 . Thus, quantitative analysis of the entire brain vasculature including the capillary bed is pivotal to develop a better understanding of physiological and pathological brain function. However, quantifying micrometer scale changes in the cerebrovascular network of intact brains has been difficult for two main reasons.
First, labeling and imaging of the complete mouse brain vasculature down to the smallest blood vessels has to be achieved. Magnetic resonance imaging (MRI), for instance, does not have sufficient resolution to capture capillaries 10 . MicroCT imaging can visualize the microvasculature, but because of specimen size constraints it fails to acquire a whole intact mouse brain 11 . Fluorescent microscopy, on the other hand, provides a higher resolution but can typically be applied to 1-200 μm thin tissue slices, which does not pre-serve the structure of an end-to-end vascular network. Recent advances in tissue clearing could overcome this problem, but so far there has been no demonstration of all vessels of all sizes in an entire brain in three dimensions (3D) 12 .
The second challenge relates to automated analysis of 3D imaging data for structures that are spanning entire mouse brains, which cannot be analyzed piece by piece in a reliable and scalable manner. Scanning transparent specimens of several millimeters size at micrometer resolution, inevitably introduces substantial variance in the signal intensity and signal-to-noise ratio at different depths. Thresholding methods are not capable of segmenting these large scans, whereas shape-based filtering approaches such as Frangi filters cannot reliably identify vessels from background 13, 14 . To overcome these limitations more advanced image processing methods with local spatial regularization have been proposed for processing light-sheet scans 15 . However, such methods including local spatial regularization cannot segment large vascular networks across changing intensity distributions. Finally, the size of the acquired datasets poses a difficulty to assess the organization of the whole vascular network; therefore, such methods can only segment small volumes [15] [16] [17] [18] [19] .
Here, we present VesSAP (Vessel Segmentation & Analysis Pipeline), a method for automated quantitative analysis of the entire mouse brain vasculature, which overcomes the limitations stated above. To achieve this, we first developed a dual vascular staining approach using wheat germ agglutinin (WGA) and Evans blue (EB) to stain both small and large vessels in two fluorescent channels, consistently throughout the entire brain. Next, we cleared whole stained brains using the 3DISCO method 20 and imaged them with light-sheet microscopy at micrometer resolution. Second, we developed a deep fully convolutional network (FCN), which exploits the imaging data from both dyes to provide a high-quality segmentation of the vasculature in 3D. Subsequent feature extraction and registration to the latest Allen adult mouse brain atlas enabled us to quantify all features of interest with respect to their topographical location. Our deep learning-based approach works reliably despite variations in signal intensities, outperforming previous filter-based methods and reaching the quality of segmentations of human annotators. To our knowledge, this is the first time that a deep learning approach is being used to analyze complex imaging data of cleared mouse brains i.e. spanning the entire brain end-to-end.
We further applied VesSAP to a set of 6 mice from two commonly used mouse strains to systematically explore strain-related differences in vascular anatomy across brain regions as described by the Allen brain atlas. We reported new biological findings and provide a comprehensive reference set of vessel anatomy features, revealing unique structures of different brain regions. Thus, VesSAP represents an integrated pipeline enabling automated and scalable analysis of the complete mouse brain vasculature (Fig. 1) . All parts of the VesSAP are publicly hosted online for easy adoption, including the imaging protocol, the data (original scans, registered atlas data), the trained algorithms, training data and a reference set of features describing the vascular network in all brain regions at the following address: http://DISCOtechnologies.org/VesSAP
RESULTS
Tissue clearing methods enable imaging of unsectioned biological specimens. To extract biologically meaningful data, they have to be combined with reliable and automated image analysis methods. Towards this goal, we developed Ves-SAP, a deep learning-based method to accurately and automatically analyze the vasculature of cleared mouse brains. VesSAP encompasses 3 major steps: 1) staining, clearing and imaging of the mouse brain vasculature by two different dyes (WGA and EB) down to the capillary level, 2) transfer learning-based algorithms to automatically segment and trace the whole brain vasculature data at the capillary level and 3) extraction of vascular features for hundreds of brain regions by registering the data to the Allen brain atlas (Fig. 1) . We applied VesSAP to generate vascular reference maps for two commonly used mouse strains under physiological conditions: C57BL/6J and CD1-Elite mice. We report the first evidence of secondary intracranial collateral vascularization in CD1-Elite mice. Furthermore, our work shows a significantly decreased vascularization density in the brainstem as compared to the cerebrum in both mouse strains.
Step 1: Vascular staining, DISCO clearing, and imaging Towards staining the entire vasculature, we applied a combination of two dyes, WGA and EB staining in two fluorescent channels. We then performed 3DISCO clearing 21 and light-sheet microscopy imaging of whole mouse brains at micrometer resolution ( Fig. 2A-C, Supporting  Fig. 1 ). WGA predominantly stains small vessels and, importantly, captures even the smallest capillaries down to diameters of a few micrometers, while EB predominantly stains large vessels including the middle cerebral artery and the circle of Willis (Fig. 2D-I, Supporting Fig. 2) . Merging the signals from both dyes yields a staining of the complete vasculature, showing the complementary nature of both dyes (Fig. 2C,F) . Importantly, the signals from both dyes are perfectly congruent when staining the same vessel and solely come from the vessel wall layer (Fig. 2G-I , Supporting Fig. 2) . Furthermore, owing to the dual labeling, we maximized the signal to noise ratio (SNR) for each dye independently to avoid saturation of differently sized vessels when only a single channel is used. We achieved this by independently optimizing the excitation and emis The proposed method consist of three modular steps: 1, multi dye vessel staining and DISCO tissue clearing for high imaging quality using 3D light-sheet microscopy; 2, Deep-learning based segmentation of blood vessels with 3D reconstruction and 3, Anatomical feature extraction and mapping of the entire vasculature to the Allen adult mouse brain atlas for statistical analysis.
sion power. For WGA, we reached a higher SNR for small capillaries; bigger vessels, however, were barely visible (Supporting Fig. 3 ). For EB, the SNR for small capillaries was substantially lower but larger vessels reached a high SNR (Supporting Fig. 3) . Thus, integrating the infor- mation from both channels allows homogenous staining of the entire vasculature throughout the whole brain, and results in a high SNR for highquality segmentations and analysis.
Step 2: Segmentation of the volumetric images To enable extraction of quantitative features of the vascular structure, the vessels in the acquired brain scans need to be segmented in 3D. Motivated by the recent success of deep learning based approaches in biomedical image data analysis [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] , including human MRI data segmentation, we developed a deep FCN to exploit the complementary signals of both dyes to derive a complete segmentation of the entire vasculature.
Our network architecture is a deep FCN, which segments vessels based on the input from two imaging channels. The network consists of 5 layers, 4 convolutional layers followed by one fully connected layer. In a first step, the two input channels (WGA and EB) are concatenated. This yields a set in which each voxel in 3D space is characterized by two features. Each convolutional step integrates the information from the voxel's 3D neighborhood. Here we use cross-hair shaped convolutional kernels to sample the local surrounding of each voxel in a sparse manner along three orthogonal planes 25 ( Fig. 3A) . After the last convolution, the information from 50 features per voxel is combined with a fully connected layer and a sigmoidal activation to estimate the likelihood that a given voxel represents a vessel. Subsequent binarization yields the final segmentation. In both, training and testing, the images are processed on sub-patches of 50 × 100 × 100 pixels.
Often, deep neural networks require large amount of annotated data to be trained. Here, we circumvented this requirement with a transfer learning approach, which is frequently used to train algorithms with limited annotated data 33 . In short, the network was first pre-trained on a large, synthetically generated vessel-like data set (Supporting Fig. 4 ) 34 and then refined on a small amount of manually annotated part of the real brain vessel scans. This approach drastically reduced the need for manually annotated training data, as indicated by the following observations: first, the network that was solely trained on synthetic data already yields acceptable segmentations of real brain vessel scans. Second, the refinement on the real data set already converged after a few training epochs. Third, only a very small amount of manually annotated training data (here: 0.02 % of a full brain scan) was needed to segment the vasculature of an entire brain with the quality of human annotations.
To assess the quality of the segmentation quantitatively, we compared the network prediction with manually created ground truth segmentation and ran several experiments with alternative approaches (Fig. 3B, Supporting Fig. 5 ). To provide comparability with the literature, we reported two voxel-wise measures that quantify the quality of the segmentation, accuracy and the F1-score 35 . As compared with the ground truth, our network exploiting the information from WGA and EB achieved an accuracy of 0.93 ± 0.01 and a F1-Score 0.76 ± 0.01 (Fig. 3B) . To assess the importance of integrating information from both, WGA and EB, we designed a control network that only has access to the commonly used WGA signal, which reduced the quality of the vessel segmentation (accuracy: 0.90 ± 0.08; F1-Score 0.74 ± 0.07). As further controls, we implemented alternative state-of-the-art methods and found that our network outperforms classical Frangi filters 13 (accuracy: 0.85 ± 0.03; F1-Score 0.47 ± 0.18), as well as recent methods considering local spatial context via Markov random fields 15, 36 (accuracy: 0.85 ± 0.03; F1-Score 0.48 ± 0.04).
Next, we compared the segmentation accuracy of our network with human annotations. A total of 4 human experts independently annotated two volumes each and these segmentations were again compared to the ground-truth segmentation. We found that the accuracy of segmentation quality of independent human annotators was comparable to the predicted segmentation of our network (Fig. 3c) . Moreover, our network could segment a whole mouse brain scan within 24 hours on a single GPU workstation whereas the annotators who created our segmentations would need more than a year to process a whole brain. In summary, the VesSAP pipeline is able to segment the whole brains vasculature at human level accuracy with a substantially higher speed. Step 3: Feature extraction and atlas registration It has previously been shown that vessel density, radius and the number of bifurcation points can be used to describe vascular anatomy 3 . Hence, we used our segmentation to trace and quantify these features as the distinct parameters to characterize the mouse brain vasculature ( A representative cross-section of the brain through the vasculature, color-coded by coarse anatomical regions, is depicted in Fig. 4C . Each anatomical region can be further divided into subregions, yielding a total of 1238 anatomical structures (619 per hemisphere) for the entire brain (Fig. 4D) . This allows analyzing each denoted brain region and grouping regions into clusters such as left vs. right hemisphere, gray vs. white matter or hierarchical clusters of the Allen brain atlas ontology. For our subsequent statistical feature analysis, we chose to group the labeled structures according to the main 55 anatomical clusters of the current Allen brain atlas ontology. We thus provide the first whole mouse brain vascular map with the extracted centerlines, bifurcation points and radius down to the capillary level.
VesSAP provides a reference map of the whole brain vasculature in mice To extend utility of our new method, we next derived three secondary features from the segmentation to build a reference map of the brain vasculature: 1) To approximate the total length of all vessels in a given volume of interest, we extract the centerlines and count the voxels along it (expressed in voxel / voxel ratio); 2) density of bifurcation points normalized to the region size (expressed in count / mm 3 ); and 3) average radius for each region (expressed in μm). These features were all referenced to the Allen brain atlas ontology. We used these features to determine the vascular features in 6 individual brain samples from the C57BL/6J and CD1-Elite strains (n = 3 mice for each strain). From these quantifications we derived the following conclusions: first, the vessel radius is evenly distributed in different regions of the same brain (Fig. 5A) . Second, the bifurcation density and vessel length are unevenly distributed in the same brain over different regions, while they correlate well among different mice for the same regions (Fig. 5B,C) . Moreover, bifurcation density correlates well with the vessel length ratio in most of the brain regions (Fig. 5D , Pearson's correlation, r=0.956, p-value=1.971 -30 ). Third, we observed that the extracted features show no significant statistical difference for the same anatomical cluster between the two strains (C57BL/6J and CD1-Elite) (Supporting Fig. 7 , Supporting Tables 1-4).
Next, we visually inspected exemplary regions and validated the output of VesSAP. For example, the Gustatory areas showed higher vascular density compared to the Anterodorsal nucleus ( Fig. 6A) as predicted by VesSAP (Fig. 6B,C) . This inspection also suggested that the capillary density was the primary reason for the regional variations in the same brain. Additionally we found 1) direct intracranial vascular anastomosis in both strains (white arrowheads, . Using VesSAP, calculating centerline density as described above, and accounting for the 30 % isotropic tissue shrinkage in DISCO clearing 38 , we found an average vascular density of 0.473 ± 0.161 m/mm³ over the whole mouse cortex.
DISCUSSION
Researchers have extensively worked towards examining the cerebral vasculature at the complete brain scale. This is particularly relevant, because current theories for many cardiovascular, neurodegenerative and metabolic disease pathologies include the capillaries, which can reflect the earliest symptoms. Thus, a method to robustly image, segment and analyze the complete cerebral vasculature of the mouse brain has been much needed. Previous studies were restricted: either they did not have sufficient resolutions to visualize all vessels including tiny capillaries such as MRI and microCT imaging modalities [39] [40] [41] , or once capillaries are imaged by high resolution fluorescent microscopy, the analysis could solely be done on small volumes 12 . Here we present VesSAP, a framework for unbiased statistical investigation of the complete vascular network in the intact adult mouse brain at the capillary level. We extracted the centerlines, bifurcation points and radius and assign them topographically to the Allen brain atlas to generate a reference map of the adult mouse brain vasculature. These maps can potentially be used to model synthetic cerebrovascular networks 42, 43 . More advanced metrics to describe the vasculature and networks, for example global Strahler values, network connectivity and local statistics on bifurcation angles and vascular shape can be extracted using our method. Furthermore, the centerlines and bifurcation points can be interpreted as the edges and nodes for building a full vascular network graph, offering unprecedented means for studying local and global properties of the cerebrovascular network in the future. Several methods have been proposed to label the cerebral vasculature of the mouse CNS based on one dye. Here, we employed two different dyes for complementary staining of the blood vessels, which are based on different mechanisms. The WGA binds to the glycocalyx of the endothelial lining of the blood vessels, but it can miss some segments of the large vessels. To circumvent this, we injected the EB dye into the mice 12 hours before WGA perfusion in vivo, allowing its long-term circulation to mark large vessels under physiological conditions. The combination of these dyes in this study enabled a wide dynamic contrast. This strategy has been proven quite beneficial for the segmentation of the complete cerebral vasculature of C57BL/6J and CD1-E strains as we showed here.
Our FCN segmentation architecture outperforms the current state-of-the-art methods significantly (Fig. 3B) . Importantly, VesSAP is one to two orders of magnitude faster than the state-of-the-art automation which has a far lower accuracy, and more than 350 times faster than a human annotator. Our inter-annotator experiment validates that our model reaches human level performance (Fig. 3C) . However, from a medical imaging and machine learning perspective the scores, especially dice, precision and recall are low compared to some other segmentation tasks in medical imaging [44] [45] [46] .
We attribute this mainly to the nature of a vascular network. Vessels are long but thin tubular shapes. In our images the radius of the capillaries (about 3 µm) is in the range of our voxel resolution, therefore, a segmentation of the correct thickness down to a single pixel is difficult. This inconsistency with the label does not pose a major problem for our main task to segment the whole vasculature and extract features; however it introduces a significant reduction to the F1-Score, which is frequently used metric in machine learning tasks. The goal here is to segment a complete vasculature of the brain, to enable us to extract vascular features such as centerlines and bifurcation points. Therefore, introduction of a new metric in the future would be needed for this type of data. This metric should weight the correct detection of the vessels more and allow the outer wall of a blood vessel to be in a certain range of distance from the centerline of that vessel. The inter-annotator experiment and the comparison to our segmentation yielded insight in the quality of the segmentation. The human annotator segmentation accuracy and F1-Score were not superior compared to our model and the annotators disagreed substantially emphasizing the strength of our segmentation.
The proposed segmentation concept is based on a transfer learning approach, where we trained our data on a synthetic dataset and only refined it on a real labeled dataset 1.7 % of the size of the synthetic dataset. We consider this a major advantage compared to approaches that train from scratch. The model should generalize very well to other datasets, where other scientist would only need a small labeled dataset to achieve good segmentation performance. The pertinence of our approach should go well beyond vessel datasets, and could find applications for many other imaging tasks, for example tracing neurons.
Based on our vascular reference map new properties can be discovered and biological models can be confirmed faster. Here, we found that a substantial difference in vascularization and bifurcation density exists across the regions of the Allen brain atlas. Furthermore, we found that intracranial anastomoses between the anterior cerebral artery, middle cerebral artery and the posterior cerebral artery which are known from C57BL/6J 35, 47 , are also present in albino CD1-Elite strain. This is opposed to the BALB/c albino mouse where the absence of collaterals has been described 35 . To our best knowledge this is the first evidence for high collateral density in albino CD1-Elite mice. This finding is important because existence of such collateral vessels between large vessels can significantly alter the outcome of the ischemic stroke lesion as the blood deprived brain regions from the occlusion of a large vessel could be compensated by the blood supplies coming from the collateral extensions from other large vessels 35, 48, 49 . Thus, our VesSAP method enables unbiased quantification of vascular anatomy in intact mouse brains and can lead to the discovery of previously overlooked anatomical knowledge.
In conclusion, VesSAP is the first scalable and automated machine learning-based method to analyze complex imaging data coming from the cleared intact mouse brains. It outperforms all previous methods of vessel segmentation and achieves a human level of accuracy several orders of magnitude faster. Thus, we foresee that our new method will accelerate the applications of tissue clearing in particular for the studies assessing the brain vasculature.
METHODS

Tissue preparation
The animals were housed under a 12/12 hr light/dark cycle. The animal experiments were conducted according to institutional guidelines (Klinikum der Universität München/Ludwig Maximilian University of Munich), after approval of the ethical review board of the government of Upper Bavaria (Regierung von Oberbayern, Munich, Germany), and in accordance with the European directive 2010/63/EU for animal research. For this study we injected 150 μl (2% V/V% in saline) of Evans blue dye (Sigma-Aldrich, E2129) intraperitoneally into three C57BL/6J and CD1-Elite male, 3 months old mice (n=3 per group). After 12 hrs of postinjection time, we anaesthetized the animals with a triple combination of MMF (i.p.; 1 ml per 100 g body mass for mice) and opened their chest for transcardial perfusion. The following media was supplied by a peristaltic pump set to deliver 8 ml/min volume: 150 μl wheat germ agglutinin conjugated to Alexa 594 dye (ThermoFisher Scientific, W11262) and 15 ml PBS 1x and 15 ml 4% PFA.
After perfusion, the brains were extracted and incubated into 3DISCO clearing solutions as described by Ertürk et al. 21 . Briefly, we immersed them in a gradient of tetra-hydrofuran (SigmaAldrich, 186562): 50 vol%, 70 vol%, 80 vol%, 90 vol%, 100 vol% (in distilled water), and 100 vol% at 25 °C for 12 h each step. At this point we modified the protocol to incubate the samples in tert-Butanol incubation for 12 hrs at 35 °C followed by immersion in dichloromethane (SigmaAldrich, 270997) for 12 hrs at room temperature and finally incubation with the refractive index matching solution BABB (benzyl alcohol + benzyl benzoate 1:2; Sigma-Aldrich, 24122 and W213802), for at least 24 hrs at room temperature until transparency was achieved. Each incubation step was carried out on a laboratory shaker.
Imaging of the cleared samples
We captured the optical section images with a 4× objective lens (Olympus XLFLUOR 340) equipped with an immersion corrected dipping cap mounted on a LaVision UltraII microscope. For 20× imaging, we used Zeiss CLARITY objective (Clr Plan-Neofluar, NA 1.0). The images were taken in 16 bit precision, which results in a resolution of 1.625 μm on the XY axes. The brain structures were visualized by the Alexa 594 and Evans blue fluorescent dyes at 561 and 640 nm excitation respectively. In z-dimension we took the sectional images in 3 μm steps from the right and left sides. To reduce defocus, which derives from the Gaussian shape of the beam we used a 12 step sequential shifting of the focal position of the light sheet per plane and side. The thinnest point of the light sheet was 5 μm.
Reconstruction of the whole brain datasets from the tiling volumes
We stitched the acquired volumes using Te raStitcher's automatic global optimization function (v1.10.3). We produced volumetric intensity images of the whole brain considering each channel separately. Next, we generated isotropic datasets because the registration and successive processing steps were more robust on isotropic datasets, therefore we downsampled the reconstructed 3D vascular datasets in XY dimensions to 3 × 3 × 3 μm resolution.
Deep learning network architecture
Here we introduced a deep 3D fully convolutional network (FCN) for segmentation of our blood vessel dataset. The networks general architecture consists of 4 convolutional layers followed by a sigmoid activation layer, see Fig. 3A . Generally, the input layer is designed to take n images as an input. In our implemented case, the input to the first layer of the network are n=2 images of the same brain, which have been stained differently, see Fig. 3A . To specifically account for the general class imbalance (much more tissue background than vessels) in our dataset, and the high false positive rates associated with the class imbalance, the following class balancing loss function with stable weights from Tetteh et al. is implemented, see Equation II.1. Here, L 1 is a numerically stable class balancing loss function and the term L 2 penalizes the network for false predictions. Y + and Y -represent the foreground and background classes respectively, P(y j =k| X;W) is the probability that the voxel j in volume X belongs to class k given the volume X and network weights W. Y f+ and Y f-represent the false positive and false positive predictions respectively at each training iteration.
The 3D convolutional operations in this network are implemented as sparse crosshair filters to reduce memory consumption and speed up the computation, for a graphical representation see Supporting Fig. 4 . Tetteh et al. showed that by using this operation a faster computation is achieved without undermining the prediction accuracy 25 . The crosshair filter works by separating a full 3D kernel into 3 orthogonal 2D kernels. Those kernels are applied to the volume at every layer of the network.
The networks training is driven by a stochastic gradient descent function without a regularization. A prediction or segmentation with a trained model takes a volumetric image of arbitrary size and outputs an estimated probabilistic segmentation of the input images size. The algorithms have been implemented using the THEANO framework 50 . They are trained and tested on a NVIDIA Quadro P5000 GPU and on machines with 64GB and 500GB RAM respectively.
Transfer learning
Typically, medical imaging tasks are aggravated by scarce and very scarce data availability. The proposed transfer learning approach, aims to account for the scarce labeled data by pretraining our models on a synthetic dataset and refining them on a small training set of interest 51 . Our approach pre-trains a two channel version of DeepVesselNet on a synthetically generated dataset 52, 53 , with the goal to learn specific vascular shaped image patterns. The pre-training is carried out on a dataset of 136 volumes of a size of 325 × 304 × 600 pixels. While pre-training we applied a learning rate of 0.01 and a decay of 0.99 which we applied after every 200 iterations. Finally the pre-trained model is fine-tuned by re-
training on a real microscopic dataset consisting of eleven volumes with a size of 500 × 500 × 50 pixels, which were manually annotated by the expert who imaged the data and further verified by two additional experts. All volumes are processed in smaller sub-patches by our network. This enables us to process volumes of arbitrary sizes and dimensions. The data we use in the fine-tuning step accumulates to 1.7% of the synthetic datasets voxel volume and solely 0.02% of the voxel volume of a single brain image. For the fine-tuning step we utilized a learning rate of 0.0001 and a decay of 0.98, which we applied after every 10 iterations.
Our training set consist of eleven volumetric images from two mice brains, the test and validation set consists of four patches from two different brains. Each patch consists of a volume of 500 × 500 × 50 pixels. We chose independent brains to guarantee generalizability. The patches are processed and predicted in 25 small subpatches. We cross-test on our test and validation set by rotating these four-fold. In every rotation our validation set consists of 3 patches and our test set of one patch. To prevent an overfitting of our model we chose the validation and test set from two brains. One from the CD1-E and one from the C57BL/6J strain. We choose the lowest log loss on our validation set to be our model selection point (see Supporting Fig. 4a) . We report an average F1-Score of 0.76 ± 0.01, an average accuracy of 0.93 ± 0.01, an average precision of 0.79 ± 0.02 and an average recall of 0.73 ± 0.02 on our test sets. All scores are given with a 1σ standard deviation. On average our model reached the model selection point after 45 epochs of training.
Pre-processing of segmentation
The pre-processing represents a significant factor for the overall success of the training and segmentation. The intensity distribution among the brains and among brain regions differs substantially. To account for the intensity distributions, two preprocessing strategies have been applied successively.
a) High-cut filter: In this step the intensities x above a certain threshold, c which is defined by an individual percentile for each volume is set to that threshold. Next, they were normalized by f(x).
b) Normalization of intensities: The original intensities were normalized to the range of 0 to 1, where x is the pixel intensity and X are all intensities of the volume.
Inter-annotator experiment
To compare VesSAP's segmentation to a human level annotation we implemented an interannotator experiment. For this experiment we determined a gold standard label for two patches of 500 × 500 × 500 pixels from a commission of three experts, including the expert who imaged our data and is therefore most familiar with the images. Next, we gave the two patches to 4 other experts to label the complete vasculature. The experts spend multiple hours to label each patch within the ImageJ and ITK-snap environment and were allowed to use their favored approaches to generate their best label. Finally, we calculated the accuracy and dice scores for the different raters, compared to the gold standard and compared them to the scores of our model.
Feature extraction
In order to quantify the anatomy of the mouse brain vasculature we extracted descriptive features based on our segmentation. Later we registered them to the Allen brain atlas.
As features we extracted the centerlines, the bifurcation points and the radius of the segmented blood vessels. We consider those features to be independent from the elongation of the light sheet scans and the connectedness of the vessels due to staining, imaging and/or segmentation artefacts. We found the extracted features as a baseline.
Before extracting the centerlines we applied two cycles of binary erosion and dilation to remove false negative pixels within the volume of segmented vessels as those would induce false centerlines. Our centerline extraction is based on a 3D thinning algorithm as introduced by Lee et al.
54
. Based on the centerlines we extracted bifurcation points. A bifurcation is the branching point on a centerline where a larger vessel splits into two or more small vessels (see Fig. 4A) . In a network analysis context they are significant as they represent the nodes of a vascular network 55 . Furthermore, bifurcation points have significance in a biological context. In neurodegenerative diseases, capillaries are known to degenerate 56 , thereby significantly reducing the number of bifurcation points in an affected brain region compared to a healthy brain. To detect the bifurcation points an algorithm was implemented. The algorithm takes the centerlines as an input and calculates for every point on that centerline the surrounding centerline pixels to determine if a point is a centerline. The radius of a blood vessel is a key feature to describe vascular networks. The radius yields information about the flow and hierarchy of the vessel network 55 . The proposed algorithm calculates the Euclidean distance transform for every segmented pixel v to the closest background pixel b closest (Equation II.2) . Next, the distance transform matrix is multiplied with the 3D centerline mask equaling the minimum radius of the vessel around the centerline.
Registration to the reference atlas
We used the average template, the annotation file and the latest ontology file (Ontology ID: 1) of the current Allen brain mouse atlas CCFv3 201710. Then we scaled the template and the annotation file up from 10 to 3 µm 3 to match our reconstructed brain scans. After this we multiplied the left side of the (still symmetrical) annotation file with -1 so that the labels can be later assigned to the corresponding hemispheres.
Next, the average template and the 3D vascular datasets were downsampled to 10% of their original size in each dimension to achieve a reasonably fast alignment. In the sake of the integrity of the extracted features, we aligned the template to each of the brain scans individually using a twostep rigid and deformable (B-Spline) registration and applied the transformation parameters to the full resolution annotation volume in 3 × 3 × 3 μm resolution. Subsequently we created masks for the anatomical clusters based on the current Allen brain atlas ontology.
Statistics
Data collection and analysis were not performed blind to the strains. Data distribution was assumed to be normal, but this was not formally tested. All data values are given as mean ± SEM. Data were analyzed with standardized effect size indices (Cohen's d) 57 to investigate differences of vessel density, number of bifurcation points and radii between brain areas across the two mouse strains (n=3 per strain) and comparisons across brain areas in the pooled (n=6) dataset. Statistical analysis was performed using MATLAB.
Data visualization
All volumetric datasets were rendered using Imaris, Arivis and ITK Snap.
CODE AND DATA AVAILABILITY
VesSAP codes and data that we produced are publicly hosted online for easy adoption, including the imaging protocol, the data (original scans, registered atlas data), the trained algorithms, training data and a reference set of features describing the vascular network in all brain regions at the following address. Implementation of external libraries are available on request. http://DISCOtechnologies.org/VesSAP 
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VIDEO LEGENDS
Supporting Video 1
Visualization of a representative CD1-E mouse brain by VesSAP showing the data quality.
Supporting Video 2 (VR optimized viewing)
The whole mouse brain shown in Video 1 has been rendered for virtual reality (VR) viewing using Arivis InViewR. The immersed VR view shows the quality of VesSAP segmentation. We propose that scientific VR videos coming from large cleared samples could be a helpful tool for scientists to explore the data in a 3D interactive way. VR videos might also be used for educational purposes as they can be viewed on smart phones and other available VR devices. Please check the link for more information regarding how to view this VR video: http://DISCOtechnologies.org/VesSAP/#VR
Supporting Video 3
Segmentation and features demonstration on a subset of the whole dataset. VesSAP enables reliable segmentation (red) and feature extraction (bifurcation points and centerlines, green and cyan) down to the capillary-level from the imaging data (grey).
Supporting Video 4
Whole brain data registered to the Allen adult brain atlas. The video shows the alignment accuracy and segmentation overlaid.
Supporting Video 5
Substack of the whole brain data registered to the Allen adult brain atlas. This video reveals the full resolution segmentation on a small set of the brain scans data. Somatomotor areas SS SS, SS1, SS2/3, SS4, SS5, SS6a, SS6b, SSp, SSp1, SSp2/3, SSp4, SSp5, SSp6a, SSp6b, SSp-bfd, SSp-bfd1, SSp-bfd2/3, SSp-bfd4, SSp-bfd5, SSp-bfd6a, SSpbfd6b, SSp-ll, SSp-ll1, SSp-ll2/3, SSp-ll4, SSp-ll5, SSp-ll6a, SSp-ll6b, SSp-m, SSpm1, SSp-m2/3, SSp-m4, SSp-m5, SSp-m6a, SSp-m6b, SSp-n, SSp-n1, SSp-n2/3, SSp-n4, SSp-n5, SSp-n6a, SSp-n6b, SSp-tr, SSp-tr1, SSp-tr2/3, SSp-tr4, SSp-tr5, SSp-tr6a, SSp-tr6b, SSp-ul, SSp-ul1, SSp-ul2/3, SSp-ul4, SSp-ul5, SSp-ul6a, SSpul6b, SSp-un, SSp-un1, SSp-un2/3, SSp-un4, SSp-un5, SSp-un6a, SSp-un6b, SSs, SSs1, SSs2/3, SSs4, SSs5, SSs6a, SSs6b, VISrll, VISrll1, VISrll2/3, VISrll4, VISrll5, VISrll6a, VISrll6b
Somatosensory areas GU GU, GU1, GU2/3, GU4, GU5, GU6a, GU6b Gustatory areas VISC VISC, VISC1, VISC2/3, VISC4, VISC5, VISC6a, VISC6b Visceral area AUD AUD, AUDd, AUDd1, AUDd2/3, AUDd4, AUDd5, AUDd6a, AUDd6b, AUDp, AUDp1, AUDp2/3, AUDp4, AUDp5, AUDp6a, AUDp6b, AUDpo, AUDpo1, AUDpo2/3, AUDpo4, AUDpo5, AUDpo6a, AUDpo6b, AUDv, AUDv1, AUDv2/3, AUDv4, AUDv5, AUDv6a, AUDv6b, VISlla, VISlla1, VISlla2/3, VISlla4, VISlla5, VISlla6a, VISlla6b
Auditory areas VIS VIS, VIS1, VIS2/3, VIS4, VIS5, VIS6a, VIS6b, VISal, VISal1, VISal2/3, VISal4, VISal5, VISal6a, VISal6b, VISam, VISam1, VISam2/3, VISam4, VISam5, VISam6a, VISam6b, VISl, VISl1, VISl2/3, VISl4, VISl5, VISl6a, VISl6b, VISli, VISli1, VISli2/3, VISli4, VISli5, VISli6a, VISli6b, VISp, VISp1, VISp2/3, VISp4, VISp5, VISp6a, VISp6b, VISpl, VISpl1, VISpl2/3, VISpl4, VISpl5, VISpl6a, VISpl6b, VISpm, VISpm1, VISpm2/3, VISpm4, VISpm5, VISpm6a, VISpm6b, VISpor, VISpor1, VISpor2/3, VISpor4, VISpor5, VISpor6a, VISpor6b
Visual areas ACA ACA, ACA1, ACA2/3, ACA5, ACA6a, ACA6b, ACAd, ACAd1, ACAd2/3, ACAd5, ACAd6a, ACAd6b, ACAv, ACAv1, ACAv2/3, ACAv5, ACAv6a, ACAv6b
Anterior cingulate area PL PL, PL1, PL2, PL2/3, PL5, P L6a, PL6b Prelimbic area ILA ILA, ILA1, ILA2, ILA2/3, ILA5, ILA6a, ILA6b Infralimbic area ORB ORB, ORB1, ORB2/3, ORB5, ORB6a, ORB6b, ORBl, ORBl1, ORBl2/3, ORBl5, ORBl6a, ORBl6b, ORBm, ORBm1, ORBm2, ORBm2/3, ORBm5, ORBm6a, ORBm6b, ORBv, ORBvl, ORBvl1, ORBvl2/3, ORBvl5, ORBvl6a, ORBvl6b
Orbital area AI AI, AId, AId1, AId2/3, AId5, AId6a, AId6b, AIp, AIp1, AIp2/3, AIp5, AIp6a, AIp6b, AIv, AIv1, AIv2/3, AIv5, AIv6a, AIv6b Agranular insular area RSP RSP, RSPagl, RSPagl1, RSPagl2/3, RSPagl5, RSPagl6a, RSPagl6b, RSPd, RSPd1, RSPd2/3, RSPd4, RSPd5, RSPd6a, RSPd6b, RSPv, RSPv1, RSPv2, RSPv2/3, RSPv5, RSPv6a, RSPv6b, VISm, VISm1, VISm2/3, VISm4, VISm5, VISm6a, VISm6b, VISmma, VISmma1, VISmma2/3, VISmma4, VISmma5, VISmma6a, VISmma6b, VISmmp, VISmmp1, VISmmp2/3, VISmmp4, VISmmp5, VISmmp6a, VISmmp6b
Retrosplenial area PTL PTLp, PTLp1, PTLp2/3, PTLp4, PTLp5, PTLp6a, PTLp6b, VISa, VISa1, VISa2/3, Posterior pari- 
