The panstochastic analogue of Birkhoff's Theorem on doubly-stochastic matrices is proved in the case n = 5. It is shown that this analogue fails when n > 1, n = 5.
Introduction.
An n × n matrix with nonnegative real entries is doubly stochastic if the sums of the entries along all of its rows and columns are equal to 1. A doubly stochastic matrix is panstochastic if the sums of the entries along all downward diagonals and upward diagonals, both broken and unbroken, are equal to 1. For example, the matrices In [1] , Birkhoff showed that every doubly stochastic matrix can be expressed as a linear combination with nonnegative coefficients of permutation matrices. Related results for integral matrices had been obtained earlier by Kőnig in [8] and Egerváry in [5] . Birkhoff's theorem has been generalized in various ways; for instance, Schneider obtained the result for matrices with entries in lattice-ordered abelian groups [11] .
The question considered here is whether the analogue of Birkhoff's theorem holds for panstochastic matrices. Our first main result is that this is the case when n = 5. We call Typeset by A M S-T E X a linear combination with nonnegative coefficients convex if the sum of the coefficients is equal to 1.
Theorem 1.1. Let A ∈ gl (5, R) . Then A is panstochastic if and only if A is a convex linear combination of panstochastic permutation matrices.
Because no permutation matrix is a nonnegative linear combination of other permutation matrices, the n × n doubly-stochastic matrices form a generalized polyhedron with vertices the n × n permutation matrices [9] . For the same reason, Theorem 1.1 has the following geometric interpretation.
The set of all panstochastic 5 × 5 matrices over R forms a convex polyhedron with vertices the panstochastic permutation matrices of degree 5.
Note that the analogue of Birkhoff's theorem for panstochastic matrices clearly holds if n = 1. Our second main result shows that Theorem 1.1 does not generalize for n > 1, n = 5.
Theorem 1.2. If n > 1 and n = 5, then there is some n × n panstochastic matrix that is not a convex linear combination of panstochastic permutation matrices.
The following notation and terminology will be used throughout this paper. An n × n matrix A over a field is panmagic if the sums of the entries along all of the rows, columns, downward diagonals and upward diagonals, both broken and unbroken, of A are equal, in which case the common value of the sums is called the magic number of A, denoted σ(A). The set of all n × n panmagic matrices over F , denoted Pan(n, F ), is a subspace of gl(n, F ), the vector space of all n × n matrices over F . The rows and columns of an n × n matrix will be indexed by the elements of Ω n = {0, 1, . . . , n − 1}. The diagonals will be indexed in the following way: for k ∈ Ω n , the kth upward diagonal contains the (i, j) entry whenever i + j ≡ k (mod n), and the kth downward diagonal contains the (i, j) entry
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This result is already enough to prove one case of Theorem 1.2. If gcd(n, 6) > 1, then the panstochastic matrix with all entries equal to 1/n is not a linear combination of panmagic permutation matrices. We therefore rule out this case for the remainder of this paper.
We next determine which n satisfy Π n = Λ n . Let n = 5. If π ∈ Π 5 and π(0) = b, then the bth entry of the zeroth column of P π must be 1. This forces all other entries in the zeroth column, the bth row, the bth upward diagonal, and the (n − b)th downward diagonal to be 0. Consideration of the remaining eight entries shows that either π = π 2x+b or π = π 3x+b .
Therefore every panmagic permutation of degree 5 is affine: that is, Π 5 = Λ 5 . Similar reasoning shows Π 7 = Λ 7 and Π 11 = Λ 11 . On the other hand, we have the following:
Π n = Λ n whenever n ≥ 13 and gcd(n, 6) = 1.
Indeed, Bruen and Dixon in [2] have constructed a family of non-affine panmagic permutations in case n is prime and n ≥ 13. (See also Kløve's paper [7] , in which a family of non-affine panmagic permutations is constructed when gcd(n, 6) = 1, n is composite and n is not square-free.) We construct a variation of Bruen and Dixon's example that applies when n is composite and gcd(n, 6) = 1, as follows. Let p be a prime divisor of n. Define S = { k ∈ Ω n | k ≡ 0 (mod p) } and T = Ω n \ S. The permutation π : Ω n → Ω n defined by
is then panmagic and non-affine.
Kronecker and Wreath Products.
In this section we consider methods for constructing new panmagic matrices from existing ones. Assume that m and n are positive integers and F is a field. Suppose [10] . Observe that if λ 0 , . . . , λ n−1 ∈ Sym(Ω m ) and µ ∈ Sym(Ω n ), then the matrix P π = (P λ 0 , . . . , P λ n−1 ) ≀ P µ is a permutation matrix: the underlying permutation π ∈ Sym(Ω mn ) is given by
Denote this permutation π by (λ 0 , . . . , λ n−1 ) ≀ µ. The collection of all such permutations is a subgroup of Sym(Ω mn ) isomorphic to the wreath product Sym(Ω m ) ≀ Sym(Ω n ).
Theorem 3.2. Suppose λ 0 , . . . , λ n−1 ∈ Sym(Ω m ) and µ ∈ Sym(Ω n ). Then hence the mapping x → π(x) + δx (mod mn) is not injective from Ω mn to Ω mn . Therefore π ∈ Π mn , and the proof is complete.
The following result is a special case of Theorem 3.2.
, define the support of A as follows:
The next result is used in the proof of Lemma 4.2.
, and π ∈ Sym(Ω mn ) and supp P π ⊆ supp(A× P µ ). Then π has the form π = (λ 0 , . . . , λ n−1 ) ≀ µ for some λ 0 , . . . , λ n−1 ∈ Sym(Ω m ), and supp P λ s ⊆ supp A for all s ∈ Ω n .
∈ Ω n and π(jn + s) = in + r. Thus the (in + r, jn + s) entry of P π is equal to 1, so the (in + r, jn + s) entry of A× P µ is nonzero.
Hence a i,j (P µ ) r,s = 0, and so µ(s) = r. Thus there are unique mappings λ 0 , . . . , λ n−1 from Ω m to Ω m such that π(jn + s) = λ s (j)n + µ(s).
Since π is injective, each λ s must be injective, and hence λ 0 , . . . , λ n−1 ∈ Sym(Ω m ).
Fix s ∈ Ω m , and put λ = λ s . If the (i, j) entry of P λ is nonzero, then λ(j) = i, so π(jn + s) = λ s (j)n + µ(s) = in + µ(s). Thus the (in + µ(s), jn + s) entry of P π is 1, so the (in + µ(s), jn + s) entry of A× P µ is nonzero, and hence a i,j = 0. Therefore supp P λ ⊆ supp A, and the proof is complete.
Proofs of Main Theorems.
Proof of Theorem 1.1. Clearly any convex linear combination of panmagic permutation matrices is panstochastic. Conversely, suppose A ∈ gl(5, R) is panstochastic. Recall
(see the discussion immediately following Lemma 2.2.) In [12] , Thompson has shown that the matrices { P π | π ∈ Π 5 } span Pan(5, R). Thus there are real numbers α c and β d such
Applying a cyclic permutation of rows or columns to a permutation matrix of the form P 2x+c (P 3x+d ) produces another permutation matrix of the form P 2x+c (P 3x+d , respectively). Hence we can assume without loss of generality that α 0 = min{α c } and β 0 = min{β d }. Also, α 0 + β 0 ≥ 0 and c α c + d β d = 1 because A is panstochastic. If both α 0 and β 0 are nonnegative, then the sum above expresses A as a convex linear combination of panmagic permutation matrices. If β 0 < 0, then
is a representation of the required form, and a similar expression can be obtained if α 0 < 0.
This completes the proof.
Recall that we have already dispensed with the case gcd(n, 6) > 1 in Theorem 1.2. The remainder of the proof uses the following two lemmas. For the rest of the proof we suppose n > 7 and gcd(n, 30) = 1, so n ≥ 11. Observe π 2x+1 and π 2x−4 are affine panmagic permutations of degree n by Lemma 2.2. Define Let A 1 be the n × n matrix
with zero entries except in rows 0 through 3 and columns 0 through 3. Observe that 
Assume A is a convex linear combination of panmagic permutation matrices. Then there exists some π ∈ Π n such that π(0) = 2 and supp P π ⊆ supp A.
We show that the existence of such a permutation π leads to a contradiction, thus completing the proof.
Notice that from (2) we have
Put Ω n = Ω n \ {0, 1, 2, 3}. If ℓ ∈ Ω n , then either π(ℓ) ≡ 2ℓ + 1 (mod n) or π(ℓ) ≡ 2ℓ − 4 (mod n) by (2) . Define subsets J, K of Ω n as follows: J = j ∈ Ω n π(j) ≡ 2j + 1 (mod n) , K = k ∈ Ω n π(k) ≡ 2k − 4 (mod n) .
Since π is panmagic, we have π(i) − i ≡ π(j) − j (mod n) whenever i, j ∈ Ω n and i = j (4)
by Lemma 2.1. Moreover, if j ∈ J and j < n − 5, then j + 5 ∈ J.
Indeed, if j ∈ J and j + 5 ∈ K, then π(j) − j ≡ (2j + 1) − j ≡ (2(j + 5) − 4) − (j + 5)
≡ π(j + 5) − (j + 5) (mod n), contradicting (4) . It follows that if k ∈ K and k ≥ 9, then k − 5 ∈ K.
since J and K form a partition of Ω n .
The following statements (7) -(10) all follow from (4).
If n − 1 ∈ J, then 4 ∈ J.
If n − 4 ∈ J, then n − 2 ∈ K.
If n − 3 ∈ J, then 8 ∈ J.
If 7 ∈ K, then 5 ∈ J.
For (7), suppose n − 1 ∈ J and 4 ∈ K. Then π(n − 1) − (n − 1) ≡ 0 ≡ π(4) − 4 (mod n), a contradiction. For (8), suppose n − 2 ∈ J and n − 4 ∈ J. From the definition of J we have π(n − 2) − (n − 2) ≡ n − 1 (mod n) and π(n − 4) − (n − 4) ≡ n − 3 (mod n). However, by (3), π(1) − 1 ≡ n − 1 (mod n) or π(1) − 1 ≡ n − 3 (mod n), which is a contradiction.
The proofs of (9) and (10) are similar to that of (8), using the values of π(3) and π(2), respectively.
We have j ∈ J whenever 4 ≤ j < n and j ≡ 1 (mod 5).
Indeed, by (5) , it is enough to show 6 ∈ J. For this, observe π(0) − 0 = 2, so π(6) − 6 = 2 by (4), and hence 6 ∈ K.
In addition, we have n + 1 2 ∈ K.
Indeed, if (n + 1)/2 ∈ J, then π ((n + 1)/2) ≡ n + 2 ≡ 2 ≡ π(0) (mod n), a contradiction.
We finish the argument by cases, according to the congruence class of n modulo 5.
Case 1: n ≡ 1 (mod 5). In this case (n + 1)/2 ≡ 1 (mod 5), and thus (n + 1)/2 ∈ J by (11) . This contradicts (12) .
Case 2: n ≡ 2 (mod 5). In this case, n − 1 ≡ 1 (mod 5), and thus n − 1 ∈ J by (11) . By (7) , 4 ∈ J, and by (5) , j ∈ J whenever 4 ≤ j < n and j ≡ 4 (mod 5). Since (n + 1)/2 ≡ 4 (mod 5), (n + 1)/2 ∈ J, contradicting (12) .
Case 3: n ≡ 3 (mod 5). Since (n + 1)/2 ≡ 2 (mod 5), it follows from (12) and (6) that 7 ∈ K, and thus π(7) ≡ 10 (mod n). However, if j = (n + 9)/2, then 4 ≤ j < n and j ≡ 1 (mod 5), so j ∈ J by (11) , and hence π(j) ≡ 2j + 1 ≡ 10 (mod n), which is a contradiction.
Case 4: n ≡ 4 (mod 5). In this case, n − 3 ≡ 1 (mod 5), and so n − 3 ∈ J by (11) . Hence 8 ∈ J by (9) , and hence n − 1 ∈ J by (5) since n − 1 ≡ 8 (mod 5). Thus 4 ∈ J by (7) , and so j ∈ J whenever 4 ≤ j < n and j ≡ 4 (mod 5) by (5) . Since n − 4 ≡ 4 (mod 5), we conclude n − 4 ∈ J. By (8) , n − 2 ∈ K, and since n − 2 ≡ 2 (mod 5), we have 7 ∈ K by (6) . By (10), 5 ∈ J, and by (5) , j ∈ J whenever 4 ≤ j < n and j ≡ 0 (mod 5). Since (n + 1)/2 ≡ 0 (mod 5), we have (n + 1)/2 ∈ J, contradicting (12) .
We have arrived at a contradiction in each case, and so the proof is complete. We cannot have a = 1, for otherwise A = P λ is a panmagic permutation matrix. Therefore 0 < a < 1, and so the matrix
is a panstochastic m × m matrix with a greater number of zero entries than A. By the choice of A, C is a convex linear combination of panmagic permutation matrices, and it follows that
is also a convex linear combination of panmagic permutation matrices, so we have a contradiction. Therefore B is not a convex linear combination of panmagic permutation matrices, and the proof is complete. 
is panstochastic. (A can be obtained by averaging the matrices for π 2x+1 and a non-affine panmagic permutation and then adjusting the entries in rows 0 through 3 and columns 0 through 3, as in the proof of Lemma 4.1.) Suppose A is a convex linear combination of panmagic permutation matrices. Thus there is some panmagic permutation π on Ω 25 such that π(0) = 2 and supp P π ⊆ supp A.
Since π(0) = 2, we cannot have π(13) = 2, and hence π(13) = 18. Thus π(21) = 18, so π(21) = 4. Also, π(0) = 17, so π(8) = 17. Therefore π(8) + 8 ≡ 0 ≡ π(21) + 21 (mod 25), so π is not panmagic by Lemma 2.1, and a contradiction is reached. This completes the proof of the theorem.
