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Abstract
Many problems in materials science and biology involve particles interacting with strong, short-ranged
bonds, that can break and form on experimental timescales. Treating such bonds as constraints can sig-
nificantly speed up sampling their equilibrium distribution, and there are several methods to sample
probability distributions subject to fixed constraints. We introduce a Monte Carlo method to handle the
case when constraints can break and form. More generally, the method samples a probability distribu-
tion on a stratification: a collection of manifolds of different dimensions, where the lower-dimensional
manifolds lie on the boundaries of the higher-dimensional manifolds. We show several applications of
the method in polymer physics, self-assembly of colloids, and volume calculation in high dimensions.
1 Introduction
Simulating interacting particles is slow: a mere handful of colloidal particles with attractive pairwise inter-
actions can take days or even weeks to collect accurate statistics. The trouble with colloidal particles, and
related systems like C60 molecules or atoms with covalent interactions, is they form strong but short-ranged
bonds [2, 3, 21, 41, 53] causing particles to jiggle rapidly around their current configuration as if they are
attached by stiff springs that are gently plucked. Resolving these vibrating springs in a molecular dynamics
or Monte Carlo simulation requires tiny time or space steps, steps that are usually much smaller than the
scales of the interesting rearrangements, where springs break, form, or change their relative positions.
A natural idea for allowing larger steps is to freeze the vibrations, by adding distance constraints be-
tween bonded particles: the springs become rods, which can’t change their lengths. By evolving the system
only in directions that preserve the distance constraints, one can take much larger steps, and accelerate
the sampling significantly. Such ideas are the origin of the popular Shake and Rattle algorithms and their
variants in molecular dynamics [2, 53], and have led to several Monte-Carlo methods that sample a prob-
ability distribution subject to holonomic constraints [7, 9, 37, 38, 61, 65]. Still, these methods can only be
used in limited situations because they require the constraints, or bonds, to be fixed throughout the entire
simulation. None allow constraints to be added or dropped, so none can simulate particles with stiff bonds
that can break and form.
This paper will introduce a Monte Carlo method to simulate particles with constraints – distance con-
straints, angle constraints, or other kinds of scalar constraints – that can break and form over the course
of the simulation. A natural application is to study sticky particles, i.e. those that interact only when their
surfaces are exactly in contact. Sticky particles are a model for particles with very short-ranged attractive
interactions, such as DNA-coated colloids, which have diameters on the order of 1µm but interact attrac-
tively over ranges around 20nm or less [26, 50, 62]. DNA-coated colloids are widely studied for their
potential use as building blocks for new materials [52], but their short-ranged interactions make them a
challenge to simulate. Current constraint-based Monte Carlo techniques cannot be applied because the
bonds between the particles must break and form as they equilibrate.
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The method we introduce samples more general systems than sticky particles: it can sample a prob-
ability distribution for any system restricted by holonomic constraints that can be added or removed. In
mathematical language, it samples a probability distribution defined on a stratification: a union of open
manifolds of different dimensions, where the lower-dimensional manifolds lie on the boundaries of higher-
dimensional manifolds in a nice enough way [22, 23]. For the method to work, each manifold in the
stratification must be the level set of a set of scalar functions, the constraints (such as bond-distance con-
straints), and the manifolds must be connected to each other by adding or removing constraints. That
is, starting from a particular manifold, if a new constraint is added to the set of constraints which define
it (e.g. a bond is formed), then one obtains a new manifold with one dimension lower than the starting
manifold, and if a constraint is removed from this set (e.g. a bond is broken), one obtains a manifold with
one dimension higher. We consider a stratification formed by taking the union of manifolds connected by
adding or removing constraints, and construct a Monte Carlo algorithm to sample a probability distribution
defined on this stratification. We call our algorithm the Stratification Sampler.
Our method is a natural extension of a well-known sampling algorithm, a random walk Metropolis
scheme on a manifold [37, 65]. As in many of the constraint-based methods referenced above, the method
sometimes proposes moves that preserve the current set of constraints. However, it additionally attempts to
add or remove constraints: it removes each constraint with constant rate, but proposes to add a constraint
only when the configuration is close enough to the boundary corresponding to that constraint. For sticky
particles, this means the method proposes to break each bond with a constant rate, and it proposes to form
a new bond between particles only when the surfaces of these particles are close enough together. We
expect this choice of proposal to be consistent with the dynamics of the system in the limit of small step
size, and furthermore, we show that it gives 100% acceptance probability for a stratification consisting of
two flat manifolds (such as a plane and a line) defined by affine constraints.
Overall, our method is a form of reversible jump Monte Carlo (RJMC), a method that is commonly
used in Bayesian computations to determine the number of parameters in a model [24]. However, RJMC
as it is typically presented requires a parameterization of each of the manifolds that it samples, whereas
our method works even without a parameterization.
Our method builds on others that accelerate simulations of systems of particles with strong, short-
ranged attractive interactions. Two methods that are highly effective for fluids with finite interaction ranges
include Aggregation-Volume-Bias Monte Carlo, which transports single particles into the interaction range
of other particles [8], and the Geometric Cluster Algorithm of Liu & Liujten [39], which reflects clusters
of particles about a pivot point; the latter extends the Swedsen and Wang lattice cluster algorithm to off-
lattice systems. A third method to simulate fluids but when the particles are perfectly sticky, proceeds by
choosing one sphere at random and adding or subtracting up to 3 bonds at a time, choosing randomly
from all the geometrically possible ways to do so [34, 45, 54, 55]. Moving beyond fluids, Virtual Move
Monte Carlo moves particles with finite-ranged interactions as a cluster, by displacing one particle initially,
moving other particles if their bond energies changed significantly, and iterating [63]. This method is
effective for isolated structures as well as fluids, and is frequently used to simulate DNA [13]. Finally, a
method to sample cross-linked networks of polymers proceeds by adding or removing cross-linked bonds,
then regrowing segments of polymers in between the cross-linked sites, treating all interactions as if they
were sticky [12, 49].
What distinguishes the algorithm to be presented here, is first, its generality – it can handle any kind
of constraints, not just those representing stiff pairwise interactions, but also other kinds of constraints
that may arise in biology, machine learning, and geometry calculations. Second, it allows the interactions
to have infinitesimal range, a feature of only a small number of the previous studies. Finally, it proposes
moves that are physically realistic, moving a system along its internal degrees of freedom in steps that can
become arbitrarily small. Hence, we expect this method could be adapted to be a consistent discretization
of a set of dynamical equations. Of the above methods to simulate strongly interacting particles, only
Virtual Move Monte Carlo comes closest to proposing physically realistic moves, however because this
method moves groups of particles rigidly, it cannot propose every motion that could occur dynamically.
Here is an overview of the paper. Section 2 provides the setup necessary to describe the sampler, by
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Figure 1: Left: illustration of the distance function q12(x) = (|x1 − x2|2 + |y1 − y2|2)1/2 for two discs
with positions x = (x1, y1, x2, y2). When q12(x) = 0, the system lies on a lower-dimensional subset of
its configuration space, a grey semicircle above. Right: some examples of configurations from selected
manifolds in the configuration space for three sticky discs. The configuration space also contains manifolds
M23, M31, M12,31, M23,31, not shown.
introducing the concept of a mathematical stratification and the notation to describe probability distribu-
tions on it. We start with the special case of sticky spheres in Section 2.1, and move to the more general
setup with nearly arbitrary smooth constraints in Section 2.2. Section 3 gives an overview of our sampling
algorithm, the Stratification Sampler. Section 4 gives a collection of examples that both illustrate different
kinds of stratifications and show how our sampler performs for different systems. It also compares our
sampler’s data to that from more conventional Brownian dynamics simulations, and shows our sampler
can give a good approximation to a system that is not perfectly sticky. Section 5 gives the details of the
algorithm that are necessary to implement it, and Section 6 proves our proposals lead to 100% accep-
tance probability for a stratification consisting of two flat manifolds defined by affine constraints with no
inequalities. Section 7 discusses some additional applications of the Stratification sampler as well as ideas
for extending and improving it. Details on how to implement the algorithm are contained in an Appendix.
2 What is a stratification?
In this section we introduce the setup and notation required to describe our sampling algorithm. We
describe the kind of configuration space we wish to sample, a mathematical stratification, as well as the
probability distribution defined on it. We start by explaining these objects for a specific example, sticky
spheres, in Section 2.1, and then we explain how these objects generalize to systems with other kinds of
constraints, in Section 2.2.
2.1 Example: Sticky Spherical Particles
Consider a system of N spheres in Rd with radii r1, r2, . . . , rN , at temperature T . The spheres are sticky
when the pair potential Ui j(r) between spheres i, j is such that
e−Ui j(r)/kB T = κi jδ(r −σi j) + H(r −σi j) , (2.1)
where σi j = ri + r j . Here δ is a Dirac-delta function, which captures the stickiness of the interaction: it
causes spheres’ centers to spend a non-zero amount of time at a distance of exactly σi j , so the spheres’
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surfaces stick to each other. The parameter κi j , which we call the sticky parameter, measures the stickiness
of interaction i j at temperature T , and is larger if spheres spend more time exactly in contact [4, 26, 50].1
The function H is a Heaviside function, which equals 1 if its argument is positive and equals 0 otherwise.
This function captures both the hard-core interaction that prevents spheres from overlapping, as well as
the density for spheres i, j to not be in contact.
The sticky interaction potential (2.1) is a model for particles that interact with a strong and short-
ranged attractive interaction. One such interaction is the square-well potential with large depth and small
range, which Baxter and others used in their early studies of sticky particles [4, 20, 57]. Another family
of potentials that can lead to sticky interactions, a family we will return to in our examples, is the Morse
potential:
Umorse(r) = E(1− e−ρ(r−σ))2 − E. (2.2)
This potential has an attractive well at distance σ with depth E and range proportional to ρ−1. When
E →∞,ρ →∞ so the potential becomes arbitrarily deep and narrow, this pair potential approaches a
sticky potential (2.1), provided the Boltzmann factor for the particles to be bound approaches a constant:∫ σ+ε
0 e
−Umorse(r)/kB T dr → κ <∞ [6, 26].2 Here ε is a cutoff beyond which the potential is sufficiently close
to zero; a reasonable value for the Morse potential is ε ≈ 2.5/ρ [59]. The constant κ that arises in this
limit is the sticky parameter for the interaction. It is proportional to the second virial coefficient, which is
used to characterize pair potentials in a cluster expansion [45, 48, 59].
The configuration space for a system of sticky spheres can be divided into subspaces depending on
how many spheres are in contact and which particular spheres are in contact. For concreteness, consider a
system of N = 3 discs in dimension d = 2, with common diameter σ and common sticky parameter κ. Let
x1, x2, x3 ∈ R2 represent the centers of the discs, and let x = (x1, x2, x3) ∈ R6 represent the configuration
of the whole system. To prevent the system from evaporating, we also assume the discs are confined to a
finite space B ⊂ R6; for example we may take x ∈ B = [0, L]6 so the discs are in a box with length L. To
describe which discs are in contact, it is convenient to introduce the distance functions
q12(x) = |x1 − x2| −σ, q23(x) = |x2 − x3| −σ, q31(x) = |x3 − x1| −σ . (2.3)
Each function qi j measures the distance between the surfaces of discs i, j. When qi j(x) = 0, the surfaces
of discs i, j are exactly in contact.
One configuration the discs can adopt has no discs in contact. Let the set of all such configurations be
M;. This set can be characterized in terms of the distance functions as
M; = {x ∈ R6 ∩B : q12(x)> 0, q23(x)> 0, q31(x)> 0}.
This set is a 6-dimensional subset of R6. Because of the Heaviside function in the sticky potential (2.1),
there is a finite probability to find the system in M;.
Another kind of configuration the discs can adopt has exactly one pair of discs in contact. Let us call
these sets of configurations M12, M23, M31 depending on which pair is in contact. These sets are given by
M12 = {x ∈ R6 ∩B : q12(x) = 0, q23(x)> 0, q31(x)> 0},
M23 = {x ∈ R6 ∩B : q23(x) = 0, q12(x)> 0, q31(x)> 0},
M31 = {x ∈ R6 ∩B : q31(x) = 0, q12(x)> 0, q23(x)> 0}.
That is, one of the distance functions equals 0 exactly, while the other distance functions are inequalities.
Fixing a distance removes one degree of freedom from the system, as illustrated schematically in Figure
1, so the sets M12, M23, M31 are 5-dimensional subsets of R6. In fact, they each form part of the boundary
1 The way κi j is defined here gives it units of length. To obtain a dimensionless sticky parameter we must write the argument of
the delta function as δ(r/σi j − 1). However, doing so would require carrying around factors of σi j in our later calculations, so we
instead work with a dimensional κi j for notational convenience.
2 A dimensionless sticky parameter would be defined as κ= limρ,E→∞σ−1
∫ σ+ε
0 e
−Umorse(r)/kB T dr.
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of M;, since if a configuration is in M;, then by moving discs i, j so they become arbitrarily close without
touching, the configuration approaches Mi j . Mathematically, these sets are 5-dimensional manifolds, which
means they could be mapped out locally using only 5 variables instead of 6 variables, if we were clever
enough to find such a parameterization (we won’t need to.)
Because of the delta-function in the sticky potential (2.1), there is finite probability to find the system
in any one of the manifolds M12, M23, M31. That is, there is finite probability to find the system on a
lower-dimensional subspace than the ambient space, R6. This property makes the sticky potential more
challenging to sample than smoother interaction potentials, since any sampler must be able to propose
moves that jump exactly to these lower-dimensional subspaces.
Continuing, we may form lower-dimensional subspaces by considering more discs in contact. When
two pairs of discs are in contact we obtain sets
M12,23 = {x ∈ R6 ∩B : q12(x) = 0, q23(x) = 0, q31(x)> 0},
M23,31 = {x ∈ R6 ∩B : q23(x) = 0, q31(x) = 0, q12(x)> 0},
M31,12 = {x ∈ R6 ∩B : q31(x) = 0, q12(x) = 0, q23(x)> 0}.
Each of these sets is given by fixing two distances, so is a 4-dimensional manifold. Notice that each set is
part of the boundary of a 5-dimensional manifold in the configuration space; for example M12,23 is on the
boundary of both M12 and M23. When all discs are in contact we obtain
M12,23,31 = {x ∈ R6 ∩B : q12(x) = 0, q23(x) = 0, q31(x) = 0} ,
which is a 3-dimensional manifold; it is the set of all states obtained by rotating and translating the trian-
gular configuration of discs. As before, there is a finite probability to find the system in any of the 4- or
3-dimensional manifolds in the configuration space.
The full configuration space for the 3 sticky discs is
S= M; ∪M12 ∪M23 ∪M31 ∪M12,23 ∪M23,31 ∪M31,12 ∪M12,23,31 . (2.4)
That is, it is a union of manifolds, each obtained by considering some collection of spheres in contact. This
set S is a particular example of a stratification, a union of manifolds of different dimensions, where the
lower-dimensional manifolds lie on the boundaries of the higher-dimensional manifolds.
We may write S more concisely by defining the set of possible pairs in contact to be
I= {;, {12}, {23}, {31}, {12,23}, {23, 31}, {31,12}, {12, 23,31}}, (2.5)
and letting I index some element in I, for example I = {23}, or I = {12,23, 31}. Then, from (2.4), we
have
S=
⋃
I∈I
MI . (2.6)
A system of sticky discs in equilibrium has finite probability to be found in any of the manifolds MI that
are part of its configuration space S. To write down this probability specifically we consider all pairwise
interactions of the form (2.1), and use the distance functions (2.3), to obtain the Boltzmann density on S
as
ρ(x) = Z−1
∏
i< j
κδ(qi j(x)) + H(qi j(x)) . (2.7)
Here Z is the partition function, a number that normalizes the density so it integrates to 1. By expanding
the product, we may write ρ(x) as a sum of densities on each individual manifold as
ρ(x) = Z−1
∑
I∈I
κ|I |HI c (x)δMI (x). (2.8)
Here δMI (x) =
∏
i j∈I δ(qi j(x)) is a singular density on MI , and HI c (x) =
∏
i j /∈I H(qi j(x)) enforces the
non-overlap condition for pairs that are not exactly in contact, i.e. it equals 1 if no pairs are overlapping,
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and it equals 0 otherwise. Here |I | is the size of I , equal to the number of pairs of discs in contact (the
number of bonds.)
Expression (2.8) shows that the probability to find the system with a given number of bonds m is
proportional to κm. That is, the manifolds may be thought of as constant-energy surfaces: on a given
manifold MI with |I |= m, the probability density is constant (with respect to the delta-function on MI ), so
the energy is constant on this surface. If the system then gains a bond, it moves to a manifold with density
proportional to κm+1, effectively changing the energy by a discrete amount measured by κ.
Yet another way to write the Boltzmann distribution, one that will prove necessary to implement our
algorithm, is to write it in terms of the natural surface measure µI on each manifold MI . This measure,
also called the Hausdorff measure, is used to measure the volume of a manifold and to calculate integrals
over it. To convert between delta-functions and the natural surface measure, we use the coarea formula
[16, 46], which says that
∏
i j∈I δ(qi j(x))d x = |QTI Q I |−1/2µI (d x), where
Q I (x) = (∇qi j(x))i j∈I (2.9)
is the matrix whose columns are the gradients of the distance functions. For example, Q12,23 = (∇q12 ∇q23)
is a 6× 2 matrix. Using the coarea formula we may write (2.8) as [9]
ρ(x) = Z−1
∑
I∈I
κ|I |HI c (x)|QTI Q I |−1/2µI (d x). (2.10)
Physically, the matrix QTI Q I arises when, instead of fixing the distances, we treat them as stiff springs, and
construct an energy as E(x) =
∑
i j∈I 12 kq2i j(x) for some spring constant k. Then on MI , the Hessian of
the energy is ∇∇E(x) = kQ I (x)QTI (x). The nonzero eigenvalues of Q IQTI are the same as the nonzero
eigenvalues of QTI Q I , so the logarithm of |QTI Q I |−1/2 is proportional to the vibrational entropy.
2.2 General Mathematical Setup
In this section we introduce notation to handle more general stratifications and their associated probability
distributions, not just those that come from distance constraints between particles. For example, we may
wish to consider fixed bond angles between particles, bonds between particles of different shapes such
as elliptical particles, or, we may have an entirely different application that doesn’t involve particles, but
still involves sets of variables whose values may sometimes be collectively frozen. The notation in this
section will be abstract, and we refer the reader back to Section 2.1 and forward to Section 4 for concrete
examples.
Let x ∈ Rn, and let
Q= {q1(x), q2(x), . . . , q|Q|(x)}
be a collection of continuously differentiable scalar functions. These functions will be either constraints,
when qi(x) = 0, or inequalities, when qi(x)> 0. In Section 2.1, these functions were the distance functions
(2.3); in this section they can represent angles between bonds, distance functions between non-spherical
surfaces, or other kinds of functions.
We wish to form manifolds by choosing some of the functions in Q to be constraints, and some to be
inequalities. To this end, let Ieq ⊂ Q be a particular set of constraints, and let Iin ⊂ Q be a particular set of
inequalities. To make sense we must have Ieq ∩ Iin = ;. Write I = (Ieq, Iin), and call this pair of constraints
and inequalities the labels. Define a manifold from this particular choice of labels as
MI = {x ∈ Rn : qi(x) = 0 for qi ∈ Ieq, q j(x)> 0 for q j ∈ Iin} . (2.11)
We have changed notation slightly from Section (2.1): we now include the inequalities explicitly in the
labels I for each manifold. In Section (2.1) we did not need to specify the inequalities, because any function
in Q that was not a constraint was automatically an inequality, however in general we may wish to ignore
some function qi , and not use it as either a constraint or an inequality.
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If we let mI = |Ieq| be the number of constraints defining MI , then generically, MI will be an open
manifold of dimension dI = n−mI . This statement is not always true for specific, non-generic cases, but
we discuss conditions when we are sure it will hold at the end of the section.
To form a stratification, define a collection of labels
I= {I (1), I (2), . . . , I (|I|)}. (2.12)
Recall this collection was defined for sticky particles in (2.5). Form the union of all manifolds with these
labels as
S=
⋃
I∈I
MI . (2.13)
Then set S is a stratification, given some additional mild but technical conditions on the relationship be-
tween manifolds 3 [23], [22]. We assume these conditions hold, and refer to S as a stratification hereafter.
Now we wish to construct a probability distribution on the stratification S. We construct this distribution
from the surface measures on each manifold, in a similar way to (2.10). Let µI (d x) be the natural surface
measure on MI , the dI -dimensional Hausdorff measure; it is obtained from the Euclidean measure in the
ambient spaceRn by restricting it to MI . Suppose we have a collection of scalar functions { fI (x)}I∈I, where
fI is defined on manifold MI . We construct a probability distribution from these functions as
ρ(d x) = Z−1
∑
I∈I
fI (x)µI (d x) , (2.14)
where Z =
∑
I∈I
∫
MI
fI (x)µI (d x) is the normalizing constant, which we assume is finite. The measure ρ
is the probability distribution that we wish to sample.
Our sampling algorithm will rely on manifolds in the stratification being sufficiently connected to each
other in a way we now describe. Recall that in Section 2.1, every manifold (except the highest-dimensional
manifold M;) was on the boundary of a higher-dimensional manifold, because every lower-dimensional
manifold was obtained from a higher-dimensional one by adding a distance constraint.
With this in mind, let Nlose(I) be the set of labels in I that can be obtained from a particular label I by
adding a single constraint:
Nlose(I) = {J ∈ I : Jeq = Ieq ∪ {q}, q /∈ Jeq}. (2.15)
We call a label J in Nlose(I) a Lose neighbour of I , because generically, in moving from MI to MJ , we lose a
dimension: dJ = dI−1. Similarly, letNgain(I) be the set of labels in I that can be obtained from a particular
label I by removing a single constraint:
Ngain(I) = {J ∈ I : Jeq = Ieq − {q}}. (2.16)
We call a label J in Ngain(I) a Gain neighbour of I , because generically, in moving from MI to MJ , we gain
a dimension: dJ = dI + 1. We distinguish between two types of Gain neighbours. Sometimes a constraint
that is removed becomes an inequality, so that Jeq = Ieq − {q} with q ∈ Jin. We call such a J a one-sided
Gain neighbour of I . Other times, the removed constraint is simply forgotten, so that Jeq = Ieq − {q} with
q /∈ Jin. We call such a J a two-sided Gain neighbour of I .
Our hope is that if J is a Gain neighbour of I (which implies that I is a Lose neighbour of J), then
MI is part of the boundary of (the closure of) MJ : MI ⊂ ∂M J .4 This is a property our algorithm will
3 Loosely, if two manifolds X , Y with dim(Y ) < dim(X ) are in the stratification, and Y ⊂ X , i.e. Y is in the closure of X , then at
every point y ∈ Y , the stratification near y has to look locally like a cone, and, furthermore, the topology of this local picture is the
same for all y ∈ Y . Specifically, a stratification is usually assumed to satisfy Whitney’s condition B at all y ∈ Y , which is as follows
[23]. Given X , Y as above, and suppose that (i) sequence x1, x2, . . . ∈ X converges to y , (ii) sequence y1, y2, . . . ∈ Y converges to
y , (iii) the secant lines li = x i yi converge to a limiting line l in some local coordinate system near y , (iv) the tangent planes Txi X
converge to a limiting plane τ. Then l ⊂ τ.
4For a two-sided Gain neighbour it may be that MI ⊂ M J ; that is, MI is part of the closure of MJ , but not necessarily part of its
boundary. In the two-sided case we will still refer to MI as being part of the boundary of MJ , because it may be treated as if it were
a boundary in our algorithm.
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rely on to pass between manifolds. If it doesn’t always hold, our algorithm will still work, provided this
property holds for enough manifolds that the sampler can move between all manifolds in the stratification
by following Gain and Lose neighbours.
With the setup complete, we now return to the delicate issue of what assumptions are needed to ensure
that MI is a dI -dimensional manifold, and hence, to ensure the probability distribution (2.14) is well-
defined. There are pathological cases where MI is not a manifold of the correct dimension; for example
the manifold MI = {(x , y) : x− y = 0, 2x−2y = 0} is a line (1-dimensional), not a point (0-dimensional),
whereas the manifold MI = {(x , y, z) : z−(x2+ y2) = 0, z+(x2+ y2) = 0} is a point, not a one-dimensional
curve. For less trivial examples involving sticky spheres, see [28, 32].
To avoid these situations we must make an assumption on the constraints, that we call the regularity
assumption. Form the n×mI matrix whose columns are the gradients of the constraints:
Q I (x) = (∇qi(x))i∈Ieq . (2.17)
Recall this matrix was defined for sticky particles in (2.9). The regularity assumption is that for each I ∈ I,
the columns of Q I are linearly independent everywhere in MI . When this assumption holds, the implicit
function theorem implies that each MI is an open manifold of dimension dI = n−mI , and therefore each
µI and hence the full probability distribution ρ(x) are well-defined. This assumption will also be necessary
later to implement our sampling algorithm. The regularity assumption doesn’t always hold in applications,
and we explain what goes wrong with our algorithm when it doesn’t hold in the conclusion.
3 Overview of the Stratification Sampler
In this section we give an overview our algorithm, the Stratification Sampler, for generating a Markov
chain X1, X2, . . . ∈ S with stationary distribution ρ as in (2.14). We present only the details needed to
understand the basic ideas of the algorithm and the parameters in the subsequent examples, leaving the
details necessary to implement the algorithm for Section 5.
The algorithm keeps track of both a point and the current manifold as a pair (Xk, Ik), with Xk ∈ MIk .
Suppose the current point is (Xk, Ik) = (x , I). The next step (Xk+1, Ik+1) of the Markov chain is generated
by first constructing a proposal move (y, J), and then accepting or rejecting it using a Metropolis-Hastings
step.
The proposal move is constructed in two steps:
(i) Choose a label J with probability λI J (x);
(ii) Choose a point y ∈ MJ with probability density hI J (y|x) with respect to µJ (d x).
Here λI J (x) is the probability of proposing a label J , given the current label is I and current point is x ,
and must be such that
∑
J∈IλI J (x) ≤ 1 for each (x , I). The function hI J (y|x) is the probability density of
proposing a point y ∈ MJ , given the current label is I , the current point is x , and the proposed label is
J . Sometimes the method fails to produce a proposal point y , in which case the proposal is set to (x , I).
Therefore it is usually the case that
∫
MJ
hI J (y|x)µJ (d y)< 1.
Given a proposal (y, J), it is accepted according to a Metropolis-Hastings rule with acceptance proba-
bility
a(y, J |x , I) = min

1,
fJ (y)λJ I (y)hJ I (x |y)
fI (x)λI J (x)hI J (y|x)

. (3.1)
That is, the algorithm generates U ∼ Unif([0,1]), and if U < a(y, J |x , I) the proposal is accepted and
the next step is Xk+1 = y , Ik+1 = J . Otherwise, the proposal is rejected and the next step is Xk+1 = x ,
Ik+1 = I . If the proposal itself was (x , I), it is accepted automatically. Importantly, as with most Monte-
Carlo samplers, this method can be implemented without knowing the overall normalization constant Z ,
since Z cancels out in the acceptance ratio above.
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We show in Appendix A that if Xk ∼ ρ, then Xk+1 ∼ ρ. Therefore ρ is the stationary distribution for
the Markov chain above. We expect that for reasonable choices of proposals the algorithm is ergodic, so
that for any initial condition, Xn→ ρ as n→∞.
The acceptance rule (3.1) will look familiar to anyone who has worked with replica exchange meth-
ods, Reversible Jump Monte Carlo, or other Monte Carlo methods that switch between a discrete set of
continuous spaces. Yet, implementing this acceptance rule for a stratification requires several additional
considerations. One, is that the proposal densities in (3.1) are calculated with respect to reference mea-
sures on different manifolds, so one must be careful to account for the Jacobians of the maps from one
manifold to another. Another is that there must be a unique map between a starting point (x , I) and a pro-
posal point (y, J), a nontrivial consideration when jumping between manifolds of different dimensions.
Finally, finding proposal moves that ensure the acceptance probability (3.1) is neither too high nor too low
is nontrivial. The average acceptance probability should be large enough that computation isn’t wasted
generating proposal moves, but if it is too large, successive samples are highly correlated, so many samples
must be generated to obtain approximately independent draws from ρ.
We now present a choice of label and point proposals that we have found to be effective. We introduce
these proposals here, instead of in the more detailed Section 5, so the reader can understand the parameters
λgain,λlose,σ,σbdy,σtan that we refer to in our examples. A reader not interested in these parameters can
skip to the examples in Section 4.
While these proposals may seem unmotivated, we show in Section 6 that they give an acceptance
probability of a(y, J |x , I) = 1 for two manifolds defined by affine constraints with f (x) = cst and no
inequalities. Therefore, when the step sizes for the proposals are small, we expect to have high acceptance
probabilities for curved manifolds as well.
3.1 Label proposal
To choose a label J , we consider three different types of proposals:
• Same: choose J = I .
This retains the current labels, and takes a step on the current manifold.
• Gain: choose J ∈Ngain(I).
This moves to a manifold of one higher dimension, obtained by dropping a single constraint.
• Lose: choose J ∈Nlose(I).
This moves to a manifold of one lower dimension, on the boundary of the current one, obtained by
adding a single constraint.
The overall probabilities of Same, Gain, and Lose moves are λsame,λgain,λlose respectively. In practice we
set λgain,λlose, and then calculate λsame = 1−λgain−λsame. If a particular manifold I has no Gain neighbours
or no Lose neighbours, then the probability λsame must be adjusted for that manifold.
We must also decide how to choose the particular label J for Gain and Lose moves. For a Gain move, we
choose J uniformly among all the possible Gain neighbours, J ∼ Unif(Ngain(I)). For a Lose move, choosing
labels uniformly doesn’t work well; briefly, this is because most boundaries are far away from the current
point, so the sampler usually fails to find a point on a randomly chosen boundary, as we discuss in more
detail in the example in Section 4.7. Therefore, to help the sampler find boundaries and propose smaller,
more physically realistic moves, we only propose moves to boundaries that are estimated to be sufficiently
close to the current point. Letting N
σbdy
lose (I , x) be the set of nearby Lose neighbours to a point (x , I), we
choose the label uniformly from this set, J ∼ Unif(Nσbdylose (I , x)).
The set of nearby Lose neighbours is the set of neighbours estimated to lie within a distance σbdy from
the current point:
N
σbdy
lose (I , x) = {J ∈Nlose(I) : hopt(x , I , qI→J )< σbdy} . (3.2)
The function hopt(x , I , qI→J ) is the estimated distance from the current point (x , I) to the closest point on a
Lose neighbour J formed by adding constraint qI→J . This distance is estimated by linearizing each possible
additional constraint qI→J as explained in Section 5.
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Figure 2: Schematic illustrating the Gain and Lose tangent step proposals, for a one-sided boundary q(x) =
0 in R2. Gain moves propose a step V with components Vn ∼ Unif([0,σbdy]) in the normal direction to
the boundary, and Vt ∼ N(0,σ2tanV 2n ) in the tangential direction. Lose moves propose a unit vector V by
summing the vector vopt in the (estimated) normal direction to the boundary, and a vector with component
R ∼ N(0,σ2tan) in the tangential direction, and rescaling to obtain a unit vector. Lose moves only attempt
to jump to boundaries that are no more than an (estimated) distance of σbdy.
Proposing labels requires three parameters: λgain,λlose,σbdy. In some cases it is efficient to relate
these parameters. Specifically, if it is known that for manifolds MI , MJ , the function we are sampling is
f (x) ≈ cI on MI and f (x) ≈ cJ on MJ , where cI , cJ are constants, then we should instead choose λgain =
(cJ/cI )σbdyλloseto depend on I , J , see Section 6.1. We usually set λgain = σbdyλlose in our implementation.
3.2 Point proposal
Once we have chosen a label J , we must propose a point y ∈ MJ . Here is an overview of how we do this
for each of the three move types. In addition to the parameter σbdy introduced earlier, these moves depend
on two new parameters, σ and σtan.
Our moves depend on taking steps in the tangent space to each manifold in the stratification. The
tangent space to manifold MI at x , which we write as Tx ,I , is the set of vectors v satisfying Q
T
I (x)v = 0,
where Q I was defined in (2.17). It is the linear approximation to a manifold MI near x , i.e. it approximates
a surface locally as a plane. The set of vectors perpendicular to Tx ,I is the normal space, Nx ,I = T⊥x ,I . This
space is spanned by the columns of Q I . Under the regularity assumption, the dimension of Tx ,I is dI , the
dimension of the manifold, and the dimension of Nx ,I is mI , the number of constraints.
To represent a given tangent space we construct a matrix Tx ,I ∈ Rn×dI whose columns form an orthonor-
mal basis of Tx ,I . The matrix Tx ,I can be computed using standard linear algebra operations, such as from
the QR decomposition of Q I as described in Appendix B, Algorithm 5.
3.2.1 Same Move: x ∈ MI , y ∈ MI
To generate a proposal on MI , we start by choosing a vector v in the tangent space Tx ,I , and taking a step
in this direction, as x → x + v. This usually pushes us off the manifold, so we project back onto MI by
finding a vector w such that
qi(x + v + w) = 0 for all constraints i ∈ Ieq. (3.3)
The proposal is y = x + v +w. Requiring w to be in the normal space Nx ,I gives this proposal several nice
properties [65].
Equation (3.3) is solved numerically using a nonlinear equation solver. If this solver fails to find a
solution, the proposal is (x , I). If the solver finds a solution but it doesn’t satisfy the inequalities, the
proposal is also (x , I). If the solver finds a solution (y, J) that satisfies the inequalities and is accepted using
the Metropolis-Hastings rule (3.1), the algorithm must still check that starting from (y, J) the nonlinear
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equation solver converges to (x , I), a step we call the reverse check. This step is necessary to ensure the
reverse move could have been proposed hence has nonzero probability density; see Section 5 and [65].
We may choose the vector v according to any density; in our examples we use an isotropic multidi-
mensional Gaussian with standard deviation σ in each independent direction. Specifically, from a vector
of independent random variables R ∈ RdI we construct the step as
v = Tx ,I R, Ri ∼ N(0,σ2), i = 1, . . . , dI . (3.4)
3.2.2 Gain move: x ∈ MI , y ∈ MJ with J ∈Ngain(I)
A Gain move is similar to a Same move, but with a different choice of tangent step v. Suppose that q is
the constraint dropped from Ieq to obtain Jeq. We have x ∈ MI , and we wish to propose y ∈ MJ with
Jeq = Ieq − {q}. We do this by dropping constraint q and proposing a move on MJ , as if it were a Same
move on MJ .
The only difference with a Same move, is we use a different tangent step v. An isotropic Gaussian on
Tx ,J will work in theory, but in practice is inefficient, because it is not possible to make it symmetric with
the Lose moves, as we discuss in Section 4.7. Instead, we choose v to have different sizes in the directions
normal to and tangential to the boundary. Let un be a unit vector normal to the boundary with MI and in
the tangent space Tx ,J . This vector, which points in the direction where the dropped constraint q increases
most quickly, is found by projecting ∇q onto Tx ,J ; see Section 5. Let the remaining, tangential directions
be contained in the columns of Tx ,I . Notice that together, un and Tx ,I span Tx ,J .
We construct the tangent step v by combining a random step in the direction of un, with a random step
in the directions spanned by Tx ,I , as
v = unVn + Tx ,I Vt . (3.5)
The random variables Vn ∈ R, Vt ∈ RdJ−1 are constructed in different ways. In the direction normal to the
boundary, the size of the step is
Vn ∼ Unif([0,σbdy]) (3.6)
for a one-sided Gain move, and Vn ∼ Unif([−σbdy,σbdy]) for a two-sided Gain move. The choice for a
one-sided move ensures it always moves directly away from the boundary to where the inequalities are
not violated, and the upper bound of σbdy ensures it does not move so far that I would not be a nearby
Lose neighbour of J .
Given the value of Vn, we choose a step in the tangential directions as an isotropic Gaussian with
standard deviation σtan|Vn| in each independent direction, where σtan > 0 is another parameter. That is,
each component of Vt is chosen as
(Vt)i ∼ N(0,σ2tanV 2n ), 1 = 1, . . . , dJ − 1. (3.7)
For small σtan, the proposal step v moves mostly away from the boundary. See Figure 2 for a sketch of a
Gain move in two dimensions.
We chose the variance of Vt to increase with the magnitude of the proposed normal step Vn so that
Gain and Lose moves are more symmetric. The distributions of Vn and Vt balance, respectively, the overall
probabilityλlose of proposing a Lose move, and the distribution of the tangential components of the reversed
Lose step. We discuss this further in Section 6.
3.2.3 Lose Move: x ∈ MI , y ∈ MJ with J ∈Nσbdylose (I , x)
We have x ∈ MI , and we wish to propose y ∈ MJ with Jeq = Ieq ∪ {q}, where q is the new constraint.
We start by choosing a unit vector v in the current tangent plane Tx ,I . This unit vector gives the direction
to step in the tangent plane, but the magnitude of the tangent step is an unknown variable α ∈ R. Taking
a step x → x + αv usually does not put us on manifold MJ , so we project to MJ by finding a vector w in
the normal space Nx ,I such that
qi(x +αv + w) = 0 for all constraints i ∈ Jeq. (3.8)
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This equation must be solved for α, w. The proposal is y = x + αv + w. As for Same and Gain moves,
equation (3.8) is solved numerically and the solver may not converge. If it does converge, one additional
consideration is that the solution must have α > 0, for otherwise the step is not in direction v, but in −v.
A solution with α < 0 must be rejected so the sampler is reversible.
One possible way to choose v is uniformly on the unit sphere in the tangent plane. This choice is not
efficient, since it gives equal probability to all directions so it ignores the fact that there is a boundary
nearby. A more efficient proposal comes from estimating the direction that points toward the boundary
MJ and moving mostly in this direction.
Specifically, let vopt be a unit vector in the tangent space Tx ,I that is estimated to give the shortest
distance to the boundary, i.e., it is normal to the boundary to a linear approximation. This vector is found
by projecting ∇q onto the tangent plane Tx ,I as we explain in Section 5. Let Tx ,I ,vopt be the matrix whose
columns span the remainder of Tx ,I , i.e. the part of the tangent space that is perpendicular to vopt.
We build v by choosing a deterministic component in the direction of vopt, and random isotropic com-
ponents R ∈ RdJ−1 in the directions orthogonal to vopt, and then normalizing to get a unit vector:
v =
vopt + Tx ,I ,voptR
|vopt + Tx ,I ,voptR|
, Ri ∼ N(0,σ2tan), i = 1, . . . , dJ − 1. (3.9)
The parameter σtan is the same one used to construct a Gain move. If σtan is small, the proposal direction
is mostly in the direction that is estimated to give the shortest distance to the boundary. See Figure 2 for
a sketch of a Lose move in two dimensions.
4 Examples
We now show several examples, that serve both to illustrate different kinds of stratifications, and how
the Stratification Sampler works in practice. The examples in Sections 4.1-4.5 each introduce a different
kind of stratification: the union of a parabola and a line and their interiors (4.1), a trimer of sticky two-
dimensional discs (4.2), a polymer of 6 sticky spheres whose sticky parameters can vary (4.3), a polymer
adsorbing weakly to a surface (4.4), a high-dimensional shape whose surface area we wish to calculate
(4.5). Section 4.3 further shows that the sampler gives a good approximation to the probability distribution
for a real system with an interaction potential that does not have infinitesimal range. Section 4.6 revisits
previous examples to study their efficiency, and Section 4.7 shows what goes wrong when one uses chooses
tangent steps isotropically in the tangent space. The codes to run all examples and reproduce the statistics
and figures are available at [1].
4.1 Parabola and line in two dimensions
Our first example is not physically motivated, but rather designed to illustrate a stratification and its prob-
ability measure in a way that can be easily visualized. We found this example useful when developing our
code, as it contains most of the special cases one must handle (e.g. manifolds with no constraints, zero-
dimensional manifolds, manifolds with no Lose or Gain neighbours, manifolds with both Lose and Gain
neighbours, flat manifolds, curved manifolds), yet it can be plotted in two dimensions and many statistics
are known analytically.
Let (x , y) ∈ R2, and let the constraint and inequality functions be Q= {q1(x , y), q2(x , y)} with
q1(x , y) = y − x2, q2(x , y) = 2− y .
Consider the stratification formed by considering all possible labelings of q1, q2 as constraints or inequal-
ities: I = I (1) ∪ I (2) ∪ I (3) ∪ I (4) with I (1) = (;, {q1, q2}), I (2) = ({q1}, {q2}), I (3) = ({q2}, {q1}), I (4) =
({q1, q2},;). That is, writing Mk = MI (k) , the manifolds are defined mathematically and named for ease of
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y=2
y=x2
Figure 3: Left: Stratification from Example 4.1. M1 (blue) is two-dimensional; M2 (red) is one-
dimensional; M3 (yellow) is one-dimensional; M4 (purple) is zero-dimensional. Right: Some points sam-
pled from the stratification with probability distribution ρ(d x) defined in (4.1). Points sampled from the
corners are plotted at equally-spaced angles along a small circle in the order they were generated to make
them distinct.
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Fraction of points
Theory Empirical
M1 0.2748 0.2751
M2 0.3734 0.3726
M3 0.2061 0.2066
M4 0.1457 0.1458
Figure 4: Statistics for Example 4.1 with probability distribution (4.1). Plots show the marginal probability
distributions in x on each manifold, calculated theoretically (blue line) and empirically by sampling (red
line.) The distribution in the left and right corners (M4) was {0.50003,0.49997}. Table shows the fraction
of points in each manifold. The sampling algorithm generated 107 points and stored every 10th point to
calculate statistics, using parameters σ=0.9, σbdy=0.3, σtan=0.6, λlose=0.7, λgain=0.21. The sampling
run took 110 seconds on a 3.6 GHz Intel Core i7 iMac.
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1 8× 10−5 0.378
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Figure 5: Statistics for Example 4.2 with probability measure (4.2). Left: probability of being in the
triangle as a function of sticky parameter κ; analytically calculated in (4.3) and empirically calculated
from a sampling run of 106 points. Middle: distribution of internal angle θ conditional on being in the
polymer, estimated from a sampling run with 107 points and κ = 1. The distribution is flat, as expected.
Right: Rejection rates for these sampling runs. For Gain moves (triangle → polymer) and Lose moves
(polymer→ triangle) all rejections came from the Metropolis step; we hypothesis that the rejection rate for
Gain moves increases with κ because we chose λgain independently of κ. For Same moves, the rejection
rates were uniformly 0.05 on the triangle (all from the NES failing), and 0.44 on the polymer (0.25 from
NES; 0.12 from Metropolis step; 0.07 from violating inequalities.) Parameters for all sampling runs were
σ=0.5, σbdy=0.4, σtan=0.3, λlose=0.7, λgain=0.28, and runs of 106 points took about 25 seconds on a 3.6
GHz Intel Core i7 iMac.
reference as
“Interior”: M1 = {(x , y) : y > x2, y < 2} (two-dimensional, blue)
“Parabola”: M2 = {(x , y) : y = x2, y < 2} (one-dimensional, red)
“Line”: M3 = {(x , y) : y = 2, y > x2} (one-dimensional, yellow)
“Corners”: M4 = {(x , y) : y = x2, y = 2} (zero-dimensional, purple.)
The stratification is visualized in Figure 3, with each manifold a different color as listed above. Notice
that M1 is a Gain neighbour of both M2 and M3, and each of M2, M3 in turn is a Gain neighbour of M4.
Since for each function qi that is not a constraint is an inequality, all Gain neighbours are one-sided Gain
neighbours.
Each manifold comes with a natural surface measure µk(d x) = µI (k)(d x). The most familiar are the
measures for the interior, µ1(d x), and line, µ3(d x), which are the two-dimensional and one-dimensional
area measures on the corresponding manifolds respectively. The measure on the parabola, µ2(d x), is the
arc-length measure: if A⊂ M2 is a connected segment of the parabola, then
∫
Aµ2(d x) equals the arc length
of A. The corner’s measure µ4(d x) is the counting measure, which is µ4(A) ∈ {0,1, 2} depending on how
many points from the set M4 = {(−p2,2), (p2, 2)} are included in A.
One example of a probability measure on S is
ρ(d x)∝ µ1(d x) +µ2(d x) +µ3(d x) +µ4(d x) . (4.1)
This weights points on each manifold according to their arc-length measures. Some points sampled from
this measure using the Stratification Sampler are shown in Figure 3. Figure 4 shows that for the sampled
points, the total fraction of time spent on each manifold, as well the marginal distributions in x on each
manifold, agree very well with the analytically calculated distributions.
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4.2 A trimer of sticky discs in two dimensions
We return to the example in Section 2.1 of three sticky two-dimensional discs, with unit diameter. We find
it convenient for numerical calculations to redefine the distance functions to be
q12(x) = |x1 − x2|2 − 1, q13(x) = |x1 − x3|2 − 1, q23(x) = |x2 − x3|2 − 1 .
As before Q = {q12, q23, q13}. Instead of sampling the entire configuration space S as in (2.4), suppose
we wish to sample only two configurations: a polymer whose internal angle can change, and a triangle,
which is rigid. The polymer has labels I with Ieq = {12,23}, Iin = {13}, and the triangle has labels J with
Jeq = {12, 23,13}, Jin = ;. The complete set of labels is I = {I , J} and the stratification is S = MI ∪ MJ .
Notice that when constraint q13 is dropped from J to get I , it becomes an inequality, so I is a one-sided
Gain neighbour of J . One configuration from each of these manifolds is shown in Figure 1, where the
polymer is MI = M12,23 and the triangle is MJ = M12,23,31.
We suppose that all bonds have the same sticky parameter κ, and sample the probability distribution
constructed as in (2.10),
ρtrimer(d x) = Z
−1  κ2|Q I (x)|−1µI (d x) + κ3|QJ (x)|−1µJ (d x) . (4.2)
Recall that Q I ,QJ are defined in (2.9), and Z as always is the normalizing constant.
We keep track of the probability of finding the system in the triangle, for different sticky parameters κ,
and the probability distribution for the internal angle of the polymer. Both probabilities can be calculated
analytically so we may verify the sampler is working correctly. Figure 5 verifies the empirical angle distri-
bution for the polymer is flat, as expected from analytical calculations that consider a trimer with distance
constraints but no momentum constraints [60]. This figure also shows that the empirical probability of
finding the system in the triangle increases with κ, which is expected since the triangle has more bonds
than the polymer.
The probability of the triangle may be computed analytically by integrating ρtrimer(d x) over the space of
rotations and internal motions for each of the polymer and triangle. The triangle has no internal motions,
so its probability is
PTriangle
2piZ−1 = κ
3 2 |QJ (x)|−1|xcm|= 4
p
3
9
κ3 .
Here xcm is obtained from a configuration x of the triangle by translating it so its center of mass lies at
the origin, the factor 2pi|xcm| comes from integrating over the triangle’s rotations, and the factor 2 comes
from counting the two different copies of the triangle obtained by permuting particle labels. For the unit
triangle, |xcm|= 1, |QJ |=
p
27/4.
The polymer has one internal degree of freedom, which may be parameterized by its internal angle
θ . Following [25], we adopt the parameterization x(θ ) = (− sin θ2 ,− 13 cos θ2 , 0, 23 cos θ2 , sin θ2 ,− 13 cos θ2 ),
which keeps the center of mass of the polymer at the origin and doesn’t rotate it. The surface measure in
this parameterization is µJ (x(dθ )) =
 d x
dθ
dθ . The probability of the polymer is
PPolymer
2piZ−1 = κ
2
∫ 5pi/3
θ=pi/3
|Q I (x(θ ))|−1|x(θ )|
 d x
dθ
dθ = 4pi
9
κ2.
To evaluate the integral we calculated |Q I (x(θ ))|=p4− cos2 θ , |x(θ )|=
q
2
3 +
4
3 sin
2 θ
2 ,
 d x
dθ
= 12q 23 + 43 cos2 θ2 ;
the integrand therefore is 13 .
Putting these calculations together shows the probability of the triangle is
PTriangle =
κ
κ+pi/
p
3
, (4.3)
which Figure 5 shows agrees with our estimates from the sampled points.
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Figure 6: Selected configurations of a polymer of N = 6 unit spheres, from Example 4.3. Bonds in the
backbone of the polymer are fixed and cannot break, while all other bonds can break and form.
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Figure 7: For Example 4.3, the probability of finding a polymer of 6 unit spheres with each given number
of bonds as a function of the sticky parameter κ, the strength of the interactions between off-backbone
spheres. Solid lines show the probabilities inferred by reweighting data from the Stratification Sampler at
κ0 = 2 with 4× 107 points (recording data every 4 points), and sampling parameters σ=0.4, σbdy=0.3,
σtan=0.2, λlose=0.4, λgain=0.24. Markers show the probabilities estimated from Brownian dynamics sim-
ulations run to simulation time 104 at different values of κ, using a Morse potential for the off-backbone
interactions and a spring potential for the backbone interactions as in (4.7), (4.8). The agreement with
the Stratification sampler is excellent, verifying that the Stratification sampler gives good predictions even
for a system whose interactions have small but nonzero range.
Figure 8: In Example 4.3 with identical sticky parameter for all bonds, the relative probabilities of forming
the octahedron (left) and polytetrahedron (middle) are 5% and 95% respectively, independent of sticky
parameter. For particles of types A and B as shown in the image on the right, we show that by choosing
the sticky parameters κAA,κAB,κBB for corresponding interacting pairs appropriately, we can make the
octahedron form with nearly 100% probability.
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Figure 9: Studying inverse problems in interaction design, for N = 6 unit spheres with two types of
particles A, B as shown in Figure 8 and explained in Example 4.3. Left column: equilibrium probability of
observing an octahedron, given that the system is a rigid cluster (a cluster with m = 12 bonds), for varying
sticky parameters κAA,κAB, and for κBB = 0,0.1. Right column: equilibrium probability of observing a
rigid cluster as a function of κAA,κAB, for κBB = 0 (top), 0.1 (bottom.) The top row shows the octahedron
forms much more often than the polytetrahedron with small κAA,κAB and large κBB (top left), however the
probability of forming a rigid cluster is small in this limit (top right). The bottom row shows the octahedron
form with high probability when κBB is small, κAB ∼ O(1), and κAA is large (bottom left), and furthermore,
the probability of forming a rigid cluster is reasonably high in this limit (bottom right.)
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4.3 A polymer of 6 sticky unit spheres in three dimensions
Next we consider a collection N = 6 sticky three-dimensional spheres with unit diameter. We will study
how to choose the sticky parameters to favour a desired ground state, and we will compare our sam-
pler to Brownian dynamics simulation data, to show that the sampler can approximate a system with a
noninfinitesimal potential.
Suppose the spheres are connected in a chain, forming a polymer, and the bonds in the backbone of
the polymer cannot break. We form a stratification by letting Q = {qi j(x)}i 6= j and considering all possible
ways to let the non-backbone pairs come into contact:
I= {I : {12,23, 34,45, 56} ⊂ Ieq, Iin = {i j : i j 6= Ieq}}.
Some of the labels in I are infeasible, in the sense that MI = ;; for example, it is impossible to find
a configuration where all pairs of spheres are in contact. The minimum number of bonds of a feasible
configuration in I is 5, and the maximum number is 12. Some example configurations are shown in Figure
6.
4.3.1 Identical sticky parameters
When all bonds have equal sticky parameter κ the equilibrium distribution is
ρequal(d x) = Z
−1∑
I∈I
κ|Ieq|−5|Q I (x)|−1µI (d x). (4.4)
We sampled ρequal with sticky parameter κ0 = 2 for all bonds, recording the number of bonds at each time
step. By reweighting this data (see (4.6) below), we estimate the probability pm(κ) of observing m bonds
at any sticky parameter κ. Figure 7 shows that states with 5 bonds are most probable at low κ, while states
with 12 bonds are most probable at large κ.
The states with 12 bonds are the lowest-energy clusters, hence the ground states for this system. There
are two distinct such clusters, after lumping together clusters with isomorphic adjacency matrices – an
octahedron and a polytetrahedron, illustrated in Figure 8. These occurred with relative probabilities 5%,
95% respectively. It was shown in [43] that the octahedron occurs much less frequently because it is has
many more symmetries in its point group.5 Changing κ does not change the relative probabilities of these
clusters, because the equilibrium distribution only depends on the total number of bonds in a cluster.
4.3.2 Designing the sticky parameters to self-assemble
A problem that arises when studying the self-assembly of colloids is to form a particular ground state with
high probability [29, 66]. If we wish to form the octahedron, we must let the spheres have non-identical
interactions. Suppose spheres 2,3,4,5 are type “A”, and spheres 1,6 are type “B”, with sticky parameters
for AA, AB, BB interactions equal to κAA,κAB,κBB respectively, as illustrated in Figure 8. The equilibrium
distribution is
ρAB(d x) = Z
−1∑
I∈I
κ
nAA(I)
AA κ
nAB(I)
AB κ
nBB(I)
BB |Q I (x)|−1µ(d x). (4.5)
Here nAA(I), nAB(I), nBB(I) are the numbers of each kind of interaction present in I , respectively.
We calculated the relative probability of the octahedron for different choices of parameters κAA,κAB,κBB
by reweighting our data from a sampling run with identical sticky parameter κ0 = 2. That is, instead of
giving each sampled point Xk, Ik equal weight when calculating probabilities or averages, we compute a
weighted average using weights
w(Xk, Ik) =

κAA
κ0
nAA(Ik) κAB
κ0
nAB(Ik) κBB
κ0
nBB(Ik)
. (4.6)
5The numbers in our data are slightly different from those in Meng et al [43], because we consider the backbone to be fixed, while
they allow all bonds to break and form, which changes the symmetry number for each cluster.
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Figure 9 shows that when κBB = 0, the octahedron forms with 100% probability as κAA→ 0 and κAB →∞.
However, the probability of observing a rigid cluster goes to 0 in this limit, so the overall probability of
observing the octahedron also goes to zero for these parameter choices. This observation is consistent with
[29], which used a mean-field approach to argue that the best assembly occurs when sticky parameters
are either zero or the same constant value; there are no intermediate maxima for the probability.
In practice, it is hard to create sticky parameters that are exactly zero, especially for DNA-coated colloids
where there is always some weak binding between non-complementary DNA strands [30]. Therefore
we also consider κBB = 0.1, and find the octahedron forms with 100% probability for κAA = O(1), and
κAB → ∞. In this limit the probability of observing a rigid cluster also goes to 100%. Therefore, it is
possible to form the octahedron with high probability, with the right choice of parameters.
A tentative explanation for what makes the octahedron have high probability is that with 2 Bs, the
polymer can be folded into an octahedron such that each B particle is in contact with 4 A particles, but
neither B particle is in contact with itself. On the other hand, if the polymer folds into the polytetrahedron,
then if the 2 Bs are each in contact with 4 As, then they must also be in contact with each other, forming a
weak bond that wastes a precious A-A contact. We explored other labellings of the particles, and tentatively
found that with any ordering of 2 nonadjacent Bs and 4 As, the octahedron formed with high probability
under the same conditions, however with 3 Bs and 3 As we could not form the octahedron with high
probability. It would be interesting to explore these observations further, and to find a general principle for
the how the particle types and locations should be chosen for a polymer of N spheres to fold into a given
cluster.
4.3.3 Comparing to Brownian dynamics simulations
We now compare our data to Brownian dynamics simulations to verify that our algorithm is a good model
for a real system of particles, which is never exactly at the sticky limit. We construct an energy U(x) as
U(x) =
∑
j=i+1
U springi j (|x i − x j |) +
∑
j 6=i+1
Umorsei j (|x i − x j |) (4.7)
where
U springi j (r) =
1
2
kspring(r − di j)2, Umorsei j (r) = E(1− e−ρ(r−di j))2 − E
are a spring potential, and Morse potential, respectively. The quantity di j = 1 is the distance where spheres
are exactly touching. The spring potential keeps the spheres in the backbone bonded, and the Morse
potential creates a strong bond between non-backbone pairs when the distance between their surfaces is
about 2.5/ρ. The Boltzmann distribution Z−1e−U(x)/kB T approaches ρequal as kspring,ρ, E→∞.
We numerically simulated the Brownian dynamics equations at temperature T = 1,
dX
d t
= −∇U(X t)d t +p2η(t), (4.8)
where X t ∈ R6·3 is the configuration of the system and η(t) ∈ R6·3 is a white noise, using an Euler-
Maruyama method with time step ∆t.6 We chose width parameters ρ = 60, kspring = 6ρ2 which gave
us roughly the same width for the spring potential as for the Morse potential, and varied E. The choice
of range is characteristic of certain DNA-mediated interactions (though some have smaller range [62]); it
was small enough that the sticky limit gives a good description of the set of states on the energy landscape
[59], but large enough that is was not too prohibitive to resolve numerically. We needed a timestep of
∆t = 10−6 to resolve the interactions.
6The Euler-Maruyama method constructs a numerical approximation X0, X1, X2, . . . to the solution to (4.8) at times 0,∆t, 2∆t, . . .
as
Xk+1 = Xk +−∇U(Xk)∆t +p2∆t ξk ,
where ξ1,ξ2, . . .∼ N(0,1) is a sequence of independent standard normal random variables.
19
Figure 10: Configurations drawn from the equilibrium distribution of a freely-jointed polymer (left) and
a semiflexible polymer (right) with N = 20 spheres, with sticky parameter κ = 1 with the wall and with
bending stiffness parameter kbend = 2 in the semiflexible case. Blue spheres are in contact with the wall
and green spheres are in free space.
We recorded the number of bonds in configuration X t every 0.05 units of time, identifying a pair (i, j)
as bonded if |x i − x j |< 1+2.5/ρ [59]. Changing the cutoff (from about 2/ρ to 4/ρ) did not significantly
change the measured statistics. To compare to the Stratification sampler we determined the effective sticky
parameter at each value of E as
κ(E) =
∫ 1+2.5/ρ
0
e−U(r;E)dr. (4.9)
We calculated the integral by numerical integration, as Laplace asymptotics were not accurate enough for
small values of E.
The empirical probabilities pm(κ) estimated from the Brownian dynamics simulations at several values
of κ are shown in Figure 7. These agree with the probabilities predicted from the Stratification sampler.
This not only verifies the correctness of the sampler, but it also shows that the sampler gives a good ap-
proximation to a real system with a non-delta-function potential.
4.4 Polymer adsorbing to a surface
A classic problem in polymer physics is to understand the statistical mechanics of a polymer that can adsorb
weakly to a surface [11, 15]. As the strength of interaction with the surface increases, the polymer behaves
less like a three-dimensional polymer and more like a two-dimensional polymer (e.g. [44], and references
therein.) We can study this problem in the limit when the range of interaction with the surface is very
short, so the particles are sticky on the surface. Consider a polymer formed from N identical spheres
with unit diameter that adsorb to a flat surface. Define a collection of functions Q = Qbonds ∪Qsurf, where
the backbone distance functions are Qbonds = {qi,i+1(x)}i=1...N−1 with qi,i+1(x) = |x i − x i+1|2 − 1, and the
functions constraining a particle to the plane are Qsurf = {wi(x)}i=1...N with wi(x) = x i3 (the z-coordinate
of particle i.) We form a stratification by considering all possible ways for the spheres to stick to the surface
and never go through it, assuming the first sphere is always stuck:
I= {I : Ieq = Qbonds ∪ Isurf where w1 ∈ Isurf ⊂ Qsurf, Iin = Qsurf − Isurf}.
For simplicity we don’t consider inequalities between spheres in this example, though one could easily
include them.
We will study a both a freely-jointed polymer and a semiflexible polymer. A semiflexible polymer has
a bending energy that penalizes deviations from a straight line:
ρbend(d x) = Z
−1e−
∑N−2
i=1
1
2 kbend(1−cosθi)
∑
I∈I
κ|Isurf||Q I (x)|−1µ(d x). (4.10)
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Figure 11: For Example 4.4, the average fraction of particles on the wall (left) and average radius of
gyration Rg = |x1 − xN | (middle) as a function of wall sticky parameter κ, for several values of N as
indicated in the legends, and for a semiflexible polymer with N = 20 and kbend = 2 (see text.) For the
semiflexible polymer we plot Rg/2 instead of Rg , to ease comparison. Markers indicate the values of κ at
which simulations were run, and curves indicate the averages estimated by reweighting data from nearby
markers, in a similar way to (4.6). Each estimate was formed from 107 simulation steps saved every 10
steps, with parameters σbdy = 0.3, σtan = 0.2, λlose = 0.4, λgain = 2σbdyλlose; for the freely jointed polymer
we used σ = 0.3,0.2, 0.15,0.12 for N = 10,20, 40,80 respectively and for the semiflexible polymer we
usedσ = 0.15. The right plot shows the time in minutes taken by each simulation with κ= 1 on a 2.40GHz
Intel Xeon CPU E5-2680; on a log scale, the data is well-fit by a line with slope 2.5.
Here kbend is a parameter measuring the bending stiffness, and cosθi = (x i+2 − x i+1) · (x i+1 − x i) is cosine
of the ith internal angle θi in the polymer. A freely-jointed polymer has the same probability distribution
but with kbend = 0.
We sampled a freely-jointed polymer for several values of N , and a semi-flexible polymer for N = 20,
each at seven different values of sticky parameter, κ = 5−3/2, 5−2/2, . . . , 53/2. For each N , we computed
two statistics as a function of κ, the average fraction of spheres on the surface f , and the average radius
of gyration, Rg = |x1 − xN |, see Figure 11. For values of κ not sampled, we estimated these averages
by reweighting the data at the sampled values, constructing weights in a similar manner to (4.6) and
interpolating the estimates from each sampled value of κ. With the exception of N ≤ 10, reweighting the
data from a single simulation could not adequately capture the statistics over the full range of κ values,
because as N increases, the distributions for each statistic become increasingly concentrated near their
average values.
As expected, the fraction f of particles on the surface increases with κ, from close to 0 at small κ,
to nearly 1 at large κ. There is a sharp transition region whose width and location appear relatively
independent of N , though is slightly sharper for the semiflexible polymer. The radius of gyration has
interesting non-monotonic behaviour: for a freely jointed polymer, it appears to be slightly larger thanp
N − 1 for small κ, and slightly smaller than pN − 1 for larger κ, with a dip in between. That it is
not always
p
N − 1, its theoretical value for a polymer in free space of any dimension, must be due to the
nonpenetration condition at the surface. The radius of gyration for a semiflexible polymer has the opposite
behaviour, increasing with κ, but also nonmonotonically; overall it is nearly twice as large as for a freely
jointed polymer.
These observations are not new, but we present them here to show the variety of systems or constraints
that can be studied by our sampler. An easy modification that could give new information would be to
change the surface from a plane to a curved surface.
4.5 Surface area of an n-dimensional ellipsoid
Our final example of a stratification illustrates how to use the Stratification Sampler to estimate the volume
or surface area of a manifold. When the intrinsic dimension of the manifold is high enough (roughly larger
than 4), deterministic methods cannot typically be used to compute its volume, because they require too
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Figure 12: Example 4.5, with n = 3. To estimate the surface area of the ellipse (grey), we form a stratifica-
tion by intersecting it first with the blue plane, then with the red plane. The entire set of surfaces intersect
in only two points, whose union is a 0-dimensional manifold. Since the volume of this 0-dimensional
manifold is a known value (it is 2), we can infer the volumes of the other manifolds in the stratification
from points sampled within the entire stratification. We apply this strategy in Example 4.5 to calculate the
surface area of a 10 dimensional ellipsoid.
many points to adequately cover the manifold [56]. Consider the surface of an n-dimensional ellipsoid,
defined as the solution to
En = {x ∈ Rn : q1(x) = x
2
1
a21
+
x22
a22
+ . . .+
x2n
a2n
− 1 = 0}. (4.11)
Here a1, . . . , an > 0 are the lengths of the semiaxes. Let Vol(En) be the n− 1-dimensional volume of En.
While there exist expressions for the surface area of En, they are complicated (see Equation (10) in [51]),
so we show instead how one can estimate the surface area through sampling.
The idea is to construct a stratification which contains at least one manifold whose volume we know, or
can easily estimate. Since we can exactly calculate the volume of a 0-dimensional manifold, by counting
the number of points in it, our strategy will be to add constraints until their intersection is a collection of
isolated points. The simplest constraint is a plane, so we intersect the ellipsoid with an ordered collection
of planes going through the origin. To this end, let Q= {q1, q2, . . . , qn}where q1 = x21/a21+ . . .+ x2n/a2n−1 is
the constraint describing the ellipse, and q2(x) = x2, q3(x) = x3, . . . , qn(x) = xn are constraints describing
the planes. Let I (k) = (I (k)eq , I
(k)
in ) with
I (k)eq = {q1, q2, . . . , qk}, I (k)in = ;.
Each I (k)eq is the ellipse En intersected with the first k−1 planes. Our stratification is I= I (1)∪ I (2)∪· · ·∪ I (n).
See Figure 12 for an illustration of the stratification when n = 3. Notice that all Gain neighbours are
two-sided since there are never any inequalities.
We construct a probability distribution as
ρE(d x) = Z
−1
n∑
k=1
ckµk(d x) , (4.12)
where µk = µI (k) is the natural surface measure on each manifold Mk = MI (k) , ck > 0 is a constant weight
for each manifold, and Z is the normalizing constant. A good strategy is to choose the weights ck so the
sampler spends roughly the same amount of time in each manifold. Such a strategy has been shown to be
optimal in certain systems when temperature is the variable that changes, rather than dimension [42].
If we have a collection of points X1, X2, . . . , Xm ∼ ρE , then we can estimate the surface area of En as
Vol(En) ≈ # of points in M1# of points in Mn ·
2cn
c1
(4.13)
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This estimate comes from observing that, if the algorithm is ergodic, then∑m
i=1 1M1(X i)∑m
i=1 1Mn(X i)
→
∫
M1
ρ(d x)∫
Mn
ρ(d x)
=
∫
M1
c1µ1(d x)∫
Mn
cnµn(d x)
as m → ∞. Since ∫M1 c1µ1(d x) = c1Vol(En), and ∫Mn cnµn(d x) = 2cn since the manifold Mn = {±a1}
contains exactly two points, we solve for Vol(En) to get the estimate above.
We sampled the distribution (4.12) for n = 10, using semiaxes (a1, . . . , a10) = (2, 2,2, 2,3, 3,3, 1,1, 1)
and choosing the weights to be ck = e0.94k. This choice was motivated by an initial sampling run with equal
weights in which the probability to be in I (k) was approximately proportional to e−0.94k. We used sampling
parameters σ = 0.6,σtan = 0.3,σbdy = 0.4,λlose = 0.4,λgain = σbdyλlose = 0.16. We ran the sampler for
107 steps and used (4.13) to estimate the surface area, dividing the data into 10 bins to estimate a one
standard deviation error bar, and obtained
Vol(E10)≈ 7155± 162,
about a 2% relative error.
To check the accuracy of this estimate, we computed it using an alternative stratification formed from
I= ({−q1},;)∪ (;, {−q1}). This stratification consists of the surface of E10, and its interior. The volume of
the interior is a1a2 · · · a10 ·pi5/120, so an estimate for the surface area with the same sampling parameters
as above is
Vol(E10)≈ # of points in En# of points in interior(En) ·
pi5 · a1a2 · · · a10
120
= 7138± 21,
about a 0.2% relative error. While the second stratification clearly gives a more accurate estimate, because
it is formed from fewer manifolds, one does not usually know the volume of a high-dimensional shape
analytically, so this simpler method cannot usually be applied.
We remark that this strategy is a form of thermodynamic integration, but where dimension is the variable
that changes, rather than temperature [18]. For higher-dimensional volumes, where the sampler spends
most of the time in the intermediate dimensions of the stratification, an alternative to choosing non-equal
weights ck would be to break up the problem into several separate sampling problems: first estimate the
ratio of the d-dimensional volumes in the stratification to the d−1-dimensional volumes, then the ratio of
d−2-dimensional to d−3-dimensional, and so on down to the ratio of one-dimensional to 0-dimensional
volumes. For a variant of this strategy applied to shrinking sets, not changing dimensions, see [40, 56].
4.6 Efficiency of the Stratification sampler
Next we turn not to a new example, but rather, to our previous examples to empirically investigate the
efficiency of the Stratification sampler.
Recall that in Example 4.3, a polymer of 6 unit spheres in three dimensions, we obtained the same
statistics from the Stratification sampler, as from a more conventional Brownian dynamics simulation.
Which method was faster? We ran both methods with sticky parameter κ = 2.885, and computed the
estimates pˆSm, pˆ
BD
m for pm(2.885), estimating the standard deviations σ
S
m,σ
BD
m by binning the time series
into 8 bins. The Stratification sampler was run for 107 steps and the Brownian dynamics simulation was
run for 104 simulation time units. Table 1 shows that under these conditions, the standard deviations (a
measure of error) for the Stratification sampler are about 2.5-7 times smaller than those for Brownian
dynamics.
The standard deviation is not a good measure of efficiency, since the Stratification Sampler took much
less physical time to run: it took 815 seconds (just under 14 minutes), compared to 17900 seconds
(just under 5 hours) for Brownian Dynamics on the same processor in the same programming language
and style – about 22 times less time. Assuming that the simulation time scales with the inverse of the
standard deviation squared, as for a typical Monte Carlo simulation, we can estimate the ratio of the
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# bonds Stratification sampler Brownian Dynamics Ratio of Errors Ratio of Physical Times
m pˆSm ±σSm pˆBDm ±σBDm σBDm /σSm for fixed error
12 0.1541 ± 0.00054 0.1568 ± 0.00147 2.7 162
11 0.2675 ± 0.00048 0.2651 ± 0.00259 5.4 640
10 0.2598 ± 0.00021 0.2556 ± 0.00152 7.2 1155
9 0.1799 ± 0.00046 0.1798 ± 0.00184 4.0 358
8 0.0916 ± 0.00039 0.0919 ± 0.00146 3.7 304
7 0.0352 ± 0.00028 0.0374 ± 0.00130 4.6 467
6 0.0102 ± 0.00015 0.0115 ± 0.00038 2.6 147
5 0.00177 ± 0.00006 0.00197 ± 0.00017 2.7 158
Table 1: Estimates of pm computed using the Stratification sampler (same parameters as in Figure 7) and
by Brownian dynamics, both with κ = 2.885. The Stratification sampler ran for 107 steps and took a
physical time of 13.6 minutes on a 2.40GHz Intel Xeon CPU E5-2680. The Brownian dynamics simulation
ran for 104 simulation time units and took a physical time of 5 hours on the same computer. The standard
deviations σSm,σ
BD
m for each estimate pˆm were calculated by binning the data into 8 bins; the standard
deviation gives a measure of the error of the estimate. The ratio of errors σBDm /σ
S
m is shown in the second-
last column, however it is a misleading comparison since the simulations took different amounts of physical
time. By multiplying the squared ratio of errors by the ratio of physical simulation times, we obtain the
ratio of physical simulation times that would be required for each method to produce the same given error,
shown in the last column.
physical times it would take each method to run to achieve the same value of standard deviation as
(σBDm /σ
S
m)
2 · (17900/815). These predicted ratios of physical times are shown in the last column of Table
1; they range from about 150 to over 1000. That is, the Stratification sampler is two to three orders of
magnitude faster than Brownian dynamics for this example, to achieve a given level of accuracy. Of course,
one of the methods in the introduction would be faster than Brownian dynamics, but if one is interested
in the dynamics of the particles, and not just their stationary distribution, then Brownian dynamics is the
only method available.
Next we consider how the efficiency of the Stratification sampler scales with the size of the system. For
this we return to Example 4.4, a polymer weakly adsorbing to a flat surface. Figure 11 compares the time
it took to run a simulation with each of N = 10,20, 40,80 particles for 107 steps with κ = 1. The time
increases rapidly with N : it is well-approximated by a power law ∝ N2.5. This is worse than the O(N)
increase in computation required by Brownian dynamics to simulate a polymer with no excluded volume
interactions (no overlaps), and also worse than the O(N log N) increase with excluded volume interactions
[19].
The reason for this poor scaling is our implementation of the sampler performs several matrix factor-
izations in dense arithmetic at each step, such as the QR decomposition to find the tangent space, and the
LU decomposition to solve systems of nonlinear equations using Newton’s method, both of which scale as
O(N3) [17, 58]. These calculations can be done more efficiently for problems with special structures, as
we discuss in the conclusion, Section 7; our most general but naive implementation should be used only
for systems with no more than a few dozen variables, where it does give a large speedup despite the poorer
scaling with system size.
4.7 What goes wrong with isotropic Gain and Lose proposals
In this final example we show what happens when Gain and Lose tangent steps are chosen isotropically in
the tangent space, instead of treating the directions normal to and tangential to the boundary separately.
We modify our sampler to choose the tangent step v for a Gain move the same way as for a Same move
(recall (3.4)), and the tangent direction for a Lose move uniformly on the surface of the unit sphere.
This method works in theory – it samples the correct probability measure (once we adjust the proposal
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Figure 13: Acceptance probabilities for isotropic proposals in Section 4.7, for a Lose move from x =
(0,−kσ) to the line {(x1, x2) : x2 = 0}. Here σ is the standard deviation of the step size in the Gain
proposal (5.8), and k > 0 controls the distance to the boundary. We chose 8 directions for a Lose proposal
with vertical angles equally spaced in θ ∈ [0.05, 1.45] (dashed arrows), and for each proposed move
(blue stars) we evaluated the acceptance probability in (3.1) with λlose = λgain and k = 1, 4, using the
formula a(y|x) = min(1, e− k2cos2 θp2pik/ cos2 θ ) to be derived in (6.7). As k increases, most directions give
small acceptance probabilities, because they result in large displacements which are unlikely to have been
proposed in a Gain move. Furthermore, such large moves are more likely to cause the nonlinear equation
solver to fail, before even reaching the Metropolis step. Hence, Lose moves for this kind of proposal are
accepted only if they jump to a nearby boundary, i.e. if k is small and the proposed direction is nearly
perpendicular to the boundary. However, for nearby boundaries the corresponding Gain move is small, so
has only a small probability of being accepted during the Metropolis step.
densities accordingly) – but it is not efficient. The rejection rates for Gain and Lose moves are both high,
and cannot be made small by an appropriate choice of parameters. For example, for Example 4.3 with
κ = 2, about 88% of Lose moves and 93% of Gain moves were rejected. These numbers were relatively
insensitive to the sampling parameters (perturbing around λgain=λlose=0.4, σ=0.3), increasing somewhat
for σ ¯ 0.05.
The reason for the rejections gives a clue as to what is going wrong. Among the Lose proposals, a full
63% were rejected while projecting back to the manifold: 26% because the nonlinear solver failed to find
a solution to (3.8), and 37% because the solver found α < 0 so the step was not in direction v, but in
−v. Another 20% were rejected during the Metropolis step, 5% during the inequality check and 0.05%
during the reverse projection check. Among the Gain proposals, 56% were rejected during the inequality
check, 27% during the Metropolis step, 9% because the nonlinear solver failed to find a solution to (3.3);,
and 0.5% were rejected during the reverse projection check. Compare these statistics to those for Same
moves, which are constructed in the same way as Gain moves, for which 19%, 11%, 6% were rejected for
the inequality, Metropolis, and nonlinear projection steps respectively.
The rejection rates for Gain and Lose moves are high because these proposals are highly asymmetric
with each other: by choosing a direction isotropically, Lose moves usually propose to jump to boundaries
that are far away. Not only does this make the nonlinear solver more likely to fail (both because the
boundary is far away, and because the direction proposed is not always consistent with the required sign
of α), but, even if the nonlinear solver is successful, such moves are unlikely to have been proposed in
the Gain step, hence, lead to small Metropolis factors. This effect is illustrated in Figure 13. This is why
most Lose moves are rejected in either the proposal step or the Metropolis step. Furthermore, about half
of the Gain moves are rejected during the inequality check, because Gain moves don’t distinguish between
directions which move to the interior of the manifold, and directions which move away from it, where the
inequality is violated. Proposing moves that are so unlikely to be accepted wastes computation; a sequence
of smaller moves that are each rather likely to be accepted would give a more efficient sampler than one
that proposes medium-sized moves that are unlikely to be accepted.
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5 Details of the Stratification Sampler
This section builds on Section 3, giving the details of the Stratification Sampler algorithm that are necessary
to implement it. The algorithm is summarized in pseudocode in Appendix B, and codes are available on
Github at [1].
In what follows, the current point/label is (x , I), and we wish to propose a new point/label (y, J). First
we propose a label J as described in Section 3.1, and then we propose a point y on manifold MJ as in
Section 3.2. We give further details on the label proposals in Section 5.1 and on the point proposals in
Section 5.2, including the label and point probabilities λI J (x), hI J (y|x).
5.1 Label proposal, revisited
Recall from Section 3.1 that we propose a Same, Gain, or Lose move with probabilities λsame,λgain,λlose
respectively. A label J is chosen uniformly from either the set of Gain neighbours Ngain(I) or the set of
nearby Lose neighbours N
σbdy
lose (I , x) (see (3.2).) Letting ngain(I) = |Ngain(I)|, nlose(I , x) = |Nσbdylose (I , x)| be
the number of each type of neighbour, the overall probabilities of each move type are
Λgain(x) = λgain1ngain>0(x), Λlose(x) = λlose1nlose>0(x), Λsame(x) = 1−Λgain(x)−Λlose(x). (5.1)
The densities for the label proposals are
Same: λI I (x) = Λsame(x), Gain: λI J (x) =
Λgain(x)
ngain(I)
, Lose: λI J (x) =
Λlose(x)
nlose(I , x)
. (5.2)
It remains to explain how to calculate N
σbdy
lose (I , x). For this, we need to estimate the minimum distance
hopt = hopt(x , I , q) from a point x on manifold MI , to the boundary q(x) = 0, if the distance is measured
along manifold MI . We do this by linearizing all constraints. Let v be a unit vector in the tangent space
to MI at x (i.e. any unit vector v that satisfies Q
T
I (x)v = 0.) The distance h in direction v to q(x) = 0 is
estimated by linearizing the equation q(x + hv) = 0 about x to get7 q(x) + hv · ∇q = 0 , so
h = − q(x)
v · ∇q(x) . (5.3)
The minimum positive value of h over all unit vectors v ∈ Tx ,I occurs in direction
vopt = −sgn(q(x)) Px ,I∇q(x)|Px ,I∇q(x)| , where Px ,I = Tx ,I T
T
x ,I (5.4)
is the orthogonal projection matrix onto Tx ,I . The minimum positive distance is then
hopt =
|q(x)||Tx ,I T Tx ,I∇q|
|T Tx ,I∇q|2 =
|q(x)|
|T Tx ,I∇q| . (5.5)
We simplified this expression using |Tx ,I T Tx ,I∇q| = |T Tx ,I∇q|, since Tx ,I has orthonormal columns. When
we need to clarify what the optimal direction and distance depend on we write h = hopt(x , I , q), vopt =
vopt(x , I , q).
5.2 Point proposal, revisited
Given a proposal J , we then choose y ∈ MJ . We describe how to do this for each of the three move types,
and we give the formula for proposal densities. We also explain how to calculate the proposal densities
for the reverse move, y → x , when all we are given is x , y; this calculation is required to evaluate the
acceptance probability (3.1).
7We should really linearize q(x + hv + w), where w is an (unknown) vector in the normal space to MI at x . The contribution
from w vanishes to linear order, since linearizing the equations qi(x + u) = 0, i ∈ Ieq defining manifold MI , gives ∑i∈Ieq u · ∇qi = 0.
Therefore any vector u which maintains the constraints to linear order must lie in the tangent space to MI at x .
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5.2.1 Same move: x ∈ MI , y ∈ MI
Generating the move Recall from Section 3.2 that we choose a tangent step v ∈ Tx ,I ; suppose its density
is psameI I (v; x). We take a step in direction v then project back to MI by solving (3.3) for the normal step
w ∈Nx ,I , and hence the proposal point y = x + v+w. By the regularity assumption, the columns of Q I (x)
span Nx ,I , so we may write w = Q I (x)a for a ∈ RmI and solve
qi(x + v +Q I (x)a) = 0, i ∈ Ieq , (5.6)
for a. Solving this system of nonlinear equations may be done using any nonlinear equation solver, provided
it is deterministic with a deterministic initial condition for reasons we explain momentarily. Let NES denote
the particular choice of nonlinear equation solver used in the algorithm. Our implementation uses Newton’s
method as described the Appendix B, Algorithm 4, though there exist better choices.
If a solution a is successfully found by the NES, the proposal is constructed as y = x + v +Q I (x)a. It
must then be checked that y satisfies the inequalities in Ieq; if not, the proposal is y = x . Additionally, if
the solver fails to find a solution, the proposal is y = x . The solver could fail for a variety of reasons: there
could be no solution for a particular v, or, even if there is a solution, the NES could simply fail to converge
to a solution.
Density of the proposal The density for a successful proposal that is found by the NES and satisfies
the inequalities is psameI I (v; x)
 ∂ v
∂ y
, where  ∂ v∂ y  is the inverse of the determinant of the Jacobian of the
transformation from v → y . This was shown in [65] to be  ∂ v∂ y  = |T Tx ,I Ty,I |. For a plane,  ∂ v∂ y  = 1, since
Tx ,I = Ty,I .
Let Asame(x) ⊂ MI be set of values of y that are accessible from x via a Same move: they can be found
by solving (5.6) using our NES; by definition they satisfy the inequalities in Iin. In order for Asame(x) to
be well-defined, we must use a deterministic initial condition for the NES. In addition, there must be only
one v for each move x → y , a fact we verify shortly. Let 1Asame(x)(y) be the characteristic function for the
set Asame(x), equal to 1 if y ∈Asame(x), and 0 otherwise. The proposal density for a successful proposal is
hI I (y|x) = psameI I (v; x)|T Tx ,I Ty,I |1Asame(x)(y) . (5.7)
If the tangent step is an isotropic Gaussian with step size σ as in (3.4), then
psameI I (v; x) =
1p
(2piσ2)dI
e−
|v|2
2σ2 . (5.8)
The overall probability density for a Same move is
λI J (x)hI J (y|x) = Λsame(x) 1p
(2piσ2)dI
e−
|v|2
2σ2 |T Tx ,I Ty,I |1Asame(x)(y) . (5.9)
Note that in practice we do not have to calculate the Jacobian factor |T Tx ,I Ty,I | for a Same move, since this
factor cancels out in the acceptance ratio (3.1).
Evaluating the density for the reverse move Given x , y ∈ MI , we now explain how to evaluate the
proposal density (5.7). We focus on evaluating the density from x → y , to avoid rewriting (5.7), but in
practice one proposes a y and then evaluates the density for the move from y → x , and uses this density
to calculate the acceptance probability in (3.1).
The step v can be found by projecting y − x onto Tx ,I , as
v = Tx ,I T
T
x ,I (y − x) . (5.10)
From this we can evaluate pI I (v; x). Notice that, as required, v is uniquely defined from x , y .
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We also need to evaluate 1Asame(x)(y). To do this, we must run the NES starting from x with tangent
step v, and check (i) the NES produces a solution, and (ii) this solution equals y . Even though we know
that y is a solution to (5.6), because the pair (x , y) was a successful proposal in a forward move, we still
need to check that the NES actually produces this solution. If not, the density for y must be set to zero.
Therefore, the NES must be run twice for each move: once to produce a forward move, and once to
compute the density of the reverse move. That this check is necessary for detailed balance was first pointed
out in [65], and [38] showed empirically that samplers can be more efficient for proposals where this check
is critical to computing the correct acceptance probability.
5.2.2 Gain move: x ∈ MI , y ∈ MJ with J ∈Ngain(I)
Generating the move A Gain move is similar to a Same move but is on manifold MJ . Suppose that q is
the constraint dropped from Ieq to obtain Jeq. We choose v ∈ Tx ,J with density pgainI J (v; x). We take a step
in direction v, then solve for w ∈Nx ,J such that y = x + v+w lies on MJ . This is done by solving (5.6) but
with constraints in J instead of in I . If a proposal fails, either due to inequality constraints, or because the
NES fails, then we set y = x , J = I .
Recall we construct v as in (3.5) from a vector un pointing away from the boundary, and the matrix
Tx ,I , whose columns are tangent to MI and normal to un. The unit vector un ∈ Tx ,J that is normal to Tx ,I ,
i.e. normal to the “boundary” MI , is
un =
Px ,J∇q(x)
|Px ,J∇q(x)| , where Px ,J = Tx ,J T
T
x ,J (5.11)
is the orthogonal projection matrix onto Tx ,J . Recall (5.4), where a similar vector was defined to construct
Lose neighbours.
Density of the proposal LetAgain(x) ⊂ MJ be the set of values of y that are accessible from x via a Gain
move using our NES; by definition they satisfy the inequalities in Jin. The proposal density is
hI J (y|x) = pgainI J (v; x)|T Tx ,J Ty,J |1Again(x)(y) . (5.12)
For a tangent step constructed as in (3.5), the tangent density factors as
pgainI J (v; x) = p
⊥
gain(vn)p
‖
gain(vt |vn) (5.13)
where the densities for the components of the step normal to and tangential to the boundary, are (in the
one-sided case), respectively,
p⊥gain(vn) =
1
σbdy
1[0,σbdy](vn), p
‖
gain(vt |vn) = 1q
(2piσ2tanv2n)dI
e−
|vt |2
2(σtan vn)2 . (5.14)
For the two-sided case, the normal density is p⊥gain(vn) =
1
2σbdy
1[−σbdy,σbdy](vn). We have omitted the densities’
dependence on I , J in the notation.
The overall probability density (with respect to µJ ) for a one-sided Gain move is
λI J (x)hI J (y|x) = Λgain(x)ngain
1
σbdy
1[0,σbdy](vn)
1q
(2piσ2tanv2n)dI
e−
|vt |2
2(σtan vn)2 |T Tx ,J Ty,J |1Again(x)(y). (5.15)
For a two-sided move the modification is straightforward.
Evaluating the density for the reverse move Given x ∈ MI , y ∈ MJ , the density (5.12) is evaluated
in the same way as for a Same move: one first computes v ∈ Tx ,J , and then one runs the NES to check
whether y ∈Again(x).
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5.2.3 Lose Move: x ∈ MI , y ∈ MJ with J ∈Nσbdylose (I , x)
Generating the move Suppose that q is the constraint added to Ieq to obtain Jeq. Recall from Section 3.2
that we choose a tangent direction v ∈ Tx ,I ; the difference from Same and Gain moves is we now require
v to be a unit vector. Let the density for v be ploseI J (v; x). We take a step in direction v with unknown
magnitude α, and solve for the normal vector w ∈ Nx ,I such that y = x + αv + w lies in MJ , as in (3.8).
This is done by writing w = Q I (x)a for a ∈ RmI and solving the system of equations
q j(x +αv +Q I (x)a) = 0, j ∈ Jeq , (5.16)
for the unknown (a,α) ∈ RmJ . There are mJ equations and mJ unknowns, so this system is well-posed in
general. Call the method used to solve (5.16) NES-L. As before this method must be deterministic with a
deterministic initial condition. Our specific method to solve using Newton’s method is given in Appendix
B, Algorithm 4.
If the solver NES-L finds a solution (a,α), and if α > 0, then the proposal is y = x + αv +Q I (x)a. If
the reconstructed y fails to satisfy the inequalities in Jeq, or if NES-L fails to find a solution, the proposal
is rejected and set to y = x , J = I .
We reject the proposal when α < 0 to ensure the reverse move is reproducibile. If for some v (5.16)
has solution (a,α), then the solution for −v is (a,−α). If we are given only x , y , then we don’t know which
of v,−v was used in the proposal, so without a sign restriction on α we can’t evaluate the density of that
move, nor whether y is accessible from x .
This is also the reason why we choose a unit vector for v, not an arbitrary vector. If we chose an
arbitrary vector, we could still solve (5.16), but then given only x , y we would not know which v was
actually used in the proposal.
Density of the proposal Let Alose(x) ⊂ MJ be the set of values of y that are accessible from x via a Lose
move using our NES-L; these necessarily satisfy the inequalities in Jin. The density of a successful proposal
y ∈Alose(x) is ploseI J (v; x)
 ∂ v
∂ y
, where as before  ∂ v∂ y  is the determinant of the inverse of the Jacobian of the
transformation from v→ y . The difference from the previous two move types is that now v is constrained
to be a unit vector. Therefore, to linear order v can only vary in the subspace Tx ,I ,v = Tx ,I ∩ (span{v})⊥,
which is the part of the tangent space Tx ,I that is orthogonal to vector v. Let Tx ,I ,v ∈ Rn×(dI−1) be a matrix
whose columns form an orthonormal basis of Tx ,I ,v .
The Jacobian factor can be calculated to be8 ∂ v
∂ y
= α−dJ |T Tx ,I ,v Ty,J |,
where α= |y − x |. Therefore the proposal density is
hI J (y|x) = ploseI J (v; x)|T Tx ,I ,v Ty,J |y − x |−dJ 1Alose(x)(y) . (5.17)
We now give the density for the tangent direction v constructed from vopt and Tx ,I ,vopt as in (3.9). First,
note that given a step v, the tangential components R are uniquely determined; call them R = r(v). They
8 To calculate the Jacobian, suppose that y, v vary as y → y +∆y , v→ v +∆v, and simultaneously α→ α+∆α. To linear order
we must have ∆y = Ty,J b for some b ∈ RdJ , ∆v = Tx ,I ,v c for c ∈ RdI−1 = RdJ . The Jacobian ∂ v∂ y will be the matrix A such that to
linear order c = Ab. Linearizing the equation y = x +αv + w with w⊥ Tx ,I gives
∆y = α∆v + v∆α+∆w ,
where ∆w ⊥ Tx ,I . Multiplying the above equation by T Tx ,I ,v , using that T Tx ,I ,v w = 0, T Tx ,I ,v v = 0, and substituting the expressions for
∆y,∆v gives
T Tx ,I ,v Ty,J b = αc ⇔ c = α−1T Tx ,I ,v Ty,J b .
The Jacobian factor is therefore |α−1T Tx ,I ,v Ty,J |.
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can be found by scaling v so it has unit length in the normal direction and then projecting onto the tangent
space:
r(v) =
T Tx ,I ,vopt v
v · vopt if v · vopt > 0 . (5.18)
If v · vopt < 0, then r(v) is undefined; such a step could never be proposed.
Because we can solve uniquely for r(v), and because the density pR(r) for R is known analytically,
we obtain an analytic expression for the density in v, as ploseI J (v; x) = pR(r)
 ∂ r
∂ v
1v·vopt>0. Here  ∂ r∂ v  is the
determinant of the Jacobian of the transformation v→ r. Since there are no constraints on r, the Jacobian
of the reverse transformation may be directly calculated from (3.9) to be
∂ v
∂ r
=
(I − vvT )Tx ,I ,vopt
|vopt + Tx ,I ,vopt r|
. (5.19)
Therefore |∂ v/∂ r| = |vopt + Tx ,I ,vopt r|−(dI−1)|(I − vvT )Tx ,I ,vopt |, where | · | applied to a matrix is the pseudo-
determinant. The power (dI − 1) arises because this is the rank of the numerator.
Substituting for r using (5.18) shows that |vopt + Tx ,I ,vopt r|= |v/v · vopt|= |v · vopt|−1. For the numerator
of (5.19), we claim its pseudodeterminant is
|(I − vvT )Tx ,I ,vopt |= |v · vopt|. (5.20)
To see this, note that the left-hand side has the form |PAB|, where PA is the orthogonal projector onto
the subspace A = span{v}⊥, and B = Tx ,I ,vopt is a matrix with orthonormal columns spanning subspace
B = Tx ,I ,vopt . By Theorem 1 in [5] and the subsequent discussion, |PAB| =
∏
k cosθk, the product of the
cosines of the principal angles θk between subspaces A,B. But the nonzero principal angles between A,B
equal the nonzero principal angles between their complements,A⊥,B⊥ [31, 33]. SinceA⊥ = span{v} ⊂B,
the largest principal angle between A⊥,B⊥ is the angle between v, vopt, and the other principal angles are
0. This shows (5.20).
Therefore |∂ v/∂ r|= |v · vopt|dI−1|v · vopt|, so∂ r∂ v
= |v · vopt|−dI , (5.21)
so the tangent step density is
ploseI J (v; x) =
1Æ
(2piσ2tan)dJ
e
− |r(v)|2
2σ2tan |v · vopt|−dI 1v·vopt>0(v) . (5.22)
The overall probability density (with respect to µJ (d x)) of proposing a Lose move (x , I)→ (y, J) is
λI J (x)hI J (y|x) =
Λlose(x)
nlose
1Æ
(2piσ2tan)dJ
e
− |r(v)|2
2σ2tan |v · vopt|−dI 1v·vopt>0(v)|T Tx ,I ,v Ty,J |y − x |−dJ 1Alose(x)(y). (5.23)
Evaluating the density for the reverse move Given x ∈ MI , y ∈ MJ we find v by first calculating
v˜ = Tx ,I T Tx ,I (y − x), and then setting v = v˜/|v˜|, α = |v˜|. We must also check that y ∈Alose(x), by running
the NES-L to solve (5.16) with the calculated v. In addition to checking that the solver converges, and
gives y as a solution, we must also check that the solution (a′,α′) has α′ > 0.
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λlose = cst
λsame = 1−λlose λsame = 1
σbdy
λgain = σbdyλlose
λsame = 1−λgain
Figure 14: Schematic showing optimal choice of move types for a stratification with a 0-dimensional point
and a 1-dimensional line, as in Section 6.1.
6 Acceptance probabilities for flat manifolds
This section shows that our choice of Gain and Lose proposal moves give 100% acceptance probabilities for
a stratification consisting of two flat manifolds defined by affine constraints with no additional inequalities.
We first motivate these proposals by considering in detail the simplest possible cases, a 0-dimensional
point at the boundary of a 1-dimensional line, and then a 1-dimensional line at the boundary of a 2-
dimensional plane. We explain how to construct proposals, including proposals different from the ones
we introduced, to obtain a 100% acceptance probability. Finally we show that the acceptance probability
is 100% for the general linear case, a d-dimensional hyperplane forming the boundary for a (d + 1)-
dimensional hyperplane.
6.1 0-dimensional manifold↔ 1-dimensional manifold
Let x ∈ R, and define two manifolds M0, M1 by
M0 = {0}, M1 = {x ∈ R : x > 0}. (6.1)
Let S= M0 ∪M1. One way to construct such a stratification via level sets is to define a function q(x) = x .
Let f1(x), f0 be functions defining the probability measure on each manifold.
Let λgain,λlose(x) be the probabilities of choosing a Gain and Lose move respectively from a given point
(there is only one possible starting point for a Gain move, so we omit it in the notation.) Let the v-density
for a Gain move be pgain(v), and let the v-density for a Lose move be plose(v). Since there are only two unit
vectors in the tangent plane to M1, ±1, we make the decision that plose(v) = δ−1(v), a unit mass at v = −1.
This ensures we always propose to move in the direction of the boundary, not away from it. For a general
one-dimensional affine constraint q(x), we can determine which direction points toward the boundary by
evaluating dqd x .
Consider a Gain move from x = 0 to y ∈ M1. The tangent step is v = y and the reverse step is
vrev = −y/|y|= −1. The Jacobian factors are both 1 in this simple example, so the Metropolis ratio in the
acceptance probability (3.1) is
a(y, 1|x , 0) = f1(y)λlose(y)h01(x |y)
f0λgainh10(y|x) =
f1(y)
f0
λlose(y)
λgainpgain(y)
(6.2)
We wish to make the acceptance ratio as high as possible, to avoid wasting computation in proposing
moves. For simplicity suppose that f1(y) = f1, a constant independent of y . For the acceptance ratio to be
1, we need
λlose(y) =
f0
f1
λgainpgain(y) . (6.3)
Since pgain(y) is a probability density, whose integral is 1, we also need that
λgain =
f1
f0
∫ ∞
0
λlose(y)d y . (6.4)
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M1
M2
x = (0,0)
y = (y1, y2)
v
vrev
θ
Ty,2,vrev
vopt = −e2
e1
Figure 15: Setup for the example in Section 6.2, which constructs optimal proposal moves between the
x-axis M1 and the upper half plane M2.
Therefore once we choose pgain(y), this sets the ratio λlose(y)/λgain via (6.3), and conversely if we choose
λlose(y), this sets both λgain, via (6.4), and then pgain(y) via (6.3).
A proposal that can be implemented in practice is to choose a Lose move with constant probability
within a certain cutoff distance σbdy from the boundary. This implies that pgain(y) must be uniform on
[0,σbdy], so
λlose(y) = λlose1[0,σbdy](y), pgain(y) =
1
σbdy
1[0,σbdy](y), λgain =
f1
f0
σbdyλlose. (6.5)
There are two parameters defining these proposals, the cutoff σbdy, and the lose parameter λlose, which is
subject to the constraint 0 < λlose < min(1,σ−1bdy). The probability of proposing a Same move along M1 is
then λsame(y) = 1 if y > σbdy, and λsame(y) = 1− λlose if y < σbdy. The probability of proposing a Same
move on M0 (repeating the point) is λsame(0) = 1−λgain.
6.2 1-dimensional manifold↔ 2-dimensional manifold
Next let x = (x1, x2) ∈ R2, and define two manifolds M1, M2 by
M1 = {(x1, x2) ∈ R2 : x2 = 0}, M2 = {(x1, x2) ∈ R2 : x2 > 0} . (6.6)
See Figure 15. For simplicity we assume that f1(x1) = f2(x1, x2) = cst everywhere. Let e1 = (1, 0),
e2 = (0,1). We may assume that proposal moves are homogeneous in the x1 direction, so we must choose
functions λgain, λlose(x2), pgain(v), plose(θ ; x2). Here θ is the direction of a proposed Lose move v, measured
counterclockwise from vopt = −e2; the corresponding unit vector is v = (sinθ ,− cosθ ).
Consider a Gain move from x = (x1, 0) ∈ M1 to y = (y1, y2) ∈ M2. Since we assume homogeneity
in x1, we may assume without loss of generality that x1 = 0. The forward tangent step is v = y − x =
(v1, v2) = (y1, y2). The Jacobian factor
 ∂ v
∂ y
 in (5.12) is |T Tx ,2T Ty,2|= 1, since the step is along a plane.
The reverse tangent step is vrev = (vrev,1, vrev,2) = (y − x)/|y − x | = (sinθ ,− cosθ ) for some angle
θ . To calculate the jacobian factor
 ∂ v
∂ y
 in (5.17) for the Lose move from y → x , we calculate Ty,2,vrev =
(cosθ , sinθ ), the unit vector perpendicular to vrev. See Figure 15. We have that Tx ,1 = e1, the tangent
space to the horizontal axis. Therefore |T Ty,2,vrev Tx ,1|= | cosθ |. By geometry, α= y2/| cosθ |, and it is raised
to the power of dJ = 1 (where J represents M1 for the reverse move.) Therefore the Jacobian factor for
the Lose move from y → x is
|T Ty,2,v Tx ,1|
α
=
cos2 θ
y2
.
Plugging this into (3.1) gives a Metropolis ratio in the acceptance probability of
a(y, 2|x , 1) = plose(θ ; y2)λlose(y2) cos
2 θ
|y2|pgain(v)λgain . (6.7)
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We next explain how to choose the other proposal functions to make the acceptance probability equal
1. First, we will split pgain(v) into two parts, one which steps in the normal direction, and one which
steps in the tangential direction. The aim is to use the normal component v2 = y2 to balance the factor
λlose(y2)/λgain as for the 1-dimensional problem in Section 6.1. These factors only depend on y2, so v2
can be chosen independently. The tangential component v1 must also depend on v2, since there is still a
factor of |y2| in the denominator of (6.7) that must be balanced. Therefore we choose the density to have
the form
pgain(v) = p
‖
gain(v1|v2)p⊥gain(v2), (6.8)
where p⊥gain(v2) is the density for the normal component of the step, and p
‖
gain(v1|v2) is the density for the
tangential component, given the value of the normal component.
Next, we use the choice (3.9) for plose(θ ; y2) and show this choice cancels the factor of cos2 θ in the
numerator. For this example, (3.9) constructs the Lose tangent step V = (V1, V2) as
V =
−e2 + Re1
| − e2 + Re1| , R∼ pR(r) , (6.9)
where pR(r) is the probability density of the random variable R ∈ R, which we leave arbitrary for the
moment. The inverse mapping from V to R takes the form
r(v) =
v · e1
| − v · e2| =
sinθ
| cosθ | =
v1
v2
. (6.10)
The determinant of the jacobian of this transformation is given in (5.21) to be
 ∂ r
∂ v
= |v·−e2|−d1 = | cosθ |−2,
so the overall density for proposing the reverse step vrev is
plose(θ ; y2) = pR
 vrev,1
vrev,2

(cosθ )−2 .
Substituting these specific Gain and Lose densities into (6.7) gives an acceptance probability
a(y, 2|x , 1) = pR
  y1
y2

λlose(y2)
|y2|p‖gain(y1|y2)p⊥gain(y2)λgain
. (6.11)
We have written v in terms of y1, y2, and used that vrev,1/vrev,2 = y1/y2.
Now, we show how to choose specific forms for these densities so the acceptance probability is 1. To
balance the normal components, we can choose the densities so that
λlose(y2) = p
⊥
gain(y2)λgain . (6.12)
This has the same form as (6.3) for the 1-dimensional problem, so the same considerations apply. In
particular, our choice in (6.5), where λlose(y2) is constant within an interval y2 ∈ [0,σbdy], p⊥gain(y2) is
uniform on that same interval, and λgain = σbdyλlose, will work to satisfy the above equation.
The remaining densities must be chosen so that
p‖gain(y1|y2) = 1y2 pR
 y1
y2

. (6.13)
A quick calculation shows that this is possible, since
∫∞
−∞ p
‖
gain(y1|y2)d y1 =
∫∞
−∞ pR(r)dr = 1, by changing
variables to r = y1/y2. Therefore, once we choose a density for the tangential step of a Lose move, this
sets the density for a tangential step for a Gain move via (6.13). For example, our choices from Section 3
would take the form
pR(r) =
1Æ
2piσ2tan
e
− r2
2σ2tan , p‖gain(y1|y2) = 1p2pi(σtan y2)2 e−
y21
2(σtan y2)2 .
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We make a side remark that an alternative method could choose the tangential step for a Lose move in
a way that depends on y2, and let the tangential step for a Gain move be independent of distance. In this
case the densities would have to solve
pR
 y1
y2
y2= y2p‖gain(y1).
While we haven’t tried it, we expect this to have poorer performance compared to the choice (6.13), since
it implies the tangential variance for a Lose move should increase as the distance to the boundary increases,
so the Lose move attempts to jump to a greater area of the boundary. For curved manifolds, this should
lead to increased rejections than the method presented here, because jumps to further-away pieces of the
boundary will cause the NES-L to fail more often, and will lower the acceptance probability since it will
deviate even more from the flat case.
6.3 General case: d-dimensional manifold↔ d + 1-dimensional manifold
Now we show that the choice of proposal densities in Section 3 leads to 100% acceptance probability for
two flat manifolds defined by affine constraints and no additional inequalities. Consider a stratification
consisting of two manifolds:
Md = {x ∈ Rd+1 : q(x) = 0}, Md+1 = {x ∈ Rd+1 : q(x)> 0}, q(x) = a · x + b (6.14)
where a, b ∈ Rd+1 are constant vectors; we may assume by changing variables that |a| = 1. Let I , J
represent the labels for manifolds Md , Md+1 respectively. The dimensions of the manifolds are dI = d,
dJ = d + 1. We could incorporate other affine constraints that are the same for both manifolds, but by
reparameterizing would obtain a case equivalent to the above. Assume the function we wish to sample is
constant everywhere, f (x) = cst.
Consider a Gain move from x ∈ Md to y ∈ Md+1. This is a one-sided move. The tangent step for
the Gain move is v = y − x and the tangent step for the reversed Lose move is vrev = (x − y)/|x − y|.
The Metropolis ratio in the acceptance probability (3.1) is calculated by substituting the densities (5.15),
(5.23):
a(y, J |x , I) = λJ I (y)hJ I (x |y)
λI J (x)hI J (y|x) =
λlose
λgain
ploseJ I (vrev)|T Ty,J ,vrev Tx ,I ||x − y|−dI
pgainI J (v)|T Tx ,J Ty,J |
.
We assume that NES, NES-L converge for any proposal when the constraints are affine.
Now we calculate the geometrical factors and substitute for the tangent step densities pgainI J (v), p
lose
J I (vrev).
We have |T Ty,I ,vrev Tx ,J | = 1 since the Gain move is on a flat manifold. We have |T Ty,J ,vrev Tx ,I | = |vrev · a|, the
cosine of the angle between the normal vectors of subspaces Ty,J ,vrev ,Tx ,I . For calculating the densities,
we have that un = −vopt = a since q is affine (see (5.4),(5.11).) Let vn = v · un, vt = Tx ,I ,un v be the
normal and tangential components of the Gain tangent step. The proposal is such that vn < σbdy, so
λlose/λgain = 1/σbdy. Substituting directly for all the factors above,
a(y, J |x , I) = 1
σbdy
1p
(2piσ2tan)d
e
− |r(vrev)|2
2σ2tan |vrev · a|−(d+1)|vrev · a||v|−d
1
σbdy
1p
(2piσ2tan v2n )d
e−
|vt |2
2(σtan vn)2
=
e
− |r(vrev)|2
2σ2tan |vrev · a|−d |v|−d vdn
e−
|vt |2
2(σtan vn)2
Now we use that, by geometry, |vn|/|v|= |vrev · a|, and |vt |/|vn|= |r(vrev)|, to obtain that a(y, J |x , I) = 1.
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7 Discussion and Conclusion
We introduced a Monte Carlo method to sample systems with constraints that can break and form, such
as particles with variable bond distance constraints. Mathematically, the method generates samples from
a probability distribution defined on a stratification, a union of manifolds of different dimensions. Our
method is a natural extension of a random walk Metropolis scheme on a manifold [65], and is perhaps
the simplest possible sampler that works for a general stratification defined by level sets of functions. We
illustrated the method with several examples, ranging from sticky spheres, which are a model for DNA-
coated colloids, to polymers adsorbing to a surface, to calculating volumes of high-dimensional manifolds.
We showed the method gives an accurate description of a system with a stiff, strong, but reversible bonds,
as is the case for DNA-coated colloids.
We explored the algorithm’s efficiency, and found it to be several orders of magnitude faster than
Brownian dynamics simulations for small systems characteristic of DNA-coated colloids, of around a dozen
particles, but that its efficiency erodes rapidly as the number of variables n of the system grows. The major
cause of the slowdown is that for each proposal, the method must solve a system of nonlinear equations.
If done in dense arithmetic using Newton’s method, this requires factoring an n×n matrix several times, a
calculation that costs O(n3) operations with the most generic linear algebra methods. This issue arises in
any constraint-based simulation and several approaches have been developed to accelerate or parallelize
solving these equations for systems with special structures [3, 14]. It would be useful to adapt these
methods to work on a stratification, or to explore sparse linear algebra techniques or faster optimization
algorithms for approximately solving nonlinear equations [64]. Another bottleneck is choosing a direction
to step in the tangent space, but for systems with special structures there are efficient methods to choose
a random direction without computing the full tangent space.
Beyond using more sophisticated numerical techniques to technically implement our algorithm, there
are other ways to build upon the ideas presented here to make a method that samples a stratification more
efficiently. For example, one could adapt other sampling schemes for manifolds, such as Hamiltonian [38]
or geodesic methods [35], to work on stratifications; both of these methods have velocity-like terms that
can help make successive samples less correlated. In addition, one can more carefully consider how to add
and subtract constraints when there are several manifolds in the stratification. Our proposal moves were
carefully constructed to achieve 100% acceptance probability for two flat manifolds defined by affine con-
straints, but the strategy with highest acceptance probability in more general stratifications might depend
on the connectivity structure of the manifolds.
An interesting extension of our method would be to generate a trajectory X1, X2, . . . that approximates
the dynamics of a particular system. Our method is purely a sampling method, which can generate approx-
imate samples from a probability distribution containing singular measures, but is not designed to solve a
particular set of dynamical equations. However, dynamics are often important, especially for systems such
as DNA-coated colloids, which diffuse rather slowly hence don’t always reach their stationary distribution
on the timescale of observation. The challenge is in describing and simulating the dynamics of a diffusion
process that change its intrinsic dimension, since it is not obvious how the dynamics should behave near
changes in dimension. A step in this direction was taken in [6], which introduced a numerical method
to simulate a “sticky Brownian motion”, a one-dimensional Brownian motion that can stick to the origin
and spend finite time there. We are optimistic that the techniques from [6] can be built upon to handle
higher-dimensional diffusion processes on stratifications, perhaps even by combining with tools from this
paper: because our method achieves high acceptance probabilities, it already approximates some kind of
dynamics.
One limitation of our method is the regularity assumption that the constraint gradients are always
linearly independent. For sticky spheres this assumption does not always hold. For example, a system of
N sticky unit spheres can assemble into a fragment of an fcc lattice, a packing which contains nearly 6
contacts per sphere, instead of the usual 3, creating redundant constraints. While redundant constraints
can in principle be removed, a more subtle issue arises when constraints become linearly dependent without
introducing redundant ones; for examples where this occurs with unit sphere packings see [28]. In these
cases, our algorithm will fail because we will not be able to calculate the tangent space using only gradients
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of the constraints, and, even if we do take a step along the tangent space, projecting back to the manifold
is not always well-defined because there are more variables than equations or vice versa. Sometimes it is
possible to deal with such degenerate configurations by formulating additional optimization problems that
can be solved by semidefinite programming [27], however it is not yet clear how to build these optimization
methods into our sampler.
We expect the Stratification sampler to be useful in a variety of other applications. Constraints are
frequently used in biology, to model stiff bonds as well as flexible structures, such as networks of actin
filaments, but the rate-limiting step in simulations is often set by the stiffest bond that can break [47].
Sampling methods are being explored in machine learning, where constraints may offer efficient ways to
explore parameter spaces of interest [36]. Our method may also generate interesting data for problems
in discrete geometry; one example is to ask which kinds of graphs may be formed from packing spheres
together [10]. We hope the method can be adapted to these kinds of systems, and others yet to be imagined.
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A Appendix: Verifying the invariant measure
In this section we show that the measure ρ defined in (2.14) is an invariant measure for the Markov chain
X1, X2, . . . constructed in Section 3: if Xk ∼ ρ, then Xk+1 ∼ ρ. This argument is very similar to that in Green
[24] Section 3.2, which shows that RJMC satisfies detailed balance, the difference being that that Green
[24] considers a stratification formed from a union of Euclidean spaces, whereas we consider a union of
embedded manifolds. We include the argument nonetheless for completeness.
To start, define the product space C= S×I. It is convenient to change notation slightly and let ρ¯ be the
measure in (2.14), and define ρ(d x , I) = Z−1 fI (x)µI (d x) to be the desired joint probability distribution
to find the system at configuration x ∈ S and with labels I ∈ I. The measure in (2.14) is obtained by
summing over labels as ρ¯(d x) =
∑
I∈Iρ(d x , I). We will show that (using our new notation)
(Xk, Ik)∼ ρ ⇒ (Xk+1, Ik+1)∼ ρ , (A.1)
which implies the parallel result for ρ¯.
Let x = Xk, I = Ik. The probability to successfully propose (y, J) starting at (x , I) has distribution
P(d y, J |x , I) = λI J (x)hI J (y|x)a(y, J |x , I)µJ (d y) + ξI (x)δI (y − x)µJ (d y). (A.2)
The first term in the sum is the probability distribution for proposing (y, J) and then accepting it; the
second term is the probability distribution for remaining at (x , I). The latter is a product of ξI (x), the
probability of remaining at the starting point (x , I) (either because of failing to produce a proposal point,
or because the proposal point was rejected), and a measure δI (y − x)µJ (d y). We write δI (y − x) to
mean the delta-function with respect to the measure µI : it is defined so that, for any integrable function
g : MJ → R, we have
∫
y∈zMJ g(y)δI (y − x)µJ (d y) = g(x) if I = J , and
∫
y∈MJ g(y)δI (y − x)µJ (d y) = 0
otherwise.
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Now suppose that (Xk, Ik)∼ ρ. Let ρ′ be the distribution of (Xk+1, Ik+1). It is computed as
ρ′(d y, J) = Z−1
∑
I∈I
∫
x∈S
P(d y, J |x , I)ρI (d x)
= Z−1
∑
I∈I
∫
x∈MI

λI J (x)hI J (y|x)a(y, J |x , I)µJ (d y) + ξI (x)δI (y − x)µJ (d y)

fI (x)µI (d x)
= Z−1µJ (d y)
∑
I∈I
∫
x∈MI
fI (x)λI J (x)hI J (y|x)a(y, J |x , I)µI (d x) + ξJ (y) fJ (y)

. (A.3)
In the last step we used
∫
x∈MI fI (x)ξI (x)δI (y−x)µI (d x) = fI (y)ξI (y), and then we used that
∑
I∈I fI (y)ξI (y)µJ (d y) =
fJ (y)ξJ (y)µJ (d y), since measure µJ (y) only gives nonzero weight to y ∈ MJ , and if y ∈ MJ and I 6= J
then ξI (y) = 0, by definition.
Now, suppose that the acceptance probability a satisfies the following relation:
f (x)λI J (x)hI J (y|x)a(y, J |x , I) = f (y)λJ I (y)hJ I (x |y)a(x , I |y, J) . (A.4)
It is straightforward to verify that the particular choice of a in (3.1) satisfies this. Then, substituting for
a(y, J |x , I) in (A.3) gives
ρ′(d y, J) = Z−1 fJ (y)µJ (d y)
∑
I∈I
∫
x∈MI
λJ I (y)hJ I (x |y)a(x , I |y, J)µI (d x) + ξJ (y)

. (A.5)
As a final step we rewrite ξJ (y) in terms of the other ingredients of the proposal distribution. This
function, which is the total probability of remaining at the starting point (y, J), equals the probability of
failing to produce a proposal, plus the probability of producing a proposal but rejecting it. Since the only
other possibility is to to produce a proposal and accept it, we must have that ξJ (y) plus the probability of
producing a successful proposal equals 1:
ξJ (y) = 1−
∑
I∈I
∫
x∈MI
λJ I (y)hJ I (x |y)a(x , I |y, J)µI (d x). (A.6)
Substituting (A.6) into (A.5) gives
ρ′(d y, J) = Z−1 fJ (y)µJ (d y) ,
which is the desired result.
B Appendix: Summary of the algorithm
This section provides pseudocode, written at a high level to show the main steps of the algorithm. The
pseudocode depends on having first constructed a stratification, a topic we comment on in Section B.1,
before describing the main algorithms provided in the pseudocode in Section B.2. The code we used to
run our examples is available at [1].
The algorithm depends on 5 parameters: σ, λlose, λgain σbdy, σtan. These parameters could depend on
the manifold, but in our implementation they are independent of manifold. In general σ may be different
for each manifold, and λlose,λgain,σtan,σbdy may be different for each pair of manifolds.
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B.1 Constructing a Stratification
To form a stratification we need a set of functions Q and a set of labels I. Here is how we represent these
on a computer.
We start from a list of functions Q = {q1, . . . , qnfcns} and their gradients {∇q1, . . . ,∇qnfcns}, where qi :
Rn → R, and nfcns = |Q|. These are implemented by providing functions eq(i, x) and jac(i, x) defined
so that qi(x) = eq(i, x), ∇qi(x) = jac(i, x). Both eq,jac are application-dependent; to change the
application one simply needs to rewrite these functions, and change the number of variables n and number
of functions nfcns.
The labels for a given manifold in the stratification are represented with vector
L ∈ {Ceq, Cin, Cnone}nfcns
where Ceq = 1, Cin = 2, Cnone = 0 are constants labelling whether each function is a constraint, inequality,
or neither, respectively. For example, the labels L = (Ceq, Ceq, Cnone, Cin) represent the manifold ML = {x ∈
Rn : q1(x) = 0, q2(x) = 0, q4(x) > 0}. We change notation slightly in this section, and use the vector L
instead of the corresponding subset I to represent labels for manifolds and tangent spaces.
Recall that for a given manifold ML , the number of equations that define it is written as mL and its
intrinsic dimension is dL . The number of equations is computed as mL = #i : Li = Ceq, and dL = n−mL
by our assumption that the gradients of the constraints are linearly independent everywhere on ML .
To finish constructing a stratification we need a set of labels I indicating which manifolds are in the
stratification. We do this in one of two ways: either by providing a list of labels in advance, or by forming
I from all subsets of labels obtained by letting certain functions vary between constraint/inequality. We
distinguish these cases in the code by the parameter nmanif. When nmanif> 0 we use the first method,
and nmanif = |I| represents the total number of manifolds in the stratification. When nmanif = 0, we
use the second method, which doesn’t require forming a complete list of manifolds.
The overall goal of defining I is to access Ngain(L),Nlose(L), the set of Gain and Lose neighbours for a
manifold ML defined by labels L, when requested. How we compute the neighbours depends on which
method is used to construct I.
In the first case, when nmanif> 0, we provide a list of labels in the form of a matrix, Llist, whose ith
row L(i) = Llist(i, :) gives the labels for the ith manifold in the stratification. The algorithm pre-computes
Ngain(L(i)),Nlose(L(i)) by checking whether for each label L( j) = Llist( j, :) with j 6= i, L( j) differs from L(i)
by at most one equation. The sets Ngain(L(i)),Nlose(L(i)) are stored as lists of indices.
In the second case, when nmanif= 0, the algorithm computesNgain(L),Nlose(L) on the fly. In the setup
we must provide a set of flags FixFcns ∈ {Cfix, Cvary}nfcns with Cfix = 1, Cvary = 0, such that FixFcns(i) =
Cfix if the label for function qi cannot change from what is provided initially, and FixFcns(i) = Cvary if the
label for function qi can vary between constraint / inequality. Then, given labels L, the algorithm constructs
Ngain(L) by considering all possible ways to turn a single inequality into an equation (by performing a single
flip Ceq→ Cin for each function that is allowed to vary), and it constructsNlose(L) by considering all possible
ways to turn a single equation into an inequality (by performing a single flip Cin → Ceq for each function
that is allowed to vary.)
B.2 Pseudocode
The main algorithm is SAMPLESTRAT (Algorithm 1). This takes as input a state (Xn, Ln) representing the
configuration Xn ∈ Rn and labels Ln ∈ {Ceq, Cin, Cnone}nfcns of the nth step of the Markov chain, and outputs
the n+1th state Xn+1, Ln+1. This algorithm in turn calls LAMPROPOSE (Algorithm 2) to generate a proposal
label L and VPROPOSE (Algorithm 3) to generate a proposal step v in the tangent space. It then calls
TAKESTEP (Algorithm 4) to move in the direction v and project back to the manifold, using projection
methods NES or NES-L (also Algorithm 4) to obtain a proposal y ∈ ML . SAMPLESTRAT then performs a
variety of checks on the proposal y, L to determine whether to accept it or reject it.
Most of these algorithms require information about the tangent space to a manifold, in the form of a
matrix Tx ,L , or sometimes Tx ,L,v . Recall that Tx ,L , Tx ,L,v are matrices whose columns form an orthonormal
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basis of spaces Tx ,L ,Tx ,L,v respectively, where Tx ,L is the tangent space to ML at x , and Tx ,L,v is the part
of the tangent space that is orthogonal to vector v ∈ Tx ,L . Algorithm 5 shows how these matrices are
calculated, using the QR decomposition of a matrix of gradients of the form (2.17). Once the matrices
have been calculated for a state x , L, they are stored together with that state and reused wherever needed.
We remark that NES and NES-L perform essentially the same calculation, namely they solve a system
of equations qk(x+Qa) = 0 for k ∈ I where I is some subset of {1, . . . , nfcns}. The only differences between
the algorithms are (i) they use a different initial condition for Newton’s method, and (ii) the ordering of
the constraints is different. We prefer to keep these functions separated to make it easier to interpret their
output.
In the pseudocode that follows, we don’t explicitly write out all the variables that must be passed to each
function. Our implementation makes heavy use of objects, so we can efficiently pass all the information
associated with a state x , L, such as Tx ,L , Ngain(L), Nlose(L), mL , dL , and the values of the equations,
inequalities, and gradients of the equations. We use the function argument (x , L) somewhat loosely to
mean all information associated with that particular state that has been calculated so far.
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Algorithm 1 Given x = Xn, Ln, generate the next point Xn+1, Ln+1 in the Markov chain
1: Parameters: σ, λlose, λgain, σbdy, σtan
2: procedure SAMPLESTRAT(x = Xn, Ln)
3: Proposal: . Generate a proposal y, L and movetype ∈ {Same,Gain,Lose}
4: movetype, L = LAMPROPOSE(x , Ln) . Propose type of move and new labels
5: v = VPROPOSE(x , L0,movetype, L) . Propose step in tangent space
6: y,newtonflag,α= TAKESTEP(x , Ln,movetype, L, v)
7: . Takes a step v in the tangent space starting at x and projects to manifold ML .
If movetype ∈ {Same,Gain}, solves for y ∈ ML s.t. y = x + v + w, w⊥ Tx ,L
If movetype== Lose, solves for α ∈ R, y ∈ ML s.t. y = x +αv + w, w⊥ Tx ,Ln
8: Projection Check:
9: if newtonflag == fail then . Projection step (NES or NES-L) failed to converge
10: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
11: if movetype == Lose and α < 0 then . Lose move went in opposite v direction
12: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
13: Inequality Check:
14: if qi(y)< 0 for some i s.t. L(i) = Cin then
15: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
16: Metropolis-Hastings Step:
17: Compute Λsame(x),Λgain(x),Λlose(x); Λsame(y),Λgain(y),Λlose(y) via (5.1)
18: Get densities λI J (x)hI J (y|x) for forward move via (5.9), (5.15), or (5.23)
19: Set movetyperev = Same, Lose, Gain for movetype = Same, Gain, Lose respectively
20: if movetyperev == Same or Gain then . Construct steps for reverse move
21: Find v′ ∈ Ty,Ln such that x = y + v′ + w′ with w′ ⊥ Ty,Ln . See (5.10)
22: else if movetyperev == Lose then
23: Find v′ ∈ Ty,L such that x = y + v′ + w′ with w′ ⊥ Ty,L . Similar to (5.10)
24: α′ = |v′|, v′← v′/|v′|
25: Get densities λI J (y)hI J (x |y) for reverse move via (5.9),(5.15), or (5.23), using v′,α′
26: . Temporarily set accessibility factor 1Amovetype(y)(x) = 1
27: Compute acceptance probability a = a(y, L|x , Ln) via (3.1) . Also requires f (x), f (y)
28: if U ∼ Unif([0, 1])> a then
29: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
30: Reverse Projection:
31: x ′,newtonflagrev,α′ = TAKESTEP(y, L,movetyperev, Ln, v′)
32: . Takes a step v′ in the tangent space starting at y and projects to manifold MLn .
If movetyperev ∈ {Same,Gain}, solves for x ′∈MLn s.t. x ′ = y + v′ + w′, w′ ⊥ Ty,Ln
If movetyperev==Lose, solves for α′∈R, x ′∈MLn s.t. x ′ = y ′ +α′v′ + w′, w′ ⊥ Ty,L
33: if newtonflagrev== fail then . Reverse projection step failed to converge
34: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
35: if x ′ 6= x then . Projection converged, but to wrong point
36: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
37: if movetyperev == Lose and α′ < 0 then
38: Reject proposal: Xn+1 = Xn, Ln+1 = Ln. Return.
39: Accept proposal: Xn+1 = y, Ln+1 = L. Copy Ty,L , Ngain(L), Nlose(L) to Xn+1. Return.
40: end procedure
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Algorithm 2 Propose a type of move and new labels
1: Parameters: λlose, λgain, σbdy
2: procedure LAMPROPOSE(x , L0)
3: Get Ngain(L0), Nlose(L0) . Lists of labels, e.g. Nlose(L0) = {L′1, L′2, . . . , L′|Nlose(L0)|}
4: . If nmanif>0 these lists are pre-computed for each manifold; if nmanif=0 they are
obtained by adding each inequality or subtracting each constraint to current labels
5: Compute nearby Lose neighbours as in (3.2):
6: N
σbdy
lose (L0, x) = ;
7: for i← 0, i < |Nlose(L0)| do
8: if DISTMIN(x , L0, k
(change)
i ) then . qk(change)i
is extra constraint in L′i
9: N
σbdy
lose (L0, x)←Nσbdylose (L0, x)∪ {L′i}
10: end for
11: ngain = |Ngain(L0)|, nlose = |Nσbdylose (L0, x)|
12: Compute Λsame(x),Λgain(x),Λlose(x) via (5.1):
13: Λgain(x) = λgain, Λlose(x) = λlose
14: if ngain == 0 then Λgain(x) = 0
15: if nlose == 0 then Λlose(x) = 0
16: Λsame(x) = 1−Λgain(x)−Λlose(x)
17: Choose a move with the desired probabilities:
18: Generate U ∼ Unif([0,1])
19: if U < Λsame(x) then . Choose a Same move
20: movetype = Same
21: L1 = L
22: else if U < Λsame(x) +Λgain(x) then . Choose a Gain move
23: movetype = Gain
24: L1 ∼ Uniform(Nσbdylose (L0, x)) . Choose labels uniformly from Gain neighbours
25: else . Choose a Lose move
26: movetype = Lose
27: L1 ∼ Uniform(Nσbdylose (L0, x)) . Choose labels uniformly from nearby Lose neighbours
28: return movetype, L1
29: end procedure
30: Estimate the minimum distance from x to boundary {z : qk(z) = 0} over all directions v ∈ Tx ,L .
31: function DISTMIN(x , L, k)
32: return |qk(x)|/|Tx ,L∇qk(x)| . Estimated by linearizing qi , as in (5.5)
33: end function
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Algorithm 3 Propose a step v in the tangent space
1: Parameters: σ, σbdy, σtan
2: procedure VPROPOSE(x , L0,movetype, L1)
3: if movetype == Same then
4: if dL0 == 0 then v = (0, . . . , 0) ∈ Rn . Dimension of ML0 is 0; remain on current point
5: else
6: Generate ri ∼ σ · N(0,1) for i = 1, . . . , dL0 . r is vector of i.i.d. normals
7: v = Tx ,L0 r . Step in tangent space Tx ,L0
8: end if
9: if movetype == Gain then
10: Let ichange be index of constraint removed from L0 to L1
11: Calculate Tx ,L1 . Basis for tangent space with qichange removed
12: un = Tx ,L1 T
T
x ,L1
∇qichange , un← un/|un| . See (5.11)
13: Generate U ∼ Unif([0, 1])
14: if move is one-sided then vn = σbdyU . Component of step in normal direction
15: if move is two-sided then vn = σbdy(2U − 1)
16: v = vnun . Step in normal direction
17: if dL0 ≥ 1 then . There exist tangential directions
18: Generate ri ∼ σtanun · N(0,1) for i = 1, . . . , dL0 . Components of tangential steps
19: v← v + Tx ,L0 r . Add tangential steps to v; see (3.5)
20: end if
21: if movetype == Lose then
22: Let ichange be index of constraint added from L0 to L1
23: un = Tx ,L0 T
T
x ,L0
∇qichange , un← un/|un| . un = vopt, as in (5.4)
24: if move is two-sided and qichange(x)< 0 then un←−un
25: v = −un . Normal component of step
26: if dL0 ≥ 2 then
27: Construct Tx ,L0,un
28: Generate ri ∼ σtan · N(0,1) for i = 1, . . . , dL0 − 1 . Tangential components of step
29: v← v + Tx ,L0,un r . See (3.9)
30: v← v/|v| . Send back direction only
31: end if
32: return v
33: end procedure
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Algorithm 4 Take a step v in the tangent space from x and project back to manifold
1: Parameters: tol,MaxIter
2: procedure TAKESTEP(x , L0,movetype, L1, v)
3: if movetype ∈ {Same,Gain} then
4: z = x + v
5: if mL1 > 0 then . mL1 = number of equations in L1
6: Compute QL1 via (2.17)
7: y,newtonflag= NES(z,QL1 , L1) . Project back to manifold
8: else . No projection needed if ML1 is defined only by inequalities
9: y = z, newtonflag=success
10: else if movetype == Lose then
11: Construct Q(v) = (QL0 | v), with QL0 as in (2.17)
12: Let ichange be index of constraint added from L0 to L1 . qichange is added equation
13: y,α,newtonflag= NES-L(x ,Q(v), L0, ichange, v) . Modified projection for a Lose move
14: return y,newtonflag, (α)
15: end procedure
16: Newton’s method to solve {qk(z +Qa) = 0 ∀k: L(k)=Ceq} for a ∈ RmL
17: function NES(z,Q,L)
18: Set a = (0, 0, . . . , 0) ∈ RmL . Deterministic initial condition
19: for i← 0, i < MaxIter do
20: F ← (qk(z +Qa))k:L(k)=Ceq . Vector containing current values of equations
21: if max j |F j |< tol then . Success! Solution converged
22: y = z +Qa
23: return y,newtonflag= success
24: Q˜ = (∇qk(z +Qa))k:L(k)=Ceq . Current value of constraint gradients in L, as in (2.17)
25: J = Q˜TQ . Jacobian of system to be solved
26: Solve J∆a = −F for ∆a . We used LU decomposition with partial pivots
27: a← a +∆a
28: end for
29: return y = NaN,newtonflag= fail . If we got this far, solution didn’t converge
30: end function
31: Newton’s method to solve {qk(x +Qa) = 0 ∀k: L0(k)=Ceq, k = i0} for a ∈ RmL0+1
32: function NES-L(x ,Q, L0, i0, v)
33: h = −qi0(x)/∇qi0(x) · v . Estimated distance to qi0(y)=0 in direction v; see (5.3)
34: Set a = (0, 0, . . . , 0, h) ∈ RmL0+1 . Linearizing about 0 gives qi0(hv) = 0+O(h2)
35: for i← 0, i < MaxIter do
36: F ← (qk(x +Qa))k:L0(k)=Ceq , qi0(x +Qa) . Current values of equations in L0 and i0
37: if max j |F j |< tol then . Success! Solution converged
38: y = x +Qa
39: α= amL0+1 . α is the last element of a
40: return y,α,newtonflag= success
41: Q˜ =

(∇qk(x +Qa))k:L0(k)=Ceq | ∇qi0(x +Qa)

. (2.17) for L0 with additional column
42: J = Q˜TQ . Jacobian of system to be solved
43: Solve J∆a = −F for ∆a . We used LU decomposition with partial pivots
44: a← a +∆a
45: end for
46: return y = NaN,newtonflag= fail . If we got this far, solution didn’t converge
47: end function
43
Algorithm 5 Calculate an orthonormal basis of a tangent space
1: Calculates T = Tx ,L , a matrix whose columns form an orthonormal basis of Tx ,L
2: function TAN(x , L)
3: if 0< dL < n then
4: Calculate QL in (2.17)
5: W = QR(QL) . QR decomposition
6: . W has block form W = (N | T ), where N ∈ Rn×mL is an orthonormal basis of Nx ,L , and
T = Tx ,L ∈ Rn×dL is an orthonormal basis of Tx ,L
7: Set T to be the last dL columns of W
8: else if dL == n then . No equations; moving in ambient Euclidean space
9: T = I ∈ Rn×n . The n× n identity matrix
10: else if dL == 0 then . We’re on a 0-dimensional point
11: Don’t need T , since there is no tangent space.
12: end if
13: return T
14: end function
15: Calculates Tv = Tx ,L,v , a matrix whose columns form an orthonormal basis of Tx ,L,v .
16: The function assumes that v ∈ Tx ,L; if not, the function should must be modified.
17: function TANV(x , L, v)
18: if dL ≥ 2 then
19: T = TAN(x , L)
20: P = I − vvT/|v|2, here I ∈ Rn×n is identity matrix
21: . P is the orthogonal projection matrix onto the space perpendicular to v
22: W = QR(P · T ) . QR decomposition
23: Set Tv to be the first dL − 1 columns of W .
24: else . We’re on a point or a line
25: Don’t need Tx ,L,v since there’s at most 1 direction
26: return Tv
27: end function
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