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Let S be the linear vector space of solutions u of a linear equation 
du 
& (t> = 4t) u(t), t E (c, 4, (1) 
where u is a mapping from the segment (c, d) of the real line into a Banach 
space E, and A is a regulated map (see [ 11, 7.61) from (c, d) into Z(E), the 
space of bounded linear operators from E into E. Associated with this equation 
is a general linear boundary condition of the form 
Bu=[EE, (2) 
where B E Z’(S, E), the set of bounded linear operators from S into E, and is 
nonsingular in the sense that it is a bijection onto E. 
It is shown that, in general, the boundary value problem posed by this 
equation and such a boundary condition can be solved by a system of initial 
value problems. This system is constructed by imbedding B in a one-param- 
eter differentiable family of boundary conditions: 
B(T) u = f, 7 E [a, bl (3) 
satisfying subsidiary conditions of the form 
dW ~ = ~(4 Bo(4 dr B(b) = B and B(4 = 444 (4) 
where P(T), Y E L?(E) and B,(T) is the linear operator defined by 
B,(T) v = V(T) for all v E Y. 
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9’ is the space of regulated maps from (c, d) into E. If we write F(7) [ as the 
solution of Eq. (1) subject to the boundary condition (3), so that 
B(T) J-(T) = IE , F(T) B(T) = 1, , 
where IE and I9 are the unit operators in P(E) and 9(Y), the value u(t, T) 
of this solution at t in (c, d) given by 
44 T) = W)~(~) c, 
can be written in the form 
uk T> = [Bo(t)F(t)l [B(t)F(T)l f- 
In this way u(t, T) is factored into two operators, an auxilliary operator 
5w = W) w 
satisfying the initial value problem 
2 = 4) 4 - WM> b(a) = v-l, 
and a fundamental operator 
u(t, T) f B(t)F(T) 
satisfying the equations 
w = p(t)+(t) U(t,T), w, 4 ---yg- = - u(t, T, P(‘-) +(T), 
u(t, t) = u(T, T) = 1. 
(5) 
(6) 
(7) 
(8) 
(9) 
This in effect replaces the original linear problem (l), (2) with an awkward 
linear boundary condition by a nonlinear initial value problem (7) and a linear 
initial value problem 
g = P(t) d(t) w, w(b) = U(b, b) 5 = 5. 
The required solution u(t, 6) is given by 
+, b) = qqt>qt, b)5 = d(t)w(t). 
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These results generalise Bellman’s “Invariant Imbedding” technique for 
solving linear two-point boundary value problems [1] along lines initiated 
by Distefano [2]. The setting generates in a natural way, certain Riccati 
equations characteristic of transmission line [3] and coupled mode [4] theory 
and is readily modified to cover cases where A is a Volterra or other form of 
linear operator, or where the differential equation is replaced by a difference 
equation. The treatment is restricted to bounded operators in this paper, but 
the success of Bellman and Angel [13] in applying the method to partial 
differential equations, suggests its applicability to a large class of problems 
involving unbounded operators. 
The first section describes the setting and derives certain elementary 
properties of the operators involved in the imbedding and factorization 
procedure. This setting has been chosen to conform with that employed in the 
book “Foundations of Modern Analysis” by Dieudonne and frequent 
references are made to sections of this book dealing with regulated functions, 
differentiation in Banach spaces, and the existence of solutions of differential 
equations. 
Section two is an investigation of the inhomogeneous problem 
li = ‘4U + p. (11) 
It is shown that in general the inhomogeneous problem may be mapped into a 
homogeneous problem and this mapping may be used to translate the results 
of section one into analogous results for the inhomogeneous case. 
The third section analyses the stability of the family of imbedded problems 
(I), (3) and of the initial value problems (7-lo), and comes to the important 
conclusion that the boundedness and stability of one set ensures that of the 
other. 
Section four examines an alternative technique for factorizing the solution 
of problem (1 I), (2). If G,(t, s) is the Green’s function for the problem 
u’ ==q, Bu = f, 
then the solution of the inhomogeneous problem (1 I), (2) may be seen to 
satisfy a Fredholm equation 
u(t) = J^” G,(c s) [A(s) u(s)] ds + j-” G,(t, s)?(s) ds, n n 
= w, 4 o 4s) +f(f). 
The Fredholm operator [I - K(t, s)] is factorized in the form 
[I - K(t, s)] = [I - u+p, s)] 0 [I - u-(t, s)], 
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where [I - o*(t, s)] are a pair of Volterra operators. Expressions are derived 
for these operators and their resolvents which relate them to operators 4(t), 
U(t, 7) associated with a special imbedding. The method is again shown to 
have the same order of stability as the family of imbedded problems. This 
aspect of the paper is an extension of work by McNabb and Schumitzky [6-91 
on the factorization of operators. 
The final section is a formal development of the same factorization proce- 
dure for nonlinear equations with nonlinear boundary conditions. The results 
present an interesting comparison with the corresponding formulas for the 
linear case. 
1. LINEAR BOUNDARY VALUE PROBLEMS ON THE REAL LINE 
Let E be a Banach space and 11 x 11 d enote the norm of any element x E E. 
Y is the Banach space of bounded regulated mappings (see [ll, 7.61) from a 
bounded open segment (c, d) of the real line into E with the norm of any 
element u E Y defined by 
(14 
A continuous mapping u E Y is differentiable at t E (c, d) and has a derivative 
u’(t) there if u’(t) is a linear mapping of the real line W into E such that 
II u(t + w - u(t) - w h II = 44, t, t + h E (c, d). 
Let A be a regulated mapping from points t of (c, d) to elements A(t) in 
8(E), the space of bounded linear operators from E into itself. The element 
u E Sp satisfies the differential equation 
u’ = Au (1.2) 
if u’(t) = A(t) u(t) for all t in (c, d)‘, the complement of an at most denumer- 
able subset of (c, d). S denotes the linear vector space of elements u E Y 
which also satisfy the differential Eq. (1.2). Our linear boundary value problem 
is defined by the differential Eq. (1.2) and a boundary condition 
Bu = .f, BE~(~P,E), GEE, (1.3) 
where Z(Y, E) is the space of bounded linear operators from Y to E. Such 
an operator B will be called nonsin&ar for Eq. (1.2) if, for each 6 E E, there 
is a unique element zl E S, the space of solutions of (1.2), which also satisfies 
the boundary condition (1.3). 
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We illustrate how readily linear boundary value problems can be moulded 
to this setting, by considering the two-point boundary value problem, 
y” - p”y = 0, t E (c, 4 
Y(Q) = % Y(b) = P> a, b E (c, d). 
Let E be the two dimensional vector space with elements u given by the 
column vector (y, y’), and define the matrix A(t) in P(E) by 
Then y is given by the first component of the vector u which satisfies the 
differential Eq. (1.2) and the boundary condition 
As i 1 O 1 0 0 
0 0' PL-10' t ! t = (J I 
and B,(t) is the bounded linear operator defined by 
l?,(t) 24 = u(t) for any t E (c, d) and u E 9’. (1.4) 
By restricting the boundary operator B to the set 9(9, E) and the operator 
A of Eq. (1.2) to the set of operators which are bounded in the sense that 
for some constant k, (11 A(t)11 is the operator norm of A(t)), we obtain some 
useful properties for these elements using some basic results of linear func- 
tional analysis. 
The operator B,(T) defined by (1.4) belongs to P(V9’, E) since, 
for any elements u, n E 9’ and elements a, B of the scalar field of E. The norm 
of B,(7) given by 
is unity and, since for each 5 E E, the boundary value problem defined by the 
differential Eq. (1.2) and the boundary condition 
B,(T) u = u(7) = E, 7 E (c, 4, 5‘ E E, 
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has a unique solution on (c, d) (see [ 11, 10.6.31) the operator B,(T) is non- 
singular. 
It is also readily shown that the linear vector space S of solutions of Eq. 
(1.2) is complete. If /I A 11 = k, and ui and ua are solutions of the initial 
value problems 
then 
ui E s, &I(~) ui = Ei , i = 1,2, 
II udt> - udt)l/ < II 5‘, - Ez II @It-Y t, 7 E (c, d). 
(See [II, 10.5.11). Th us, if u, is a Cauchy sequence in S and U,(T) = 5,) 
then 5, is a Cauchy sequence and since E is complete, 5, converges to an 
element 8 E E. If u is the solution of (1.2) satisfying this initial value at 7, we 
have 
and so u, converges to U. Thus S is a Banach subspace of 9. 
The following theorem is a ready consequence of the definition of a 
nonsingular B E L?(S, E), and the completeness of S. 
THEOREM 1.1. (i) If B E Z’(S, E) 1s nonsingular, it has a bounded linear 
inverse F E T(E, S). 
(ii) B is contained in an open set of nonsingular elements of Z(S, E) and as B 
approaches a singular element, 11 F // , the norm of its inverse tends to injinity. 
Proof. (i) If B E Z(S, E) is nonsingular, it is, by definition, a one-one 
mapping of S onto E-in other words, a bijection in 9(S, E). It therefore 
has an inverse which is, by the open mapping theorem [12], continuous. 
If 01, /3 are any two scalars in the field of E, we have 
where ur and u2 are the solutions in S satisfying the boundary conditions 
Bu, = fi , Bu, = [, . Then, 
Thus F is linear, and since it is continuous, it must be bounded [12]. 
(ii) Suppose B has an inverse F and B E 9(S, E) is such that 
I/ B - B /j < l/l] F II . Then, since B = [I + (B - B) F] B, and since 
Jl(B - B) F lj < I, we have, by an elementary theorem of Banach Algebra 
(see [12,3.4]), [I + (B - B) F] is invertible with a bounded inverse so that B 
has a bounded inverse. 
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On the other hand, if B, is a sequence of nonsingular elements of Z(S, E) 
converging to a singular element B, then by the previous paragraph we must 
for all n have 
Since ~: B, - B 11 tends to zero as II tends to infinity, ;i F, ~1 tends to infinity 
with n. Q.E.D. 
\Ve go on to consider a one-parameter differentiable family of elements in 
Y(S, E). Suppose B(T) is a mapping from the open segment (e,f) of the real 
line into L?(S, E) which has a derivative B'(T) for each 7 in the complement 
of an at most denumerable subset of (e,f). If B(T) is also nonsingular in (e,f), 
then, since the map taking B(T) to its inverse F(T) is differentiable (see [ 11, 
8.3.2]), we have F(T) is differentiable (see [ll, 8.2.11) and 
F'(T) = .-F(T) 0 B'(T) OF(T), 7 E (e, f)', (1.5) 
where (e,f) = (e,f)’ u D and D is a denumerable set in (e,f). If on (e,f)‘, 
B’(T) coincides with a regular map from (e,f) into LZ(S, E), then by the 
Cauchy existence theorem (see [I 1, 10.45, 10.4.6]), the differential Eq. (1.5) 
has a unique solution in a neighborhood of any point 70 E (e,f) which coin- 
cides at 7,, with a given F(TJ. This solution may be extended till /i Fan 
becomes unbounded. Thus, if B(T) h as a known inverse F(T,,) at 70 and B(T) 
is nonsingular on (e,f), then we may integrate the Riccati Eq. (1.5) from r,, 
to any point pi in (e,f) to obtain a desired inverse for B(T,). 
This idea is the basis of the imbedding approach to the solution of the 
boundary value problem (1.2), (1.3). In its present form it leads to an evalua- 
tion of F which we call the general solution of Eq. (1.2) corresponding to the 
boundary condition B. 
The essential requirements for this approach is a regulated differentiable 
imbedding B(T) for the operator B, by which we mean, a mapping B(T) from 
a segment (e,f) of the real line into .Y(S, E) which has a derivative B'(T) 
equal to a regulated function b(7) (mapping (e,f) into P(S, E)) at its points of 
continuity. This imbedding must also coincide with B for some Tl E (e,f) 
and contain a B(T,) with a known inverse. 
In the following section, many differential equations are obtained which 
equate the derivative of some operator to a certain bounded regulated opera- 
tor. These equations are assumed to hold at points of continuity of the 
regulated operator and even the question of the existence of a derivative at 
other points will be ignored. However, this is sufficient to meet the require- 
ments of the Cauchy existence theorem (see [l 1, 10.4.5, 10.4.61). 
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THEOREM 1.2. The operator B,(T) E B(S, E) has a bounded regulated 
derivative given by 
$ B,(T) = 4~) B&>, Q- E (c, 4, (1.6) 
and a bounded linear inverse F,,(r) which is da#erentiable and satis$es the dif 
ferential equation 
&F,,(T) = - F,(T) A(T). (1.7) 
Proof. B,(T) is nonsingular for T E (c, d) and so, by Theorem 1.1, it has a 
bounded linear inverse F,,(T). Now, by the mean value theorem (see [ll, 
8.6.2]), 
11 B&- + 4 - B,(T) - AA(T) Bo(dll 
= ‘;u;,b. I/u(T + h) - u(T) - hA(T) u(T>l1/11 u 11 3
< 1 h 1 {‘.,u;,b.[,Es,u,p,,, IIA(x) u(x) - A(T) U(T)1ll/ll u II>, 
and since 
/I A(x) u(X) - A(T) u(T>ll 
< ill A(x) - &)Il + 1 h I /I A ll [,W’, ll A(7 + 6Wll) Il u ll , 
we have 
II B&T + 4 - B,(T) - hAk) Boll 
< I h I { SUP [Ii A(x) - A(T)11 + 1 h 1 11 A 11% 
XE(T,T+h) 
Given E > 0, h, > 0 can be chosen small enough so that for all I h 1 < h, , 
the right hand side is less than E I h 1 if 7 iS a point of COntinUity Of A(T). 
B,(T) therefore has the derivative A(T) B,(T) at all points of continuity of the 
regulated function A. The formula (1.5) shows that at the points of continuity 
of A, 
F;(T) = - F,(T) B,,‘(T) F,(T) = - F,(T) A(T), 
since B,(T) F,(T) = IE , the unit operator in 9(E). Q.E.D. 
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The solution of the initial value problem 
u’ = A(t) u, &l(T) u = E, 7 E (c, d), 
is 
u(t) = B,(t) u = B,(t)Fo(7) ( = cJ,(t, T) I$. 
The operator Uo(t, T) E &(~)F,,(T) E Z(E), is the fundamental matrix 
solution of the differential equation in the case where E is an n-dimensional 
vector space. 
The properties of Z&(T), F,,(T) derived above lead immediately to properties 
typical of fundamental matrices. Thus U&t, T) satisfies the differential equa- 
tions, 
au$’ ‘) = &,(t)F,,‘(T) = - uo(t, T) A(T), 
and the group properties 
u;‘(t, T) = (&(t)&,(T))-1 = &,(T)F,,(t) = u&T, t). 
The general parametrised boundary value problem 
24’ = A(t) u, %-) u = 4, T E kf)7 
where B(T) has a derivative B’(T) at each point of a set (e,f)‘, gives rise to an 
analogous operator 
u(t, T) = B(t)F(T), t, 7 E WI, 
belonging to B(E), where F(T) is the fundamental solution corresponding to 
B(T). It is readily seen that 
; u(t, T) = B’(t)F(t) B(t)F(T) = B’(t)F(t) u(t, T), 
k U(t, T) = - B(t)F(T) B’(T)F(7) = - U(t, T) B’(T)F(T), 
U(t, t) = U(T, 7) = IE, 
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and similarly the group properties 
U(t, T) E B(t)@) = B(t)F(o) B(U)F(T) = up, u) U(u, T), 
u-yt, T) = P(T) B-l(t) = B(T) F(t) = U(T, t), 
follow as for the initial value problem. However, the solution of the boundary 
value problem is not given directly in terms of U(t, T) and so we call U(t, T) 
the fundamental operator associated with this family of problems. Now 
u(t) = B,(w+) 4 
is the solution of problem (1 A), and we can write 
B,(t) F(T) = B,(t) F(t) B(t) F(T) = +(t> u(t, T), 
(1.9) 
(1.10) 
showing that the solution is generated from the fundamental operator by the 
auxiliary operator 
$0) = B,(t) W), 
which satisfies the differential equation 
4’(t) = 44 4(t) - w B’(t) m 
Thus if B(t) is of the form 
B(t) = 4 + ~(4 B,(t) + 1’ ds A(s) B&>, 
a 
where p(t), 1-4) E -%fQ and P, 4, h are regulated mappings from (a, b) 
into E, then, considered as an element of 6p(S, E), 
B’(t) = W(t) + ~(4 44 + WI B,(t), 
and C$ satisfies a Riccati equation 
d’(t) = 49 e> - WI [P’W + PW 44 + WI 4(t)* 
Examples 
1. Suppose B(T) is given by 
B(T) = W(4 + P&(T), 
so that B(T) u = [ defines a two-point boundary condition for the differential 
Eq. (1.8). If B(T) is nonsingular for a < T < b, then 
Tw) = 44 4(t) - C(t) 44 w, 
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and $(a) = (A + p)-l since 
$-‘(a) = q4F&) = (A + P) ql(@)~&) = (A + P). 
The inverse exists on the assumption that B(a) is nonsingular. We therefore 
have an initial value problem to solve for+(b). Now from Eqs. (1.9) (1. lo), we 
see u(t, 6) can be found if 
is known. But r(t) satisfies the initial value problem 
with 
v’(t) =g (4 b) 5 = PA(t) &(t)F(t) U(4 b) E 
= CL4t) 4(t) a
v(b) = U(b, b) f = 5. 
There are computational advantages in using initial value methods which 
could outweigh the extra complications introduced by the nonlinearity and 
increased dimensionality of this formalism. 
2. The problem of Example 1 can also be solved by a linear initial value 
method in the classical manner as follows: 
If y(t) is its solution for r = b we can write it in the form 
Now $(T) = @r(r) = B(T)F,,(T) satisfies the differential equation 
e-c> = P44 - !NT) 4T) 
and starting condition #(u) = h + CL. Since y(b) = 4(b) f = #-l(6) 5, we 
have, by inverting 4(b), obtained initial conditions at t = b for the original 
linear differential equation satisfied by y. If we write Z(T) == #J(T) - p, we 
see Z(t) satisfies the “adjoint” equation 
2’ = - Ziqt), 
and boundary conditions Z(u) = A while y satisfies 
Y’ = WY 
and the boundary conditions y(b) = [Z(b) + CL]-l t. 
409/39/2-16 
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There are evidently a great multiplicity of initial value methods for solving 
these problems. However, a practical method must be numerically stable. 
In section three it is shown that the first method is “almost” as stable as the 
original family of imbedded problems. 
3. Consider the first example again but for the restricted case in which 
the elements y(t), 4 E E and A, p E 9(E) can be partitioned in a mutually 
compatible fashion in the form 
y(t) = (J (t), 5 = (;) 3 x = ($ 8, 7 CL = (; I”) 9 
2 
where h + p is the identity operator of Z(E). Write the operators A(t), d(t), 
U(t, T) in the form 
The equations B(T) F(T) = 1, +(a) = I give rise to the relations 
&(a) F(T) + P+(T) = h u(% 7) + P+(T) = 1 
I.e., 
Thus &(T) = 0, $4(T) = 1, and by using the additional property 
u(t, T) = U-l@, t) u(U, T) 
we have Ul(t, T) = Ii , U2(t, T) s 0. The Riccati equation for 4 gives the 
following equations for $r and $a: 
while the differential equation for the fundamental operator U(t, T) gives the 
equations 
These last results are the equations of Reid and Redheffer (see [3]). 
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The final part of this section outlines a method for constructing a dif- 
ferentiable imbedding for a large class of boundary operators B. Let .Y(t, h) 
be the subspace of elements of Y which are zero everywhere on (c, d) except 
on the interval (t - h, t + h) n (c, d). Denote by 1’ B iit,h the operator norm 
of B in this subspace. We say B is continuous at t if /’ B ji7,1) tends to zero 
with k. 
If 7 is a point on the segment (e,f) of the real line and T(r) is a map from 
(qf) into 5?(S, Y), then B(T) defined by B(T) T- B 0 T(T) is in Z(S, E) for 
any B E 2(-Y’, E). If dT/dT (7) exists and is bounded, then 
g (T) = B 0 $ (T), [ll, 8.2.11. 
In particular, supposef(t, T) is a continuous map from (c, d) x (e,f) into 
(c, d) with a bounded derivative afl& (t, ) Q- w ic h h is regulated in both t and 7. 
If T(T) is defined by 
T(T) u = u(f(t, 4 for all u E S, 
then, for any B E Z(.Y’, E) and B(T) = B 0 T(T) E 9(S, E), we might expect 
B’(7) = B g (t, T) A(f(t, 7)) T(T). 
This construction provides a suitable differentiable imbedding for B if B’(T) 
is a regulated map from (e,f) into Z’(S, E) and if for some TV E (e,f), 
f(t, 71) = t for all t E (c, d) so that T(T,) is the unit operator in z(s, 9). 
Consider the functionf(t, T) defined as follows: 
f(t, 4 = t, c<t<r<<d, 
= 7, c < T < t .< d. 
Then, except on t = 7, 
g.f(t, T) = fJ(t - 4 
where H(x) is the Heaviside step function 
H(x) = 1 for x 3 0, H(x) = 0 for x < 0. 
For the imbedding family B(T) = B 0 T(T), where T(T) is defined in terms 
of the functionsf(t, T) above, we have the following result: 
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THEOREM 1.3. B(T) is dzjkrentiable at the points of continuity in (c, d) 
of B and A(T) and, at these points, 
B’(T) = B(ff(* - T) 1~9) A(T) B,(T) = P(T) A(T) &(T>, (1.11) 
where IE9 E Z(E, 9) and maps E E E into the element of 9 which maps each 
point of (c, d) onto f E E. 
Proof. B(T) is differentiable at the point T E (c, d) and the derivative is as 
given above if for any given E > 0 we can find h, such that, for all 1 h / < h, , 
h, > 0, 
E(T, h) = 11 B(T + h) - B(T) - hB(H(* - T) IEY) A(T) &(T)ll < E j h 1 . 
Now, 
E(T, h) = 1.u.b. j/ B$(t, T)II , 
uEs,llull=l 
where 
#(t, “1 = df (t, 7 + 4) - @(f (t, 7)) - hH(t - T) I,,A(T) U(T). 
For t < T - h, $(t, T) = 0, and for t > 7 + h, 
#(t, T) = u(T + h) - U(T) - hI,,A(T) U(T). 
Set q&(t, T) = $(t, T) for t > 7 + h and zero elsewhere. By the mean value 
theorem, 
11 h(t, T>il d 1 h 1 ,“dy$l I/ Iwes@(T + oh) U(T + oh) - A(T) U(T)111 . 
If 7 is a point of continuity of A, h can be chosen small enough, say, less than 
4, to ensure II h II < 6 I h 112 IIB II. Now, 
vanishes for t outside [T - h, T + h] and 
II $2 II < 2 I h I ,gpd, II 4) 4t)ll 
so that if 7 is a point of continuity of B, h can be made small enough, say, 
h < h, < h, , to ensure // B& II < E 1 h l/2 and hence 
E(T, h) < E 1 h 1 . 
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This imbedding B(T) is a regulated differentiable imbedding if 
B(H(. - T) IE,) is a regulated map from (c, d) into Y(E). The operator 
B,,(b) gives rise to the imbedding 
B(T) = W) O W(t, 4) = T(.f(b, 4, 
= B,(T) for 7 6 b, 
= B&4 for7 > b 
with derivative 
B’(T) = H(b - T) A(T) B,,(T), 
and so any operator of the form 
B = f &B,(T~) + B, (1.12) 
i=l 
where hi E L?(E), Ti E (c, d), B, is a continuous operator in (c, d), and the 
series Cy=, Ai is absolutely convergent, generates a regulated differentiable 
imbedding. We have yet to comment on the fact that for T = d, B(d) = B 
and when T =: c, 
Suppose the imbedding operators B(T), 7 E (c, d) for B as constructed 
above are nonsingular at 7 = c and d, and ~(7) = B(H(* - T) IEsp) is a 
regulated map from (c, d) into O(E). Then C(T) E B,(T) F(T) [F(T) is the 
inverse of B(T)] is bounded on (c, d) wherever B(T) is nonsingular, and on 
these open intervals of (c, d) it satisfies the Riccati equation 
4’(T) = &) 4(T) - $(‘-I dT) A(T) 4(T). (1.13) 
Its inverse, I&T) = B(T)F,,(T) exists everywhere on (c, d) and satisfies the 
linear initial value problem 
icr’(T) = (PC(T) - +(T)) A(T), w = BVw)* 
Since this inverse of 4(t) is everywhere bounded on (c, d), it may be used to 
continue the evaluation of d(t) past points 7 in (c, d) where it becomes 
unbounded. The situation in mind is one where the equations for 4 is stable 
on (c, d) except in the neighborhood of a few points Ti say where 4 has a pole. 
The equation for # is unstable but may be used in the neighborhood of these 
points Ti to generate new starting conditions for the 4 equation past the pole. 
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2. INHOMOGENEOUS LINEAR PROBLEMS 
The inhomogeneous problem 
u’(t) = A(t) u(t) + p(t), Bu = f, (2.1) 
where p is a regulated mapping from (c, d) into E is in fact covered by our 
treatment of the homogeneous case. 
By adjoining to Eq. (2.1), a second equation involving the real variable z 
with the trivial solution z = 1, we obtain a homogeneous problem in the 
product space E x 9-P. 
In matrix notation, 
where 
y'(t) = d(t) Y(t), sYY=[, (2.2) 
Y(t) = (3 w9 d(t) = (f $) @), g = (f B&,$ ) 
is a homogeneous problem which for the case 7 = 1 is equivalent to the non- 
homogeneous problem (2.1). 
If ~3 is nonsingular with inverse F written in the partitioned form 
then, for any given 5, 
Thus F3 = 0, F4 = 1, and Fr is the inverse of B. Write F for Pi and V for 
9s . Since u = F[ + VT, V is a solution of the inhomogeneous problem 
satisfying BV = 0. 
In the case B is Bo(7), the inhomogeneous problem (2.1) has the solution 
u(t) = I’ WC 4 P(s) ds + U&t, 4 5, 7 
(2.3) 
= Wok 4 + Al& 7) 4, Wo(f, 4 = B,(t) Vo(d. 
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To find a solution of the same equation satisfying a boundary condition 
Bu = 5, where B is nonsingular for the homogeneous problem with inverse 
F, we find the value of .$r in the general solution 
u(t) = WI@, T> + o6(c 7) 5, > 
so that 
Bu = BV&T) + BF&-) & -= f. 
Multiply on the left by F to obtain 
F,,(T) [I = F,$ - FBV,(T), 
and hence 
u(t) = Wo(t, T) - B,,(t)FBV,,(7) -t B,(t)Ff 
= B,(t) V + B,,(t) Ft. 
Note that FB is not the unit operator on 9, while on the other hand BF is 
the unit operator on E so that 
BV = By,,(,) - BFBV,(T) == 0. (2.5) 
Also, V is independent of ‘T since 
avdd __ = - F,(T) P(T), a7 
and so 
; [V,,(T) - FB1/,(7)] = [FB - 11 F,,(T) P(T) = 0, 
since FB is the unit operator on S. Thus, wherever B is nonsingular for the 
homogeneous problem, the solution of the inhomogeneous problem satis- 
fying Bu = 5 can be represented as the sum of a particular solution V 
satisfying BV = 0, and a term Ft derived from the general solution of the 
homogeneous problem. 
The matrix representation provides a ready means for translating proper- 
ties of F into corresponding properties for V. An imbedding B(T) for the 
homogeneous problem gives rise to an imbedding L@(T) with inverse OF 
for the problem associated with the nonhomogeneous case defined by 
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and write these in the partitioned form 
@(t, 7) = (,” 7) (t, T), %&, T) = (,“u F) (t, T). 
In addition, define 
The group properties for the fundamental operators %,,(t, T) give us 
(2 7) (t, T) = (2 7) (t, ‘J) (,“o 7) (‘=, T), 
and hence 
or 
v,(T) = v&J) + F,(u) wo(“, 7). (2.6) 
In a similar fashion, the properties 
u-l@, T) = u(T, t), F = F(T) B(T) F, 
u(T, T) = 1 
generate the relationships 
w(T, t) = - u(T, t) w(t, T), V = V(T) + F(T) B(T) V, 
w(T, T) = 0. 
(2.7) 
Suppose B, imbedded in the manner of the B(T) of Theorem (1.2) generates a 
B(T) with a regulated differential given by 
B’(T) = P(T) A(T) h(T) 
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for the homogeneous problem. The same imbedding procedure applied to 8 
gives rise to the family S?(T) with a regulated differential given by 
9qT) = (f” ;) (y f+-(j) 22$(T) E /z(T) d(T) Lq)(T). (2.8) 
The earlier formalism for generating an initial value method generates the 
following system: 
These lead through the partitioned expressions to the following relationships: 
u(t, 7) = 4(t) w, 7) 6 + 4(t) W(C T> + 4t) 
= 4(t) 46 T) + d(t) W(t, 7) + 4% 
(2.9) 
z(6 T> = P(t) A(t) [4(t) w(t> 7) + m(t)] + P(t)f(t)t 
aw 
(2.10) 
K cc 7) = - u(4 7) PC4 [A(T) 44 + P(41, 
7r’ = [I - d(t) i-401 VW 7r + P(t)12 T(U) = 0, W(l, t) = W(T, T) = 0. 
(2.11) 
V(T, T) =: ?$. (2.12) 
The equations for W(t, T) and r(t) have solutions 
W(4 7) = - jT U(t, s) p(s) [A(s) n(s) + P(s)] ds, t 
(2.13) 
44 = 4(t) ,I [4-W - &>I ~(4 ds. (2.14) 
By adjoining the initial value problems above for w(t), ~(t, T) and W(t, T) to 
that obtained earlier for d(t) we obtain an initial value method for the inhomo- 
geneous case. 
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3. STABILITY OF BOUNDARY VALUE PROBLEMS 
A boundary value problem 
r’(t) = 4) r(t), BY = f (3.1) 
is stable if small changes in 6 do not lead to large changes in the solution y. 
Since a change St in E leads to a change Sy = Flit in y (F is the inverse of B), 
the operator norm j/F /I defined by 
is a measure of the stability of this problem. If we require the problem to 
have some computational stability as well, then the solution of the problem 
y’ = Ay + p, By = 0 should be of small norm if // p I/ is small. From the 
previous section we see that the solution of this problem and the family of 
imbedded problems corresponding to the conditions B(T) y = 0 is 
where 
J’&, T) = n(t) - 4(t) s;u(ts s, &) LA@) “+) +&)I ds, 
40 = 1‘ C(t) 4-W P(S) ds - It C(t) P-L(S) P(S) ds and a<t<T. a a 
The stability of all members of the family of problems 
r’(t) = 4) r(t), B(T)Y = t, a<7<b, 
thus requires the operators F(T) and J(T) defined by 
(3.2) 
J(T) P z j: +(T) P(s) ~(4 ds (3.3) 
be of moderate norm. We assume here that jl B(T)\\ is of moderate norm. 
This ensures that U(t, T) is of moderate norm since 
11 u(t, T)il d /I B(t)]\ IIFb)ll . 
A bound on the norm of 4(T) is provided by the inequality, 
11 +(T>Ii < IIF(T)II . 
Let us now examine the stability of the initial value problems for 4(t), 
u(t, T), w(t, T) and r(t). 
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If 4(t) is a solution of 
4’ = A(t) 9 - CA9 49 74 
then 
(3.4) 
VW = 4(t) + 4(t) W) + Jm [I - UC& w1 w w, t> (3.5) 
is also a solution satisfying Z/J(S) = C(s) + K(s), wherever the inverse exists. 
If we set out to integrate Eq. (3.4) f rom some starting value 4(u) = (A + p)-t 
to the value 4(t) in n steps and at the i-th step we accumulate an error K(sJ 
(.y2 = a + ih, say) then our calculated value B(t) for 4(t) will be 
If the K(sJ are of small norm we have, as a first approximation, 
The initial value problem for 4 will therefore be stable if the operators 
U(s, T) and J(T) are of moderate norm. 
The initial value problem for U(t, T) will be stable if U(t, T) is of moderate 
norm and if the solution of the problem 
g (4 T) = P(t) A(t) d(t) UC4 T) + 4(t), qt, T) = 0 
is of small norm when 11 4 Ij is small. But 
o(4 T) = - j; U(t, s) q(s) ds, 
and so this depends again directly on the size of 
In like manner, the stability of the equations for r(t) and W’(t, r) depend 
directly only on the norms of the operators j(T) and F(T). Thus the problems 
Y’W = A(t) YW + m B(T)Y = E 
are stable if and only if the initial value problems for d(t) and U(t, T) are 
stable and have moderate norm. 
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4. FACTORISATION OF THE GREENS FUNCTION 
In section two, the solution of the boundary value problem 
for a B which is nonsingular for the homogeneous problem is given in the 
form 
24 = v+lq. 
The relationships (2.7), (2.3) give rise to the following expression for V; 
V = V,(a) - FBV&), BoW J’c@) = 1 t V,(t, 4 ~(4 4 
a 
B,(t) v = j-” G(t, S)P(S) ds, 
a 
G(t, s) SE B,,(t) [I - FB] H(m - s)F&), 
(4.2) 
where I is the unit operator in Z(Y). G(t, s is evidently the Greens function ) 
associated with the boundary problem (4.1). 
If B has the form of (1.12), i.e., 
B = f Us, + B, , B, = I b ds 1.44 B,,(s), i=l a 
where CT=, Ai is absolutely convergent and p(t) is a regulated function on 
[a, b], then G(t, s) has the form 
G(t, s) = H(t - s) U&, s) 
and is readily seen to satisfy the following relationships (see Bryan [IO]): 
I. It is continuous in t except at t = s and continuous in s except at s = t 
or 7i , (; = 1, 2 ,... ). 
2. For s # ri , G(t + 0, t) - G(t - 0, t) = I. 
3. For each s, G(t, s) satisfies the homogeneous Eq. (1.2) in t except at 
t = s. 
4. G(t, a) = 0 for a < t < b; G(t, b) = 0 for a < t < b. 
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5. G(t, S) + B,(t)F CL, &H(T~ - S) is absolutely continuous in s on 
a < s < t and on t < s < b. 
6. For each t except t = s and s = ri , G satisfies 
$ (t, s) = - G(t, s> 44 + B,(t)F&). 
Now suppose Eq. (4.1) is to be solved for a boundary operator B which is 
also nonsingular for the equation 
d” -0 
z- . (4.3) 
This equation has the fundamental solution 
q)(t, T) = IE 
associated with the initial value operator B,(r), and a general solution 
F = IE&lIEy)-l 
for the nonsingular boundary operator B. 
The Greens function G,,(t, s) for Eq. (4.3) is 
G,(t, s) = B&) [I - IEy(~IEy)-l B] N(. - s) lEy 
= H(t - s) IE - (BIE9)-l p(s), 
where p(s) is defined as in the expression of (1.11) by 
The solution of the boundary value problem (4.1) can be seen to satisfy the 
Fredholm equation 
u(t) = jb G,(t, s) A(s) u(s) ds + j” G,,(t, s)p(s) ds + ~,,(B~,,)-l t, 
0 0 
b 
(4.4) 
=.f(t) + s 
G&t, s) A(s) u(s) ds. 
n 
It follows thatf(t) defined here must be the solution of (4.1) in the case A is 
identically zero. 
409/39/z-17 
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AS in [8], we seek the solution of the Fredholm Eq. (4.4) by factorizing the 
operator [I - G,(t, s) A(s)] in the form 
so that 
[I - G,(t, s) A(s)] = [I - u+(t, s)] 0 [I - a(t, s)], 
JG(t, 4 Q G$, s) = J” &(t, 0) &(fA 4 de, 
a 
and 
u+(t, s) = G&t, s) A(s) + fs u+(t, ~9) u-(6’, s) de, t 3 s, 
a 
= 0, t < 5; 
a-(& s) = G,(t, s) A(s) + j: a+(t, 6) o-(~9, s) ~83, t < $7 
= 0, t > s. 
There exist functions S*(t, s) satisfying the relations 
uf(t, s) = s*(t, s) A(s) 
given as the solutions of the equations 
s+(t, s) = I - (BI&y)-1 p(s) + J’ s+(t, e> A(B) s-(e, s) de, t 9 s, a 
= 0, 1: <s; 
s-(t, s) = - (Bl,y)-1 p(s) + 1’ s+(t, e) A(e) S-(0, s) de, t <ss, a 
= 0, t > s. 
Specifically, 
where 
s+(t, s) = R+(s), s-p, s) = R-(t) (BI&54-l p(s), 
R+(s) = I - (BI,,)-1 p(s) + 1’ R+(e) A(B) R-(8) d#(BI&-1 p(s), 
a 
R-(t) = - I + /’ R+(e) A(B) R-(8) de, 
a 
and hence 
R+(s) = I+ R-(s) (BIw)-l P(s), 
R-(t) = - I + I t [I + R-(B) (Bjl~&)-l p(e)] A(B) R-(8) de. a 
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We see that C(t) = - R-(t) (BIEY)-l satisfies the initial value problem 
(1.13) and the initial condition 4(u) = (BIEY)-l. The operators a*(& S) are 
given by 
"+(4 4 = [I - sb(4 &)I 44 
= 0, 
u-(t, s) = - C(t) P(S) 44, 
= 0, 
where 4(t) is the solution of 
4’ = 4) #J - 5h4) -w 4, $qa) = (BI,,)-1. 
If the Fredholm Eq. (4.4) is written as 
[I - G(t, s) A(s)] 0 u(t) =f(t), 
then 
so that if 
[I - u+p, s)] 0 [I - a-(t, s)] 0 u(t) =f(t), 
i.e., 
w(t) = [I - u-(t, s)] 0 u(t), 
then 
i.e., 
[I - u+p, s)] o w(t) =f(t), 
f(t) = 4) - j” [I - 4(s) &)I 44 44 ds. a 
Thus w(t) can be seen to satisfy the initial value problem 
w’ = [I - 4(t) &)I A(t) w + p(t), 44 =m 
with the solution 
~(0 = 9(t) St ~-WAS) ds + 4(t) WE.P)~(~, 
a 
f(u) = (BIw)-l5 - 1” (BIEY)-~P(s) ~(4 & 
a 
or 
w(t) = 4(t) 5 - 4(t) .i” CL(S) ~(4 ds + 9(t) 1” C-W P(S) ds. 
a - n 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
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It is related to the function n(t) of section two by the relation 
(4.12) 
In a similar fashion, the Volterra equation for u(t) reduces to 
u‘ = A(t) u + p(t), u(b) = w(b). (4.13) 
The initial value problem (4.13) may b e unstable but it could be an aid to 
solving the Volterra Eq. (4.8) by some predictor-corrector method. 
It transpires that the Volterra equations are computationally stable if the 
operators 4(t), +(t) U(t, s), and 
are of moderate norm. These are conditions discussed in Section 3. The 
stability of these equations is best discussed by first deriving the resolvents 
v*(t, S) of the operators a*(t, S) defined by 
[I - a*(t, s)] 0 [I + w*(t, s)] = I. 
The resolvent er+(t, S) is the solution of the Volterra equation 
and hence 
where 
Thus 
w+(t, s) = a+(t, s) + j: a+(t, 8) w+(O, s) d0, t 3 s, 
= 0, t < s; 
“+(t, 4 = T(t) [Z - $(s) I.44 44, t 3 s, 
7-w = z + jt EZ - ~(4 de)i 49 w3 de 
= d(t) g-I(s). 
v+k 4 = W) +-l(s) [Z - 544 &I 44 t > s, 
zzz 0, t <s; 
and similarly 
w-(6 s) = - 4(t) qt, s) 4s) A(s), t d $3 
zrz 0, t > s, 
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where LJ(t, s) satisfies the equation 
U(t, s) = I - js p(8) A(B) r+(e) qe, s) de. t 
The Volterra Eq. (4.9) for w is computationally stable if the solution of 
[I - a+(& s)] 0 t%(t) = q(t) 
is of small norm when 4 is of small norm. 
This equation has the solution 
a(t) = [I + vf(t, s)] 0 q(t) 
= dt) + j’ 4(t) [Q’(s) - /-+)I 44 ~(4 ds, a 
and so the norm of w depends on the norm of the operators J(t) and #(t). 
Similarly, the stability of Eq. (4.8) f or u is governed by the equation 
[I - u-(t, s)] 0 z%(t) = q(t) 
with solution 
“(4 = [I + v-(4 s)] 0 q(t) 
= q(t) - C(t) j” u(t, 0) ~(4 W) d@) do, t 
and depends on the norm of the operator d(t) U(t, 0). 
5. NONLINEAR BOUNDARY VALUE PROBLEMS 
The initial value method for linear problems described in the previous 
sections can be extended in a formal way to nonlinear problems. We conclude 
this paper with a brief outline of such an extension merely to provide formulas 
for comparison with the linear formulation. 
Suppose y satisfies a nonlinear equation 
r’(t) = Jf-(t, r(t)) = Jq, .I o r(t), (5.1) 
where &(t,y(t)) has a partial Frechet derivative &Jt, y(t)) which is a 
regulated linear map in L?(E), and a nonlinear boundary condition 
B(T, Y) = E (5.2) 
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such that the Frechet derivative By(~, y) E ~(cJ, E), wher CJ is the space of 
solutions of the linear equations 
24’ = d&, y(t)) 24. (5.3) 
We say B(T, y) is nonsingular at 5, in E if the boundary value problem (5. I), 
(5.2) has a unique solution y(t, 7, 5,) for E in a neighborhood O,(tT) of & , 
and the associated boundary operator By(7, y(~, &)), the partial FrechCt 
derivative of B(T, y) with respect to y, is a nonsingular element of Z(d, E). 
In this case, for each 6 in O,(&), there is a unique solution of the nonlinear 
problem (5.1), (5.2). Let F(T, 5) be the inverse of the map B(7, y) on this 
neighborhood and let f(~, E,) be the inverse of 
B&T, Y(T, f,)) E y(4 El- 
The operator B,(t) E 9(Y, E) can be shown to have the following prop- 
erties: 
As an element of 8(S, E) it satisfies the differential equation 
&yq = d(C -> o W), 
and as an element JZ’(cr, E) it satisfies 
&Yt) = &*(4 Y(C 0) 4l(t)* 
(5.4) 
We now proceed to factor y(t) in the manner of the earlier treatment. 
Suppose the problem (5.1), (5.2) is nonsingular for T E [a, b] and 
5, = B(T, ‘) OF(T1 , &), 
so that 
(71 : 71 E [a, b], 71 3 T>, tb = 5, 
and 
J’(t, 7, t,) = &(t)F(T, 5,) = B,(t)F(t, *) o B(t, ‘) ‘=‘F(T, ~T;)P (5.5) 
= @(t, '> o u(t, 7, 6,). 
Let 77 be in the open connected neighborhood O,(&) of E for which B(T, a) 
is nonsingular, so that F(T, 7) exists and 
&, F(T, 7)) = 7). (5-G) 
It can be shown that the partial Frechet derivative a/aqF(~, 7) exists and 
from (5.6) it can be seen that 
&,(T, F(T, 7)) g (7, 7) = 1. (5.7) 
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But r(t) = &,(~)F(T, q) satisfies Eq. (5.1) and by differentiating this with 
respect to 7 we get 
so that S’/+ (7,~) is the general solution of the associated linear problem 
(5.3) with boundary conditions 
B,(T,F(T, 7)) u = 5, i.e., (5-g) 
If Eq. (5.6) ’ d’ff IS r erentiated with respect to T, one obtains 
$ CT, F(T~ 77)) +By@, F(T, ‘I)) g (7, ‘7) = 0, (5.9) 
where aF/& (7,~) also belongs to rl. Equations (5.9), (5.7) lead to 
%tT, F(T, 71)) 1 f(T, ‘?> $ (7, F(T, 7)) + f (7., ~)1 = 0 
and hence to the result 
g (7, 7) = - f(Ts 7) g (7, F(T, rl)). (5.10) 
In this way, the following differential equations are obtained for @(T, 7) 
and u(t, 7, 7): 
g (7, 7) = d(T, @(T, 77)) + B,(T) g (7, 7)s 
= d(T, @(T, ‘?)I - %(+f(T, 7) +f (7, Fk, 7)). 
Note that 
g (7, ‘I) = %(df(T, rl), (5.11) 
and if B(T, JJ) is of such a form that 
g (7, *) = ff(T, -) o f&(T), (5.12) 
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and V( .) = B(a, .) has an inverse operator v-l(*), the equation for 0 is, 
The equations for U(t, T, 7) are 
= WY Y(C 7) 71)) 
= ff(t, @p(f, u(t, 7, ‘I))), 
(5.14) 
g (t, 7, 7) = &,(t, F(T, 7)) g lT, ‘d 
= - %(t, F(T, ‘I)) 5 (7, ‘?) g (7, F(T, 7)) (5.15) 
where, 
=- g (t, 7, 7) H(T, @(T, 7))~ 
u(t, 6 7) = u(T, 7, 7) = ‘I- 
The boundary operator 
+, Y) = %(a) Y + s: fp(s, %(s) Y) ds + P(T, %td Y>, (5.16) 
where 
da, 444 Y> =-Pm4 YP 
and v = h + p E 9(E) is invertible, has the required property (5.12) and an 
invertible starting value at T = a. 
The Lagrange Eq. (5.13), with its starting condition on 7 = a for ail 7, 
provides an initial value approach to the solution of the original problem, but 
at .the cost of a drastic increase in dimensionality. The solution of Eq. (5.13) 
may be developed about the neighborhood of the characteristic curve defined 
by 
-& @(T, Y(T)) = d(T, @), 2 = H(T, @), 
@(a) = qu, 7)(a)) = F’q(u), 77(b) = 5. 
(5.17) 
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This two-point boundary value problem may itself be imbedded and 
factored in the same manner as the original equation, but this operation 
appears to return us to a characteristic curve defined by a system of equations 
which includes Eqs. (5.17), with two-point boundary conditions. 
If we write U(t, T) = U(t, 7, V(T)), we see from Eqs. (5.15), (5.17) that 
g(t,~) =0, i.e., U(t, T) = 7(t), (5.18) 
and hence, 
r(t, 7, v(4) = w, rlw, 7 > t. (5.19) 
The method described above, which follows the characteristic curves of 
(5.14), leads to the alternative problem 
dr - = Jqt, y), dt $ = ffp, Y>, y(a) = -l(a), 17(b) = 5. 
The boundary conditions have been greatly simplified, but the new problem 
is not an initial value one and still presents computational difficulties. 
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