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Abstract—This paper addresses the problem of steering a
robotic vehicle along a geometric path specified with respect
to a reference frame moving in three dimensions, termed the
Moving Path Following (MPF) motion control problem. The
MPF motion control problem is solved for a large class of
robotic vehicles that require a minimum positive forward speed
to operate, which poses additional constraints, and is developed
using geometric concepts, wherein the attitude control problem is
formulated on Special Orthogonal group SO(3). Furthermore, the
proposed control law is derived from a novel MPF error model
formulation that allows to exclude the conservative constraints
on the initial position of the vehicle with respect to the reference
path by enabling the explicit control of the progression of a
virtual point moving along the reference path. The task of
the MPF control law is then to steer the vehicle towards the
moving path and converge to the virtual point. Formal stability
and convergence guarantees are provided using the Input-to-
State Stability concept. In particular, we show that the proposed
controller is robust to imperfect tracking errors by the autopilot
and wind gusts. Simulation results are presented to illustrate the
efficacy of the proposed MPF control law.
I. INTRODUCTION
A. Motivation
Motion control of robotic vehicle such as Unmanned Aerial
Vehicle (UAV), Autonomous Ground/Surface/Underwater Ve-
hicle (AGV, ASV, AUV) is a fairly mature research area.
The most widely researched techniques include trajectory
tracking [1], point-stabilization [2] and the path following
[3] technique. The path following schemes have received
significant attention and requires the vehicle to follow a
known geometric path at a desired nominal speed without
any temporal constraints. Further, the path following scheme
is known to remove performance limitations when compared
with the trajectory tracking scheme [4]. Consequently, a series
of results, solely addressing the path following motion control
problem were published starting with the pioneering work in
[1], [3], [5] for the case of wheeled mobile robots, [6], [7] and
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references therein for the marine vehicles, and [8], [9] for the
case of UAVs.
Recently, a new problem termed the Moving Path Following
(MPF) motion control problem was introduced [10], [11]. In
MPF, the robotic vehicle is tasked to follow a geometric path
that is specified with respect to the reference frame that is
moving. Such a problem finds application in convoy protec-
tion, target tracking, etc. The solution to the MPF problem
depends on the type of the robotic vehicle and the associated
motion constraints. Robotic vehicles such as unicycles, surface
vessels, multi-rotors, and some AUVs can admit backward
speed command (with respect to the robot’s longitudinal axis)
including the zero speed command. The MPF problem for such
vehicles has been addressed in the authors previous work [12],
[13]. These solutions however are not valid for robotic vehicles
such as fixed wing UAVs and single propeller AUVs, wherein
the robotic vehicles are required to have minimum positive
forward speed for operation. This paper investigates the MPF
motion control problem and contributes to the state-of-the-
art by proposing a novel three dimensional MPF controller
formulated using geometric concepts for robotic vehicles that
require a minimum positive forward speed.
B. Related Work
This paper concerns with the MPF problem that can be
viewed as a generalization of the path following motion control
problem. Therefore, the literature review would be limited
specifically to the relevant path following and the moving path
following solutions available in the literature. As mentioned
previously, the solution to the path following problem depends
on the kinematic constraints of the robotic vehicle. For robots
such as unicycles, wherein there are no constraints on the
speed of the vehicle, i.e., the speed can be positive, negative
or zero, a global Input-to-State Stable (ISS) [14] controller is
presented in [5] using the backstepping method to solve the
path following problem for a generic class of underactuated
vehicles in the presence of parametric modeling uncertainties.
The key idea behind the proposed control strategy is to define
an error variable with respect to the body frame of the robotic
vehicle, that is at an offset from the the origin of the body
frame (for example, the nose of the vehicle). Such a choice
of error states lends itself to the path following control design
with global stability properties. Similar approach was used in a
recent work of [15] to design a path following controller for a
stratospheric airship with assumptions that reduce the domain
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of attraction in order to prevent the backward movement. In
the context of MPF, an approach similar to [5] was adopted
for underactuated vehicles in the authors previous work [17].
A further extension to the ensure robustness to external
disturbances, a robust MPF controller using an disturbance
observer was proposed and experimentally validated in [12].
In all the above mentioned works it was assumed that the
robotic vehicle is able to move forward, backward or remain
stationary. Therefore, the velocity vector of the robot was
governed through the reference attitude and speed commands
to solve the path following objective. However, in the case of
the robotic vehicles such as UAVs or certain AUVs, the speed
is usually restricted to have a minimum positive forward speed.
In such cases, the control objective is achieved by steering
the robotic vehicle by generating appropriate reference atti-
tude commands, which are tracked by a lower level attitude
controller.
To this end, early literature on the path following control
utilizes a conveniently defined frame such as a Serret-Frenet
frame placed at a point (referred to as ‘virtual point’) on
the given path, that is closest to the robotic vehicle [3]. The
control strategy is then to steer the robotic vehicle towards
the virtual point by controlling the attitude while the vehicle’s
forward speed tracks a desired speed profile. Such a strategy,
places stringent constraints on the initial position of the
vehicle with respect to the path. These constraints arise out
of singularities present in the kinematics of the path following
system reformulated with respect to the Serret-Frenet frame.
This issue was alleviated in the work of [18], by explicitly
controlling the progression of the virtual point along the path
in addition to steering the robotic vehicle to the desired path.
Other studies that use the Serret-Frenet frame approach to
control specific vehicles such as AUVs are presented in [6],
[19]. A three dimensional path following controller with the
attitude controller formulated in Special Orthogonal Group
SO(3) was presented in [20] and [21] for fixed wing UAV and
a multi-rotor UAV respectively. Another class of methods to
solve the path following control problem, based on the missile
guidance concepts are presented in [22], [23], [24] and the
references therein. Numerous other results on path following
can be found in a recent survey [25]. The path following
methods based on the principles of missile guidance are most
suitable for way-point following, with consecutive way-points
connected through straight line segments.
The path following methods assume that the specified
geometric path is stationary. However, in applications such
a source seeking, convoy protection, target tracking, it may be
useful to consider a path specified with respect to a moving
frame, resulting in a Moving Path Following (MPF) motion
control problem. The MPF problem was first introduced in
[10], [11] for an UAV tracking a ground target. Similar to the
path following literature, [11] employs a Serret-Frenet frame
approach to the 2D MPF problem. An extension to the 3D
case is presented in [26] where quaternions were used for
the attitude representation. These approaches however assume
that the virtual point to be followed is located at a point on
the path that is closest to the robotic vehicle, i.e., projection
of the vehicle position on the path. Consequently both these
methods inherit the problem of stringent constraints on the
initial position of the robot from the path following literature.
To alleviate this issue, [27] uses technique of [18], [28] to relax
these constraints for the 2D MPF problem by explicit control
of the progression of the virtual target along the path. The
results however, are valid in two dimensions with the attitude
of the vehicle parameterized by the heading angle. Other
control methods such as vector field method [29], nonlinear
model predictive control [13] have been proposed to solve
the MPF problem for unicycle type robots. A recent work of
[30] considers a time-varying vector field guidance method
to solve the MPF problem for the automated carrier landing
application. A MPF control law for an ASV is presented
in [31] where in constraints on error variables are explicitly
considered through the use of barrier Lyapunov functions.
All the available literature on MPF use Euler angles and
quaternions for representation of attitude. While use of Euler
angles result in singular configurations, the quaternions suffer
from ambiguity since it double covers SO(3). A unified three
dimensional MPF method that removes i) stringent constraints
on the initial position of the vehicle arising out of error
kinematics of the MPF system, and ii) singularities and
ambiguity arising out of the chosen attitude representation is
not available in the literature. This paper address precisely
these issues and proposes a robust, MPF control law based on
the concepts of geometric control and nonlinear control. The
concepts of geometric control allows to develop control laws
in a coordinate free manner.
C. Contributions
The main contribution of the paper is the proposed solution
to the 3D MPF motion control problem for robotic vehicles
such as a fixed-wing UAVs or some classes of AUVs wherein
the vehicles are constrained to follow a strictly positive speed
profile. The constraint on the initial condition of the position
of the vehicle is removed by explicitly controlling the pro-
gression of the virtual target along the moving path. Further,
the concepts of geometric control theory are used to define
and analyze the MPF system in order to exclude geometric
singularities that arise when using local representations of
attitude such as Euler angles or ambiguities when using quater-
nions. Specifically, assuming that the robotic vehicle tracks a
desired speed profile, the error kinematics of the MPF system
is obtained and the attitude control problem is formulated
on Special Orthogonal group SO(3). Formal stability and
convergence guarantees are provided using the Input-to-State
Stability (ISS) concept along with the corresponding estimate
of a region of attraction. In this paper, we adopt a practi-
cal approach based on the fact that the commercial robotic
vehicles such as multi-rotors, UAVs and AUVs come with
a pre-programmed autopilot control loop that is responsible
to deal with the dynamics (inner-loop attitude control and
control allocation) of the specific robotic vehicle. Therefore,
we assume existence of such an inner-loop, stable, autopilot
control loop and focus our attention towards the design of the
higher level MPF guidance controller, that provides reference
commands to the existing autopilot controller. In particular, we
show that the MPF controller is ISS with respect to imperfect
tracking autopilot errors and wind gusts. Simulation results
are presented to illustrate the efficacy of the proposed MPF
controller design. The theoretical result provided in this paper
was used as a case study for target estimation and tracking
using single range measurement in [32]. However, the stability
and convergence proofs as well as the analysis in the presence
of imperfect tracking by autopilot and wind disturbances were
not provided - which is contained in this paper. Further, the ISS
property of the controller is established considering imperfect
tracking by the inner-loop autopilot controller.
The difference of the proposed method with respect to the
existing literature can be stated as follows:
1) Removal of stringent constraints on the initial position
of the robot found in the works of [11], [26] by explicitly
controlling the progression of the virtual point along
the moving path. Further, robustness in the form of an
ISS property of the proposed controller with respect to
bounded error signals from the autopilot loop and wind
gusts is proven. This is a stronger result compared to the
works of [11], [26] that uses Barbalat’s lemma to prove
stability.
2) References [11], [31] use Serret-Frenet frame that is only
applicable to the paths that have non-zero curvature at
all points along the curve. For paths that change the
sign of the curvature such as a lemniscate path (infinity
shaped path used in this paper), the curvature of the
path goes to zero momentarily before switching the
sign. Consequently at zero curvature, the Serret-Frenet
frame is undefined. This problem is resolved in this
paper through the use of Parallel Transport frame or the
Bishop’s frame [34].
3) Among the existing 3D methods of [26], [30], this
paper uses the concepts of geometric control wherein
the attitude control problem is formulated in SO(3) and
therefore free from singularities arising due to the use of
Euler angles or ambiguities due to use of quaternions.
Further, [30] presents a time-varying vector field method
to solve the MPF problem and the method proposed in
this paper can be seen as an alternative method that is
based on concepts of geometric control.
4) Previous works of the authors in [12], [17] presented a
3D MPF control law for vehicles without constraints on
the speed. In this work we focus on robotic systems that
require a minimum positive forward speed.
The distinctive nature of the MPF control law proposed
in this paper is that, it is coordinate free due to use of
concepts of geometric control, free from singularities due
to formulation of attitude control problem on SO(3), free
from stringent constraints on the initial position of the robotic
vehicle, applicable to the 3D case due to the use of the Parallel
transport frame instead of Serret-Frenet frame, generic to be
Figure 1: Coordinate frames for Moving Path Following
able to applied to any robotic system and formal robustness
guarantees with respect to the autopilot tracking errors and
wind disturbances - all contained in a single formulation.
The remainder of the paper is organized as follows. Section
II derives the MPF position and attitude error kinematics and
formulates the MPF problem addressed in this paper. The main
result is presented in Section III that includes Lyapunov based
analysis for stability of the proposed control strategy. The
simulation results are illustrated in Section IV followed by
conclusion in Section V.
Definitions and Notations – Given a matrix A ∈ R3×3, A′
denotes the transpose operation, while λmin(A) and λmax(A)
denotes the minimum and maximum eigenvalue of A, respec-
tively. The configuration manifold over which the attitude of a
rigid body evolves is Special Orthogonal Group SO(3) defined
as SO(3) = {R ∈ R3×3|R′R = RR′ = I, detR = I},
where I = I3×3 is the identity matrix unless specified
otherwise. The corresponding Lie algebra so(3) is the set of
all 3 × 3 skew-symmetric matrices denoted by the hat map
(̂.) : R3 → so(3). The inverse of the hat map is the vee map
defined as (.)∨ : so(3) → R3. The vectors are denoted by
boldface letters and matrices are denoted by uppercase letters.
The set of strictly positive real numbers are denoted by R>0.
Given the notation ωAAB , the subscript denotes angular velocity
ω of the coordinate frame {A} with respect to frame {B},
expressed in coordinate frame {A} as denoted by superscript.
Similarly, xA denotes the vector x expressed in coordinate
frame {A} and RBA denotes the rotation matrix from frame
{A} to frame {B}.
II. MPF PROBLEM FORMULATION
Consider an inertial frame of reference {I} = {e1, e2, e3}
and a Wind frame {W} = {w1,w2,w3} with its origin
attached to the center of mass of the robotic vehicle as
illustrated in Figure 1. The wind frame, usually defined in
the context of aircrafts and UAVs, is defined such that w1 is
aligned along the velocity vector with respect to the fluid of
the robotic vehicle. For UAVs, see e.g. [33], the w1 axis points
along the airspeed vector, which is equivalent to ground speed
vector in the absence of wind. Let the position of the vehicle
be denoted by p(t) ∈ R3 and its attitude denoted by the
rotation matrix RIW ∈ SO(3). Assuming that the position and
the attitude of the vehicle is known or measured, the kinematic
model satisfies,
p˙ = vww1 (1)
R˙IW = R
I
W ω̂
W
WI (2)
where vw ∈ R>0 is the speed of the vehicle acting along
the longitudinal direction w1 that can be considered constant
without loss of generality and constrained as
0 < vw,min ≤ vw ≤ vw,max (3)
Such a restriction arises for fixed-wing UAVs and certain
classes of AUVs that cannot have a zero speed with respect to
the surrounding fluid during their operation. Further, define a
Path Transport frame or a target frame {T} = {t1, t2, t3},
fixed to a known moving target with position pt ∈ R3,
linear velocity p˙t ∈ R3, attitude RIT ∈ SO(3) and angular
velocity ωTI ∈ R3 that are assumed to be known a priori.
Let pd : R → R3 denote the reference geometric path,
parameterized by s ∈ R, that needs to be followed by the
vehicle and is stationary with respect to the Path Transport
frame {T}. The parameter s is the arc length along the
reference path and for a given s, pd(s) denotes a virtual point
on the reference path. Define a Parallel Transport Frame (also
referred to as Bishop’s frame [34]) {F} = {f1, f2, f3} attached
to this point. The rotation matrix from frame {F} to the frame
{T} is denoted by RTF = [fT1 fT2 fT3 ] that can be computed
from the given path as explained in [35].
Remark 1. The advantage of using the Parallel Transport
Frame is that it is well defined when the path has a vanishing
second derivative. This is in contrast with the Serret-Frenet
frame that is undefined when the path curvature vanishes for
example in straight line segments.
A. MPF Position Error Kinematics
Let p˜ denote the MPF position error between the position
of the robotic vehicle and the origin of the parallel transport
frame {F}. Then, p˜ = p − pf , where pf = pt + pd(s) is
the desired position of the vehicle. The time derivative of the
desired position vector pf is given as,
p˙f = vtt1 + ωTI × pd + s˙f1 (4)
where vt = ‖p˙t‖, t1 = p˙t‖p˙t‖ and vtt1 +ωTI × pd represents
the velocity of the desired position along the path due to
the motion of the target frame {T}. The MPF position error
kinematics is given by
˙˜p = vww1 − s˙f1 − vtt1 − ωTI × pd − ωFT × p˜ (5)
where ωFT × p˜ represents the contribution of the rotational
motion of the parallel transport frame {F}.
Remark 2. The existing literature on MPF [11], [26] requires
computation of the virtual point on the path that is closest
to the vehicle, which is equivalent to the projection of the
robot position onto the moving path. This places stringent
constraints on the initial position of the vehicle. In this paper,
these constraints are eliminated by explicitly controlling the
progression of the virtual point along the path, thereby treating
s˙ as a virtual control input to the system.
B. MPF Attitude Error Kinematics
Given that the robotic vehicle is assumed to have a constant
speed vw, the MPF motion control problem is solved by
shaping its attitude towards the moving path, aided by the
the virtual control input s˙ that enables faster convergence.
To this end, two additional coordinate frames are introduced,
namely {Wd} = {wd1,wd2,wd3} and {D} = {d1,d2,d3}
with rotation matrices RFWd and R
Wd
D respectively. The basis
vector wd1 defines the steady state desired direction of the
velocity vector of the vehicle when it converges to the moving
path. The basis vector d1 defines the desired direction of
the velocity vector of the vehicle during the transient phase.
Therefore the basis vector d1 must be defined such that it
smoothly converges to the steady state vector wd1, thereby
shaping the approach attitude of the vehicle to the moving
path. Consequently, the objective of the attitude controller
is to ensure that the direction of the velocity vector of the
vehicle denoted by w1 aligns with the desired direction d1,
i.e., w1 · d1 = 1, by controlling the angular velocities ωWWI
of the vehicle.
Therefore, define a real-valued error function Ψ : SO(3)→
R [8] as,
Ψ(R˜) =
1
2
tr
[
(I3 −Π′RΠR)(I3 − R˜)
]
=
1
2
(
1− R˜11
)
(6)
where R˜ = RDW is the rotation matrix that denotes the
attitude error from {W} frame to the {D} frame and ΠR =[
0 1 0
0 0 1
]
. The matrix ΠR is the selector matrix, that
selects the (1, 1) entry of the rotation matrix R˜ denoted as R˜11.
Notice that R˜11 is equivalent to w1 ·d1 and hence, the attitude
error function is positive definite about R˜11 = w1 · d1 = 1.
Following similar steps described in [8], the MPF attitude
error kinematics is obtained by differentiating the attitude error
function (6) with respect to time and satisfies
Ψ˙(R˜) = eR˜ ·ΠRωWWD (7)
where
eR˜ =
1
2
ΠR
(
(I3 −Π′RΠR)R˜− R˜′(I3 −Π′RΠR)
)∨
(8)
=
1
2
[
R˜13 −R˜12
]′
(9)
defines the attitude error vector. Note that ‖eR˜‖ → 0 implies,
R˜11 → 1 and consequently Ψ(R˜) → 0. The term ΠRωWWD
satisfies
ΠRω
W
WD = ΠRω
W
WI −ΠR
(
ωWTI + ω
W
FT + ω
W
WdF
+ ωWDWd
)
(10)
that can be written in terms of known quantities as
ΠRω
W
WD = ΠRω
W
WI −ΠRR˜′
(
RDT ω
T
TI
+RDF ω
F
FT +R
D
Wd
ωWdWdD + ω
D
DWd
)
(11)
Equations (5) and (7) represent the MPF position error and
attitude error kinematics respectively. The term ΠRωWWI im-
plies that the direction of the velocity vector of the vehicle
w1 is dependent on the angular velocities about the w2-
w3 axes. Introduce a signal ω¯WWI = [0 (ΠRω¯
W
WI)
′]′ that
forms the control references to an existing inner-loop autopilot
controller. The objective of the autopilot is to ensure that the
angular velocity of the wind frame attached to the vehicle
ωWWI = [0 (ΠRω
W
WI)
′]′ tracks the control reference signal
ω¯WWI . To this end, consider the autopilot tracking error signal
ω˜ := ΠRω
W
WI −ΠRω¯WWI that is assumed to be bounded. The
MPF motion control problem is stated as follows:
Problem 1 (Moving Path Following). Given a desired geo-
metric, regular path pd(s) that is stationary with respect to
the target frame {T}, the quantities pt(t), p˙t(t), RIT , and
ωTTI related to the target motion, and an existing autopilot
controller such that ω˜ is bounded, the MPF motion control
problem here is to design control laws for the virtual control
input s˙ and the reference signal for the autopilot ω¯WWI , such
that the MPF position error ‖p˜‖ and the MPF attitude error
‖eR˜‖ converges to a small neighborhood of zero as t → ∞.
Further, in the absence of ω˜, the signals ‖p˜‖ and ‖eR˜‖ should
converge to zero.
Remark 3. Note that when the target is stationary, i.e., p˙t = 0
and ωTI = 0, the position error and attitude error kinemat-
ics of (5) and (7) respectively, reduce to the classical path
following problem with RFWd = I3.
III. 3D MOVING PATH FOLLOWING
Consider the following assumptions on the MPF system
required for a well-posed MPF problem.
Assumption 1. The desired speed of the robotic vehicle vw
satisfies vw >
∥∥vtt1 + ωTI × pd∥∥ for all time t ∈ R. The
condition implies that the vehicle has sufficient speed to catch
up to the target motion.
The rotation matrix RFWd that defines the desired steady
state attitude of the vehicle velocity vector is a function of the
velocities of the target frame according to the next definition.
Definition 1 (Desired steady state attitude). The desired
steady-state coordinate frame {Wd} is defined by the orthonor-
mal basis vectors wd1, wd2 and wd3 given by,
wd1 := wd11f1 + wd21f2 + wd31f3 (12)
wd2 := wd12f1 + wd22f2 + wd32f3 (13)
wd3 := wd1 ×wd2 = wd13f1 + wd23f2 + wd33f3 (14)
where
wd11 =
√
1− wd221 − wd231 wd12 = −wd21√wd211+wd221
wd21 =
vt
vw
t1 · f2 + (ωTI×pd)·f2vw wd22 =
wd11√
wd211+wd
2
21
wd31 =
vt
vw
t1 · f3 + (ωTI×pd)·f3vw wd32 = 0
(15)
Property 1. The coordinate frame defined in (12) - (15) with
the rotation matrix RFWd = [wd1 wd2 wd3] has the same
steady state attitude of the velocity vector of the robotic vehicle
as required to solve the MPF problem. More precisely, wd1 ·
w¯1 = 1, where w¯1 is the velocity vector of robotic vehicle in
steady state.
Proof. During the steady state, the MPF position error p˜ = 0
and ˙˜p = 0. Thus, under these conditions the MPF position
error kinematics described in (5) yields
w¯1 =
s˙
vw
f1 +
vt
vw
t1 +
ωTI × pd
vw
(16)
Therefore, computing the projection of vector w¯1 on the axes
of {F} frame results in wd1 with its components along f2 and
f3 given by wd21 = w¯1 · f2 = vtvw t1 · f2 +
(ωTI×pd)·f2
vw
, and
wd31 = w¯1·f3 = vtvw t1·f3+
(ωTI×pd)·f3
vw
, respectively. Note that
from Assumption 1, wd21 < 1 and wd31 < 1 is always true and
since wd11 =
√
1− wd221 − wd231, then wd211+wd221+wd231 =
1. Choosing wd12, wd22 and wd32 as given in (15) ensures that
wd1 ·wd2 = 0. The computation of wd3 follows from taking
the cross product of the basis vectors wd1 and wd2.
The task of the rotation matrix RWdD is to shape the attitude
of the vehicle such that the velocity vector w1 converges
smoothly to the desired velocity vector wd1. Intuitively, when
the vehicle is far away from the path, the desired velocity
vector d1 is almost perpendicular to the desired steady state
vector wd1. However, as the MPF position error becomes
smaller in magnitude, the vector d1 should align to the vector
wd1. To this end, consider the following cross track position
error vector defined as
p˜× := (p˜ · f2)f2 + (p˜ · f3)f3 (17)
Further, consider the projection of vector p˜× onto the plane
spanned by the basis vectors wd2 −wd3 defined as
p˘× := (p˜× ·wd2)wd2 + (p˜× ·wd3)wd3 (18)
:= ywwd2 + zwwd3 (19)
The rotation matrix RWdD that defines the desired transient
attitude is given as
RWdD = [d1 d2 d3] =
 d11 d12 d13d21 d22 d23
d31 d32 d33
 (20)
where
d11 =
α√
α2+y2w+z
2
w
d12 =
yw√
α2+y2w
d21 =
−yw√
α2+y2w+z
2
w
d22 =
α√
α2+y2w
d31 =
−zw√
α2+y2w+z
2
w
d32 = 0
for any α > 0 and d3 := d1 × d2. The MPF control law is
then given by the following theorem.
Theorem 1 (Moving Path Following Control). Consider the
MPF position error and attitude error kinematics given by (5)
and (7) respectively, along with Assumption 1. Let c1 > 0 be
a constant that can be made arbitrarily large. Let the initial
conditions satisfy
‖p˜(0)‖ ≤ c1 and Ψ(R˜(0)) ≤ c2 < 1
2
(21)
Then, the virtual control input s˙ given by
s˙ = (Kpp˜ + vww1 − vtt1 − ωTI × pd) · f1 (22)
along with the reference signal to the autopilot
ΠRω¯
W
WI = −KR˜eR˜ + ΠRR˜′
(
RDT ω
T
TI
+RDF ω
F
FT +R
D
Wd
ωWdWdD + ω
D
DWd
)
(23)
where Kp > 0 and KR˜ > 0 are controller gains, makes the
overall MPF system Input-to-State Stable (ISS) with respect
to the autopilot tracking error signal ω˜ within the region of
attraction,
ΩMPF :=
{
(p˜, R˜) ∈ R3 × SO(3)|Ψ(R˜) + 1
4c21
‖p˜‖2 ≤ c¯
}
(24)
where c¯ ∈ (0, 12), provided that the controller gains satisfy
KKR˜ >
v2w,max
c21(1− 2c2)2
with K := min
{
Kp,
vw,min
(α2 + c21)
1
2
}
(25)
for any α > 0, and the bound on the autopilot tracking error
signal  := supt≥0 ‖ω˜(t)‖ satisfies
 < KR˜λMPF(1− 2c¯) (26)
where λMPF > 0 governs the rate of decay of the ISS
Lyapunov function.
Proof. Step 1: Boundedness of Ψ(R˜) – The attitude error
function satisfies Ψ(R˜) = 12 (1 − R˜11) and therefore R˜11 =
1 − 2Ψ. Additionally, from the definition of the attitude
error vector eR˜ in (9) we have, ‖eR˜‖2 = 14 (R˜212 + R˜213).
Using the relation R˜211 + R˜
2
12 + R˜
2
13 = 1, it follows that
‖eR˜‖2 = Ψ(1 − Ψ). The attitude error function Ψ(R˜) is
bounded as 0 ≤ Ψ(R˜) ≤ c2 < 1, where the bound on c2
is yet to be determined. Using these bounds, the attitude error
function can be bounded as
‖eR˜‖2 ≤ Ψ(R˜) ≤
1
1− c2 ‖eR˜‖
2 (27)
Step 2: Candidate ISS Lyapunov Function – Consider the ISS
Lyapunov function candidate
V (xMPF) := k1‖p˜‖2 + ‖eR˜‖
2
1−Ψ(R˜) = k1p˜ · p˜ + Ψ(R˜) (28)
where xMPF = [‖p˜‖ ‖eR˜‖]′ and V (xMPF) is positive definite
as Ψ(R˜) ≤ c2 < 1. Therefore the candidate ISS Lyapunov
function can be bounded using (27) as
x′MPFM1xMPF ≤ V (xMPF) ≤ x′MPFM2xMPF (29)
with M1 = diag(k1, 1) and M2 = diag(k1, 11−c2 ).
Step 3: Derivative of ISS Lyapunov Function – Taking the time
derivative, using (7) and (23), with ΠRωWWI = ΠRω¯
W
WI + ω˜
V˙ = 2k1p˜ · ˙˜p−KR˜eR˜ · eR˜ + eR˜ · ω˜ (30)
Using equation (5), (22) and p˜ ·(ωFT × p˜) = 0, the term p˜ · ˙˜p
can be written as
p˜ · ˙˜p = −Kp (p˜ · f1)2 + (vww1 − vtt1 − vd) · p˜×
where vd = ωTI×pd, and p˜× = [p˜− (p˜ · f1)f1]. Substituting
in V˙ , we have
V˙ = −KR˜‖eR˜‖2 − 2k1Kp (p˜ · f1)2
+ 2k1vw
(
w1 − vt
vw
t1 − vd
vw
)
· p˜× + eR˜ · ω˜
From the fact that
(
vt
vw
t1 +
vd
vw
)
· p˜× = p˜× ·wd1 it follows
that
V˙ = −KR˜‖eR˜‖2 − 2k1Kp (p˜ · f1)2
+ 2k1vwp˜× · (w1 −wd1) + eR˜ · ω˜
From the definition of RWdD , we have 0 <
α√
α2+y2w+z
2
w
≤
d1 ·wd1 ≤ 1. Further, note that w1 ·d1 = R˜11 = 1− 2Ψ(R˜).
Since, 0 ≤ Ψ(R˜) ≤ c2, the bound 1−2c2 ≤ w1 ·d1 ≤ 1 holds.
Therefore, 2k1vwp˜× · (w1 −wd1) can be upper bounded as
≤ 2k1vw
w1 · d1 p˜× · (w1 − (w1 · d1)d1) + 2k1vwp˜× · d
×
1
≤ 2k1vw
w1 · d1 p˜× · (d1 × (w1 × d1)) + 2k1vwp˜× · d
×
1 (31)
where d×1 = (d1 ·wd2)wd2 + (d1 ·wd3)wd3. The term w1 ·
d1 > 0 when c2 < 12 leading to the condition (21). Further,‖p˘‖ ≤ ‖p˜×‖ ≤ ‖p˜‖ ≤ c1 holds due to the condition (21).
Therefore, p˜× · d×1 can be written as
p˜× · d×1 =
−p˘× · p˘×√
α2 + p˘× · p˘×
≤ −p˜× · p˜×√
α2 + c21
(32)
Substituting (31) and (32) in the time derivative of the candi-
date Lyapunov function,
V˙ ≤ −KR˜‖eR˜‖2 − 2k1K‖p˜‖2
+
2k1vw,max
1− 2c2 ‖p˜×‖‖ (d1 × (w1 × d1)) ‖+ ‖eR˜‖‖ω˜‖
where K is given by (25) (See [8]). Further,
‖ (d1 × (w1 × d1)) ‖ represents the magnitude of the
sine of angle between the vectors d1 and w1. From [8], it can
be verified that ‖ (d1 × (w1 × d1)) ‖ = 2‖eR˜‖. Further using
young’s inequality ‖eR˜‖‖ω˜‖ ≤ (a/2)‖eR˜‖2 + (1/2a)‖ω˜‖2
with a = KR˜, we have
V˙ ≤ −x′MPFWxMPF +
1
2KR˜
‖ω˜‖2 ≤ −λMPFV + 1
2KR˜
‖ω˜‖2
(33)
where
λMPF =
λmin(W )
λmax(M2)
and W =
[
2k1K − 2k1vw,max1−2c2
− 2k1vw,max1−2c2
KR˜
2
]
The condition λMPF > 0 implies W > 0, that holds
true provided the condition (25) is satisfied. We can
now conclude that the MPF system (5) and (7) with
the proposed control law (22) and (23) is ISS with re-
spect to the autopilot tracking error signal ω˜. A conser-
vative estimate of the domain of attraction is given by
ΩMPF :=
{
(p˜, R˜) ∈ R3 × SO(3)|V (xMPF) ≤ c¯ < c = 12
}
where c is obtained using the bounds (21) and (29) as
c = minΨ= 12 ,‖p˜‖=c1 V (xMPF) =
1
4 + k1c
2
1. Set k1 =
1
4c21
to obtain (24). The solution to (33) can be written as V (t) ≤
e−λMPFtV (0) + 2KR˜λMPF ≤ c¯+

2KR˜λMPF
< c. Solving for 
the bound on the autopilot tracking error signal can be obtained
as (26).
Remark 4. Consider an external disturbance signal η acting
on the robot position as p˙ = vww1 + η. Further, assume
that there exists a disturbance estimator that provides an
estimate of the disturbance signal ηˆ = η − η˜, where η˜ is a
bounded disturbance estimation error signal. Then, introducing
the term ηˆ within the parenthesis of Equation (22) and in the
computation of Equation (16) and consequently in Equation
(15), it is possible to compensate for the external disturbances
and demonstrate the ISS of the proposed MPF law with respect
to the disturbance estimation error signal η˜. The proof holds
with straightforward manipulation of expressions within the
proof. It is thus, possible to conclude that proposed MPF
control law is robust to the bounded disturbance signals (e.g.,
wind), and in particular that the MPF error signals remain
bounded and will converge to a residual error that depends on
the size of the steady state disturbance estimation error signal
η˜. Notice also that exclusion of the compensation term for the
external disturbances in the control laws implies ηˆ = 0, which
means that in this case η˜ = η. This is indeed what we do in
the simulation results described in the next section.
IV. SIMULATION RESULTS
The proposed MPF control strategy was validated in sim-
ulations for a generic scenario where an UAV is tracking a
target that is executing a 3D maneuver with linear and angular
velocities given by p˙Tt = [3
√
(cos(0.1t) + 1)2 + 1, 0, 0]′
and ωTTI =
[
0, −0.001 cos(0.03t), − sin(0.1t)
10[(cos(0.1t)+1)2+1]3/2
]′
.
A lemniscate path is chosen as desired path fixed
with respect to the target frame given by pTd (s) =[
50 sin(0.01s) cos(0.01s)
sin2(0.01s)+1
, 50 cos(0.01s)
sin2(0.01s)+1
, 0
]′
. The desired speed
of the UAV is chosen as 15 [m/s], with controller gains Kp =
4, KR˜ = 2 and α = 1. The initial position of the UAV is set to
p = [−50, 0, 0]′ and initial attitude of RIW = Rot(0, 0, pi2 ),
where the arguments of the function Rot() specifies rotation
about the axes of vehicle frame {W}. Similarly, the target
initial position was set to pt = [0, 0, 5]′ with initial attitude
RIT = Rot(0, 0,
pi
4 ). The autopilot controller was simulated as
a first order system i.e., ω˙ = −λωω + λωω¯, where λω > 0
relates to the bandwidth of the autopilot, ω = ΠRωWWI ,
and ω¯ = ΠRω¯WWI with slight abuse of notation. The per-
formance of MPF controller was simulated for the values of
λω = {2.5, 3, 10}.
Figure 2a illustrates the plot of UAV position and the target
position for the proposed scenario for λω = 10. Different
planar perspectives are provided in Figure 2b, 2c and 2d.
In order to illustrate the generic nature of the controller, a
simulation with circular path is also presented in Figure 3a,
3b and 3c. From the simulations it can be noted that the MPF
control law is able to generate reference commands for the
autopilot controller that allows the robot to achieve the MPF
objective. Reference [32] also present the case study where in
the target motion is estimated. A simulation video can also be
viewed at https://youtu.be/G-JKqtytyFM.
Figure 4a shows the plot of position of the robotic vehi-
cle relative to the target with autopilot system of different
bandwidth. The MPF position error converges to the vicinity
of zero as can be seen in Figure 4b. The degradation in the
performance of the controller is evident for lower bandwidth
autopilot. However, the MPF position error remains bounded.
Similarly, the MPF attitude error converges to neighborhood
of zero and remains bounded as can be seen from Figure
4c that shows the plot of the value of attitude error function
Ψ(R˜). Figure 4d denotes the plot of the virtual control input
that enables faster convergence of the robot to the virtual
point that moves along the path. Angular velocity references
generated about w2 and w3 axis are presented in Figure 4e
and 4f respectively. As mentioned, the autopilots track these
signals according with a first order system with bandwidth
λω . Note that the angular velocity along the w1 axis is
always zero by the nature of the control design. The roll
commands are generated by the autopilots depending on the
type of the robotic vehicle. Although, we illustrate the results
with an UAV, it is important to stress that the approach is
generic and valid for any robotic system with an existing
autopilot. The feasibility of the target motion and the specified
path can be viewed as trajectory or path planning problem
that is not addressed in this work. Here we assume that the
specifications of the MPF system are provided such that they
are feasible for the robotic mission. The simulations validate
the ISS of the proposed MPF controller and it should be noted
that the position and attitude errors converge to zero with
high bandwidth autopilot controllers. Lower values of λω can
be used for targets that maneuver slower than the scenario
considered in this paper.
The performance of the proposed control law is further
tested by simulating the system with disturbance such as
wind gusts. For simplicity the wind gusts are considered for
the planar case. Figure 5a shows the plot for wind gusts
acting at specified regions. The wind gusts are of considerable
magnitude, given the air speed was set to vw = 15 [m/s].
It can be noted that the robot follows the desired moving
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Figure 2: Position of the target maneuvering in 3D and an UAV following a lemniscate path around the target
path successfully, albeit with non zero MPF position errors.
However the errors are limited to the neighborhood of the
origin as can be seen from Figure 5c. This validates the ISS
property of the proposed control law as can be seen from
Figure 5b. The video for simulations with wind gusts can
be viewed at https://youtu.be/WcskiZlCzZ0. The performance
can certainly be improved by incorporating the disturbance
estimators as done in [5], [30], [31]. Additionally, note that
the estimate of the region of attraction, conditions on the gains
and the performance bounds on the autopilot are conservative.
Consequently, it could be verified in simulations that the MPF
position and attitude errors converge to the neighborhood of
zero for various other initial conditions.
V. CONCLUSION
This paper presented a 3D, geometric MPF control law on
SO(3) for the robotic vehicles such as fixed-wing UAVs/AUVs
that require a minimum forward speed for its operation. The
convergence to the moving path was achieved by controlling
the angular velocity of the vehicle, aided by the design of a
virtual control input that controls the progression of the virtual
point moving along the path. The proposed control strategy
was proven to be Input-to-State Stable within an estimate
of a region of attraction and its efficacy was illustrated in
simulations in the presence of imperfect tracking of the MPF
control commands by the autopilot inner-loop controller. The
efficacy of the approach was also supported by simulations in
the presence of the constant wind disturbances. Future work
involves, experimental validation of the presented control law
in presence of the disturbances and estimation of the relevant
target information. To this end, robustness aspects could be
considered through the design of disturbance estimators.
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Figure 3: Position of the target maneuvering in 3D and an UAV following a circular path around the target
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Figure 4: Plot of (a) Target relative desired path and UAV path, (b) MPF error p˜, and (c) Attitude error function Ψ(R˜) (d)
Virtual control input s˙, (e) Angular velocity reference about w2, and (f) Angular velocity reference about w3
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