Abstract. We provide counter-examples to Mulmuley's SH conjecture for the Kronecker coefficients. This conjecture was proposed in the setting of Geometric Complexity Theory to show that deciding whether or not a Kronecker coefficient is zero can be done in polynomial time. We also provide a short proof of the #P-hardness of computing the Kronecker coefficients. Both results rely on the connections between the Kronecker coefficients and another family of structural constants in the representation theory of the symmetric groups: Murnaghan's reduced Kronecker coefficients.
Introduction
A major unsolved problem in group representation theory is raised by the tensor product of irreducible representations of a symmetric group S n : Provide a (positive) combinatorial interpretation for the multiplicities of its decomposition into irreducible representations (the Kronecker coefficients g λ µ,ν ). Recently, the Kronecker coefficients started being examined also under the angle of computational complexity. The problems considered are:
Kron: (Computation problem) Given labels λ, µ, ν, compute the corresponding Kronecker coefficient g λ µ,ν .
ZeroKron: (Decision problem) Given λ, µ and ν, decide whether g λ µ,ν is positive or zero.
The labels λ, µ, ν of the Kronecker coefficients are integer partitions (finite, nonincreasing sequences of positive integers) and the complexity of these problems is measured with respect to their bitlength. A family of related, but much better understood, coefficients are the Littlewood-Richardson coefficients c λ µ,ν (the analogues of the Kronecker coefficients for representations of the complex linear groups GL(n, C)). Hariharan Narayanan showed that computing the Littlewood-Richardson coefficients is a #P-complete problem [23] , which implies that there is no polynomial-time algorithm to perform this task, unless P = NP. On the other hand, deciding the positivity of the Littlewood-Richardson coefficients can be done in polynomial time [19, 12, 8] , as a consequence of the saturation The problem of determining whether or not Kron is also in #P is open (Question 2.1 in [17] ). Peter Bürgisser and Christian Ikenmeyer showed that Kron is #P-hard, and GapP-complete [7] .
That ZeroKron is in P is an open conjecture that lies at the heart of a detailed plan (Geometric Complexity Theory, [17, 18, 20, 16] ) that Ketan Mulmuley and Milind Sohoni elaborated to prove that P = NP over the complex numbers (an arithmetic, non-uniform version of P = NP, see [18] ). Indeed, Mulmuley proposed a variant of the strategy used to show that the positivity of the Littlewood-Richardson coefficients can be decided in polynomial time, that would imply that ZeroKron is also in P.
Mulmuley conjectures [17, 16] that the following two hypothesis hold: (i) A positivity hypothesis PH1, that says that the Kronecker coefficients g N λ N µ,N ν for N ∈ N * count the integral points in the dilations N P of a polytope P = P(λ, µ, ν) whose non-emptiness can be decided in polynomial time. (Note that PH1 implies that Kron is in #P).
(ii) A saturation hypothesis SH, that reduces the test that P(λ, µ, ν) contains an integral point (integer programming) to a test of non-emptiness (linear programming). Since it is known that the verbatim translation of the saturation property of the Littlewood-Richardson coefficients (1) does not hold for the Kronecker coefficients Mulmuley proposed a variant of it, see Section 2, and conjectured that it holds for the Kronecker coefficients (SH).
Together, hypotheses SH and PH1 imply that ZeroKron is in P. (See Theorem 1.4.1 in [16] .)
The main result of this paper shows that the situation is more complicated than expected: SH does not hold for Kronecker coefficients. Theorem 2.1 provides infinitely many counter-examples. They belong to the family of the Kronecker coefficients g λ µ,ν where µ and ν have at most 2 parts and λ has at most 3 parts. They are, actually, all the counter-examples in this family (see Section 4.2).
This work is organized as follows. Theorem 2.1 is formally proved in Section 3 after some preliminaries (Section 2). In Section 4 we explain how the counter-examples were obtained: we were able to check exhaustively SH for all Kronecker coefficients indexed by two two-row shapes (the Kronecker coefficients g λ µ,ν where µ and ν have at most two terms) thanks to new "explicit" formulas for them. Previously known formulas, due to Jeffrey Remmel and Tamsen Whitehead [25] and the third author [26] were not suitable for this study. The new formulas were obtained by considering another family of structural constants related to representations of the symmetric groups: Murnaghan's Reduced Kronecker coefficients [21] . We finish with a section (Section 5) pointing out the possible relevance of the reduced Kronecker coefficients in the complexity issues about Kronecker coefficients. As an illustration, a very short and simple proof of the #P-hardness of Kron is presented.
Preliminaries and Main Result

Preliminaries on Kronecker coefficients.
A partition is a finite nonincreasing sequence of positive integers λ = (λ 1 , λ 2 , . . . , λ k ). We allow ourselves, when convenient, to represent also λ by the sequences obtained by appending trailing zeros: λ = (λ 1 , λ 2 , . . . , λ k , 0, . . . , 0). The (non-zero) terms λ i of λ are usually called its parts. The length (number of parts) k is denoted with ℓ(λ). The sum of the parts of λ is called weight of λ and denoted with |λ|.
The irreducible (finite-dimensional, complex) representations V λ (S n ) of the symmetric group S n are indexed by the partitions λ of weight n. Given two irreducible representations V µ (S n ) and V ν (S n ), one can form their tensor product and decompose it into irreducible representations. Such a decomposition takes the form:
where g λ µ,ν V λ (S n ) means "the direct sum of g λ µ,ν copies of V λ (S n )". Each multiplicity g λ µ,ν is uniquely determined by λ, µ, ν. By considering all symmetric groups S n this defines an infinite family of integers g λ µ,ν indexed by triples of partitions fulfilling |λ| = |µ| = |ν|. They are the Kronecker coefficients.
The Kronecker coefficients can also be interpreted in the setting of representations of the general linear group (this is, actually, the relevant interpretation in Geometric Complexity Theory). The irreducible (finitedimensional, polynomial) representations V λ (GL(k, C)) of GL(k, C) are indexed by the partitions λ with length at most k. The irreducible representations of the cartesian product GL(m, C) × GL(n, C) are just the tensor products V µ (GL(m, C)) ⊗ V ν (GL(n, C)). The Kronecker coefficient g λ µ,ν is the multiplicity of the V µ (GL(m, C))×V ν (GL(n, C)) in V λ (GL(mn, C)), seen as a representation of GL(m, C) × GL(n, C) through the Kronecker product of matrices. This follows from Schur-Weyl duality [13] . Two simple consequences are:
• A necessary condition for g λ µ,ν > 0 is ℓ(λ) ≤ ℓ(µ)ℓ(ν).
• Let µ, ν, λ be partitions with ℓ(µ) ≤ m, ℓ(ν) ≤ n and ℓ(λ) ≤ mn.
Below we write λ as a sequence of exactly mn terms, by appending a queue of zeros if necessary: λ = (λ 1 , λ 2 , . . . , λ mn−1 , λ mn ), and likewise for µ (m terms) and ν (n terms).
In particular, the simplest non-trivial, meaningful family of Kronecker coefficients g λ µ,ν stable under dilation (replacing λ, µ, ν with N λ, N µ, N ν) is the family of coefficients g
. But in view of (2) its study can be reduced to the study of the coefficients g
Saturation Hypotheses and counter-examples to SH.
The verbatim translation of the saturation property (1) that holds for the LittlewoodRichardson coefficients is known not to hold for the Kronecker coefficients. The simplest counter-example may be g
Many more such counter-examples exist.
To present an alternative saturation property we consider the stretching function g λ µ,ν (where µ, ν, λ are partitions of the same weight) defined by:
Mulmuley proved (Theorem 1.6.1.b of [16] ) that g λ µ,ν is always a quasipolynomial, i.e. a function of the form:
where k is a positive integer and F 1 , F 2 , . . . , F k are polynomials (see Section 4.4 in [27] as a reference on quasi-polynomials). A quasi-polynomial is said to be saturated (def. 1.2.4 in [16] ) when it has the property:
We are now ready to state Mulmuley's saturation hypothesis SH for the Kronecker coefficients ( [16] ):
The stretching quasi-polynomials g λ µ,ν of the Kronecker coefficients are saturated.
Observe that SH implies that for any three partitions λ, µ, ν of the same weight, 
Then:
In particular, g The smallest counter-example in this family is g (6,4,2) (6,6)(7,5) .
Remark 2.2. It follows from the calculations in [3] reported in Section 4.2 that all counter-examples g λ µ,ν to SH with ℓ(µ) ≤ 2, ℓ(ν) ≤ 2, and ℓ(λ) ≤ 3 are given by Theorem 2.1, up to permutation of µ and ν. They are all contained in a codimension 2 affine subspace of the space of parameters, namely the subspace defined by µ 2 = ν 2 + 1, µ 1 = µ 2 . In addition, they fulfill congruences: λ 2 ≡ λ 3 ≡ 0 mod 2. Under these conditions, it is not surprising that these counter-examples escaped the sampling taken in [16] , Section 6.2, as an experimental verification of SH.
Remark 2.3. Strickingly, the family of Kronecker coefficients g λ µ,ν with µ = (k, k) and ν = (k + r, k − r), which comprises the counter-examples of Theorem 2.1, has been independently studied in the recent preprint [5] motivated by questions in mathematical physics. Note that PH2 implies straightforwardly SH. The counter-examples to SH provided by Theorem 2.1 are thus also counter-examples to PH2 for Kronecker coefficients. The following is a counter-example to PH2 that fulfills SH:
There exist many more counter-examples to PH2 than to SH. Indeed, there are several full-dimensional rational convex polyhedral cones
Remark 2.4. Although the Littlewood-Richardson coefficients are particular cases of Kronecker coefficients (see Section 5), no counter-example to PH2 for the Littlewood-Richardson coefficients was obtained this way.
Remark 2.5. Another positivity hypotesis, PH3, is proposed in [16] . It also implies straightforwardly SH. The counter-examples to SH in Theorem 2.1 are thus also counter-examples to PH3. The exhaustive search of the counter-examples to PH3 for the Kronecker coefficients indexed by two two-row shapes is more difficult than for PH2 and SH. This task will be undertaken later.
Proof of Theorem 2.1
The proof of Theorem 2.1 will rely on the following lemma, which is a slight simplification of Theorem 1 in [26] .
Lemma 3.1. Let n be a natural integer. Let λ, µ, ν be three partitions of n. Suppose that µ and ν have at most two parts and λ has at most three parts. Suppose additionally that µ 2 ≥ ν 2 . Then:
and R + and R − are the following two rectangles of R 2 :
Proof. When λ 1 ≥ λ 2 + λ 3 , this is a direct application of Theorem 1 in [26] . When λ 1 < λ 2 + λ 3 , the same Theorem states that:
In Formula (5) the points of Z that lie in R + ∩ R − have no contribution, thus (5) is equivalent to:
We observe that R + \ R − has the same integral points as R ′ + . Similarly R − \ R + has the same integral points as R ′ − . Thus Formula (6) is true, and so is Formula (5) even when λ 1 < λ 2 + λ 3 .
Proof of Theorem 2.1. Let n, λ, µ and ν be as in the hypotheses of Lemma 3.1. The transformation (x; y) → (x; 2µ 2 + 2 − y) preserves the sets Z and L. It also transforms
Since the points in the intersection R + ∩ R ′′ − don't contribute to the above difference,
We apply this to the case when µ = N α, ν = N β and λ = N γ, where N is a positive integer and α, β and γ are as in the theorem. Then 
Formula (4) of Theorem 2.1 follows.
Kronecker coefficients from reduced Kronecker coefficients
The counter-examples of Theorem 2.1 were found by examining exhaustively the simplest non-trivial family of Kronecker coefficients: the Kronecker coefficients indexed by two two-row shapes, i.e. the coefficients g λ µ,ν where µ and ν have at most two parts. By Equation (2), it is enough to consider those with ℓ(λ) ≤ 3, i.e. the coefficients g
. We give here an account of this investigation, which will be presented with more detail in [3] .
Quasi-polynomial formulas for
as a piecewise quasi-polynomial function of λ 1 , λ 2 , λ 3 , µ 2 , ν 2 (note that µ 1 and ν 1 are determined from these parameters by the condition |λ| = |µ| = |ν|).
A (multivariate) quasi-polynomial function is a function of the form:
where C 1 , C 2 , . . . , C k are the cosets of a full-rank sublattice of Z m , and F 1 , F 2 , . . . , F k are polynomials.
Examples of piecewise quasi-polynomial functions are: The vector partition functions; The functions of y that count the integral points x in polytopes P(y) defined by a system of linear inequalities with shape
where f i and g i are integral linear forms. See [4] Section 4.1. For these examples, the domains of quasi-polynomiality are the maximal cells of a fan (a complex of convex rational polyhedral cones) subdividing a cone of R n (outside the cone the function vanishes). The explicit formulas obtained by Remmel and Whithead [25] for the coefficients g (λ 1 ,λ 2 ,λ 3 ,λ 4 ) (µ 1 ,µ 2 )(ν 1 ,ν 2 ) are quasi-polynomials whose domains are the maximal cells of a polyhedral complex. But the number of domains is huge, see Section 6.2 of [16] , which makes these formulas unsuitable for checking conjectures PH2 and SH. Note that in this description, the domains of quasi-polynomiality are not cones.
In the description D that we obtained, the domains of quasi-polynomiality are the 74 maximal cells of a fan subdividing a cone C. Note this suggests a stronger form of PH1: That g
counts the integral points of polytopes P(λ, µ, ν) defined by a system of inequalities of the form (7).
Remark 4.1. This is the case for the Littlewood-Richardson coefficients: c λ µ,ν counts the integral points of the Hive polytopes H(λ, µ, ν), defined by systems of inequalities of shape (7). See [6] . See also [24] for the corresponding piecewise quasi-polynomial presentation. (It turns out to be piecewise polynomial.)
We don't know any family of polytopes whose integral points are counted by g This is how we obtained D.
We explain (i). For any partition λ = (λ 1 , λ 2 , . . . , λ k ) and integer n, denote with (n − |λ|, λ) the sequence obtained by prepending n − |λ| to λ, i.e. (n − |λ|, λ) = (n − |λ|, λ 1 , λ 2 , . . . , λ k ). This is a partition when n ≥ |λ| + λ 1 . Murnaghan established in [21] that for any three partitions α, β, γ, the sequence with general term g (n−|γ|,γ) (n−|α|,α)(n−|β|,β) stabilizes. Let g γ α,β be its limit (stable value). The reduced Kronecker coefficients are these constants g γ α,β . Assume µ 2 ≥ ν 2 . By fixing λ 2 , λ 3 , µ 2 , µ 3 and making |λ| = |µ| = |ν| → ∞ in Lemma 3.1, the rectangle R − goes outside Z while R + does not move. It follows that g
. An affine change of variables transforms the set L into Z 2 and R + ∩ Z into the set of solutions (x, y) of the system:
This yields the following result.
It follows a piecewise quasi-polynomial description D 0 for g
. Its domain of quasi-polynomiality are the 26 maximal cells of a fan subdividing a cone of R 4 .
We now explain (ii). There exists a simple formula to recover Kronecker coefficients from reduced Kronecker coefficients. 
where λ †i is the partition obtained from λ by incrementing the i − 1 first terms and removing the i-th term, that is:
and λ = λ †1 .
In particular,
(One can show that the expected fourth term g λ †4 (µ 2 )(ν 2 ) is always zero.) Formula (9) allows us to deduce from the description D 0 a piecewise quasipolynomial description for g
. Its domains of quasi-polynomiality are the maximal cells of a polyhedral complex. But these cells are not cones. This is fixed to obtain the description D where the domain of quasi-polynomiality are cones. The key observation for this is: The quasipolynomials attached to contiguous maximal cells in D 0 coincide not only on their common border, but also on close parallel hyperplanes.
Remark 4.4. It is also possible, in principle, to derive a piecewise quasipolynomial presentation for g λ µ,ν , ℓ(µ) ≤ m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn, from Klimyk's formula, for any m, n. This is explained in [16] , Section 4.5. The domains of quasi-polynomiality obtained this way are not cones.
Checking PH2 and SH for
. We explain how we check when the stretching function g (λ 1 ,λ 2 ,λ 3 ) (µ 1 ,µ 2 )(ν 1 ,ν 2 ) is positive and/or saturated from the description D. For each of the 74 maximal cells σ in D, the quasipolynomial formula on σ has shape (10) g
where Q σ and L σ are integral homogeneous polynomials in the variable x = (λ 1 , λ 2 , λ 3 , µ 2 , ν 2 ), respectively quadratic and linear. The function ∆ σ fulfills ∆ σ (0) = 1 and is constant on each coset of Z 5 modulo the sublattice defined by
Checking positivity is specially easy because in (10) the coefficients Q σ , L σ , ∆ σ are nonnegative on σ for nearly all cells σ. Indeed:
• One has Q σ (x) = lim N →∞ g N λ N µ,N ν /N 2 , necessarily nonnegative.
• We check by direct inspection that L σ ≥ 0 on σ for all σ.
• By direct inspection, ∆ σ ≥ 0 for all cells σ except four. Let A be the subset of Z 5 defined by λ 1 ≡ λ 2 ≡ λ 3 ≡ µ 2 + ν 2 + 1 ≡ 0 mod 2. For three of exceptional cells, call them σ 1 , σ 2 and σ 3 , one has ∆ σ i (x) = −1/4 for x ∈ A, and ∆ σ i ≥ 0 else. For the fourth exceptional cell, call it σ 4 , one has ∆ σ 4 = −1/2 for x ∈ A and ∆ σ 4 ≥ 0 else.
Therefore, the counter-examples to PH2 correspond to
Since PH2 implies SH, we look for the counter-examples to SH among the counter-examples to PH2.
For x ∈ A ∩ σ i , i ∈ {1, 2, 3}, the coefficient g λ µ,ν is zero if and only if
But L σ i (x) = 0 is found to be incompatible with x ∈ A. Hence, the cells σ 1 , σ 2 , σ 3 provide no counter-example to SH.
For x ∈ A ∩ σ 4 , the coefficient g λ µ,ν is zero if and only if
, whose vanishing is incompatible with x ∈ A. On the contrary, L σ 4 (x) = 1 is compatible with x ∈ A. Last Q σ 4 factorizes as (|λ| − 2 µ 2 )(|λ| − 2 ν 2 ). The counter-examples to SH in σ 4 are thus given by x ∈ A and |λ| = µ 2 + ν 2 + 1 = 2 µ 2 . These are the counter-examples given in Theorem 2.1.
fulfill Hypothesis PH2, and thus also satisfy SH. See [3] .
On the complexity of computing the Kronecker Coefficients
In this section we review the proof of the #P-hardness of ZeroKron given in [7] , and related results. Next we propose a new, very simple proof using known properties of the reduced Kronecker coefficients. This further underlines the relevance of the reduced Kronecker coefficients in computational complexity issues related to representation-theoretic structural constants.
The class #P is a class of counting problems introduced by Valiant in his study of the complexity of computing the permanent ( [28] , see also Ch. 17 in [1] ). It consists in all functions f : {0, 1} * → N such that there exists a Turing machine M working in polynomial time, and a polynomial p such that for all n ∈ N and all x ∈ {0, 1} n , f (x) = {y ∈ {0, 1} p(n) | M accepts (x, y)}.
A counting problem, corresponding to g : {0, 1} * → N, is #P-hard if for every function f in #P, there exists a polynomial-time Turing reduction from f to g (i.e. f is computed in polynomial time by a Turing Machine that has access to an oracle for g). The problem is #P-complete if it is #P-hard and belongs to #P. Parsimonious reductions are a special kind of polynomial-time Turing reductions. Given two functions f , g : {0, 1} * → N, one says that f reduces parsimoniously to g (notation: f ≤ par g) if there exists a function ϕ : {0, 1} * → {0, 1} * , computable in polynomial time, such that f (x) = g(ϕ(x)) for all x ∈ {0, 1} * .
Let λ and µ be two partitions of length at most n. The Kostka number K λ,µ is the dimension of the weight space of weight µ in the irreducible representation V λ (GL(n, C)). Consider the following three problems:
LRCoeff: Given partitions λ, µ, ν such that |λ| = |µ|+|ν|, compute the Littlewood-Richardson coefficient c λ µ,ν .
Kostka: Given partitions λ and µ, compute the Kostka number K λ,µ .
KostkaSub: Given partitions λ and µ, with ℓ(λ) ≤ 2,compute the Kostka number K λ,µ .
Narayanan showed [23] that LRCoeff is #P-complete as follows:
• LRCoeff is in #P because c λ µ,ν counts the integral points of the Hive polytopes, which are described as the solution sets of systems of linear inequalities with size polynomial in the bitlength of λ, µ, ν (that LRCoeff is in #P follows the same way from the LittlewoodRichardson rule, see [19] ).
• He showed that KostkaSub ≤ par Kostka ≤ par LRCoeff and that
KostkaSub is equivalent to the problem of counting all contingency tables with two rows and prescribed column sums and row sums, which is known to be #P-complete [9] .
Bürgisser and Ikenmeyer [7] showed that Kron is #P-hard by exhibiting a reduction KostkaSub ≤ par Kron based on combinatorial constructions (Kronecker Tableaux ) due to Cristina Ballantine and the second author [2] . Their proof, yet elementary, requires careful attention to detail. We propose an alternative, very simple, proof of the #P-hardness of Kron, relying on known properties of the reduced Kronecker coefficients. Consider the problem:
RKron: Given partitions λ, µ, ν, compute the reduced Kronecker coefficient g λ µ,ν .
The #P-hardness of Kron is a consequence of the #P-hardness of LRCoeff and the existence of the following reductions:
• LRCoeff ≤ par RKron. This follows from an observation by Murnaghan [22] (proved by Littlewood [14] ): For all partitions λ, µ, ν such that |λ| = |µ| + |ν|, one has c λ µ,ν = g λ µ,ν .
• RKron ≤ par Kron. This follows from the existence of polynomial (even linear) bounds for the stabilization of the sequence of general term g (n−|γ|,γ) (n−|α|,α)(n−|β|,β) . For instance, by [29] , g γ α,β = g (n−|γ|,γ) (n−|α|,α)(n−|β|,β)
for all n ≥ |α| + |β| + α 1 + β 1 + 2 |γ|.
In the progression of computation problems associated to the structural constants of the representation theory of the groups GL(n, C) and S n :
Kostka ≤ par LRCoeff ≤ par RKron ≤ par Kron (which can be continued further to the right with the structural constants of plethysm), the reduced Kronecker coefficients sit between the well-understood Littlewood-Richardson coefficients, and the still mysterious Kronecker coefficients. Understanding the reduced Kronecker coefficients may be a fruitful approach towards the understanding of the Kronecker coefficients. We introduced the reduced Kronecker coefficients in Section 4 as limits of sequences of Kronecker coefficients, but they can be defined directly as the structural constants for the Character Polynomials, see [15] I.7, ex. 13 and ex. 14.
