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In this thesis, the author explores the parallelization of the Precorrected-fast 
Fourier transform (P-FFT) algorithm used to compute electromagnetic field. The 
Precorrected-FFT algorithm is a useful tool to characterize the electromagnetic 
scattering from objects. In order to improve the speed of this efficient algorithm, 
the author makes some efforts to implement this algorithm on high performance 
computers which can be a supercomputer of multiple processors or a cluster of 
computers. The author utilizes the IBM supercomputer (Model p690) to achieve 
the objective.  
 
The Precorrected-FFT algorithm includes four main steps. After analyzing the 
four steps, it can be found that the computation in each step can be made parallel. 
So the parallel proposed Precorrected-FFT algorithm has four steps. The main 
idea of parallelization is to distribute the whole computation to processors 
available and gather final results from all the processors. Because the parallel 
algorithm is based on Message Passing Interface (MPI), the cost of 
communication among processors is an important factor to affect the efficiency of 
parallel codes. Considering that the speed of message passing among processors is 
much slower than that of processor’s computing and accessing to local memory, 
the parallel code makes the amount of data to be transferred among processors as 
little as possible.   
 
The author applies the parallel algorithm to the solution of surface integral 
equation and volume integral equation with the Precorrected-FFT algorithm, 
respectively. The computation of radar scattering cross sections of perfect 
 iv
electricity conductors and dielectric objects is implemented. The simulation 
results support that the parallel algorithm is efficient. During the M.Eng. degree 
project, a few papers are resulted from the project work. One journal paper and 
two conference papers are published, and one journal paper was submitted for 
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                                           CHAPTER 1   
                                      INTRODUCTION 
 
In this thesis, the author mainly delves how to apply the parallel precorrected-fast 
Fourier transform (P-FFT) algorithm to the computation of scattered 
electromagnetic fields. The results show that the parallel Precorrected-FFT 
algorithm is an efficient algorithm to solve the electromagnetic scattering 
problems.  
 
The thesis includes 7 chapters. The following lists the major content of each 
chapter (from Chapter 2 to Chapter 7). 
 
In Chapter 2, some basic concepts relating to the Parallel Precorrected-FFT 
algorithm on scattering are introduced concisely. These concepts are Message 
Passing Interface (MPI), Radar Cross Sections (RCS), the Precorrected-FFT 
algorithm, Fast Fourier Transform (FFT), the physical and virtual structures of 
high performance computers, the parallel theory and communication cost. 
 
In Chapter 3, details of the Parallel Precorrected-FFT algorithm are given. Two 
ways of applying the algorithm are analyzed. The pseudo code of the algorithm is 
written. 
 
In Chapter 4, the experimental results of scattering by perfect electrics conductors 
are presented and analyzed. 
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In Chapter 5, the parallel Precorrected-FFT algorithm applied to homogeneous 
dielectric objects is introduced. 
 
In Chapter 6, the Precorrected-FFT algorithm of volume integral equation for 
inhomogeneous dielectric bodies is explained first. Then the parallel algorithm is 
given and the results are detailed. 
 
In Chapter 7, a conclusion of the parallel Precorrected-FFT algorithm on 
scattering is reached. 
 
Based on the above research, one journal paper and two conference papers have 
been published and one paper has been submitted. These papers include: 
(a) Book Chapter  
1. Le-Wei Li, Yao-Jun Wang, and Er-Ping Li, “MPI-based parallelized      
    precorrected FFT algorithm for analyzing scattering by arbitrarily shaped three- 
    dimensional objects”, Progress in Electromagnetics Research, PIER 42,  
    pp. 247-259, 2003. 
(b) Journal Papers 
1. Le-Wei Li, Yao-Jun Wang, and Er-Ping Li, “MPI-based parallelized  
    precorrected FFT algorithm for analyzing scattering by arbitrarily shaped three- 
    dimensional objects” (Abstract), Journal of Electromagnetic Waves and  
   Application, vol. 17, no. 10, pp. 1489-1491, 2003.  
     
2. Yao-Jun Wang, Xiao-Chun Nie, Le-Wei Li and Er-Ping Li, “Parallel Solution  
    of Scattering on inhomogeneous dielectric body by Volume Integral Method  
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    w i t h  t h e  P r e c o r r e c t e d - F F T  A l g o r i t h m ” ,  M i c r o w a v e  a n d    
    Optical Technology Letters, vol. 42, no. 1, July 5, 2004.  
(c) Conference Papers 
1. Yao-Jun Wang, Le-Wei Li, and Er-Ping Li, “Parallelization of precorrected  
    FFT in scattering field computation”, in Proc. of International Conference on  
   Scientific and Engineering Computation (IC-SEC, 2002), Raffles City  
   convention Centre, Singapore, Dec 3-5, 2002. pp. 381-384. 
2. Wei-Bin Ewe, Yao-Jun Wang, Le-Wei Li, and Er-Ping Li, “Solution of  
    scattering by homogeneous dielectric bodies using parallel P-FFT algorithm”,  
    in Proc. of International Conference on Scientific and Engineering   
   Computation (IC-SEC, 2002), Raffles City Convention Centre, Singapore,  








                                           












                                           CHAPTER 2                  
    BACKGROUND OF PARALLEL ALGORITHM FOR THE    
         SOLUTION OF SURFACE INTEGRAL EQUATION 
 
The Precorrected-FFT algorithm is an efficient fast algorithm that can be applied 
to the extraction of capacitance and calculation of scattered fields. The author will 
only discuss how to parallelize the Precorrected-FFT algorithm for calculating 
scattered field. The reason that parallelization is implemented on the Precorrected-
FFT algorithm is that PCs now can not satisfy many application requirements in 
terms of memory and execution time. High performance computers provide a 
good platform on which large problem can be solved. In order to efficiently utilize 
high performance computers, it is necessary to explore how to parallelize the fast 
algorithm. Although there are some compilers on high performance computers 
that can automatically compile serial codes into parallel codes and run them, the 
efficiency of the application codes complied by these compilers for a specific 
algorithm may not be readily high. The best way of improving the efficiency is 
that programmer manually parallelizes the required algorithm case by case. In this 
thesis, we adopt Message Passing Interface (MPI) library on IBM p690 as the 
platform that supports our parallel codes because MPI is a standard message 
passing protocol supported by many vendors. 
 
Before starting our discussion on parallelization of the Precorrected-FFT 
algorithm for computing scattered electromagnetic fields, knowledge on parallel 
concepts, MPI, the Precorrected-FFT algorithm, the concept of scattering on 
objects by EM computations, Fast Fourier Transforms (FFTs), and the structure of 
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high performance computers (here referring to IBM model p690) is necessary. 
Parallelization is a complex procedure which is related to many factors affecting 
the efficiency of the algorithm of parallelization. Our task is to balance these 
factors and find the best way to implement the task in accordance with the specific 
requirements. We will introduce these factors one by one. Due to the limitation of 
space, we will describe the concepts as short as possible. 
 
2.1 Basic Concept of Parallelization 
Simply to say, parallelization means that a task is carried out on multiple 
processors of a high performance computer or a cluster of computers 
simultaneously. But the procedure is not like the scenario that many PCs are 
simply combined to work on a task. Generally, parallel codes running on a high 
performance computer which uses complex protocols and algorithms to manage 
the communication among processors and makes the processors cooperate with 
each other harmonically. The communication capability is one of the critical 
factors in parallelization. Furthermore, the case of a workload imbalance should 
be deliberately handled with. 
 
2.1.1 Amdahl’s Law 
The general purpose of parallelization is to make codes run faster. However, there 
is a limitation of improvement of running speed. The Amdahl’s law provides the 
algorithm to estimate the limitation. Assume that in terms of running time, a 
fraction p of a program can be parallelized and that the remaining 1-p cannot be 
parallelized. Given n processors to run the program parallelized, according to the 
Amdahl’s law, the ideal running time will be  
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                1-p+p/n 
of the serial running time. 
 
So the most important task is to find out the fraction that can be parallelized, then 
to maximize it. 
 
2.1.2 Communication Time 
The situation shown above is the ideal case. Actually, we need to consider the cost 
of communication which generally occupies a great fraction of total cost. The 
communication time can be expressed as follows: 
     Communication time =latency  +  Message size/bandwidth. 
 
The latency is the sum of sender overhead, receiver overhead and the time of 
flight, which is the time for the first bit of the message to arrive at the receiver. In 




                            Message size 
                                      Figure 2.1 Communication time 
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 2.1.3 The Effective Bandwidth 
The effective bandwidth is calculated as follows: 
  Effective bandwidth= message size/communication time  
        = bandwidth/(1 + latency ×bandwidth/message size).  
 
The above equation shows that the larger the message is, the more efficient the 
communication becomes. 
 
2.1.4 Two Strategies on Communication 
There are two strategies that can be applied to decrease the communication time: 
    1. Decrease the amount of data communicated; and 
    2. Decrease the number of times that data are transmitted. 
 
2.1.5 Three Guidelines on Parallelization 
In summarizing the above factors that affect the efficiency of parallelization, there 
are three basic guidelines on parallelizing codes: 
     1. To maximize the fraction of your code that can be parallelized; 
     2. To balance the workload of parallel processes as equity as possible; and 
     3. To decrease the amount of data that are communicated among processors as   
         little as possible. 
 
2.2 Basic Formulation of Scattering in Free Space 
It is known that the electric field integral equation (EFIE) can be applied to both 
open and closed bodies while the magnetic field integral equation (MFIE) limited 
to closed surfaces. So we consider the EFIE when an arbitrarily shaped 3-D 
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conducting object illuminated by an incident plane wave Ei. According to 
boundary condition of perfect electric conductor, the following equation can be 
obtained: 
                                           ×n (Eˆ i+Es) = 0                                                   (2.1) 
where Ei is an incident plane wave, Es is a scattering plane wave and  is the unit 




                                         Es=           A           ,                                             (2.2) ωj− φ∇−
substituting (2.2) into (2.1), we can get EFIE as follows: 
                                                     A                             Ei(r) ,                       (2.3) ωjn [× =∇+ n( ×Φ rr ˆ)]()ˆ
where the magnetic vector potential A and electric scalar  potential Φ  are defined 
as follows, respectively: 
                             






            
                                                       J                            .                               (2.5) ( ) ( ) d
rrs






To solve the EFIE with the numerical method, the conducting surface should be 
discretized into small triangular patches. At the same time, we can expand the 
current J in the way of using the Rao-Wilton-Glisson (RWG) basis functions  
 fn (r). Then we get  
                              J(r) =    In fn(r) ,                                                             (2.6) ∑=
N
n 1
where N is the number of unknowns and In denotes the unknown coefficients. In 
free space, the Green’s function for a conducting object is  






),(G .                                                       (2.7) 
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Applying the above method of moments leads to a linear system ZI=V. 
Furthermore, we can get the expression of the impedance matrix Z and the vector 
V as follows: 
    Zij                            ti        fi                                                   ti            fi                                                        r⋅+⋅= ∫ ∫∫ ∫ ,((1(( drrdGrrrT TjdrrdrrGrrT Tj i ji j ′′′⋅∇′∇′′′ )))4),())4 ωεππωµ
                                                                                                                      (2.8) 
                                       Vi            ti       Ei(r)dr   .                                           (2.9) = ∫ ( ⋅)rTi
In (2.8) and (2.9), ti represents the testing function, fj represents the basis function, 
and Ti and Tj are their supports, respectively. 
 
On one hand, O (N2) storage space is needed because the impedance matrix Z is 
fully populated. On the other hand, equation ZI=V demands O (N3) operations in a 
direct scheme. So the requirements of memory and computation time are too huge 
for a large object to be solved. However, this obstacle can be removed if we apply 
the Precorrected-FFT algorithm which requires less memory and provides faster 
speed than traditional Method of Moments (MoM). 
 
2.3 The Precorrected-FFT Algorithm 
The Precorrected-FFT algorithm was originally proposed by Joel R. Phillips and 
Jacob K. White in order to deal with electrostatic integral equation concerned to 
capacitance extraction problems [1,2]. Later, Xiaochun Nie, Le-Wei Li, Ning 
Yuan, Yeo Tat Soon and Jacob K. White applied this method to the field of 
electromagnetic scattering [3,4]. 
 
There are many methods that are used to characterize the electromagnetic 
scattering. The most commonly used algorithms include the fast multipole method    
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(FMM), the adaptive integral method (AIM), the conjugate gradient-fast Fourier 
transform method (CG-FFT), the multilevel fast multipole algorithm (MLFMA) 
and the Procorrected-FFT algorithm (PFFT). All algorithms differ in that they 
adopt different methods to iteratively compute the local interactions and 
approximate the far-zone field or potential.  
 
The basic idea of the Precorrected-FFT algorithm is that uniform grid potentials 
are used to represent the long distance potentials and the nearby interactions are 
directly calculated. Two prerequisites must be satisfied in advance. The first one is 
that the object is discretized into triangular elements. The second is that the whole 
geometry is closed in a uniform right-parallelepiped grid. Next, the Precorrected-
FFT method can start to work. This procedure concerns four steps that are (1) 
projecting onto a grid, (2) computing grid potentials, (3) interpolating grid 
potentials, and (4) precorrecting, respectively. Figure 2.2 gives an example which 
shows that the space where a discretized sphere locates is subdivided into a 
grid. Figure 2.3 displays the procedure of application of the Precorrected-
FFT algorithm [1]. 
888 ××
                                      
               
         Figure 2.2 Side view of the P-FFT grid for a discretized sphere (p=3) [1] 
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                     Figure 2.3 The four steps of the Precorrected-FFT algorithm [1] 
 
 
A brief description of the above procedure is given below. 
 
2.3.1 Projecting onto a Grid 
Initially, a projection operator should be defined. The basic idea is that using the 
point current and charge distributions on the grids surrounding the triangular 
patches represent the current and charges distributions of these patches. Refer to 
the paper [1] for more details of projection procedure. 
 
2.3.2 Computing Grid Potentials 
Once the charge projection to grids is finished, the potentials due to the grid 
charges can be computed with a 3-D convolution. We denote it as  






where (i, j, k) and (i’, j’, k’) are triplets specifying the grid points and h(i-i’, j-j’, k-
k’) is the inverse distance between grid points (i, j, k) and (i’, j’,k’). The h(i, j, k) 
is given by  
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h(i,j,k)=                                                                                    (2.11) ( )e4 π
µ ( ) ( ) ( )






with ( zyx ∆∆∆ ,, ) being the edge lengths of the grid. Using the Fast Fourier 
Transform (FFT) can accelerate the computation of Equation (2.10), 
                                            F-1 (                     )                                          (2.12) JHA zxzyx ,, ⋅= y
~~ˆ
,,
where F-1 denotes the inverse FFT, and H~  and J~  are the FFT forms of h(i, j, k) 
and , respectively. ),,(ˆ kjiJ
 
2.3.3 Interpolating Grid Potentials 
By adopting the similar process as the projection, the computed grids potentials 
are interpolated to the element in each cell which surrounds the triangular patches. 
 
2.3.4 Precorrecting 
In order to eliminate the error due to the grid approximation, the near-zone 
interactions need to be computed directly and to erase the inaccuracy caused by 
the use of grid. Pay attention to that this process is sparse operation which can be 
parallelized. 
 
2.3.5 Computational Cost and Memory Requirement 
According to [1], the computational cost and memory requirement are, 
respectively  
      Cost=O(N)+O(N)+O(NglogNg), 
      Memory=O(32Np3)+O(128Ng)+O(16Np
3)+O(8N
near
).        (2.13) 
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In the above equations, N is the number of unknowns, Ng is the number of rid 
points, Nnear is the number f nonzero entries in near-field interactions and p is the 
grid-order. 
 
2.4 RCS (Radar Cross Section)    
In electromagnetic field and applications, radar cross section is an important 
concept. When radar works, it emits energy in the form of electromagnetic wave. 
The receiving stations can receive the scattered wave when an object is on the way 
where the electromagnetic wave propagates. The most important radar 
characteristic of a target is its RCS. According to the sites of transmitting stations 
and receiving stations, the characteristics of RCS can be seen from two important 
types: monostatic and bistatic RCS.  
 
For a monostatic radar the transmitting and receiving stations are placed at one 
site. RCS is a quantitative characteristic of the target ability to scattered energy in 
the direction opposite to the incident wave direction. When transmitting and 
receiving stations are spatially separated, it may be required to take into account 
the effects of different directions between the incidence angle and the scattering 
angle. In this case, the required characteristic is referred to as the bistatic RCS of a 
target. 
 
From the general definition, the RCS of a target is equal to the surface area of a 
symbolic object which scatters total incident energy isotropically and creates at a 
distant receiving point the same power flux density as the target. In terms of the 
electric field strength (which linearly relates to the instantaneous value or 
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amplitude of a signal), the RCS of a target (both monostatic and bistatic) can be 
expressed as: 
                                    R2(|Er|2/|Ein|2)        R2(|Er|2/|Ein|2) ππσ 44lim ≅= ∞→R
where Ein is the electric field strength of the incident plane waves  at a target, Er is 
the electric field strength of the receiving antenna’s preferred polarization at the 
distant receiving point, and R is the target distance from the receiving station. 
 
2.5 MPI (Message Passing Interface) 
MPI is a library specification for message passing interface, proposed as a 
standard by a broadly based committee of vendors, implementers, and users in the 
world. Because it is a popular interface standard, the MPI-based codes can be 
transplanted to other computers easily. That is, the compatibility is excellent. This 
is the reason that we choose MPI as the platform. 
 
Message Passing Interface (MPI) is the definition of interface among a cluster of 
computers or the processors of multiprocessor parallel computer. It provides a 
platform on which users can reasonably distribute a task to a cluster of computers 
or the processors of multiprocessor parallel computer. Someone also calls this 
kind of structure ‘grid’. The concept of computing grid is borrowed from 
electricity grid that supplies us electricity power.   
 
The key problem that MPI-based programming relates is how to distribute the 
tasks to processors according to the capability of each processor. There are two 
main types of MPI-based supercomputers: shared memory and distributed 
memory (i.e., local memory) machines. With the development of computer 
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technology, the speed of computing is much faster than that of accessing data. So 
the way that data are accessed is one of the important elements that decide the 
capability of MPI-based supercomputers or a cluster of workstations. What we 
pursue is to reduce the access to data as little as possible. 
 
It is easy to write programs on the MPI-based platform. Only a few functions in 
MPI library are indispensable. With these functions a vast number of useful and 
efficient codes can be written. Here shown is the list of these functions [16, 17, 
18]:  
   (1) MPI_Init(ierr)  //Initialize MPI 
   (2) MPI_Comm_size(MPI_COMM_WORLD, numprocs, ierr)   
//Find out how many processes there are 
   (3) MPI_Comm_rank(MPI_COMM_WORLD,myid, ierr)   
//Find out which process I am 
   (4) MPI_Send(address, count, datatype, destination, tag,  
                comm)  //Send a message 
   (5) MPI_Recv(address,maxcount, datatype, source, tag,  
                comm., status)    //Receive a message 
   (6) MPI_Scatter( )      //scatter data from the processor  
                             ranking 0 to the processors  
                             ranking 1-n 
   (7) MPI_GATHER( )   //gather data from the processors  
                        ranking 1-n to the processor 0 
   (8) MPI_BCAST( )      //broadcast data from the processor              
                         ranking m to all processors 
   (9) MPI_Finalize(ierr)  //Terminate MPI 
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Since there will be frequent communications among processors when parallel 
code runs, communication synchronization should be considered. MPI provides 
four types of communication models which are (1) blocking send, blocking 
receive; (2) blocking send, unblocking receive; (3) unblocking send, blocking 
receive and (4) unblocking send, unblocking receive. In order to synchronize 
communication between processors, the first model should be chosen. Details on 
applying this model to the parallel Precorrected-FFT algorithm will be shown in 
Chapter 3. 
 
2.6 FFT(Fast Fourier Transform) [9] 
2.6.1 DFT (Discrete Fourier Transform) 
Fast Fourier Transform (FFT) is a fast algorithm solving the Discrete Fourier 
Transform (DFT). It normally includes two kinds of sequential and parallel 
algorithms. Sequential algorithms are mainly applied in computers with one 
processor, while parallel algorithms in computers with multiprocessor 
supercomputers or a cluster of workstations. The following formula is used for the 
DFT:   






where   1. The matrix equation is MX=x; 
             2. X={Xr, r=0, 1,…,2n} and x={xl, l=0, 1,…, 2n}; 













2.6.2 DIT (Decimation in Time) FFT and DIF (Decimation in Frequency) 
FFT  
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Basically, FFT is divided into two commonly-used FFT variants: DIT 
(Decimation in Time) FFT and DIF (Decimation in Frequency) FFT.  
 
No matter which kind of serial FFT algorithms is used: DIT FFT or DIF FFT, 
there are two key problems. The first one is related to how to pre-compute the 
twiddle factors noted asω . The second one is on the recursive algorithms. 
 
The basic way to deal with FFT is a divide-and-conquer paradigm. The three 
major steps are [9]: 
Step 1. To divide the problem into two or more subproblems of smaller sizes; 
Step 2. To solve each subproblems recursively by the same algorithm. Apply  
            the boundary condition to terminate the recursion when the sizes of the   
             subproblems are small enough; 
Step 3. To obtain the solution for the original problem by combining the              
            solutions to the subproblems. 
 
In the following Subsection 2.6.2.1 and Subsection 2.6.2.2, we will introduce the 
2-radix FFT algorithms which are very useful in practical application. If we can 
make the radix of FFT computation to be 2-radix, the efficiency of the code is the 
highest. 
2.6.2.1 Radix-2 Decimation-in-Time (DIT) FFT 
The radix-2 DIT FFT can be expressed as belows: 























































kr xxX ωωω                    (2.16) 
Defining yk=x2k and zk=x2k+1, then 
                                                                          ;                                            (2.17) 12/,0,
1



















The first N/2 terms of expression in (2.16) are given by 
                                                                                   ;                                   (2.19) 12/,0, −=+= NrZYX rrNrr ω ,...,1
and the second N/2 terms are given by  




The chart shown in Figure 2.4 below is normally referred to as the Cooley-Turkey 
butterfly. 
                                                           




             
                                                        




                          
Figure 2.4 The Cooley-Turkey butterfly 
 
 
2.6.2.2 Radix-2 Decimation-in-Frequency (DIF) FFT 
The radix-2 DIT FFT can be expressed below: 




For r even, it yields 
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Defining                 and                         yields the half-size subproblem given 
below: 
xxy Nlll +=XY kk 2= 2+











lk y ωY                                 (2.23) 
 
Similarly, for r odd, it yields  











Nllk xxX ωω        (2.24) 
Defining                       and                              yields the second half-size problem XZ kk 2 += ω lNll xz )(
2
−= Nlx +1













The other chart shown in Figure 2.5 is normally referred to as the  Gentleman-
Sande butterfly. 
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Figure 2.5 The Gentleman-Sande butterfly 
 
 
2.6.3 The Mixed-Radix FFTs 
For a q-radix FFT algorithm, two kinds of situations need to be discussed. The 
first one is an input series consisting of N=2k× qs equally spaced points, where 
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q=2m >2 and 1 .mk <≤  At the beginning or at the end of the transform, k steps of 
radix-2 algorithm are taken, followed by s steps of the radix-q algorithm. 
×
 
The second one of mixed-radix algorithms is mentioned to the situation of  
N= N0×  N1×  …  Nk. Different algorithms may be used, relying on whether the 
factors satisfy certain restriction relations. 
 
2.6.4 Parallel 3-D FFT Algorithm 
The 3-D DFT (Discrete Fourier Transform) is defined by the following equation: 

































where  ω  is the twiddle factor while rj(j=0,1,…,Nj-1), and lj(j=0,1,…,Nj-1) are 
defined as follows 




      
             r1=0, 1,…, N1-1, 
             r2=0, 1,…, N2-1, 
             r3=0, 1,…, N3-1; 
and  
 l1=0, 1,…, N1-1, 
             l2=0, 1,…, N2-1, 
             l3=0, 1,…, N3-1. 
Also N1, N2 and N3 denote the dimensions in x, y and z directions, respectively. 
 
The sequential computation of 3-D DFT can be carried out in 3 steps. Step 1, 
compute a series of (ordered) 1D-FFTs on the N3× N2 rows (of length N1 each). 
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Step 2, compute a series of (ordered) 1D-FFTs on the N3× N1 rows (of length N2 
each). Step 3, compute a series of (ordered) 1D-FFTs on the N1× N2 rows (of 
length N3 each). The computing cost is O (N1N2N3log2(N1N2N3)). 
 
In parallelizing 3-D FFT algorithm, each processor can execute some 1D-FFTs in 
each step simultaneously. For example, assuming that there are n processors 
available, the N3× N2 rows (of length N1 each) in first step can be divided by n 
into n groups of 1D-FFTs. Then each processor does one group of 1D-FFTs 
independently. In addition, the data of 3D-FFT should be divided and scattered to 
each processor before each step and then gathered after each step. 
 
2.6.5 Communications on Distributed-memory Multiprocessors 
Usually, it is very easy to program on shared-memory architectures since only the 
computation rather than the data needs to be distributed among the processors. But 
for distributed-memory architectures, the situations become complicated because 
the data must be distributed and sometimes they need communications among the 
processors. The typical topologies of distributed-memory multiprocessor 
machines mainly include the hypercube, a ring and a mesh. Although the internal 
local network on supercomputer is becoming faster and faster, the transportation 
speed of the internal network is far slower than the speed that a processor accesses 
its local memory. So the communications between processors on distributed-
memory supercomputers should be carried out as less as possible. 
 
2.7 The Platform 
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The code is written in Fortran 90 language and standard MPI library. It runs on 
IBM supercomputer which belongs to IHPC (Institute of High Performance 
Computing, Singapore). The specification parameters of the IBM supercomputer 
are listed below: 
        7-node IBM p690 model 681, 
    PowerPC_POWER4 CPU 1.3 GHz, 
    32 processors per node, 
    64GBytes memory per node, 
    AIX 5L version 51 operating system. 
The MPI library is linked into the executable code after compiling the source code. 
 
There are mainly four programming modes on parallel computer: SISD (Single 
Instruction, Single Data Stream), SIMD (Single Instruction, Multiple Data 
Stream), MISD (Multiple Instruction, Single Data Stream) and MIMD (Multiple 
Instruction, Multiple Data Stream). Because we usually compute for large objects 
on supercomputer, memory size is a very important factor for our codes. To 
reduce the requirement of memory to the minimum extent, MISD mode is the best 
choice for solving the problem. We will develop two programs. One runs on main 
processor and the others on slave processors. The difference between the main 
program and the slave program is that the slave program only contains the codes 
which are related to parallelization. After doing so, the memory requirement in the 
slave program will be made less than that in the main program. By using the 
special case of the Precorrected-FFT algorithm applied to the computation of 
scattering on perfect electricity conductors, this saves a huge amount of memory. 
Under this mode, the POE (Parallel Operating Environment) needs to be started 
first. Then there will be prompts to instruct the user to load the main program and 
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slave program on different processors. Because the POE will automatically choose 
one available processor as the main processor and the rest as slave processors, we 
do not care the physical structure of supercomputer. In other words, we do not 
need to know which the main processor is and which the slave processors are. For 
users of a supercomputer, it is fair enough to know the virtual number of 
processors available. Here is an example (See Figure 2.6) that shows how the 
main and slave programs are loaded separately to different processors. Assume 
that 4 processors are used to run parallel program. Then the POE will load the 
main program to processor 0 and the slave program to processors 1-3, respectively. 
The details of the loading operation are given in the following. 
 
slave program Main program 
             POE 
Processor 3 Processor 0 Processor 1 Processor 2
    
    
    
memory memory memory memory 
                    Figure 2.6 The loading flow of parallel codes 
 
Referring to IBM p690, the practical steps of loading main program and the slave 
program to processors are explained below. 
 
Step 1. Set the MP_PGMMODEL environment variable as follows: 
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       setenv MP_PGMMODEL MPMD 
This command sets the running model to multiple programs with multiple data. 
Step 2. Set the MP_PROCS environment variable as follows: 
       setenv MP_PROCS n 
This command indicates how many processors will be used to run the program. 
Step 3. Invoke a MPMD program 
First, start the command poe, 
        poe [options] 
Then the poe command will prompt the user to enter the program name on each 
processor according to the processor number defined by the MP_PROCS 
environment variable. The format will take the form of  
                          % poe 
            0: host1_name> master [options] 
            1: host2_name>workers [options] 
            2: host3_name>workers [options] 
            3: host4_name>workers [options] 
                    M 















  PARALLEL PRECORRECTED-FFT ALGORITHM ON 
PERFECTLY CONDUCTING OBJECTS 
 
3.1 Goal of Parallelization 
Most EM fast algorithm codes run on PCs although they are preferably run on 
workstations or supercomputers with large RAMs. However, the complexity and 
the size of the objects are increasing quickly and demanded highly. PCs cannot 
any more meet the demand in terms of memory requirement and execution time. 
High performance computers provide us perfect platform to solve the problems. 
However, the physical structure of high performance computers is far more 
complex than that of PCs. The efficiency of utilizing high performance computers 
is closely related to how much we know about the structure of high performance 
computers we use. The more we know about the structure of high performance 
computers, the higher the efficiency will be. The supercomputer which we used is 
IBM p690 owned by IHPC (Institute of High Performance Computing, Singapore). 
We will introduce the physical structure and the operating environment of this 
supercomputer in the latter part of this chapter. 
 
There are two aspects that parallelization algorithm should be developed to 
especially emphasize on. One is that parallel code can finish the computation of 
scattering physical parameters in shorter time than that of the serial code. The 
other is that parallel code should have the capability of solving the problems of 
larger object’s scattering than that of the serial code. This is the reason why we 
use high performance computers to parallelize our codes. 
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 Parallel codes generally run on high performance computers, such as 
supercomputers or clusters of workstations. The hardware provides more powerful 
platform than that of the PCs. More processors and memory are available on high 
performance computers. So, when the computation is carried out parallelly on N 
processors, the execution time will be shortened greatly in an ideal situation. 
However, in real environment, the efficiency of the parallelization is usually 
below our expectation in terms of execution time. Parallelizing the serial codes is 
not simple on more processors. There are many factors related to the efficiency of 
parallelization. Among these factors, communication among processors is a very 
important factor which we will discuss in details later. In summary, parallelization 
is a challenging task that needs to balance many factors during the parallelizing 
procedures. 
 
The code of computing physical parameters for scattering by an object generally 
needs a huge size of memory to temporarily store the results of middle steps. This 
requirement prevents PCs from solving the scattering problems of large objects 
since most PCs only have less than 1 Gbytes memory.  However, there is more 
memory available on high performance computers. So it is easier to satisfy the 
requirement of memory that scattering computation of large objects needs. But 
with the sizes of objects that are characterized becoming more and more large, the 
shortage of memory also begins to bother the developers of parallel codes. How to 
reduce and distribute the memory requirements is a critical factor during parallel 
procedure. We will discuss this problem in depth later. 
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If the computational time of solving the problem of scattering by an object is very 
long, for instance, more than a month, it is impractical to carry out such a 
computation. For large objects, parallelization of computation can usually solve 
the headache problem. Because the sizes of objects which are solved on high 
performance computers are generally far larger than those on PCs, execution time 
of computing the scattering on these objects are very long.  Furthermore, there is a 
limitation that high performance computers can solve in terms of the size of an 
object because the size of the memory of supercomputer is finite. 
 
3.2 The Parallel Precorrected-FFT Algorithm 
In view of the nature of scattering problem, parallelization can be carried out in 
two ways. One way is done according to incident angles and the other is the 
parallelization of PFFT algorithm. The first way is implemented so that many PCs 
independently compute different angles simultaneously. The second way is 
considered such that many PCs cooperate harmoniously on all angles one by one.  
 
3.2.1 The First Way of Parallelization 
Generally, 180o × 360o scanning points need to be calculated to get a complete 
distribution of scattering for asymmetric objects. Of course, computation can be 
reduced by half when objects are symmetric, e.g., a plane, even to one angle when 
object is a uniform ball. So for a real object, the scattering on an object due to an 
incident plane wave need to be computed from a range of continuous incident 
angles. The whole range of incident angles can be divided into n groups by n 
processors available as equal as possible. Each processor is responsible for the 
computation of a group.  
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 For example, assuming that there are 10 available same processors which are 
numbered as p0, p1, …, and p9 and the angle varies from 0o to 90o, we can get the 
angle cycles at which each processor is allocated: 
      p0:  angles from 0o to 8o; 
      p1:  angles from 9o to 17o; 
      M  
      p9:  angles from 81o to 90o. 
 
For p0, p1, …, and p9, the scattering at angles 0o, 9o,…, and 81o respectively needs 
to be computed independently and simultaneously. Then the scattering at the other 
angles in each group is achieved dependent on the above results of the same group.  
 
Pay attention to that p9 need to scan the operating angle for 10 times while the 
other processors only need 9 times. This is because there are totally 91 angles and 
they cannot be completely divided by 10. So the final running time relies on the 
operation of p9.  
 
In this layer of parallelism, the operation results of all processors are gathered 
with the function MPI_GATHER() provided by the MPI library, and written into 
a file. 
 
When the parallelization of the first layer is implemented, one problem must be 
seriously treated. Generally for arbitrarily shaped three-dimensional objects, the 
convergence speed of convolution of one angle scattering is different from the 
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other angles’ scattering. The convergence speed is related to the shape of objects. 
If the speeds are different from each other, the algorithm should be improved 
according to the following method. Allocate first n incident angles to n processors 
one by one, then allocate next n angles to n processors again, …., until the end of 
line of incident angles is reached. 
 
3.2.2 The Second Way of Parallelization 
Theoretically, each of four steps of the Precorrected-FFT algorithm can be parallel 
executed. However, the statistics of the execution time of each step shows that the 
third step (interpolating grid potentials) and the fourth step (correction) occupy 
most of CPU time, about 10-30% and 40-60% respectively. Although PFFT 
algorithm reduces the convolution computation by using coarse grids, FFTs (Fast 
Fourier Transforms) still cost much time. On the other hand, more corrections 
need to be made in order to get high accuracy when the grids spacing becomes 
larger. Although PFFT can use coarser grids in order to reduce FFT execution 
time which spends much time, it doesn’t mean that the bigger the grids spacing is, 
the less the execution time it takes. When the grids spacing increases, the time 
consumed of precorrection also increases because the threshold of nearby area 
becomes larger. There is a balance between nearby correction area and the grids 
spacing. The following example shows the relationship between these two. Only 
one processor is used to compute scattering by a sphere whose radius is 1 meter. 
The wavelength is set to be 1 meter. The surface of the sphere is divided into 3692 
elements, and there are 5538 unknowns and 1848 nodes. 
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Grids Spacing(lemda) 0.167 0.1 0.077 0.067
Execution
Time(seconds)
527.93 431.8 733.27 1860.62
1 2 3 4
 
           Figure 3.1 Relationship between grids spacing and execution time 
 
 
Let the variable rank represent the number of a processor and the first processor in 
a group of processors is numbered as p0 while the other processors in this group 
are numbered as p1, p2,…, and pn, respectively. Then the algorithm of the second 
way can be described using the pseudo code (scanning a 3-D object) as follows: 
 
     Project the panel charges to the grid charges  
          
    !start to compute convolution 
    ! p0-pn, compute FFT 
    CALL 1-D FFT( ) for m times    ! along axis x    
    CALL 1-D FFT( ) for n  times   ! along axis y 
    CALL 1-D FFT( ) for k  times   ! along axis z 
 
    ! p0-pn, compute FFT
-1 
    CALL 1-D FFT( ) for m times   ! along axis x    
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    CALL 1-D FFT( ) for n  times  ! along axis y 
    CALL 1-D FFT( ) for k  times  ! along axis z 
    !end of convolution 
 
    Interpolate the grid potentials to the panels 
            
    IF (rank.eq.0)  THEN 
       CALL MPI_Send( )    !transfer current values to  
                           ! p1-pn 
    ELSE  
       CALL MPI_Recv( ) !receive current values from p0 
       
ENDIF      
                 
    Correction(Compute nearby interactions) !p0 to p0-pn 
 
    IF (rank .eq. p0) THEN  
        CALL MPI_Reduce( ) !gather data from p0-pn to p0  
    ENDIF 
 
It is known that the memory requirement of keeping the correction values is 
usually  
        Number of unknowns × Number of unknowns/ n 
where n is generally between 100 and 300 when the number of unknowns is below 
10 millions. 
 
So the memory requirement is too huge to be satisfied by the actual memory that a 
single processor can apply. In our algorithm, this requirement is distributed to n 
processors. At the same time, the correction values are kept separately in n 
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processors before the correction action is finished. Because the number of 
correction values is huge when the unknowns are large, we have to deliberately 
consider the cost of transferring the correction values to the main processor from 
the slave processors. Since the network speed at 100 M/s is not fast enough among 
different nodes, the better solution to the above problem is to transfer the current 
values to the n-1 slave processors from the main processor. This is because these 
current values are the values that are needed during the correction action but not 
possessed by the slave processors. By this way, the network traffic jam will be 
released greatly and the running time will be shorten greatly. After the main and 
slave processors finish the correction action part that they are in charge of 
separately, the main processor gathers the correction values from the n-1 slave 
processors using the MPI function MPI_Reduce(). The following diagrams in  
Figure 3.2(a) -Figure 3.2(d) show the procedure. 
 
   
Each processor does 
projection and 
keeps the mid-term 
correction values  
        (n-1)th 
        1st           Main             slave      
       slave          processor     processor 
    processor 
                                       Figure 3.2 (a)   Step 1    
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Main processor transfers the (unknowns / n) current values to different slave processors
   
        (n-1)th 
        1st           Main             slave      
       slave          processor     processor 
    processor 
 








        (n-1)th 
        1st           Main             slave      
       slave          processor     processor 
    processor 
                                       Figure 3.2 (c) Step 3 
st
Main processor gathers the (unknowns / n) mid-term correction results from different slave processors 
   
        (n-1)th 
        1            Main             slave      
       slave          processor     processor 
    processor 
 
                                           Figure 3.2 (d) Step 4 
 
3.3 The Memory Allocation 
From Equation (2.13) in Chapter 2, the four steps of applying the precorrected-
FFT algorithm have the large memory requirement. It is known that memory 
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requirement is one of the obstacles that prevent the problems of large size from 
running on PCs. Similarly, it is also difficult when supercomputers are utilized to 
solve huge scale EM problems. So it is necessary to explore how to reduce the 
total memory requirement when parallelization is performed. The basic principle 
is to scatter as diversely the memory requirement as possible. This is because a 
modern supercomputer is generally composed of many nodes that have dozens of 
processors and local memory. IBM  p690 is such a distributed-memory 
supercomputer. An additional advantage of codes running on distributed-memory 
supercomputers is that the codes can also run on   clusters.  Figure 3.3 illustrates 



































           Figure 3.3 Basic structures of distributed-memory computers 
 
The communication between processors on different nodes is realized by a high-
speed network built in computers. The popular interface is Message Passing 
Interface (MPI). Next, we discuss how to disperse the memory requirement 
demanded in the four steps. 
 
3.3.1 The Memory Requirement of the Grid Projection O (32Np3) 
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The requirement of memory in this process is huge. In order to have more free 
memory, the intermediate values during computing the inverse matrix are 
separately kept by each slave processor while the main processor is in charge of 
the computation of grid projection. A token is defined in order to synchronize the 
communication between the main processor and the slaves. Only the processor, 
which is holding the token, can send the data to other processors. The token is 
transferred to each processor in order. When the intermediate values are required 
by the main processor, the slave processor keeping the required values will send 
the corresponding values to the main processor. The values in each processor will 
be dynamically updated. That is to say, the slave processors will receive the 
updated values one by one after the main processor finish each cycle of 
computation. The illustration below shows how the main processor constructs a 








The slave processor 1 The slave processor 2
The main processor
The slave processor n 
    Figure 3.4(a) The communication between the main processor and the slave    






 The slave processor n The slave processor 1 The slave processor 2
 
     Figure 3.4(b) The communication between the main processor and the slave    








The slave processor 1 The slave processor 2
The main processor
The slave processor n 
      Figure 3.4(c) The communication between the main processor and the slave    
                                                     processors: Step 3 
 
 
The main processor 
 
 
 The slave processor n The slave processor 1 The slave processor 2
 
      Figure 3.4(d) The communication between the main processor and the slave    
                                                     processors: Step 4 
 
3.3.2 The Memory Requirement of the FFT O (128Ng) 
Since one of the advantages of the Precorrected-FFT algorithm is that it can 
employ coarser grids than that of other algorithms, the value of Ng is not generally 
too big to be tolerated in practical problems. In addition, the requirement of 
memory can be shared by each computation of FFT serially. So this requirement 
remains unchanged. 
 
3.3.3 The Memory Requirement of the Interpolation O (16Np3) 
This requirement is similar to the requirement in Section 3.3.1. We can adopt the 




3.3.4 The Memory Requirement of the Correction Process O (8Nnear) 
Because the correction process for every element is independent from the others, 
the correction processes can be theoretically done on different processors 
simultaneously. But there are a large number of unknowns that are at least over 
thousands. So it is impossible to finish the whole correction at one time. However, 
we can divide the whole correction into many independent groups according to the 
number of available processors. For instance, there are 8 processors allocated to a 
task. Then, all unknowns will be grouped into 8 queues. Of course, it is 
impractical to equally divide the whole unknowns. We arbitrarily allocate the 
remaining unknowns to the first processor after the whole unknowns are divided 
by the number of processors. When such a division is finished, the amount of 
memory required by the correction related to each processor is also determined. 
For each processor, the amount of memory is equal to O (8Nnear) multiplied by the 
number of unknowns allocated to it.  
 
The above process successfully reduces the requirement of memory. The best 
result is that the requirement of each processor becomes 1/n of original 
requirement, where n is the number of available processors. The requirement of 
this part occupies a great part of the whole requirement of memory in the 
Precorrected-FFT algorithm, especially when the accuracy is highly demanded. 
This is because the value of Nnear will be larger. So the importance of minimizing 





3.4 The Computational Cost 
According to Equation (2.13) in Chapter 2, the computational cost consists of 
three parts which are (1) the direct interactions O (N), (2) the grid projection and 
interpolation O (N) and (3) the FFT O (NglogNg). Because the time spent on Part 
(2) is minor compared to those on Part (1) and Part (3), we will discuss how to 
reduce the time on Parts (1) and (3). 
 
3.4.1 The Cost of Computing the Direct Interactions 
For a symmetrical object, only one scattering angle needs to be computed. But for 
an asymmetrical object, many scattering angles should be considered. The 
computation of the direct interactions needs to be done only once no matter 
whether the object is symmetrical or not.  As the description shown above in 
Subsection 3.3.4, the computation can be performed simultaneously on different 
processors. The computational time will be reduced almost to the 1/n of the 
original time, where n is the number of available processors. 
 
3.4.2 Cost of Performing the FFT 
Although the Fast Fourier Transform (FFT) is a fast algorithm to solve a matrix 
equation, it is still one of the most expensive parts in the Precorrected-FFT 
algorithm in terms of the execution time. It is necessary to explore how much time 
can be saved if the FFTs are done simultaneously by more than one processor. 
 
Since the Precorrected-FFT algorithm is an iterative process to solve the scattering 
problems on computers, the computation of FFTs needs to be done repeatedly 
until the convergence is reached. The number of iterations is usually below 200 
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times when scattering by an object is computed using the Precorrected-FFT 
algorithm. As we introduce in Chapter 2, there are many ways to parallelize the 
FFT. The parallelization of 1-dimension FFTs can be conducted from the lowest 
level with the algorithms such as the Cooley-Turkey butterfly or the Gentleman-
Sande butterfly. In the scattering problems, the FFT in the Precorrected-FFT 
algorithm is a 3-dimension FFT. For a 3-dimension FFT, we can make the parallel 
operation at a higher level. That is, we can do it according to Subsection 2.6.4.  
We choose the higher level method to do the computation of 3-D FFT. The reason 
is that the parallelization of the lowest level incurs frequent communications 
between processors. As it is known that communication time of the network is 
hundreds of times more than that in a CPU and its local memory, the frequent 
communications will lead the advantage of parallelization to disappear. The worst 
situation may cause the execution time longer than that on a single processor. 
However, if we parallelize the FFT in the Precorrected-FFT algorithm on a high 
level, the amount of data transferred will be very much reduced. Because different 
FFT algorithms need different amount of data to be transferred during the 
computation, we had better choose the algorithm which demands less data 
transferred totally. To do so, much execution time can be saved. 
 
However, according to the experiments I have done on parallelizing FFTs, the 
execution time of parallel FFTs algorithm may cost longer time sometimes if the 
number of grids is small, for instance, below 32× 32× 32. This is because the 
processors on IBM p690 have powerful capability while the performance of 
network connecting different nodes on IBM p690 is low, especially when many 
users are using the same supercomputer. Actually, the network traffic is too heavy. 
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Combining with the special requirement of distinctive objects, we can’t guarantee 
that the result of parallelization of FFTs must be better than that of serial method. 
Whether applying the parallel FFTs algorithm relies on the available computer. 
First, we know about the speeds of processors and the network connecting 
processors. Second, we decide the number of grids according to the size of the 
object that is computed. Then we do a few experiments to find the best way to 
utilize the computer. Actually we are balancing the performance of processors and 
network connection. Since there are so many types of high performance 
computers in the world, we have to adjust our algorithm according to computers 
available.  
 
In order to make the parallel Precorrected-FFT algorithm more effective in           
solving the scattering problems, the number of grids should be constructed          
as 2n.  This is because the speed of FFT is the fastest when the base value of         

















MONOSTATIC AND BISTATIC SIMULATION RESULTS OF 
PERFECT ELECTRIC CONDUCTOR 
 
4.1 Parallelization of the First Way 
In this way, scattering by a metallic sphere model is computed to test the 
efficiency of the first way of the parallel Precorrected-FFT algorithm for perfect 
electric conductors. The wavelength λ  of the incident plane is set to be 1 meter. 
The surface of the sphere whose radius is 1 meter is divided into 3692 elements 
(also called triangles), 5538 unknowns and 1848 nodes. The grids spacing is set to 
be 0.167λ  as PFFT can use less number of larger grids (generally 0.15λ  to 0.3λ ) 
than AIM in order to achieve enough accuracy [4]. So the grids that are used to 
represent the long-range potentials are 28×28×28. Obviously, only one incident 
angle needs to be computed for a sphere. However, 16 angles from 180o to 165o 
are computed in order to show the effectiveness of the parallel algorithm. Figure 
4.1 shows the experimental results of parallelization of the first layer. In each 
column, the value of CPU time corresponds to the number of processors used in 
the experiment. In our simulation, ideal CPU time is set to the value that practical 
CPU time is divided by number of processors. 
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Ideal CPU Time(s) 6922.94 3461.47 1730.74 865.37 432.69
Practical CPU Time(s) 6922.94 3598.89 1888.82 1132.35 527.88
Number of Processors 1 2 4 8 16
1 2 3 4 5
 
                                     Figure 4.1 Parallel computing time I 
 
4.2 Parallelization of the Second Way (Only Parallelizing FFT) 
Only one angle at 180o is computed using the second way of parallelization. 
Figure 4.2 shows the experimental results of parallelization using the second way. 
The grids spacing is set to be 0.167λ . 



































Practical CPU Time(s) 527.93 524.17 527.62 535.14 544.12
Ideal CPU Time(s) 527.93 263.97 131.98 65.99 33
Number of Processors 1 2 4 8 16
1 2 3 4 5
 
                          Figure 4.2 Parallel computing time II 
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From the above figures shown in Figure 4.1 and Figure 4.2, the efficiency is not 
always improved. There are two factors contributing to this result. One is that FFT 
computation generally occupies 10 to 30 percent of total running time with 
appropriate grids spacing. The other is that the cost time of FFT computation is 
shorter as compared with the communication time between processors. When the 
number of processors increases, the communication time also extends. So when 
the number of processors reaches 8, it spends more time than that of 1 processor. 
 
The following Figure 4.3 shows another example. The grids spacing is set to be 
0.077 λ . It shows that parallel FFT is somewhat efficient for reducing the 
execution time. This is because the FFT dimension changes from 28×28×28 to 
56×56×56. The execution time of FFT is obviously far longer the time spent on 
communications between processors. 










































Practical CPU Time(s) 733.27 666.03 640.28 639.22 658.13
Ideal CPU Time(s) 733.27 366.64 183.32 91.66 45.83
Number of Processors 1 2 4 8 16
1 2 3 4 5
 





4.3 Parallelization of the Second Way (Only Parallelizing Correction) 
Only one angle at 180o is computed using the second way of parallelization. 
Figure 4.4 shows the experimental result of parallelization using the second way. 
The grids spacing is again set to be 0.167λ . 
 







































527.93 346 258.51 210.17 191.23
Ideal CPU Time(s) 527.93 263.97 131.98 65.99 33
Number of
Processors
1 2 4 8 16
1 2 3 4 5
 
                            Figure 4.4 Parallel computing time V  
 
4.4 Parallelization of the Second Way (Parallelizing Correction and FFT) 
Only one angle at 180o is computed and the grids spacing is set to be 0.167λ . 
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Practical CPU Time(s) 527.93 384.26 317.68 281.09 265.12
Ideal CPU Time(s) 527.93 263.97 131.98 65.99 33
Number of Processors 1 2 4 8 16
1 2 3 4 5
 
                                    Figure 4.5 Parallel computing time VI 
 
4.5 Bistatic RCS of a Metal Sphere 
To verify the correctness of parallel precorrected-FFT algorithm for PEC, the 
bistatic RCS of a metallic sphere is computed with the parallel precorrected-FFT 
algorithm. From Figure 4.6, we can see that the parallel precorrected-FFT  






















                                  Figure 4.6 Bistatic RCS of a metal sphere 
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4.6 Analysis of the Simulation Results 
Because the correction number varies according to different points on the object, 
the distribution of the correction number on CPUs is unequal. That is, one CPU 
may have to do more correction operations than the others. But the different 
correction number between any 2 CPUs will become smaller and smaller as the 
number of CPUs available increases. 
 
4.7 Experiments on Communication Time 
In order to know the distribution of communication time of different amount of 
data transferred, a simple MPI-based code is written. In this code, we use 
MPI_Send() and MP_Recv() to send data from the processor 1 to processor 0. 
Assuming that there is an object with 10,000,000 unknowns and ten processors are 
available, each slave processor transfers nearly 1,000,000 data to the main 
processor. Because the unknowns of most objects that we compute are below 
10,000,000, we set the upper limitation of the data transferred as 1,000,000 in our 
experiments. Five times are done for the same data. In Table 4.1, the last column 
shows the average value each of the total five times. The trend of the 
communication time is displayed in the following Figure 4.7. In Table 4.1, the 








Table 4.1 The communication time of different data transferred 
                     Communication   Time  (Second) 
Data 
Transferred 
1 2 3 4 5 average 
100,000 14.10 11.71 16.90 12.83 13.11 13.73 
200,000 26.97 25.97 27.12 26.58 26.77 26.68 
300,000 22.70 25.97 24.88 26.19 25.25 25.00 
400,000 31.07 (149.74) 32.10 31.83 32.28 31.82 
500,000 43.69 42.82 41.71 42.56 41.87 42.53 
600,000 40.67 44.73 45.21 42.55 44.91 43.61 
700,000 (490.06) 51.12 49.31 48.27 53.10 50.45 
1,000,000 73.62 78.03 69.87 88.44 (165.36) 77.49 
       
              












































                                     PARALLEL ALGORITHM  
                ON HOMOGENEOUS DIELETRIC OBJECTS 
 
This research included in this Chapter is resulted in by my research collaboration 
with my fellow graduate Mr. Ewe Wei Bin. In this section, we consider the 
electromagnetic scattering problem of a three-dimensional arbitrarily shaped, 
homogeneous dielectric body. The detailed derivation can be found in [8]. But for 
completeness of formulation, a summary of the equations is given below, 
                                         
           Einc       K                             A1       A1           F1                             (5.1)  ×∇−

























           Hinc = J          {       A1 + (       F1+    F1)/(jk1  )}S+                          (5.3) n − n ×∇ ⋅∇ k2 η1×ˆ ×ˆ ∇ 1
      0=   J          {       A2 + (       F2 +    F2)/(jk2  )}S-               (5.4) − n− ∇ ⋅∇ η 2k22×ˆ ∇×
where J is equivalent surface electric current, K is equivalent surface magnetic 
current, and the magnetic and electric vector potentials Ai and Fi (for i=1, 2) are 
given as 
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                                                                                                                   (5.7) 
 Hinc  =        {      A1+        A2 +( F1+     F1)/(jk1   )    − n ∇ ×∇ ∇ k1 η1×ˆ×nˆ ⋅∇ 2×
                 +(       F2 +    F2)/(jk2   )} .                                                        (5.8) ⋅∇∇ k η 222
 
After having obtained the integral equations, we approximate the electric and 
magnetic currents using the Rao-Wilton-Gilson (RWG) basis functions as follows: 
                  








and the integral equations are converted into a matrix equation given below: 
ZI=V                                          (5.11) 
Again, Z denotes the impedance square matrix, I stands for the unknown column 
matrix, and V represents the coefficient column matrix. The resulting matrix 
equation will be solved using iterative solver and the matrix-vector multiplication 
is accelerated using the parallel P-FFT algorithm with a slight modification to 
meet our requirement. The pseudo code of the algorithm is given subsequently for 
completeness of formulation. 
    
 IF (rank .eq. p0) THEN  
   Project the panel charges to the grid charges;  
   CALL MPI_Scatter( ) !scatter data from p0 to p0-p15 
 ENDIF                 
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 !start to compute convolution 
 CALL 3-D FFT( )                ! pi computes i
th
 FFT 
 CALL 3-D FFT( )                ! pi computes i
th
 FFT-1 
 DO i=0,15 
   IF (rank .eq. p0) THEN 
      CALL MPI_RECV( )      ! p0 receive result from pi 
          
Rest computation relating to convolution;
             
 
   ELSE         
      CALL MPI_SEND( )      ! pi sends result to p0 
   ENDIF 
 ENDDO 
 !end of convolution 
 IF (rank .eq. p0) THEN  
   Interpolate the grid potentials back to the panels;              
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                                             CHAPTER 6 
 PARALLELIZATION OF PRECORRECTED-FFT SOLUTION  
           OF THE VOLUME INTEGRAL EQUATIONS FOR  
INHOMOGENEOUS DIELECTRIC BODIES  
 
The precorrected-FFT method can be used to speed up to the solution of the 
volume integral equation for lossy, inhomogeneous dielectric bodies. In order to 
apply the precorrected-FFT algorithm, two initial steps should be taken first. The 
first one is to discretize the volume of the dielectric body into tetrahedron 
elements and the second is to employ the SWG basis functions to expand the 
unknown electric flux density. Then the basis functions are projected onto a 
uniform grid surrounding the non-uniform mesh, enabling the FFTs to be used to 
accelerate the matrix-vector multiplies in the iterative solution of the matrix 
equation. The computational complexity and memory requirement of the above 
method are O (NlogN) and O (N), respectively. 
 
6.1 Introduction 
The problem of electromagnetic scattering from dielectric bodies of arbitrary 
shape and inhomogeneity is very complex. Although the volume integral equation 
(VIE) in conjunction with the method of moments (MoM) is a powerful tool for 
the analysis of the problem, the computational cost and memory requirement of 
the traditional MoM are still too high to be applied practically, especially when 
the electrical size of a scatterer becomes huge. How to reduce the computational 
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cost and memory requirement is crucial for a successful algorithm. Fortunately, 
some new fast algorithms have been proposed towards solving this problem. 
Among these algorithms, the conjugate gradient fast Fourier transform (CG-FFT) 
is the most widely used approach for solving the VIE. This method requires the 
volume of the object to be discretized into uniform hexahedral cells in order to use 
the Toeplitz property of the coefficient matrix (see Figure 6.1 (a) , 6.1 (b) and 6.1 
(c) below). Thus when modeling an arbitrary geometry, very dense cells are 
required which will result in a large number of unknowns and the unavoidable 
staircase geometry error will degrade the accuracy of the final solution. 
Considering this weakness, the multilevel fast multipole algorithm (MLFMA) has 
been applied to solve the hybrid volume-surface integral equation (VSIE) for 
composite conducting and dielectric objects. In this chapter, a precorrected-FFT 
based algorithm is applied to efficiently solve the volume integral equation. 
Different from the CG-FFT, our approach uses the more flexible tetrahedral mesh 
to construct the model of objects. First, a uniform rectangular grid encloses the 
entire object. Next, all the basis functions are projected onto the surrounding grid 
points. Then the Fast Fourier Transforms can be used to speed up the computation 
of three-dimensional convolutions because the interactions between the point 
sources on the grid points are described by three-dimensional convolutions. In this 
method, the requirement of the solution accuracy decides the density of the 
uniform grid. At the same time, a desired coarse level can be retained even if a 
complex structure is analyzed. The advantage of this technique is that it offers 
good flexibility to model arbitrarily shaped structures while keeping the efficiency 
of the FFTs.  
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                                   Figure 6.1 (a) Top view of a sphere [1] 
 
                                            
                          Figure 6.1 (b) Outer surface of one-eighth of sphere [1] 
 
                                            
 Figure 6.1 (c) Interior subdivision of one-eighth of sphere into 27 tetrahedrons [1] 
 
6.2 Formulation 
6.2.1 The Formulation and Discretization of the Volume Integral Equation [5] 
First of all, consider a lossy, inhomogeneous dielectric body V  which is 
illuminated by an incident field Ei. Assume that the material is dielectric (µ ) 
and has complex dielectric constant of 
0µ=
ωσ−εε= )()()( rrr jr 0ε , where ε  and r σ  
are the relative permittivity and conductivity at position r, respectively. By 
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invoking the equivalence principle, the dielectric body is removed and replaced by 
a volume polarization current J. Because the total electric field is composed by 
both the incident field and the scattered field due to J, we can obtain the following 
volume integral equation, 
)()( rrArErrD i Φ∇−ω−=ε j)()()/(                                  (6.1) 
where  and  are the vector and scalar potentials produced by the volume 
current J, and J is related to the total electric flux density by    
)(rA )(rΦ
                                     J )) 0 rrDrr (/)()(()( εε−εω= j .                                   (6.2) 
 
Only after the parameters in Equation (6.1) are discretized, Equation (6.1) can be 
solved on computer. So the volume V  should be discretized into a number of 
tetrahedral elements while the dielectric properties of each tetrahedral element are 
approximated as constant. The following volumetric SWG basis functions are 








=                                             (6.3) 
where  represent the unknown expansion coefficients, and N  denotes the 
number of faces that make up the tetrahedral model of V . Replacing the 
parameter D(r) in equation (6.1) with equation (6.5) and applying the Galerkin’s 
testing procedure yield a  matrix equation of the form 
nD
NN ×
                                               ESD =                                                         (6.4) 
For the reason of conciseness, the detailed description of the elements of the 
coefficient matrix S  and the excitation vector E  are omitted here since they can 
be easily derived from Equations (6.1)-(6.4). But for easier description of the 
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following P-FFT approach, we give the expressions of the contributions to  and 
 from a single basis function, which are needed in the computation of the 














































0          (6.5) 











































The definitions of a , ,V  and  can be found in [5].  n ±nρ ±n ±κn
 
6.2.2 The Precorrected-FFT Solution of the VIE 
The precorrected-FFT method is an excellent fast algorithm that has been 
successfully applied to solve the surface integral equations for electromagnetic 
scattering problems. Now Dr. Nie Xiaochun, Professor Li Le-Wei and Dr. Yuan 
Ning have expanded its application to the solution of the volume integral 
equations. The method separately considers near- and far- field interactions when 
evaluating a matrix-vector multiplication. The method of computing far-field 
interactions is to project sources onto a regular grid by matching sources’ vector 
and scalar potentials at some given test points to guarantee the approximate 
equality of sources’ far fields. Then a 3-D convolution can be used to evaluate the 
grid potentials (fields). The grid potentials can be interpolated to the elements to 
substitute the computation of fields on the scatterer. To effectively utilize FFT 
during the convolution computation, the projection and interpolation operators are 
represented by sparse matrices. Unfortunately, these grid currents do not 
accurately match the elements radiated by the original sources in near fields. 
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Therefore, near-field interactions need to be computed directly, and corrected for 
errors introduced by the far-field operator. The implementation of the projection 
step for the VIE will be described in the following paragraph and the convolution, 
interpolation, and precorrection steps are omitted since they are similar to those 
which we have introduced in previous chapters, although they are more 
complicated.  
     
Before the P-FFT method is applied, we should enclose the entire object in a 
uniform rectangular grid. Next the uniform rectangular grid is further subdivided 
into small cells with each cell consisting of  grid points and containing only a 
few tetrahedral elements. Assume the n  volumetric SWG basis function  is 
contained in a given cell k . For the projection of the electric charges 
(corresponding to ∇ ), enforcing the scalar potential produced by the electric 
charges at the  grid points to match that produced by the original electric charge 
distributions on the two tetrahedral elements and the common triangular patches 
(if applicable) at N  test points, we can obtain the projection operator for the 






( ) [ ] nptgtnkW ,, PP +=                                              (6.7) 
where  denotes the  column of  and npt ,P thn ptP [ ]+gtP  indicates the generalized 
inverse  of P .  represents the mappings between the grid charges and the 
test-point potentials and P  represent the mappings between the actual charge 
















1                                               (6.8) 
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      (6.9) 
where  and  are the position vectors at the  test point and the l  grid point, 
respectively, and  is the charge at the l  grid point. For any basis function n  in 
cell , this projection operator generates a subset of the grid currents q
t
qr lr thq th
lqˆ th
k ) . The 
contribution to q  from the charges in cell k  can be computed by summing over 
all the actual charges in this cell, i.e. 
ˆ
                                      q ∑=
n
nDnk ),(W
)                                                     (6.10) 
 
Following the above procedure, we can project the charges D nfn ⋅∇  onto the  
grid points surrounding cell k . It should be noted that the projection of the 
volume and surface charges are performed simultaneously in one step, which is a 
convenient and efficient scheme developed for the volume integral equation. 
Similarly, by matching the vector potential due to the  grid currents and that 
due to the actual volume current distributions at the test points, we can obtain the 




6.3 Parallel Algorithm 
As we have introduced in previous chapters, all critical four steps of the 
Precorrected-FFT algorithm can be parallelized theoretically. However, 
considering the communication cost for the special case of VIE, some steps may 
not be parallelized. For instance, when the number of the uniform grid enclosing 
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the computed object is small such as below 20×20×20, the serial convolution 
computation is faster than the parallel one on IBM p690 supercomputer whose 
processors have very fast speed and the communication speed among nodes is not 
faster enough. In this case, the steps that are needed to be parallelized are 
projection, interpolation and pre-correction. As the parallel procedure is similar to 
the method that we use in surface integral equation, we don’t waste the space to 
explain the procedure again here. See Subsection 3.2.2 for more details. 
 
6.4 Numerical Simulation Results  
6.4.1 The RCS of an Inhomogeneous Dielectric Sphere with 9,947 Unknowns 
To prove the correctness and efficiency of parallel precorrected-FFT on volume 
integral equation, scattering on an inhomogeneous dielectric sphere is computed 
with parallel precorrected-FFT algorithm. The wavelength λ  of the incident plane 
is set to be 1 meter. The sphere whose radius is 0.5 meter is divided into 4,802 
tetrahedrons, 9,947 unknowns and 995 nodes. Figure 6.2 shows the result of RCS 
which is same as the correct result. Figure 6.3 displays the execution time with 
































































Ideal CPU Time(s) 2631.6 1315.8 657.9 328.9 164.5
Practical CPU
Time(s)
2631.6 2067.08 2100 2461.5 1789.03
Number of
Processors
1 2 4 8 16
1 2 3 4 5
 
                        Figure 6.3 Execution time with different processors 
 
6.4.2 The RCS of a Periodic and Uniform Dielectric Slab with 206,200  
         Unknowns 
The second example is a five-periodic slab. The sizes of this slab in the x-, y- and 
z-direction are 4 m, 5 m and 1.4 m, respectively. The object is divided into 19,188 
nodes and 100,800 tetrahedrons. The number of unknowns is 206,200. Figure 6.4 
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shows the Bi-static RCS of the slab. It can be seen that the results of the parallel 
P-FFT method and the normal P-FFT method in [2] are in good agreement, which 
demonstrating the correctness of the parallel algorithm. Table 6.1 gives the 
execution time of the solution using the different number of processors.  
   
 
           Figure 6.4 Bi-RCS of a periodic and uniform dielectric slab at k0h=9.0 
 
 
     Table 6.1 Execution time with different number of processors 
Processors           1           5         10 
Execution 
time(hour) 
       30.2        12.1         8.5 
 
                
According to the paper [6], the serial solution of the second example needs 38 
hours on a PC with 1G memory. Compared with the serial P-FFT method, the 
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parallel P-FFT method reduces the execution time greatly. Actually, the execution 
time is still longer than the ideal time. There are two reasons which are 
responsible for the long running time. The first reason is that the authors have the 
lowest priority on the supercomputer. The second one is that there are usually 
more than one hundred jobs running on the supercomputer simultaneously.  
 
It is obvious that the execution time is not reduced proportionally to the number 
of processors. This is because there are communications between different 
processors. The communication type is the blocking, which means that the code 
can not be run until the data communications between all processors are finished. 















CONCLUSION ON PARALLEL PRECORRECTED-FFT 
ALGORITHM ON SCATTERING  
 
As an excellent fast algorithm, the Precorrected-FFT algorithm has been widely 
applied in electromagnetic fields. In this thesis, the author explores to expand the 
application of the Precorrected-FFT method to compute scattering from large 
objects. Based on the platform of high performance computers, MPI-based 
algorithms are developed to accelerate the computation and deal with large 
scattering problems. These algorithms concern the solutions of surface integral 
equation and volume integral equation. 
 
In this thesis, the relevant knowledge on the parallel Precorrected-FFT algorithm 
is introduced first. Then the parallel algorithms for surface integral equation and 
volume integral equation are given, respectively. Actually, the main ideas of these 
two algorithms are same. In the parallel algorithms, the cost of communication 
among processors is an important factor that should be balanced carefully. 
 
The numerical simulations of the parallel Precorrected-FFT algorithm have 
proved that the efficiency of the algorithm is high and the capability of processing 
large scale objects is greatly improved. Comparing the result of the parallel 
algorithm with that of the serial algorithm, we can find that the sizes of objects 




Because the author’s priority and authentication on IBM p690 is the lowest, the 
author can not get enough memory and guarantee the parallel codes not be 
suspended for the codes with higher priority. So the size of objects can not be 
made larger. Since the code is based on MPI, it is convenient to be transplanted to 
any other MPI platform.  In future, the author hopes to run the code on a MPI-
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