In this study, we examine the use of the Box-Tiao canonical correlation statistic as an alternative to both likelihood ratio inference and error correction-model residual-based cointegration inference in multivariate models. It is well-known that the Johansen MLE, while having perhaps the best statistical properties among likelihood-based tests, has small-sample distributions that differ sharply from their asymptotic counterparts. Further, the distributions of economic and financial time series tend to display fat tails, heteroskedasticity and skewness inconsistent with distributional assumptions of likelihood-based tests. The nonparametric Box-Tiao test shows promise as an additional test for the presence of cointegration and tests of its rank in multivariate systems.
Introduction
Inference regarding the number of long-run equilibrium relationships (that is, the cointegration rank) among a set of economic, financial or social variables is most-often based on maximum likelihood (ML) estimation and related asymptotic distributions, perhaps with a small-sample Bartlett correction. Among, likelihood ratio tests, this has been shown to have the best statistical properties; see for example, Johansen (1995 Johansen ( , 2000 Johansen ( , 2002 , Philips (1995) , Stock and Watson (1988) . However, it is now well-known via simulation studies that the asymptotic distributions of ML-based testing statistics for cointegration ranks are not good approximations to the true distributions of the testing statistics when the sample size is small to moderate; see for example, Toda (1995) , Jacobson (1995) , and Haug (1996 Haug ( , 2002 . 1 Because Johansen's maximum likelihood approach is based on the assumption that the true data generating process (DGP) is independent and identically distributed (i.i.d.) multivariate normal, it is of interest to explore alternative procedures for testing cointegration ranks and estimation of vector error-correction (VEC) models that are robust to departures from these assumptions. It is also well known, for example, that the distributions of economic and financial data often fat tails, heteroscedasticity, and skewness. A significant literature has arisen focused on residual-based tests of cointegration, both in univariate and panel models. 2 In these studies, inference regarding cointegration is conducted via residual-based tests via a mapping between the "fit" of a residual-based regression and the presence of cointegration. The intuition in this study is similar, as we explain below. In the presence of nonstationarity, lagged values of a time series should have predictive power for future values; in the presence of stationarity, they will not.
Accurate inference regarding the cointegrating rank in multivariate models is important. If the CI rank is incorrectly inferred due to large size distortions and/or low power of ML-based CI rank test statistics, the long-run coefficient matrix of a vector errorcorrection model (VECM) is misspecified. This in turn results in an incorrect estimation of the number of common stochastic trends of the system and subsequently causes erroneous estimates of short-run coefficients. This misspecification of CI rank will have serious consequences for empirical applications, especially for applications to macroeconomic models that prescribe policy recommendations.
To increase power and reduce small-sample size distortions, nonstationary panel data models have recently become very popular; see, for example, Pedroni (1996 Pedroni ( , 2004 , McCoskey and Kao ( 2001) , Kao (1999) , Banerjee (1999) Banerjee et al. (2004) , and Kao and Chiang (2000) . However, the current literature on panel cointegration tests and estimation usually assumes that the number of cross-sectional units is large and does not allow for (i) cross-sectional dependence in the error terms, (ii) the interaction of short-run dynamics between cross-sections, (iii) the difference in cointegration ranks across crosssections, or (iv) the possibility that long-run equilibrium relationships exist between different cross-sections (hereafter referred to as between-cointegration). If any of these four possibilities holds, the conclusions drawn from the existing panel cointegration literature will be likely misleading and erroneous. given country. Finally, (iv) if we use U.S. as the reference country, then in the regressions of the logarithm of a domestic price on exchange rate (measured as the domestic price per US dollar) and the logarithm of US price, US price appears in every regression and is obviously (trivially) cointegrated with itself across different cross-sectional regressions. In 3 fact, when the nominal U.S. price is integrated of order one (i.e. I(1)), it acts like a common stochastic trend in the panel regressions. O'Connel (1999) showed through simulations that ignoring the cross-sectional dependence in the error terms can cause large size distortions and significant loss of power for existing panel unit root tests. However, no paper published so far has examined the effects on the size and power of panel cointegration tests when there is cross-sectional interaction of short-run dynamics, crosssectional differences in cointegration rank, or cross-sectional cointegration.
The current paper has three main objectives. First, we seek to relax those restrictive assumptions that are routinely made in the existing panel cointegration literature. Specifically, we will explicitly allow for cross-sectional dependence among shocks (i.e. model disturbances), cross-sectional interactions in short-run dynamics, differences in cointegration rank across cross-sectional units, as well as the existence of long-run equilibrium relationships between different cross-sections. Second, in order to relax the distributional assumptions of Johansen's (1995) ML-based approach, we propose using Box and Tiao's (1977) canonical correlation (CC) analysis to test for cointegration rank and estimate cointegration vectors. Box and Tiao's CC-based inferences and estimators of long-run parameters do not require any distributional assumptions of the data generating process and are found to have better distributional properties; see Bewley, Orden, Yang and Fisher (1994) and Bewley and Yang (1995) . Third, since we do not make any distributional assumptions of the true DGP (except the usual regularity conditions about the existence of relevant moments) nor do we assume that the sample available is large, we use a bootstrap method to find the data-dependent and empirically correct finite-sample distributions for our cointegration rank tests and parameter estimators.
4
The paper is organized as follows. In the next section, we describe the restricted panel VEC models commonly used by the current literature on panel cointegration and then present the unrestricted panel VEC model considered by the current paper (essentially, that of Larsson and Lyhagen, 1999) . In Section 3, we motivate the value of an unrestricted panel VEC model specification via Monte Carlo simulations of the size and power properties of a residual-based panel cointegration test statistic. Section 4 introduces the Box and Tiao's (1977) canonical correlation statistic and its extension to testing for cointegration rank. Section 5 provides an empirical application using a panel VEC model for the determination of M1 velocities in U.S. and Canada. We conclude in the last section with some comments.
Panel Vector Error-Correction Models
be a 1 p × vector of interest for cross-section i in period t. Suppose that it y follows a nonstationary VAR(k) process: Given (1A), we can also equivalently represent it y as a VECM:
where
for j=1, 2, ..., (k-1) and
Then, (1B) can be rewritten as:
For a given t, model (3) can be stacked over cross-sections to obtain: 
(4B) is the usual form of VEC models, with coefficient matrices restricted by (5C) and (5D).
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We now make the following assumption:
ε is iid, with mean equal to a zero vector and covariance matrix equal to
Here we particularly notice that the covariance matrix in (6) allows for arbitrary crosssectional dependence across cross-sections, which is a significant relaxation of the crosssectional independence assumption made by almost all of the current nonstationary panel data literature.
Now, suppose that the long-run coefficient matrix, i Π , has the following reduced rank decomposition: .
Here we note that we allow the cointegration rank to be different among cross-sections, which is also an extension of the existing panel cointegration literature, since the current literature on panel cointegration always assumes that different cross-sections have the same cointegration rank: r r i = for all i. Given (7), we can factor the long-run coefficient matrix Π of (4B) as:
Then, model (4B) above can be expressed as a familiar panel VEC model:
This is the model typically specified by almost all of the papers in the relatively new literature on panel VEC models; see for example, Groen and Kleibergen (2000) and Larsson and Lyhagen (1999) . In this specification: (i) short-run dynamics are assumed to be unrelated between cross-sections; that is, the matrix Γ is assumed to be block diagonal, as given in (5D). (ii) There are no long-run equilibrium relationships amongcross-sections; in other words, cross-sectional cointegration is not permitted since β is restricted to be block diagonal, as given in (9) above. (iii) The cointegration ranks are assumed to be the same for all cross-sections. And (iv) Temporary deviation from long-run equilibrium in one cross-section is not allowed to influence the other members of the panel; that is, the adjustment matrix α is assumed to be block diagonal, as given in (9) above. We believe that these four assumptions are unrealistic and very restrictive. Thus, in this paper, we seek to relax these restrictive assumptions. More precisely, we will allow the short-run dynamic matrix ( Γ ), the adjustment matrix ( α ) and the cointegration matrix (β ) unrestricted, as follows. Under this specification of unrestricted matrices Γ , α and β , the panel VECM (10) allows: (i) interactions of short-run dynamics between cross-sections, (ii) influence of one cross-section's temporary long-run equilibrium error on other members of the panel, (iii) the difference in cointegration ranks across cross-sections, and (iv) cross-sectional cointegration. Using specification (10)- (11), we can also test whether the conventional block-diagonality restrictions on the short-run coefficient matrix ( Γ ), the cointegrating matrix (β ) and the adjustment matrix ( α ) are valid once we have estimated the unrestricted matrices Γ , β and α .
Monte Carlo Simulations
To motivate our unrestricted panel VECM specification, we conducted Monte Carlo simulations to examine the effect of cross-sectional correlation and/or cross-sectional cointegration on the size and power of a panel cointegration test. For simplicity, we use the residual-based panel KPSS test for cointegration, which is a direct extension of the residual-based univariate KPSS test for cointegration; see, for example, Shin (1994) . , with it ε being the estimated residual of crosssection i at time t.
The simulation design for the data generating processes (DGPs) is as follows:
where i α is the fixed effect for cross-section i, it x is the I(1) regressor of cross-section i that varies over cross-sections, t z is the common stochastic trend across cross-sections that captures the cross-sectional cointegration among the regressors of different crosssections. The parameter θ controls the degree of nonstationarity in the regression error terms, and the lower triangular matrix L ( N N × ) controls the cross-sectional correlation.
The parameter values used in the simulations are:
• Sample Size: T={50, 100}
• No. of cross-sections: N={2, 5, 10}
• ∈ θ {0.00, 0.05, 0.10, 0.15, 0.20}. (2001) use a similar simulation design, though they do not consider the effects on KPSS tests of cross-sectional correlation or cross-sectional cointegration. For DOLS, the cases considered are:
McCoskey and Kao
Case 1: with no cross-sectional correlation or cross-sectional cointegration; that is:
Case 2: with cross-sectional correlation but with no cross-sectional cointegration; that is:
L is a lower triangular matrix, and 0 i = γ for all i.
Case 3: with no cross-sectional correlation but with cross-sectional cointegration; that is:
for some of the i.
Case 4: with both cross-sectional correlation and cross-sectional cointegration; that is:
L is a lower triangular matrix, and 0 i ≠ γ for some of the i.
For DSUR, the cases considered are:
Case 1: with cross-sectional correlation but with no cross-sectional cointegration, Case 2: with no cross-sectional correlation but with cross-sectional cointegration, Case 3: with both cross-sectional correlation and cross-sectional cointegration.
Our simulations are conducted in GAUSS 3.6 and the number of replications used (i.e. R) is 5,000. The simulation results are reported in Tables 1A-4B . A brief summary of our main findings from the simulations is as follows.
A. Tables 1A-1B indicate that: (i) When there is cross-sectional correlation, the panel KPSS testing statistic (i.e. LM-bar)
is severely over-sized; that is, it over-rejects panel cointegration. On the other hand, the KPSS statistic applied separately to each cross-section has the proper size.
(ii) When there is cross-sectional cointegration, the LM-bar and the individual LM statistics are all severely under-sized; that is, they over-accept panel cointegration.
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(iii) When there are both cross-sectional correlation and cointegration, the LM-bar and the individual LM statistics continue to be severely under-sized but the degree of size distortion is less than in case 3. Tables 2A-2B indicate that:
B.
Both cross-sectional correlation (case 2) and cross-sectional cointegration (case 3) cause severe loss of power. However, case 3 is much more severe than case 2, especially when the error term is nearly stationary (that is, when the value of theta is low).
C. Tables 3A-4B indicate that:
The huge size distortion and severe power loss of the LM statistics based on DOLS that we found in Tables 1A-2B Finally, a word on our simulation design, our simulation is conducted for single equations not for a VAR or a VECM. This is mainly for simplicity in designing the DGPs and programming the relevant calculations. However, we believe that our findings based on this relatively simple DGP design will carry over to VAR or VEC models, since existing estimation and tests for panel cointegration almost always neglect cross-sectional dependence and/or long-run cross-sectional equilibrium relationships.
Our simulation results indicate that when there is cross-sectional correlation or cross-sectional cointegration, existing panel cointegration tests have large size distortion and low power, while the estimates for long-run parameters may be inconsistent if crosssectional cointegration is neglected. Now the challenging question is how to find a valid estimation and testing procedure for panel cointegration models that have cross-sectional 7 Similar results are obtained and warnings made by Banerjee, Marcellino and Osbat (2004). correlation and/or cross-sectional cointegration. This is the main motivation for our unrestricted panel VECM estimation and testing approach to be defined in the next section.
Canonical Correlation Analysis
Box and Tiao (1977) Westerlund (2005 Westerlund ( , 2006 and Westerlund and Edgerton (2005) .
More precisely, define the linear projection of t y on its own history as
where the projection coefficient matrices i Γ 's are p p × . Then, we have:
where t e is the projection error that is uncorrelated with t ŷ (or the lagged values of t y ).
Define: 
where λ is an eigenvalue of ) ŷ ( t Ω in the metric of ) y ( t Ω . 8 Thus, the c that minimizes (maximizes) μ is just the eigenvector corresponding to the smallest (largest) eigenvalue of
. Notice that (17) also implies:
Thus, the minimum (maximum) value of μ achieved also equals the smallest (largest) eigenvalue. We now want to show that the maximum value of μ defined in (15) 
On the other hand, the maximum canonical correlation coefficient between t y and t ŷ is
given by:
where we use
Comparing (20) and (21) Proof: See Appendix.
We now define:
Then,
Thus, using (25)), where
Proof: (i) Under the normalization (22), we can easily verify that
(ii) Since the columns M' are the eigenvectors of )
, we have:
Then, premultiplying it by M and using
, we obtain:
by results (i) and (ii) above. This completes the required proof.
• • Remark 2: The number of eigenvalues (that is, the λ 's) that are close to 1 is the same as the number of linear combinations that can be almost perfectly forecasted; see, Box and Tiao (1977) . Thus, the number of eigenvalues that are close to 1 is the same as the number of common stochastic trends in the VAR system for t y ; see for example, Bewley and Yang (1995 Bewley and Yang (1995) proposed several CI tests based on this idea. In the next section, we will propose two new statistics for testing CI rank.
• Remark 5: Notice that 
The VAR(1) model in (32) is usually referred to as the canonical model. Now, we turn to examining the properties of φ when some of the eigenvalues approach the unit circle. Specifically, suppose that (p-r) eigenvalues of φ approach points on the unit circle. Partition t z , t q and φ as: (2) The canonical model for t z in (32) becomes, in the limit, 
where i equals 1 (for U.S.) and 2 (for Canada), t indexes annual data from 1919 to year 2001, R is a long term nominal interest rate, and ε is the error term of the model. Using the notation of Sections 3 and 4, we have:
We now notice that, by the definitions of
in (5A), we can rotate the coefficient matrix Γ and the lagged-difference vector t X in VECM (10) of Section 3 so that the panel VECM (10) can be rewritten in the familiar form:
where all the coefficient matrices are unrestricted except the reduced rank decomposition of the long-run coefficient matrix. Then, under the normality and iid assumption for t ε , usual maximum likelihood based estimation and inference methods are directly applicable to the unrestricted VEC models defined for t 1 y of (35A), t 2 y of (35B) and t y of (35C), respectively; see for example, Johansen (1995 trends and thus allow a constant term in both the cointegration relationships and the vector error-correction regressions, we were not able to reject: (1) the hypothesis that the CI rank for US is zero, when the number of lagged differences included in the VECM is less than or equal to 10; (2) the hypothesis that the CI rank for Canada is zero, when the number of lagged differences included in the VECM is less or equal to 12. If we pool US and Canada into a panel data set and apply Johansen's CI test to the pooled VECM of dimension four, we found that: (1) the CI rank is zero if the number of lagged difference included is less than or equal to 7, regardless of the specification of the deterministic components; (2) when the number of lagged differences included is equal to 8, (i) the CI rank is 2 based on the trace statistic, regardless of the specification of the deterministic components; (ii) the CI rank is equal to 1 based on the maximum-eigenvalue statistic, if there is no linear trend in the data but allowing a constant in CI relations; (iii) the CI rank is marginally equal to 3 based on the maximum-eigenvalue statistic, if there are linear trends in the data and allowing constant terms in CI relations; and (3) the CI rank is equal to 3 based on the trace or maximum-eigenvalue statistics if the number of lagged difference included in the VECM is equal to 9, regardless of the specification of the deterministic components.
Because the data used in our empirical analysis above are annual data, we strongly believe that the long lag length required (at least 7 lags) for Johansen's ML-based approach to detect any cointegration relationships in the unrestricted panel VEC models for the vectors defined in (35A)-(35C) is unreasonable. Thus, it is fair to say that Johansen's MLbased CI tests provide very weak evidence for either within or cross-country cointegration.
This may be caused by the inaccuracy of Johansen's asymptotic approximation for the distributions of his testing statistics when the small sample size is small; in our application the sample size used is 82. See, for example, Toda (1995) , Jacobson (1995) and Haug (1996) . One way to overcome the inaccuracy of asymptotic distributional approximation is to bootstrap Johansen's testing statistics. Table 5 provides the bootstrap results for Johansen's trace and maximum-eigenvalue testing statistics for testing the null hypothesis that the cointegration rank is 3. Based on the bootstrapped distribution in panel A of Table   5 , we accept the null hypothesis that the cointegration rank is equal to 3.
The other approach to overcoming the difficulties with Johansen's asymptoticbased tests for CI rank is to use Box and Tiao (1977) and Bewley and Yang (1995) canonical correlation method for testing for CI rank.
Bootstrapped Canonical Correlation Approach
Suppose that we have a VECM of dimension p with the squared canonical correlations ordered as 1 0
(see Section 4 above), and that we wish to test whether the cointegration rank is r or not; that is, we wish to test the following The second minimum-eigenvalue statistic:
The first trace statistic and the first minimum-eigenvalue statistic are considered by Bewley and Yang (1995) , while the second trace statistic and the second minimumeigenvalue statistic are newly proposed and are also analogous to Johansen's (1995) trace and maximum-eigenvalue statistics, respectively.
Since we do not want to assume that the true DGP is multivariate normal with the same covariance matrix over time, nor do we want to assume that the sample size used is large, we choose to bootstrap the four testing statistics above to find empirically correct critical values and p-values. To this end, we follow the bootstrap procedure of van Giersbergen (1996) . More specifically, taking the first trace statistic as an example, we follow the following six steps to bootstrap its finite sample distribution.
Step 1: For a given sample, calculate the empirical value of
Step 2 be the sample mean of the residuals.
Let t ε be the scaled and centered residuals,
, which are stationary under the null hypothesis 0 H . Thus, we can now use stationary bootstrap method to resample these adjusted residuals.
Step 3 Step 4 Step 5: Repeat steps 3 and 4 a large number of times, say B times, for b=1, 2, ..., B.
Step 6: For a given significance level α , we reject the null hypothesis of cointegration rank equal to r, if the empirical value (calculated in step 1) is larger 
Our bootstrap procedure is implemented in GAUSS 6.0 and the number of bootstrap (that is, B in step 5 above) used is 10,000. Since our data is annual, we choose to include one lagged difference; that is, we estimate a VEC(1) model; in fact, we did not detect any serial correlation beyond one lag. Table 6 provides the bootstrapped distributions of the trace and minimum-eigenvalue statistics for testing the null hypothesis that the cointegration rank is 3. Based on the bootstrap distributions given in Panel A of Table 6 , we see that the null hypothesis that the CI rank is equal to 3 is accepted for any significance level α ≤ 10%. The three normalized cointegration vector estimators are: More importantly, using the inferences based on the bootstrapped distributions of canonical correlation estimators, we successfully avoided the ambiguity encountered above when we apply Johansen's asymptotic-based method to test for the cointegration rank in VECM (36). Thus, based on this small empirical application, it appears that the bootstrapped canonical correlation analysis approach is superior to the ML-based approach for testing hypotheses of cointegration rank and for estimating cointegration vectors, since the bootstrapped canonical correlation method does not depend on distributional assumptions of the true DGP, does not require the covariance matrix of the VECM errors to be homoscedastic (in fact, our bootstrap procedure accommodates for possible heteroscedasticity in the VECM errors), nor does it require that the sample size used is large.
Conclusions
Given the poor small sample performance of Johansen's ML-based asymptotic approach to testing for cointegration ranks of vector error correction models and its critical dependence on the distributional assumptions, we believe that there is a genuine need to find alternative methods for testing cointegration ranks that do not depend on the restrictive distributional assumptions or inaccurate asymptotics. In this paper, we consider four statistics (two of which are proposed by us for the first time) for testing cointegration ranks based on Box and Tiao's (1977) canonical correlation approach. To ensure that our canonical correlation based tests have correct empirical size, we use bootstrap method to find the finite-sample distributions of the four testing statistics.
The current literature on panel cointegration tests almost always assumes that (i)
there is no contemporaneous cross-sectional correlation in the error terms; (ii) there is no interaction of short-run dynamics between cross-sections; (iii) different cross-sections have the same cointegration rank; and (iv) there are no long-run equilibrium relationships between different cross-sections. In this paper, we argue that cross-sectional dependence in short-run is pervasive since different cross-sectional units are influenced by the same types of domestic and international macro shocks, and that long-run equilibrium relationships between cross-sections are also very common since different economies (or cross-sections) tend to move together in the long-run, especially in this age of globalization.
Our Monte Carlo simulations demonstrate that the presence of short-run and/or long-run cross-sectional dependence causes very severe size distortions and power loss for the panel KPSS cointegration test. To overcome the weakness of the current panel cointegration tests, we propose in this paper an unrestricted panel VECM that allows for arbitrary contemporaneous correlation, cross-sectional interaction of short-run dynamics, heterogeneous cointegration ranks across cross-sections, as well as cointegration between different cross-sections.
In our empirical application of an unrestricted panel VECM for the long-run determination of M1 velocities in U.S. and Canada, using bootstrap method, we unequivocally find three cointegration relationships; two for within-country cointegrations (one for each country) and the other for between-country cointegration. This is in sharp contrast to the confusing results from the Johansen's ML-based asymptotic approach, though we also clearly confirm that the cointegration rank is 3 when we bootstrap
Johansen's testing statisitcs.
The unrestricted panel VECM approach advocated in this paper can be easily applied to many other interesting economic and financial problems; for examples, the testing of economic convergence of OECD countries and the estimation of consumption and investment functions across regions and states. Connel (1999) and Maddala and Wu (1999) considered the effect of cross-sectional correlation on the size and power of panel-unit root tests.
Appendix
Proof of Lemma 1: (i) See Propositions 62 and 64 of Dhrymes (1978, pp. 72-74) .
(ii) Because
is a real symmetric matrix, there exist p orthogonal
Premultiplying it by 2 / 1 t ) y ( Ω , we have: 
, since the columns of B are orthogonal. Thus, rank(M)=p, which implies that the eigenvectors of ) ŷ ( t Ω in the metric of ) y ( t Ω must be linearly independent. This completes the required proof. Nominal Size: 10% 5%
Case 1 Case 1: with no cross-sectional dependence or cross-sectional cointegration Case 2: with cross-sectional dependence but with no cross-sectional cointegration Case 3: with no cross-sectional dependence but with cross-sectional cointegration Case 4: with both cross-sectional dependence and cross-sectional cointegration Case 1: with cross-sectional correlation but without cross-sectional cointegration Case 2: without cross-sectional correlation but with cross-sectional cointegration Case 3: with both cross-sectional correlation and cross-sectional cointegration Case 1: with cross-sectional correlation but without cross-sectional cointegration Case 2: without cross-sectional correlation but with cross-sectional cointegration Case 3: with both cross-sectional correlation and cross-sectional cointegration 
Notes:
1. The null hypothesis tested is CI rank=3 against the alternative CI rank=4. 2. When the dimension of the VECM is 4 (i.e. p=4) and the hypothesized CI rank is 3, Notes:
B. Bootstrap Distributions of Cointegration Vectors
1. The null hypothesis tested is 1 4 = λ 

