We investigate the applicability of an array-conditioned deconvolution technique, developed 6 for analyzing borehole seismic exploration data, to teleseismic receiver functions and data 7 preprocessing steps for scattered wavefield imaging. This multichannel deconvolution tech-8 nique constructs an approximate inverse filter to the estimated source signature by solving an 9 overdetermined set of deconvolution equations, using an array of receivers detecting a com-10 mon source. We find that this technique improves the efficiency and automation of receiver 11 function calculation and data preprocessing workflow. We apply this technique to synthetic 12 experiments and to teleseismic data recorded in a dense array in northern Canada. Our results
INTRODUCTION
1 (1994, 1995) , as discussed herein. The deconvolved SV data show a clear arrival at ∼4.8 seconds, 1 resulting from P to SV conversion at the Moho discontinuity. It is the purpose of this paper to 2 discuss this deconvolution method in the context of teleseismic data and to describe its application 3 to data from the POLARIS-MIT array. 4 
METHODOLOGIES 5
Our study focuses on investigating the effectiveness of the array-conditioned deconvolution, in 6 comparison with conventional frequency-domain deconvolution method, i.e., the waterlevel de-7 convolution. Thus, in this section, we first provide a review of the waterlevel deconvolution method, 8 and then introduce the array-conditioned deconvolution. 
d(t) = w(t) * r(t) + n(t)
13 in which the observed signal d(t) is expressed as the convolution of an Earth impulse response 14 r(t) with a source signature w(t). In eq. (1), n(t) represents residual energy, typically assumed to 15 be Gaussian random noise with zero-mean. The normalization process to solve for r(t) involves
deconvolving w(t) from d(t).
For the ideal case, i.e., there is no noise, the source signature and the 17 observed signal are known and not frequency band-limited, this problem may be solved directly
18
by division in the frequency domain. However, the deconvolution procedure is usually ill-posed 19 because of the presence of random noise, frequency bandwidth limitation, and inaccuracies in es-20 timation of source signature. Therefore, the process has to be regularized. This is usually achieved 21 in the frequency domain by prewhitening the amplitude spectrum of the source wavelet, to avoid 22 small amplitudes that would cause numerical instabilities and ringing in the deconvolved signal.
23
Hereafter, we will only be using signals in the frequency domain. For simplicity, we shall keep the 1 same notation for the variables in eq. (1).
2
An approximate solution of the impulse responser is expressed as (e.g., Berkhout 1977) :
4 where the asterisk denotes the complex conjugate, ω is angular frequency and δ is a regulariza-5 tion factor. The factor, sometimes termed waterlevel (Clayton & Wiggins 1976 ), represents the 6 expected noise power. When δ is zero, eq. (2) is a simple spectral division solving the equation
d(ω) = w(ω) r(ω)
. When δ is large, the denominator in eq. (2) is approximately constant and 8 eq. (2) becomes a convolution with the estimated source.
9
The method assumes that the noise spectrum is white and requires either independent knowl-10 edge of the noise power or a search for the 'best' parameter that stabilizes the deconvolution 11 process. This is usually done on a trial and error basis, and thus is subjective and labor-intensive. It 12 is desirable to introduce more objective means to estimate the regularization parameter. For exam- shown as
17
where
2.2 Array-conditioned deconvolution 1 Haldorsen et al. (1994, 1995) described a method for exploiting the redundancy in seismic array 2 data to obtain an optimized deconvolution filter by using the data to estimate both the source and 3 noise spectra without assuming that either is white. That method may be summarized as follows.
4
Suppose we are given data recorded at an array of receivers and time-shifted and normalized 5 such that each observed trace d m (t) can be assumed to contain a common source signature w(t), 6 superposed with a variable 'noise' n m . That is, we are given a subscripted array of equations, like 7 eq. (1):
Here r(t) from eq. (1) is assumed to be an impulse. Thus, all aligned signals contributing to the 9 source estimation are assumed to be part of the source signature. Additional copies shifted and 10 misaligned (e.g., multipath signal arriving obliquely across the array) are formally part of the
11
'noise', but will be preserved and spiked insofar as they carry the same signature as the aligned 12 signal. Similarly, the filter derived from the aligned P data can be applied to SV data to compress 13 and enhance the converted signal carrying the same source signature, yielding a compressed arrival 14 with the delay relative to the aligned signal preserved by the deconvolution operator.
15
In the frequency domain, this data model is written as a set of equations: 
These equations have the least-squares solution (e.g., Press et al. 1992) is the waterlevel deconvolution.
11
The properties of this optimum filter are discussed in detail in Haldorsen et al. (1994) . In 12 particular, one can rearrange eq. (8) to give
14
where the frequency-domain semblance D(ω) is given by
16
The optimum filter in eq. (12) is thus recognized as a spectral division filter, multiplied by the 17 semblance, which acts as a data adaptive, band-limiting filter attenuating frequencies where the 18 signal-to-noise ratio is small.
19
In the original discussion, the source estimate and the filter construction were derived together,
20
assuming that all the data from a single recorded component were used in constructing both the 21 numerator and the denominator of the filter (eq. (8) yield the noise-free synthetic data ( Fig. 2c ). for the P-component (d p (t)) and SV-component (d sv (t)) can be thus described as, respectively,
(4) We extract 300-second long data before the P arrival from each trace of the P-and SV-
20 where g p (t) and g sv (t) are the synthetic P and SV impulse responses, and N p (t) and N sv (t) are the 23 total (combined and shifted) noise in P and SV components. By changing the scaling factor λ, we and loses resolution. This is expected because using a higher waterlevel amounts to prewhitening array. Here, E T (ω) is calculated using P-component data.
16
Note that, in the deconvolution process,ŵ(t) * g p (t) becomes the effective source signature, and 17 that relative amplitudes in the deconvolved SV data are slightly altered from those of g sv (t). This is 18 an issue for any deconvolution process. The consistency achieved by using a single deconvolution 19 operator for all receivers should enable further analysis beyond the scope of this paper.
20
Similar results are observed when we increase the noise in the synthetic data. The waterlevel 21 deconvolution becomes unstable, i.e., the deconvolved traces are more ringing, whereas the array 22 deconvolution still achieves similar resolution.
23
One way to evaluate the performance of the deconvolution filters is to measure the variance be- convolved data section is shown as the number in the parentheses above each panel in Fig. 3 .
27
The array deconvolution yields a much better, i. the array-deconvolved data appear more stable and consistent throughout, while the correspond-
25
ing waterlevel-deconvolved data are less so. In addition, a number of differences are worth noting.
26
First, the array-deconvolved traces contain more high frequency energy than do the waterlevel- 
15
The processing procedure is implemented for the whole dataset of 135 events. In Fig. 8 In closing, we note that, traditionally, the deconvolution has been achieved in an iterative man-4 ner, whether it is to find a 'best' regularization parameter in the frequency-domain deconvolution,
5
or to minimize the difference between observed and modeled data in the time-domain deconvolu- using the noise present in the array itself.
5 CONCLUSIONS 11
The application of the array-conditioned deconvolution improves the efficiency and automation
12
of the deconvolution process that is an essential step in receiver function analysis and in data Table 1 . The earthquake parameters of the four exemplary events. ∆ is epicentral distance from the event to the center of the POLARIS-MIT array. Baz is backazimuth of the event with respect to the array, counting clockwise from north. The red circles denote events used in the previous receiver function study (Chen et al. 2009 ). The white circles denote the additional events that are analyzed by the array deconvolution. The green circles denote the four exemplary events whose data are shown in Fig. 6 . The combined dataset includes a total of 135 events. (b) Simplified geological map of the Slave craton (outlined in red). The brown shaded area is the central Slave basement complex (CSBC; Bleeker et al., 1999) , which is the oldest portion (2.6-4 Ga) of the craton. The blue shaded area denotes the eastern Slave craton where is covered by juvenile crust. The seismic stations used in this study are denoted in squares (MIT stations) and circles (POLARIS stations). The five stations denoted in blue are those whose data are shown in Fig. 8 . From south to north, these stations are BOXN, LGSN, LDGN, EKTN, and ACKN. The gray circles denote events used in the previous receiver function study (Chen et al. 2009 ). The white circles denote the additional events that are analyzed by the array deconvolution. The black diamonds denote the four exemplary events whose data are shown in Fig. 6 . The combined dataset includes a total of 135 events. (b) Simplified geological map of the Slave craton (outlined in red). The dark gray shaded area is the central Slave basement complex (CSBC; Bleeker et al., 1999) , which is the oldest portion (2.6-4 Ga) of the craton. The light gray shaded area denotes the eastern Slave craton where is covered by juvenile crust. The seismic stations used in this study are denoted in squares (MIT stations) and circles (POLARIS stations). The five stations denoted in black are those whose data are shown in Fig. 8 . From south to north, these stations are BOXN, LGSN, LDGN, EKTN, and ACKN.
