In this paper, we consider a stochastic recursive optimal control problem under model uncertainty. In this framework, the cost function is described by solutions of a family of backward stochastic differential equations. With the help of the linearization techniques and weak convergence methods, we derive the corresponding stochastic maximum principle. Moreover, a linear quadratic robust control problem is also studied.
Introduction
The nonlinear backward stochastic differential equations (BSDEs) formulated by Pardoux and Peng [18] , provided a powerful tool for the research of stochastic control problem and partial differential equations. In particular, El Karoui, Peng, and Quenez [6] applied BSDEs to characterize the so-called stochastic recursive optimal control problem. In this framework, the asset price is described by x term and the cost function is defined by y(0) term of the following forward and backward stochastic differential equation (FBSDE) on a finite time horizon [0, T ]: 
where W = (W (t)) 0≤t≤T is a standard d-dimensional Brownian motion on a complete probability space (Ω, F , P) and u denotes an admissible control process taking value in some nonempty set U (see Section 2 for more details).
The stochastic recursive optimal control problems have important applications in mathematical finance and engineering. For instance, Chen and Epstein [3] considered the stochastic differential recursive utility with drift ambiguity, which can be characterized by a special BSDE (see also Duffie and Epstein [5] ). Moreover, the equation (1) reduces to the classical stochastic optimal control problem when the generator f is independent of the arguments y and z.
In practice, taking into account the model uncertainty, it is hard to know the actual drift and diffusion coefficients of x. For example, the share market is often described as being in either a bull market or a bear market. However, the coefficients may be different in a bull market and a bear market. Since bull markets or bear markets are difficult to predict, we do not know if the actual cost is y 1 (0) or y 2 (0), where y 1 (0) and y 2 (0) represent the costs in a bull market and a bear market, respectively. Suppose that the probability λ of a bull market occurring is unknown. In this case, we could measure the cost in the following robust way J(u) = sup λ∈[0, 1] (λy 1 (0) + (1 − λ)y 2 (0)) = max(y 1 (0), y 2 (0)), (2) which can be regarded as a robust optimal control problem.
In the sequel, we use the parameter θ ∈ Θ to represent different market condition, where Θ is some complete distance space. Denote by y θ (0) the corresponding cost. Suppose that Q is the set of all possible probability distributions of θ. Then, the robust cost is defined by
It is obvious that equation (2) is a special case of equation (3). Thus, an interesting question is to study the above stochastic recursive optimal robust control problem. An important approach for optimal control problems is to derive maximum principle, namely, necessary condition for optimality. In the seminal paper [19] , Peng established a global maximum principle for the classical stochastic optimal control problem. Since then, the stochastic maximum principle was extensively investigated for various stochastic systems, such as mean field dynamics, infinite-dimensional case and so on. Indeed, Buckdahn, Li and Ma [2] studied the optimal control problem for mean-field SDEs; Fuhrman, Hu and Tessitore [7] considered maximum principle for infinite-dimensional stochastic control systems; Tang [23] obtained a general partially observed maximum principle with correlated noises between the system and the observation. For more research on this topic, the reader is referred to [4, 8, 12-14, 17, 22, 24, 27] and the references therein.
Furthermore, much research is also devoted to studying maximum principle for the stochastic recursive optimal control problems. Peng [20] first studied the convex control domain case and established a local maximum principle. Then, Ji and Zhou [15] obtained a local maximum principle for the convex case with terminal state constraints. Xu [26] considered the nonconvex case when the diffusion coefficient does not include control variable. We refer the reader to [9-11, 21, 25, 28] for a closest related research.
The present paper is devoted to the research of stochastic maximum principle for the above stochastic recursive optimal robust control problem. To illustrate the main idea, we content ourselves with the convex control domain case. Note that the robust cost is a supremum over a family of probability measures. Thus, the classical variational approach cannot be directly applied to the question. To overcome this difficult, we deal with the derivative of the value function through the weak convergence methods.
In order to carry out the purpose, we assume that Q is weakly compact and convex. With the help of the linearization techniques, we obtain the variation equation of the FBSDE for each θ. Unlike the classical case, we need to establish the convergence for the variational equation uniformly with respect to θ. Then, in the spirit of the minimax theorem, we prove that the variational inequality is the integral of the variational BSDE with respect to a reference probability Q ∈ Q. We also study the regularity of the Hamiltonian function in θ. Based on the above results, the stochastic maximum principle is derived. Moreover, the stochastic maximum principle is also a sufficient condition under some convex assumptions.
The contribution of this paper is threefold. First, the stochastic recursive optimal robust control problem under model uncertainty is formulated. In particular, the robust cost involves a family of cost functions under different market conditions. Next, the stochastic maximum principle is obtained, which involves the integral of the Hamiltonian function with respect to the above probability Q ∈ Q. To the best of our knowledge, this is the first study to the above type of maximum principle. Finally, we apply the maximum principle to solving a linear quadratic robust control problem. Moreover, compared with [20] , our problem is essentially an "inf sup problem", which makes it more delicate and challenging.
The paper is organized as follows. In section 2, we formulate the stochastic recursive optimal robust control problem. Then, we state the maximum principle in section 3. The section 4 is devoted to the study of a linear quadratic robust control problem.
Notation.
Throughout this paper, let (F t ) 0≤t≤T be the natural filtration generated by W augmented by the P-null sets of F . For each Euclidian space, we denote by ·, · and | · | its scalar product and the associated norm, respectively. Denote by R n the n-dimensional real Euclidean space, R n×d the set of n × d real matrices and S n the set of symmetric n × n real matrices. Moreover, we use the notation
Finally, we consider the following spaces: for any p ≥ 1,
In the sequel, for a given set of parameters α, C(α) will denote a positive constant only depending on these parameters, and which may change from line to line.
Formulation of the problem
We now introduce the definition of admissible control. Assume U is a given nonempty convex subset of R k and p > 4.
In the market, assume that the agent can choose an admissible control u ∈ U[0, T ] to obtain some SDE on [0, T ]. However, he does not know the actual drift and diffusion coefficients due to the model uncertainty. Instead, the agent just knows a family of coefficients which may occur in the market. In this case, the corresponding SDE can be described by
Proof. The proof is immediate from Lemma A.1 and Lemma A.2 in the appendix A. Lemma 2.3 Assume that (H1) and (H4) hold. Then, θ → y θ (0) is continuous and bounded.
Proof. The proof is immediate from Lemma 2.2 and Lemma B.1 in appendix B.
Thus, under assumptions (H1)-(H3), it is easy to check that (H4) holds. Due to the model uncertainty, the cost function is defined by:
where Q is a weakly compact and convex set of probability measures on (Θ, B(Θ)). From Lemma 2.3, y θ (0) is continuous in θ, and J(u) is well-defined. Then, our stochastic optimal control problem is to minimize the robust cost J(u) over u ∈ U[0, T ].
Stochastic maximum principle
In this section, we will establish the stochastic maximum principle by the linearization and weak convergence methods, which is different from the classical variational approach due to the model uncertainty.
where we have used estimates (7) and (8) in the last inequality. By a similar analysis, we could also get that
Consequently, it follows from inequality (9) that, for each N > 0,
Sending ρ → 0 and then N → ∞, we could get the desired equation. Next, we consider the corresponding variational BSDE on [0, T ]: for each θ ∈ Θ,
where
Lemma 3.2 Assume that (H1)-(H3) hold. Then, for each θ ∈ Θ,
where we have used estimates (7), (8), (11) and (13) in the last inequality. As a result, we deduce that
By a similar argument, we could also obtain that, for each N > 0,
Letting ρ tend to 0 and then N tend to ∞, we could get the desired result.
Remark 3.3 Since our value function involves a family of parameters θ, we establish the convergence results for variational SDE and BSDE uniformly with respect to θ, which is crucial for the main result; see Lemma 3.6.
Finally, we are going to discuss the variational inequality. For this purpose, we introduce the following set: for each u ∈ U[0, T ], In order to prove Theorem 3.4, we need the following lemmas. Proof. By the definition J(u), there exists a sequence Q N ∈ Q so that
Note that Q is compact. Then, choosing a subsequence if necessary, we could find a Q u ∈ Q such that Q N converges weakly to Q u . From Lemma 2.3, θ → y θ (0) is continuous and bounded. It follows that
which ends the proof. Proof. The proof is divided into the following two steps.
Step 1 (Convergence). For each Q ∈ Q u , we have
which implies that for each ρ ∈ (0, 1),
On the other hand, by Lemma 3.2, we derive that
As a result, we get that
On the other hand, choosing a subsequence ρ N → 0 such that
For each N ≥ 1, from Lemma 3.5, we could find Q ρN ∈ Q u ρ N so that
which indicates that
Choosing a subsequence if necessary, there is a Q * ∈ Q such that (Q ρN ) N ≥1 converges weakly to Q * . Thus, with the help of Lemma 3.2 and Lemma B.2 in appendix, we derive that
We claim that Q * ∈ Q u , which will be proved in the step 2. Consequently, putting inequalities (14) and (15) together, we deduce that
which is the desired result.
Step 2 (Q * ∈ Q u ). Note that y ρ θ (t) − y θ (t) = ρ( y ρ θ (t) + y θ (t)). Then, with the help of inequalities (11) and (13), we obtain that
which implies that lim 
In the spirit of the fact that Q is convex and compact, Q u is also convex and compact. For each λ ∈ [0, 1], u, u ′ ∈ U[0, T ], one can check that , from which we deduce that u → Θ y u θ (0)Q(dθ) is continuous. It follows from Sion's minimax theorem that inf
For each ε > 0, we can find a probability Q ε ∈ Q u so that
Since Q u is compact, there exists a subsequence ε n → 0 such that Q εn converges weakly to some Q ∈ Q u . It follows that for each u ∈ U[0, T ],
which establishes the desired result.
Maximum principle
In this section, we will consider the necessary condition for the optimal control with the help the previous variational SDEs and BSDEs. First, we will introduce the adjoint equation for the variational BSDE (10) . For this purpose, suppose that the solution to equation (10) satisfies that
Then, we need to study the measurability of the above integrand with respect to the argument θ.
Lemma 3.8 Assume that (H1)-(H4) hold. Then, the map (θ, t, ω) → Π θ (t, ω) is a F -progressively measurable process, i.e., for every t ∈ [0, T ], the function Π θ (s, ω)
Proof. For each N > 1, choose a compact subset
. By partitions of unity, there is a sequence of continuous functions η l : Θ → R taking value in [0, 1] such that η l (θ) = 0, for θ / ∈ B θ l , 1 2N , l = 1, · · · , L N and LN l=1 η l (θ) = 1, for θ ∈ K N . Now, choose some θ * l such that η l (θ * l ) > 0 and set
A linear quadratic robust control problem
For simplicity of presentation, suppose that d = 1, i.e., the Brownian motion is one-dimensional. Assume that U[0, T ] = M p (0, T ; R k ) for some p > 4. Suppose that Θ = {1, 2} is a discrete space and
where Q λ is the probability such that Q λ ({1}) = λ and Q λ ({2}) = 1 − λ. Consider the following linear quadratic control problem, where the state equation is given by
Here, G ∈ S n and A θ , B θ , C θ , D θ , L, S, R are deterministic functions on [0, T ] satisfy the following conditions:
In this case, the cost function is given by
First, we characterize the explicit form of optimal control via the previous results. Let u be an optimal control and set
Then, from Theorem 3.9 and the definition of (p 1 θ , q 1 θ ), there exists a Q λ ∈ Q such that max(y 1 (0), y 2 (0)) = λy 1 (0)
where (p 1 , q 1 ) is the solution of the following adjoint equation:
with
Next, we suppose that
with P ∈ C 1 (0, T ; S 2n ). Note that
Then applying Itô's formula to P (t)x(t) and recalling equation (25), we derive that
In the sequel, the variable t will be suppressed for convenience. Therefore, it follows from equation (24) that the optimal control satisfies
where P is the solution to the following Riccati equation on [0, T ]:
Lemma 4.1 Suppose that the conditions (H5) and (H6) hold. Then, the Riccati equation (28) admit a unique solution P ≥ 0.
Proof. From the condition (H6), it is easy to check that
Thus, by Theorem 7.2 in Chap.6 of [29] , the Riccati equation (28) admits a unique solution P ∈ C 1 (0, T ; S 2n ).
In particular, P (t) ≥ 0 for each t ∈ [0, T ]. The proof is complete. Now, putting equation (26) and equation (27) together, we can get the explicit form of the optimal control u and the optimal state process x, which depend on λ. Moreover, the optimal robust cost is given by max(y 1 (0), y 2 (0)), where (x θ , y θ , u) satisfies equation (23) .
Remark 4.2 Suppose that the cost function is given by J(u) = y 1 (0). Then, it is easy to check that the corresponding optimal control u 1 = u with λ = 1; see [29] .
Finally, we study the existence of the optimal control. By Theorem 3.10, if equation (24) holds, then u is an optimal control. Thus, we need to discuss the existence of solution to equation (24) . Proof. Note that the optimal control u and the optimal state process (x θ , y θ ) satisfies equations (26) , (27) , (28) and (23) for some constant λ * ∈ [0, 1]. Then, denote by P λ the solution to the Riccati equation (28) for each constant λ ∈ [0, 1]. Similarly, we can also define x λ θ , u λ and y λ θ . It is obvious that the second equality of equation (24) holds for (x λ θ , u λ ) for each λ ∈ [0, 1]. Thus, we only need to find a constant λ * ∈ [0, 1] so that the first equality of equation (24) holds. The proof is divided into the following three steps.
Step 1 (y 0
Then, the above linear quadratic control problem with model uncertainty reduces to the classical case, and one can easily check that the desired results hold.
Step 2 (y 0 1 (0) > y 0 2 (0) and y 1 1 (0) < y 1 2 (0)). From the proof Theorem 7.2 in Chap.6 of [29] , we could get that P λ is uniformly bounded on [0, T ]. We claim that
whose proof will be given in step 3 and ℓ * = ( A, C, L, B, S, D, G). Applying Lemma A.1 in appendix A and recalling equations (26) , (27) , we obtain that
which together with Lemma A.2 in appendix A implies that
It follows that y λ 1 (0) − y λ 2 (0) is continuous in λ. Note that y 0 1 (0) − y 0 2 (0) > 0 and y 1 1 (0) − y 1 2 (0) < 0. Therefore, there exists a constant λ * ∈ (0, 1) such that y λ * 1 (0) = y λ * 2 (0). Moreover, it holds that
Step 3 (The proof of inequality (29)). Denote P = P λ − P λ ′ . Then P satisfies the following linear equation:
Note that R −1 is uniformly bounded due to the assumption (H6). Then, using Gronwall's inequality, we could deduce that
which ends the proof.
Appendix A: SDEs and BSDEs
In this appendix, we state some well-known results about SDEs and BSDEs for readers' convenience. First, consider the following forward SDEs on [0, T ]:
where b : [0, T ] × Ω × R n → R n and σ : [0, T ] × Ω × R n → R n×d satisfy the following assumptions:
(B1) For each x ∈ R n , b(·, x) ∈ H 1,p (0, T ; R n ) and σ(·, x) ∈ H p (0, T ; R n×d ) for some p ≥ 2;
(B2) There exists some positive constant L such that for any x, x ′ ∈ R n ,
Lemma A.1 Assume that the conditions (B1) and (B2) hold. Then, the SDE (30) admits a unique solution x ∈ S p (0, T ; R n ). Moreover, it holds that For the proof of Lemma A.1, we refer the reader to [16] . Next, consider the following backward SDEs on [0, T ]:
where ξ ∈ L p (F T ; R m ), p > 1 and f : [0, T ]×Ω×R m ×R m×d → R m satisfies the following assumptions: Proof. For any θ, θ ′ ∈ Θ, set (α, β, ζ) := (x θ − x θ ′ , y θ − y θ ′ , z θ − z θ ′ ). The proof is divided into the following two steps. For convenience, we omit the argument u.
Step 1 (x-estimate). Denote
Thus, the process α satisfies the following SDE: Step 2 (y-estimate). Denote J = ϕ(x θ (T )) − ϕ(x θ ′ (T )) and γ = (x, y, z). Set
Then, it follows from Lemma A.2 that 
