We describe a novel algorithm for bulk-loading an index with high-dimensional data and apply it to the problem of volumetric shape matching. Our matching and packing algorithm is a general approach for packing data according to a similarity metric. First, an approximate k-nearest neighbor graph is constructed using vantage-point initialization, an improvement to previous work that decreases construction time while improving the quality of approximation. Then, graph matching is iteratively performed to pack related items closely together. The end result is a dense index with good performance. We define a new query specification for shape matching that uses minimum and maximum shape constraints to explicitly specify the spatial requirements of the desired shape. This specification provides a natural language for performing volumetric shape matching and is readily supported by the geometry-based similarity search (GSS) tree, an indexing structure that maintains explicit representations of volumetric shape. We describe our implementation of a GSS tree for volumetric shape matching and provide a comprehensive evaluation of parameter sensitivity, performance, and scalability. Compared to previous bulk-loading algorithms, we find that matching and packing can construct a GSS tree index in the same amount of time that is denser, flatter, and better performing, with an observed average performance improvement of 2X.
when there are rigid requirements on what space an object may occupy that are not well reflected by general evaluations of shape similarity.
Here, we describe a precise and efficient method for indexing and searching databases of millions of volumetric shapes. The main contributions of the paper are as follows:
• a description of a novel volumetric search criterion that, unlike conventional metric-based approaches, supports the sculpting of precise shape constraints with specific and variable tolerances, • modifications to the geometry-based similarity search (GSS) tree [16] that improve its performance, • an improvement of the NN-Descent algorithm [9] for approximate k-nearest neighbor graph construction that decreases the construction time of the graph while improving the quality of the approximation, • a novel matching and packing algorithm for the bulk-loading of the GSS tree that results in a dense, high-quality index structure, and • a thorough evaluation of our approach, including a sensitivity analysis of the various parameters.
Background
The subject of 3D shape matching has been extensively researched and has been comprehensively reviewed [14, 40] . The 3D shape retrieval contest (SHREC) is a yearly contest that evaluates shape retrieval algorithms [20] . The key aspect of most approaches is how the similarity of different shapes is quantified. Most commonly, 3D shapes are reduced to a vector of numerical features. The similarity between shapes is then expressed in terms of a metric, such as the Euclidean or χ 2 distances, between feature vectors. These vectors may be indexed for efficient retrieval using data structures such as metric trees [12, 36] . Metric trees can be dynamically constructed from a stream of input data, but if the dataset is bulk loaded, then a denser, more efficient index can be created [2] . A wide variety of descriptors, including histograms of geometric properties [31] , "bags of words" of local features [21] , and the Fourier coefficients of depth-buffer images of the objects [30] , have been explored [4] , and each provides a different mapping from shape to a lower dimension feature vector. If the features used are not translation or rotation invariant, then shapes are typically preprocessed with a pose normalization step, such as principal component analysis [33] . However, this step is neither necessary nor desired if the shapes are pre-registered in a specific coordinate system.
Reducing shapes to feature vectors simplifies the indexing and similarity problems, but necessarily results in a loss of information about the details of the shape and makes it difficult, if not impossible, to match against a precise volumetric specification of shape. One alternative that is applicable to voxelized shapes, as opposed to "polygon soups", is to maintain an explicit representation of the shape. Octrees provide an efficient representation for storing and comparing volumetric shapes [42] . The normalized volume difference, δ VD (vol 1 , vol 2 ), defines a similarity metric on volumetric shapes [15, 16] and is defined as
where vol is the volume of the shape vol. Voxelized shapes can be indexed using a geometry-based similarity search (GSS) tree [15, 16] which has been used to index a dataset of 800 shapes from medical imaging. As 1 An illustration of a GSS tree. Leaves of the tree contain voxelized shapes. Each internal node stores a maximum included volume (MIV) and a minimum surrounding volume (MSV) that bound the geometry of the shapes descended from the node MIV MSV MIV MSV illustrated by Fig. 1 , in a GSS tree, each node maintains a maximum included volume (MIV) and minimum surrounding volume (MSV) that bound all the shapes stored in descendants of the node. That is, the MIV of a collection of shapes is the intersection of these shapes while the MSV is the union. Previously, these MIV and MSV representations were used to perform nearest neighbor similarity search by providing bounds on δ VD .
Here, we describe and evaluate the straightforward use of the GSS tree to support the precise querying of shapes through the specification of minimum and maximum shape constraints as well as detail improvements to the data structure that improve its efficiency. Additionally, contrary to previous work [15, 16] that created GSS trees dynamically, we describe a novel method for bulk-loading a GSS tree that results in a dense and efficient search tree that supports the querying of millions of volumetric shapes.
Problem description
Our goal is to support the precise and exact search of millions of volumetric shapes. In addition to supporting classical nearest neighbor searching based on volume overlap similarity, we also allow the user to sculpt precise minimum and maximum shape constraints. A minimum/maximum shape query specification allows an experienced user to precisely specify exacting shape requirements (where the minimum and maximum shapes are close together) while also supporting more relaxed shape requirements. This is in stark contrast to existing similarity metric approaches where a highly similar shape, as shown in Fig. 2d , may be less interesting than a dissimilar shape, such as shown in Fig. 2c , that matches the desired shape constraints.
A key enabling assumption we make is that the provided volumetric shapes are registered to a common coordinate system. This can be achieved using pose normalization [33] . Pose normalization has been shown to be an effective and necessary preprocessing step when using similarity metrics that are not pose invariant for the general object recognition problem [5, 37] .
The main problem addressed by this paper is the design of data structures and algorithms to support the efficient and scalable search of a database of volumetric shapes pre-registered to a coordinate system where search queries take the form of either a nearest neighbor query or a minimum/maximum shape constraint. Ideally, searches of hundreds of millions of volumetric shapes will be able to be performed in a few seconds to support the interactive modification and refinement of the query.
Data structures
Our two main data structures are octrees for shape representation and GSS trees for shape indexing. A 2D illustration of minimum and maximum shape constraints. a A reference solid (solid) and receptor shape that it must be complementary to (gradient). b A minimum (white) and maximum (overlay) shape constraint derived from the reference. Only the contacting portion of the shape is used to define the minimum shape while the maximum shape is extended to include additional volume complementary to the receptor shape. c A shape matching these constraints. This shape is quite different from the reference shape when compared using a traditional similarity metric. d In contrast, a shape that is highly similar to the reference shape, but that violates the constraints of the receptor shape is less likely to be of interest
Octree
A region octree is a classical data structure for shape representation that recursively divides space into eight uniform octants [36] . An octant that is fully contained in or excluded from a shape is marked as a leaf, while octants that partially overlap the shape are further subdivided up to a specified resolution. An octree representation scales with the surface area of an object, not its volume [22] . As originally described by [15] , the GSS tree used a linear octree representation of shape. In a linear octree, only the leaf nodes of the octree are explicitly stored. Each node can be represented by a single byte containing the level of the leaf and a bit indicating if the leaf is full or empty. The internal structure of the tree is implicitly reconstructed during a linear scan of the leaf array. Although linear octrees are space efficient, since there is no explicit internal structure, there is no possibility of short-circuit evaluation when performing operations such as intersection or union.
Since union and intersection calculations are common both in the construction and search of the GSS tree, we design our octrees to explicitly store the internal nodes of the tree. Additionally, to accelerate the computation of δ VD , the volume of each subtree is stored in each node along with the eight references to the children of the node. A reference consists of a bit specifying if the child is a leaf node or internal node and the location index of the child node. If the child is a leaf, the leaf data (full or empty) is hoisted into the location index field. We perform double hoisting of leaf data where, if all the children of a child node are leaves, the eight grandchildren are condensed into an 8-bit mask stored in the grandparent. This octree representation has a storage overhead comparable to a linear octree, but has substantially better performance due to the cache of subtree volumes and short-circuiting of intersection and union calculations. 
GSS tree
The defining aspect of the GSS tree, illustrated in Fig. 1 , is the use of a maximum included volume (MIV) and minimum surrounding volume (MSV) as aggregate descriptors of the descendants of a tree node. Additionally, like a B-tree, a GSS tree is height balanced and each node may contain several children. Unlike most B-tree structures, the data (MIV and MSV) contained in each node is not of fixed width, so we make no attempt to page-align nodes. The ideal maximum branching factor of a tree node is explored in Sect. 7.2. In our implementation, the internal nodes and leaf nodes are stored in separate files. After tree construction, these files are sorted in depth-first order. Each internal node contains start and end references to the range of leaf nodes of the subtree it specifies. This supports the immediate sequential scanning of all the leaf nodes of any given subtree. In our implementation, leaf nodes contain a single shape octree.
In the original GSS tree, the MIV and MSV representations stored in a node were specified to be only as accurate as needed to distinguish among them. For example, the MIV octrees stored in a node would be rounded down to the coarsest resolution where all the MIV octrees were still not identical. This results in smaller octrees with strictly fewer levels that are faster to load and query, but comparisons become less accurate. For our queries, we find that the inaccuracies introduced by these lower resolution approximations prevented the pruning of unproductive subtree searches resulting in a net decrease in performance.
As an alternative, we perform local adaptive rounding of octrees stored in the same GSS tree node. Rather than reducing the resolution of the entire tree, we consider each leaf octant of the trees separately. A leaf octant of an MIV/MSV octree is only rounded down/up to an empty/full octant if the same octant in all the other MIV/MSV octrees in the node either has an identical pattern (in which case it is rounded as well) or is a full/empty octant (see Fig. 3 ). That is, the resolution of octants that actually discriminate between different shapes within the octant are left untouched. Essentially, the distribution of shapes stored within the GSS tree is used to indicate which segments of the octree representation can be stored in a reduced resolution. This technique results in an average reduction in octree size of approximately 20-30 % while resulting in almost no increase in unproductive searches.
Algorithms
The usefulness of the GSS tree depends on how well similar shapes are grouped together at lower levels of the tree. The grouping of dissimilar shapes results in large MSV shapes and small MIV shapes that are uninformative in guiding the search process. The GSS tree was originally described as a dynamic data structure where shapes were added and removed one at a time [15] . This approach produces a tree layout that is dependent upon the ordering of the inputs and, while balanced, may have a highly variable distribution of node occupancies throughout the tree resulting in poor search performance. For shape databases that are updated infrequently, constructing the GSS tree search index through the bulk-loading of the input dataset is a natural alternative. We describe the first GSS tree bulk-loading framework that includes a novel improvement to approximate k-nearest neighbor (k-nn) graph creation and a novel matching and packing algorithm for producing dense, efficient groups of shapes. Additionally, we describe our GSS tree search algorithms. For convenience, the parameters of the algorithms are collated in Table 1 .
Bulk-loading framework
The goal of bulk-loading a data structure like the GSS tree is to create a dense tree with maximum fanout that provides good search performance. Additionally, a bulk-loading algorithm must be able to handle a large input dataset that may not fit in memory. As a starting point for our framework, we use the BulkLoad algorithm [2] . This algorithm, originally designed to initialize a CM-tree metric tree structure [1] , uses a top-down partitioning scheme to build each layer of the tree from the bottom-up. The input data is partitioned into c partitions by (1) randomly sampling cL data items (where L is a sampling parameter with a recommended value of five), (2) agglomeratively clustering this sample into c clusters, (3) identifying the most central element of these clusters, and (4) then, assigning each data item in the input to the cluster center it is closest to. A single partitioning step performs a full scan of input data only once while performing O(cn) distance computations in the cluster assignment step, and as long as c and L are small, the O(c 2 L 2 ) agglomerative clustering can be performed in memory with little practical overhead. This partitioning step is recursively applied until the resulting partition contains fewer than the maximum allowed number of items in a node, m, at which point the partition is converted into a tree node with the corresponding data items as its children. Once the input has been fully decomposed into tree nodes, these nodes are then treated as individual data items that are then partitioned to create the next highest level in the tree structure. This process is repeated until a single root node is obtained.
The BulkLoad algorithm requires that a distance function be defined both between individual data items, in our case the δ VD metric between shapes, and between nodes, which represent a subtree of items. In the GSS tree, every node contains a representative MIV and MSV shape. We define the distance between nodes to be the average of the δ VD of the MIV and MSV shapes. Since this distance is the average of two metrics, it is also a metric. In fact, it is a generalization of shape distance since a single shape can be represented by a pair of identical MIV and MSV shapes. For simplicity, we also refer to this similarity metric as δ VD . Unfortunately, the BulkLoad algorithm does not result in a particularly dense tree since the partitioning scheme produces variable-sized clusters. More subtly, the grouping of items around a "central" item, although appropriate for the CM-tree data structure, is not particularly well suited for GSS tree construction, as illustrated in Fig. 4 . Instead, the desired grouping of shapes (or nodes representing shapes) is the grouping that results in the tightest, most specific MIV and MSV representations.
To address these issues, we have developed a hybrid partitioning/packing framework that uses the BulkLoad algorithm to efficiently partition items (either individual shapes or internal GSS tree nodes) into clusters that are substantially larger than the desired node fanout, but remain small enough that the cluster data fits in memory. We then pack the cluster data into groups of size m, each of which is converted to a node in the GSS tree layer that is under construction. Once a tree layer is completed, the next highest layer is constructed by repeating the process. The pseudocode for this framework is provided in Algorithms 1 and 2. 
Approximate k-nn graph construction
In order to generate a quality packing of n items, it is necessary to compute the pairwise distances between items. Computing all O(n 2 ) distances is prohibitively expensive and unnecessary since only the distances between nearby items, which are candidates for packing, are relevant. Instead, a k-nearest neighbor graph, where each node is only connected to its k closest neighbors, can be used. Efficient, o(n 2 ), construction of an optimal k-nn graph over a general metric space with an intrinsic high dimensionality remains an open problem [6] . However, efficient algorithms for constructing approximate k-nn graphs have been developed [9, 34] . We use the NN-Descent algorithm [9] to construct an approximate k-nn graph of items.
The NN-Descent algorithm first constructs an initial graph where each node, representing an item, is connected to a random sampling of k other nodes. This candidate k-nn graph is then improved through a local search around each node that compares the node with its neighbor's neighbors. Each iteration of NN-Descent is O(k 2 n). Typically, only a few iterations are needed to converge to a local minimum, and, at least for lower dimensional inputs, this local minimum is observed to be close to the global minimum (the true k-nn graph) [9] .
We improve upon the NN-Descent algorithm by replacing the random initial graph with a vantage-point initialized graph. We project each item onto a lower dimensional Euclidean space by computing a vector of distances to a set of v vantage-point objects. A k-nn graph between these low-dimensional distance vectors can be computed efficiently using a spatial data structure. The nearest neighbor relation in this vantage space has been used directly to perform image retrieval [41] . However, the k-nn graph in vantage space does not correspond directly to the k-nn graph in the original, higher-order metric space. Instead, we use the k-nn graph in vantage space to initialize the NN-Descent algorithm, which then further refines the k-nn graph.
We choose the v vantage-point objects with a greedy farthest-first selection process that requires O(vn) distance computations. The k-nn graph in vantage space is constructed using the kd-tree module of the ANN library [27] . We run the NN-Descent algorithm to completion without any early termination in order to generate the most accurate graph. We demonstrate in Sect. 7.2 that our vantage-point initialization scheme both reduces the time to construct the k-nn graph and results in a higher-quality approximation.
Matching and packing
Optimal packing into groups larger than two is NP-complete [32] , but the well-studied graph matching algorithm [11] can be used to find optimal pairings of objects. A maximum match-ing is the set of pairwise non-adjacent edges in a graph with the maximum total edge cost. We greedily pack nodes into groups of size m (the maximum fanout of a GSS tree node) by iteratively finding a maximum graph matching. We compute the maximum matching of the approximate k-nn graph where the edge costs are set to 1 − δ VD . The paired nodes are precisely those whose combined MIV and MSV representations will change the least. The MIV and MSV of all the paired nodes is computed to form a new set of nodes from which a new k-nn graph is generated, and the matching process is repeated log 2 m times until all the nodes have been joined into a set of parent nodes with a maximum fanout of m. We do not perform a perfect matching which requires that every vertex in the graph be incident upon an edge in the matching. This allows outliers to remain unmatched and keeps the most closely related nodes packed together. The pseudocode for this process is shown in Algorithm 3.
Algorithm 3: Pack
Input : nodes to densely pack m per a parent node Result: parent nodes
.children] mergedNodes.add(parent) nodes ←− mergedNodes return nodes Graph matching has been extensively studied, and for graphs with v vertices and e edges, the best worst-case results are O( √ ve) [24] . However, simpler algorithms with worse asymptotic bounds perform well in practice, particularly on sparse graphs [18] . In fact, matching of a random sparse graph with a constant average degree can be performed in expected O(v) time [7] . Consequently, even though we use a O(ve log v) matching algorithm from the LEMON graph library [19] , we expect and observe excellent real-world performance, as quantified in Sect. 7.5. The use of a k-nn graph with O(kn) edges instead of a complete graph with O(n 2 ) edges is essential to achieving this performance, and the maximal matching of the k-nn graph will be identical to the maximal matching of the complete graph as long as the k-nn graph samples the appropriate edges. This makes the quality of the matching sensitive to both the quality of the k-nn graph approximation and the value of k, a dependency that is explored in Sect. 7.2.
Search
We support two forms of search: nearest neighbor search and search by shape constraints.
Nearest neighbor
The GSS tree was originally designed to support nearest neighbor search [16] . The MIV and MSV representations of each node can be used to compute minimum and maximum bounds on the volume overlap, δ VD , between the query object and all subtree leaves, and this bound is used to prune the search of the tree. The minimum, δ min , and maximum, δ max , bounds for a given query volume, vol, are computed as follows:
Subtrees are explored by processing those nodes with the largest δ min + δ max value first. As leaf nodes are explored, the current best volume overlap value is maintained. When searching for the k-nearest neighbors, the kth best value is retained as the best solution. Subtrees are not explored if the bounds for the subtree indicate that its descendants will not improve upon the current best solution.
Shape constraints
The search algorithm for identifying volumetric shapes that match a provided minimum/maximum shape constraint follows naturally from the structure of the GSS tree. The subtree beneath a node in the GSS tree is explored if and only if the MIV of the node is contained within the maximum shape constraint and the MSV of the node fully contains the minimum shape constraint. If the minimum shape is fully contained within the MIV and the maximum shape fully contains the MSV, then the descent of the tree can be short-circuited and the leaves of the subtree read directly.
Implementation
Our implementation is written in C/C++. Database creation takes as input either a directory of voxelized shapes in the MIRA format or a file of shapes defined by molecular structures. In either case, the shapes are assumed to be pre-aligned to the desired coordinate system. Voxelized shapes are represented by an octree with a maximum dimension and resolution determined by the user. These octrees are written out to disk along with the original shape data as they are created. The levels of the GSS tree are then created as previously described. When creating a new level, the previous level is opened as a memory-mapped file while the new level is written to a new file to minimize the memory requirements of index construction. After the levels of the GSS tree are constructed, they are put in depth-first order into a file containing the internal nodes and a separate file containing only leaves. During this optimization pass, local adaptive rounding is applied to the MIV and MSV octrees. The OpenBabel toolkit [29] is used to parse and manipulate molecular data. The molecular surface of each structure is computed analytically [8] using a probe radius of 1.4 Å. The resulting shape is then voxelized to a 0.5 Å resolution and has a maximum dimension of 32 Å.
Nearest neighbor search takes as input either a MIRA voxel file or a molecular structure file. Shape constraint search may take MIRA voxel files of the desired minimum and maximum shape constraints or may take two molecular structure files that define an included shape and an excluded shape. The included shape corresponds to the minimum shape constraint. Any matching shape must fully contain the included shape. The excluded shape represents the area where a matching shape should not overlap. Its inverse corresponds to the maximum shape constraint. In both cases, a gap distance may be specified by which to reduce the voxelized The voxelized shape of a molecule (dark voxels) and its receptor (light voxels). This shape forms the basis for a minimum shape constraint while the inverse, or negative image, of the receptor defines a maximum shape constraint. Molecules whose surface falls in the gap between the two shapes match the constraints. Both shapes are shown after being reduced by the same gap distance: a 0 Å, b 1 Å, c 1.5 Å, and d 2 Å. Images generated with sproxel [39] shape of the included shape and the uninverted excluded shape. Shapes are reduced by iteratively removing the appropriate number of surface voxels to achieve the appropriately sized gap between the original and reduced shape. The larger the gap between the two shape constraints, the more likely that matching shapes will be found. An illustration of different possible query shapes is provided in Fig. 5 . The GSS tree is accessed through memorymapped files. The complete source code is available under a GNU General Public License at https:// github.com/dkoes/shapedb.
Results
Here, we investigate the sensitivity of our approach to various parameters and assess its performance and scalability. We first describe the benchmarks and benchmarking methodology used. Then, we investigate the sensitivity of our approach to various parameters and select a default set of algorithmic parameters. Additionally, we compare our novel matching and packing algorithm to prior work. Finally, we evaluate the shape recognition performance and scalability of our approach.
Benchmarks
We consider two sets of benchmarks: the SHREC 2012 Generic Shape Retrieval Benchmark and a custom molecular shape benchmark we define here. The SHREC benchmark allows us to directly compare with published results, but is limited by its small size of 1,200 shapes. In contrast, our custom molecular shape database contains millions of shapes. This large size allows us to meaningfully evaluate parameter sensitivity under both IO-bound and CPUbound conditions (Fig. 6 ).
All performance results are for single-threaded execution. All timing results are the average of at least three measurements. Queries are evaluated using a 3.33 GHz Intel Core i7 975 with 12 GB of RAM running Ubuntu Linux. Data is stored on two 7200 RPM hard drives in a striped software RAID. IO-bound performance is measured by clearing the file system cache before each query so that all accesses to the GSS tree result in disk I/O. CPU-bound performance is measured by executing the same query multiple times in the same session and ignoring the performance of the first query since it loads accessed data into the file system cache. Real-world performance on large databases will be in between these two extremes since portions of the GSS tree, particularly the highest levels, are expected to be resident in the file system cache. Furthermore, in situations where queries are interactively refined, each successive query is similar to the previous and so query performance will be mostly CPU bound rather than IO bound.
SHREC 2012 benchmark
The SHREC Generic Shape Retrieval Benchmark [20] consists of 1,200 generic shapes uniformly distributed among 60 different categories. We utilize the provided evaluation methodology [38] where a shape retrieval method is evaluated using a complete 1,200 × 1,200 distance matrix between the objects. This assesses the overall performance of the distance metric, which in our case is the normalized volume difference, δ VD , applied to pose normalized voxelizations of the benchmark shapes. Additionally, we use the SHREC benchmark to evaluate the run-time performance of nearest neighbor and shape constraint search and to compare our approach against the published results of the 2012 SHREC exercise.
We preprocess the shapes of the SHREC benchmark with MeshLab [23] and the modular toolkit for data processing (MDP) [43] . MeshLab is used to remove isolated vertices (noise) from each shape and to center the shapes. The PCA module of MDP is then used to align each shape. The resulting normalized shapes are then voxelized using binvox [25, 28] . We evaluate three different resolutions of voxelization: 256 3 , 128 3 , and 64 3 .
In order to better evaluate the effect of database size on the search algorithm, we sample smaller benchmark sets of 300, 600, and 900 shapes from the SHREC dataset. Additionally, we create larger benchmark sets of size 2,400, 3,600, and 4,800 by generating alternative poses of each shape with respect to the three coordinate axes. The set of 2,400 shapes contains all the original shapes plus these shapes rotated around the x axis, the next largest set adds shapes rotated around the y axis, and the largest set adds shapes rotated around the z axis. In addition to allowing us to further investigate the scaling properties of our search algorithm, these larger datasets also allow us to evaluate the volume difference metric when applied to multiple pose alignments of a shape. In this case, only the best volume difference of any alignment of a shape is considered.
To compute average nearest neighbor query time, we search for the 1, 2, 4, and 8 nearest neighbors of each of the 1,200 benchmark shapes and take the average time across all 1,200 queries. Only the search time is measured; time spent voxelizing the inputs or writing out the results is omitted. Additionally, we consider the unindexed performance of performing a simple linear scan of the octrees to compute the volume difference of a query with respect to the entire set of shapes. Since even the largest benchmark is entirely memory resident, we only consider CPU-bound performance when evaluating SHREC.
In order to evaluate shape constraint search on the SHREC benchmark, we create optimal shape constraints for each shape category by computing the intersection and union of all the shapes in the category to obtain the respective minimum and maximum shape constraints. These constraints are optimal in that they are the tightest possible constraints that include all members of each category. The distance matrix for shape constraint search is computed by assigning a maximum distance to any shape that does not match the constraints of the query category and δ VD to those that do. This results in a potentially asymmetric distance matrix and represents an upper bound of the shape retrieval performance obtainable through the use of shape constraints.
Molecular benchmark
In order to better asses the performance of our algorithms at scale, we created large libraries of molecular shapes containing up to 22 million shapes. We use these shape libraries to evaluate parameter sensitivity, our packing algorithm, and the scalability of shape constraint based search. Importantly, although we make every effort to design a synthetic benchmark with realistic properties, the focus here is on evaluating our algorithms and data structures on a volumetric shape database that is large enough to not be memory resident. Future work will more thoroughly investigate the efficacy of volumetric molecular shape matching as applied to the virtual screening of compounds.
In order to construct our benchmark, we make use of the AnchorQuery library of synthetically accessible compounds [17] . These compounds have all been defined to include an indole, a specific molecular fragment with a planar double 5-6 ring, as shown in Fig. 7 . AnchorQuery includes more than 400 million shapes representing more than 5 million compounds, all of which contain this fragment. We generate benchmark datasets by sampling uniformly from the 22 AnchorQuery reaction classes with more than a million available shapes and then aligning the selected molecular shapes to a uniform coordinate system centered on the indole fragment. We create four libraries with 22 thousand, 220 thousand, 2.2 million and 22 million molecular shapes, respectively.
In our evaluation of our molecular benchmark, we primarily consider shape constraint search in order to focus on the most novel aspect of our approach. In order to define realistic query shape constraints, we extract structures of bioactive small molecules bound to receptor proteins from the DUD [13] and CSAR [10] datasets where the small molecule possesses the desired molecular fragment. This results in a total of 57 complexes. These small molecules are then aligned and included in all the benchmarking sets to ensure there is always at least one match. A minimum shape constraint was derived from the small molecule and a maximum shape was derived from the receptor as described in Sect. 6. Queries with different precisions were constructed by applying gap distances of 1.0, 1.5, and 2.0 Åto both the minimum and maximum shapes, as illustrated in Fig. 5 . A larger gap distance corresponds to a less precise query that is expected to return more results. For instance, with the 2.2 million sized library, the 1.5 Å gap query returns an average of 66 shapes while the 2 Å gap query returns an average of 10,195 shapes.
Average shape query times are the average of the 57 queries. Only the search time is measured; time spent voxelizing the inputs or writing out the results is omitted. Due to practical considerations, index construction was performed in parallel on a 3.33 GHz Intel Xeon X5680 storage server. Each process shared 96 GB of RAM, but was allocated a dedicated core and hard drive. The creation time of each index was measured four times and the average of the best three times is reported. Unless otherwise specified, error bars show the standard error of the measurement.
Parameter sensitivity
We consider the effect of different choices of parameters on index creation time and index quality, as measured by the average IO-bound and CPU-bound shape constraint query time. Due to its larger, more meaningful size, we utilize the molecular benchmark for this evaluation, but limit ourselves to the 2.2 million shape benchmark for practical purposes. Additionally, for purposes of evaluating parameter sensitivity, we consider only the average query performance of a shape constraint search with a gap distance of 1.5.
We evaluate the relationship between the number of k nearest neighbors computed in the k-nn graph construction and the number v vantage points used to initialize the k-nn approximation. We also consider the relationship between the number of clusters, c, generated by the BulkLoad algorithm and the maximum cluster size, p, at which we perform packing. That is, the algorithm will recursively partition the input set into c clusters until the cluster size is less than or equal to p, at which point the cluster is packed into dense GSS tree nodes. Finally, we consider the effect of the node fanout, m, which is the maximum number of children of a GSS tree node. Unless otherwise specified, we use default values of c = 8, p = 32,768, k = 8, v = 32, and m = 16. These parameters are defined in Table 1 .
The ability of the k-nn graph approximation to correctly sample the best edges for matching in the complete graph is a limiting factor of the performance of the matching and packing algorithm. Figure 8 The effect of the number of clusters, c, and the maximum size of the clusters, p, is shown in Fig. 9 . The case of p = 0 is equivalent to the standard BulkLoad algorithm and provides a baseline for comparison. Partitioning the data into a larger number of clusters reduces the number of recursive splits, but increases the cost of each split resulting in longer construction times. In contrast with previous findings [2] , we find that increasing the number of clusters does result in improved query performance, possibly because a larger number of clusters can result in a more discriminatory partition of the input that more cleanly separates out outliers. Increasing p results in a clear and substantial improvement in query performance, and as p increases, the effect of the choice of c is diminished. Small values of p actually improve index construction times relative to a clustering-only approach while simultaneously exhibiting better IO-bound query performance. For CPU-bound performance, small amounts of packing can result in a slow down relative to just clustering. This is because the clustering algorithm produces relatively sparse search trees with a significantly lower average fanout per a node. Since the CPU-bound case incurs no page-fault penalty for accessing additional nodes, the smaller number of evaluations per a node results in faster overall performance. This effect is also evident in Fig. 11 .
At the expense of longer construction times and larger memory requirements, larger values of p result in better query performance, although with diminishing returns for p > 2 15 . Packing has the effect of evenly and densely distributing items in the bottom of the tree, resulting in a shorter, more space efficient tree. For example, the shape databases created without packing are 18 GB in size, while those with p ≥ 128 are 15 GB. In general, matching and packing halves the time it takes to perform a query relative to a clustering-only approach for the same cost in index construction time.
The effect of the maximum node fanout, m, is shown in Fig. 10 . Only average query performance is shown. There was no significant relationship between m and index creation time since, while m determines the number of items packed into a tree node, it does not significantly affect the overall number of matchings, which is logarithmic with the input size. Smaller values of m result in better CPU-bound performance since less unnecessary work (the evaluation of uninteresting children) is performed at each node. In contrast, larger values Fig. 9 Effect of the number of clusters, c, and the size limit, p, at which a cluster is packed using the matching and packing algorithm on index creation time and query performance a when IO-bound and b when CPU-bound of m result in better IO-bound performance, up to a point, since evaluating fewer, larger nodes results in fewer page faults. The optimal choice of m is heavily dependent on the size of the items in the node, the size of the file system readahead cache, and the computational cost of evaluating an item. We find that m = 16 provides a good compromise between IO-bound and CPU-bound performance.
Packing performance comparison
We consider two alternative means of packing in Fig. 11 . We evaluate the packing algorithms using shape constraint queries with a gap size of 1.5 Å performed on the 2.2 million shape molecular benchmark. A greedy algorithm matches pairs of unmatched items in the order they are found in a sorted list of distances between items. This greedy algorithm is a 2X approximation of the optimal matching algorithm [3] . Another approach to packing is to assign a linear order to the dataset which can be done in a mathematically precise way using spectral graph theory [26] . We evaluate these algorithms using the complete graph of distances between items and so set p = 2,048 to reduce the number of distance computations. For comparison purposes, we also evaluate our matching and packing algorithm using the complete graph rather than the approximate k-nn graph. Since the matching and spectral packers have running times that scale differently with a complete graph compared to the greedy packer, we do not compare index construction times. Average CPU-Bound Query Performance (s) (b) Fig. 11 Query performance of greedy packing, spectral packing, and clustering (no packing) compared to matching a when IO-bound and b when CPU-bound. All three packing algorithms were run using the complete graph of similarity distances instead of the k-nn approximation with p = 2,048
Fig. 12
Query performance and index construction time of greedy packing and matching as the size limit, p, at which a cluster is packed is increased a when IO-bound and b when CPU-bound
The three packing algorithms are compared to clustering without packing, which is equivalent to the BulkLoad CM-tree initialization algorithm [2] . Spectral packing does not provide any significant improvement in performance compared to clustering, indicating that it is not an effective means of grouping related items. Greedy packing improves upon clustering, but does not perform as well as matching, illustrating the advantage of using an optimal, rather than approximate, algorithm.
Although the performance difference between matching and greedy packing for p = 2,048 is slight, this difference increases for larger values of p as shown in Fig. 12 . Unlike in Fig. 11 , here the k-nn graph construction is used. For small values of p, greedy packing has surprisingly erratic performance, possibly due to differences in how the two algorithms treat outliers. For larger values of p, the difference is pronounced for both IO-bound and CPUbound performance with greedy matching producing a 2X slowdown and only improving index construction time by a small percentage.
Shape retrieval performance
The performance of the volume difference metric, δ VD , at identifying related shapes in the SHREC database is shown in Table 2 , and the discounted cumulative gain is shown in Fig. 13 . The performance of this simple metric is roughly equivalent with the lowest performing SHREC 2012 submission, and there is very little decrease in performance as lower resolution Performance metrics are defined and computed as specified by the SHREC 2012 benchmark guidelines [38] . voxelizations are used. This is unsurprising since the volume difference metric, unlike the SHREC submissions, is not pose invariant, and we use a basic pose alignment method. Indeed, if multiple pose alignments are considered, the discounted cumulative gain improves from 0.50 to 0.57. This improvement is at least partially due to the fact that our generic PCA alignment does not necessarily orient shapes in a consistent and natural direction, as shown by the overlay of rocket shapes in Fig. 6b . Previous work has demonstrated that more sophisticated alignment and normalization methods improve the performance of similarity metrics that are not pose invariant [5, 37] . More relevant to our volumetric shape representation is the shape retrieval performance using shape constraints. Optimal shape constraints, as shown in Table 2 and Fig. 13 , outperform even the best SHREC 2012 submissions, even using the lowest voxel resolution. Since these shape constraints are the strictest possible constraints for each category, their shape retrieval performance is an upper bound of what is possible for our set of aligned shapes. However, a more sophisticated shape alignment process might serve to further improve the shape retrieval performance while resulting in more natural shape constraints (such as a rocket constraint where all the fins are oriented the same way, unlike in Fig. 6 ).
Query time
The speed of a query of the GSS tree indexing structure depends on the type and breadth of the query and the contents of the database. As a shape constraint query is relaxed to match more shapes, the speed of the query will approach that of a linear scan. On the other hand, a shape constraint query that is narrowly defined or substantially different from most of the database shapes may only have to explore a single branch of the tree (or terminate even earlier if the query matches no shapes), resulting in logarithmic search. In contrast, k-nearest neighbor search always returns a limited number of shapes (k), but the speed of the query in the GSS tree is limited by how well the current kth best match prunes the remaining search tree. If the current kth best match is not significantly closer to the query than the remaining shapes in the tree, the speed of the query will approach that of a linear scan. Alternatively, if the k shapes identified in the first descent of the tree are distinctly different from the remaining shapes, then the speed will scale logarithmically with the database size. Finally, query speed is dependent on the voxel resolution of the stored shapes. Higher resolution shapes result in larger database sizes and octree operations, such as computing the volume difference, take longer to perform.
Average CPU-bound query times for the SHREC 2012 benchmark are shown in Fig. 14 and Table 3 . This benchmark is small enough that the entire database can reside in memory. The total size of the database, including both the index and the objects, is 20, 89, and 401 MB for the 64 3 , 128 3 , and 256 3 resolution shapes, respectively. As shown in Table 2 and Fig. 13 , the decrease in resolution has minimum effect on shape retrieval performance. However, as shown in Table 3 , there is the expected substantial increase in search time as the shape resolution is increased. The more shape comparison operations a query invokes, the more prominent this increase. For example, linear scan is more than 30 times slower at 256 3 resolution than 64 3 resolution, but only eight times slower for shape constraint search. To put these numbers in perspective and compare with a more traditional, non-volumetric, feature vector approach, we evaluated our SHREC 2012 benchmark using the 3DSP method [21, 35] , which currently is the only submission to SHREC 2012 with publicly available source code. This method achieves an average query time of 0.03 s using a χ 2 distance metric and 0.001 s with a histogram intersection distance metric with the default settings. Other such approaches will likely have similarly large ranges of query times depending on the distance metric and size of the feature vector. Our approach lies within this range, but, more importantly, because shapes are indexed, can scale sublinearly with the size of the database.
The scaling of query time performance with respect to SHREC benchmark size is shown in Fig. 14a . Despite the fact that, by design, the shape constraint queries all return at least 20 shapes, compared to the smaller result sets of the k nearest neighbor queries, shape constraint queries are significantly faster. This is because shape constraint checking is typically a faster octree operation than volume difference due to short-circuit evaluations and because these shape constraints are narrowly enough defined that only a limited number of comparisons are necessary to identify the matching shapes in the GSS tree. The performance of the k-nearest neighbor queries is limited by the size and content of the shape database. The single nearest neighbor search does reasonably well because all queries in our benchmark have an exact match in the database. Once this exact match, which has a volume difference of zero, is found, the rest of the tree can be meaningfully pruned. Larger values of k are indicative of performance when there is no exact match. In this case, the search tree is only pruned at the lowest levels, if at all, resulting in minimal improvements in search times. However, these improvements become more noticeable as the size of the database is increased. As expected, query performance is highly dependent on the composition of the query, as shown by the box plots in Fig. 14b . Even linear scan exhibits query time variability since different query shapes will induce different amounts of short-circuit behavior when computing the volume difference.
The molecular shape benchmark provides a means to evaluate queries on a large shape database and query performance values for this benchmark are shown in Figs. 15 and 16 . When searching larger databases, the benefit of the GSS tree index for performing nearest neighbor search is more apparent. As shown in Fig. 15a , linear scan of the 2.2 million molecular shape database is more than eight times longer than the average query time of the 8th nearest neighbor search and more than 2,800 times longer than shape constraint search. Still, as with the SHREC benchmark, a distinct difference is seen between single nearest neighbor search, where an exact match is found, and other nearest neighbor searches. The IO-bound and CPU-bound average performance of shape constraint queries constructed using three different gap sizes across the molecular shape benchmark databases is shown in Fig. 16 . Note that search times are shown on a log scale and that error bars indicate the range between the fastest and slowest queries. Also shown is the performance of performing a shape constraint linear scan over the full set of shapes. This is faster than a volume difference linear scan since shape constraint checking is more likely to induce short-circuited octree operations.
The performance of our GSS tree index is clearly better than linear scan. Particularly for narrow, precise queries (gap size 1.0), the method scales sublinearly with respect to database size. Our approach also benefits from requiring a smaller memory footprint. For example, the 22 million shape database is too large to fit in main memory, and so linear scan is always IO-bound when searching this database. In contrast, the CPU-bound performance when searching for queries with gap size 1.0 or 1.5 is orders of magnitude faster than IObound when using the GSS tree index since the whole working set fits in memory. Of course, for sufficiently broad queries, indexing does not provide any benefit. This is the case for the slowest query with gap size 2. This query returns more than a tenth of the database.
Conclusions
We have described novel data structures and algorithms for performing rapid and scalable searches of large numbers of volumetric shapes. Additionally, we have shown that vantagepoint initialization accelerates and improves approximate k-nn graph construction, which is a key component in many web-related applications [9] . Furthermore, our matching and packing algorithm should be readily adaptable to any tree-like indexing structure for storing metric data.
We have evaluated our approach using the SHREC 2012 benchmark dataset and demonstrated sublinear scaling with database size and object recognition performance in the same range as the current state of the art. A fundamental advantage of our approach is it deals directly with volumetric constraints and so supports an explicit shape specification in the form of minimum and maximum shape constraints. Shape constraints have the advantage that they can eliminate globally similar shapes that lack necessary volumetric features (such as clashing with a receptor in the case of molecular shape matching or overlapping with a connecting component in the case of computer-aided design). Although constructing wellaligned volumetric shape libraries and defining appropriate shape constraints present their own set of challenges, properly constructed shape constraints have the potential to perform exceedingly well at object retrieval, and we have described the first efficient data structures and algorithms for performing shape constraint search of volumetric shapes.
