Abstract--A class of completely generalized set-valued strongly nonlinear mixed variational-like inequalities is introduced. The auxiliary principle technique is extended to study this new class of mixed variational-like inequalities. The existence of a solution of the auxiliary problem for this new class of mixed varlational-like inequalities is shown. The iterative algorithm for this new class of mixed variational-like inequalities is given by virtue of this existence result. Moreover, the existence of a solution of this new class of mixed variational-like inequalities and the strong convergence of iterative sequences generated by the algorithm are shown. The convergence criteria are different from some early and recent ones presented in the literature. (~)
INTRODUCTION AND PRELIMINARIES
In the theory of variational inequality and complementarity problem, one of the most dit~cult, interesting, and important problems is the development of an efficient and implementable itera~ tire algorithm to compute approximate solutions. Although there exist many numerical methods including the projection method and its variant forms, linear approximation, descent and Newton's methods for variational inequalities, there are very few methods for some variational-like inequalities. Therefore many authors have developed the auxiliary principle technique for solving various mixed variational-like inequalities. The auxiliary principle technique was suggested by Glowinski e~ aL [1] in 1981. At present, it has become a useful and powerful tool for solving various mixed variational-like inequalities.
In this paper, we will introduce a class of completely generalized set-valued strongly nonlinear mixed variational-like inequalities. We will show the existence of a solution of the auxiliary problem for this new class of mixed variational-like inequalities. By using this existence result we will give the iterative algorithm for this new class of mixed variational-like inequalities. Moreover, we also show the existence of a solution of this new class of mixed variational-like inequalities and the convergence of iterative sequences generated by the algorithm.
Let H be a real Hilbert space endowed with norm ]]. ]1 and inner product (., .>, respectively. Let CB(H) be the family of all nonempty bounded and closed subsets of H. Given single-valued mappings N,y : H x H --* H, g : H --+ H, and set-valued mappings T,A : H ---* CB(H), we consider the problem of finding u • H, w E T(u), and y • A(u), such that
where b(-,-) : H x H --* R satisfies the following properties:
) is linear with respect to the first argument; (ii) b(., .) is bounded, that is, there exists a constant ~/> 0, such that
Problem (1) is called the completely generalized set-valued strongly nonlinear mixed variation-M-like inequality. 
This implies that if g is Lipschitz continuous, then for each fixed u E H, b (u, g(v) ) is Lipschitz continuous with respect to the argument v. SOME SPECIAL CASES. 
which is called the generalized set-valued strongly nonlinear implicit variational inequality problem (see [2] ). 
which is a special case of the generalized quasi-variational-like inequality problem introduced by Yao [3] . It has been shown in [4] that the nonconvex nonmonotone and multivalued problems arising in structural analysis can be formulated in terms of problem (3) . Parida and Sen [5] , Tian [6] , Yao [7] , and Cubiotti [8] have shown that many problems arising in optimization and economics can be studied by problem (3).
In brief, for appropriate and suitable choice of the mappings N, ~/, g, T, A, and the function b, one can obtain a number of known classes of variational inequalities and variational-like inequalities as special cases from problem (1) . We refer to [9] for the following definitions. 
(i) f is said to be convex i~ for any u, v • D and for any c~ •
(ii) f is said to be lower semicontinuous on D if, for every a • (-co, +co), the set {u E D :
is said to be upper semicontinuous on D if -f is lower semicontinuous on D.
In order to obtain our results~ we need the following assumption and lemma.
ASSUMPTION 1.1. The mappings N, ~? : H x H -* H and g : H --* H sa$isfy the conditions:
(1) for all w,y • H, there exists a constant r > 0, such that
v • H; (S) for any given x,y,u • H, mapping v ~-~ (N(x,y),•(u,g(v))) is concave and upper semi-
continuous. [10] .) Let X be a nonempty dosed convex subset ofa Hausdorff linear topological space E, dp, ip : X x X --* R be mappings satisfying the following conditions: 
AUXILIARY PROBLEM AND ALGORITHM
In this section, we extend the auxiliary principle technique of Glowinski et al. [1] to study the completely generalized set-valued strongly nonlinear mixed variational-like inequality (1). We give an existence theorem of a solution of the auxiliary problem for the completely generalized setvalued strongly nonlinear mixed vaxiational-like inequality (1) . Based on this existence theorem, we construct an iterative algorithm for the completely generalized set-valued strongly nonlinear mixed variational-like inequality (1).
Given u • H, w • T(u), and y • A(u)
, we consider the following problem P(u,w,y):
where p > 0 is a constant. The problem P(u,w,y) is called the auxiliary problem for the completely generalized set-valued strongly nonlinear mixed variational-like inequality (1).
THEOREM 2.1. Let g : H ~ tt be Lipschiez continuous with constant ~ > O, ~1 : H x H ~ H be Lipschitz continuous with constant ~ > O, and the function b(., .) satisfy Properties (i)-(iv). If Assumption 1.1 holds, then the auxiliary problem P(u, w, y) has a solution.
PROOF. Define the mappings ¢, ¢ : H x H --* R by
¢(~, ~3 = (~, v -~t -I~, ~ -~1 + p<N(~, y),,~Cg(~), g(~))~ -pb(~,, g(~)) + pbC~,,u(~))
and
respectively. We shall prove that the mappings ¢, ¢ satisfy all the conditions of Lemma 1.1 in the weak topology. Indeed, dearly ¢ and ¢ satisfy Condition (i) of Lemma 1. Letting t -~ 0 +, we have
--pb(u, g(Y.)) + pb(u, g(x~)) = t((x,, v -~) -(u, v -Y.)) -p(Y(w, y), y(g(~), g(tv + (1 -t)~))) -p~(~, a(~)) + ~b(~, ~(~ + (~ -~)~)) <. t({xt, v -~) -(u,v -~)) + flt(N(w, y),y(g(v),g(~)))
+ ~[~(~, ~(~)) -~(~, ~(~))l.
(~., v -~) > (u, v -~) -p(N(w, y), rl(g(v), g(g))} + pb(u, g(~)) -pb(u, g(v)), V v • H.
Therefore, 2 E H is a solution of the auxiliary problem P(u, w, y). The proof is now complete. | By using Theorem 2.1, we now construct an algorithm for solving the completely generalized set-valued strongly nonlinear mixed variational-like inequality (X).
For given uo • H, we 6 T(uo), and Yo E A(uo)
, from Theorem 2.1, we know that the auxiliary problem P(uo,wo, Y0) has a solution Ul, that is,
<Ul,V--Ul} ~ (uo,v-Ul)-p(N(wo,yo),rl(g(v),g(Ul)))-l-pb(uo,g(ul))-pb(uo,g(v)) ,
Vv 6 H.
Since wo • T(uo) • CB(H), yo • A(uo) • CB(H), by [Xl] there exist Wl • T(ul) and Yl E A(ul),
such that
IIw0 -~xll ~ (x + X)Tl(T(uo),T(Ul)), I1~o -Y~II ~ (X + X)7-l(A(uo),A(m)).
By Theorem 2.1 again, the auxiliary problem P(Ul,Wl,Yl) has a solution u2, that is,
(u2,v-u2) > (ul,v-u2)-p(N(wl,y,),~?(g(v),g(u2))}+pb(ul,g(u2))-pb(ul,g(v)), Vv • H.

For wl • T(ul) and yl • A(ul), by [11], there exist w2 • T(u2) and Y2 6 A(u2), such that
Ilwx -w211<_ (l + }) 7-l(T(ul),T(u2)),
IlYl -Y211<--(X + ~) ~(A(ul),A(~2)).
By induction, we can get the algorithm for problem (1) as follows.
ALGOKITHM 2.1. For given uo • H, wo E T(uo) and Yo • A(uo), let the sequences {w,}, {y~},
and {u~} in/-/satisfy the following conditions:
( 
1) 7i(T(u'~)'T(u"+~))'
IlY~ -y.+lll <-t + (n+l-----) 7-l(A(un),A(U~+l)),
EXISTENCE AND CONVERGENCE THEOREM
In this section, we prove the existence of a solution of the comp]etely generalized set-valued strongly nonlinear mixed variational-like inequality (1) and the convergence of the sequences generated by Algorithm 2.1. PRooF. By (6), for any v E H we have
(~) then there exist u E I-I, w E T(u), y 6 A(u) satisfying the completely generalized sea-valued strongly nonIinear mixed variationaI-llke inequality (1) and
+pb(~_~, g(~.)) -pb(~_~, g(~)) (8)
+:b(~., ~(~+1)) -:b(~., g(v)).
Taking v ----u,+l in (8) and v = u, in (9), respectively, we get 
Adding (10) and (11), we obtain (u,.,+t -u~, u~ -u~+lt >_ (u., . -~,.-,-1, u,-, -u. ..,+x)
and consequently, N(w,.,-1, y,~-,) -N(w,,,, y~,), rl(g(u.,),g(u.+l) 
(17)
It follows from condition (9) that O < 1. Hence, there are a positive number 00 < 1 and an integer no > 1, such that 0,~ <_ 0o < 1 for all n > no. Therefore it follows from (17) that {u'*} L.-C. ZENO at aL is a Cauchy sequence in H and we may assume that Us --* u strongly in H as n -~ oo. Since T and A axe both Lipschitz continuous, by (6) we have 
Hence w E T(u). Similarly we can show y C A(u),
Now, we rewrite (6) as follows:
Since us --* u strongly as n --* 0% {Us+l -un, v -un+l) --* 0 as n -* oo. Note also that i.e., 0 < p < 1/7.
