Statistical language modeling (LM), which aims to capture the regularities in human natural language and quantify the acceptability of a given word sequence, has long been an interesting yet challenging research topic in the speech and language processing community. It also has been introduced to information retrieval (IR) problems, and provided an effective and theoretically attractive probabilistic framework for building IR systems. In this article, we propose a word topic model (WTM) to explore the co-occurrence relationship between words, as well as the long-span latent topical information, for language modeling in spoken document retrieval and transcription. The document or the search history as a whole is modeled as a composite WTM model for generating a newly observed word. The underlying characteristics and different kinds of model structures are extensively investigated, while the performance of WTM is thoroughly analyzed and verified by comparison with the well-known probabilistic latent semantic analysis (PLSA) model as well as the other models. The IR experiments are performed on the TDT Chinese collections (TDT-2 and TDT-3), while the large vocabulary continuous speech recognition (LVCSR) experiments are conducted on the Mandarin broadcast news collected in Taiwan. Experimental results seem to indicate that WTM is a promising alternative to the existing models. 
INTRODUCTION
Statistical language modeling (LM), which aims to capture the regularities in human natural language and quantify the acceptability of a given word sequence, has continuously been a focus of active research in the speech and language processing community over the past three decades. For example, the n-gram modeling (especially the bigram and trigram modeling) approach, which determines the probability of a word given the preceding n-1 word history, is most prominently used [Jelinek and Mercer 1980; Rosenfeld 2000; Bellegarda 2004 ]. This statistical paradigm was first introduced for the information retrieval (IR) problems by Ponte and Croft [1998] , Song and Croft [1999] , and Miller et al. [1999] , indicating very good potential, and was then extended in a number of publications [Berger and Lafferty 1999; Hoffmann 1999; Lafferty and Zhai 2001; Chen et al. 2004b] . In these approaches, the relevance measure between a query Q and a document D is expressed as P (D |Q ); that is, the probability that D is relevant given that the query Q is posed. Based on the Bayes theorem and some assumptions, this relevance measure can be approximated by P (Q |D ), or the probability of the query Q being posed, under the hypothesis that document D is relevant. Documents in the collection therefore can be ranked on the basis of this relevance measure.
In practice, the relevance measure P (Q |D ) is usually computed by two different matching strategies, namely, literal term matching and concept matching [Lee and Chen 2005] . The n-gram-based [Ponte and Croft 1998; Song and Croft 1999 ] and hidden Markov model (HMM)-based [Miller et al. 1999; Chen et al. 2004b] approaches are the most popular examples for literal term matching. In these approaches, each document is interpreted as a generative model composed of a mixture of n-gram probability distributions for observing a query, while the query is considered as observations, expressed as a sequence of indexing terms (or words). However, most of these approaches often suffer from the problem of word usage diversity (or so-called vocabulary mismatch), which will make the retrieval performance degrade severely as a given query and its relevant documents are using quite a different set of words. In contrast, concept matching tries to discover the latent topical information inherent in the query and documents, based on which the retrieval is performed; the probabilistic latent semantic analysis (PLSA) [Hoffmann 1999 ], referred to as the document topic model (DTM) in this article, is often considered as a representative of this category. PLSA introduces a set of latent topic variables to characterize the "word-document" co-occurrence relationships: typically, documents are mixtures of topics, where each topic has a probability distribution over words of the language. Therefore, the relevance measure of a query and a document is not computed directly based on the frequency of the query words occurring in a document, but instead based on the frequency of these words in the latent topics as well as the likelihood that the document generates the respective topics, which in fact exhibits some sort of concept matching. PLSA is usually trained in an unsupervised way [Hoffmann 2001 ] by maximizing the total log-likelihood of the document collection. Excellent survey articles of using statistical language modeling approaches for information retrieval can 2: 4 · B. Chen comparison to the probabilistic latent semantic analysis. Section 3 describes the speech and language corpora used in this article, as well as the experimental setup. The experiments on spoken document retrieval and transcription are presented in Sections 4 and 5, respectively. Finally, Section 6 concludes this article with future work.
DOCUMENT AND WORD TOPIC MODELS
In this section, the probabilistic latent semantic analysis (PLSA), namely the document topic model (DTM), is reviewed, followed by an introduction of our proposed word topic model (WTM). We will concentrate on elucidating and comparing the structural characteristics of PLSA and WTM, as well as their applications to information retrieval and language model adaptation.
PLSA for Information Retrieval
In information retrieval (IR), the relevance measure between a query Q and a document D can be expressed as P (D |Q ), that is, the probability that the document D is relevant given that the query Q was posed, which can be transformed to the following equation by applying the Bayes theorem:
where P (Q |D ) is the probability of the query Q being generated by the document D, P (D) is the prior probability of document D being relevant, and P (Q) is the prior probability of query Q being posed. P (Q) in Equation (1) can be eliminated because it is identical for all documents and will not affect the ranking of the documents. Furthermore, because the way to estimate the probability P (D) is still under active study [Miller et al. 1999; Liu and Croft 2005] , we may simply assume that P (D) is uniformly distributed, or identical for all documents. In this way, the documents can be ranked by means of the probability P (Q |D ) instead of using the probability P (D |Q ). If the query Q is treated as a sequence of input observations (words or terms), Q = w 1 w 2 ...w N , where the query words are assumed to be conditionally independent given the document D and their order is also assumed to be of no importance (i.e., the so-called "bag-of-words" assumption), the relevance measure P (Q |D ) can be decomposed as a product of the probabilities of the query words generated by the document:
where c (wi, Q) is the number of times that each distinct word w i occurs in Q. In the PLSA modeling approach for IR, each individual document D can be interpreted as a generative document topic model (DTM), denoted as M D , in which a set of K latent topics characterized with unigram (or multinomial) distributions are used to predict the query terms, and each of the latent topics is associated with a document-specific weight. That is, each document D can · 2: 5 belong to many topics and the probability of a query word w i generated by D is expressed by
where P (wi |T k ) denotes the probability of a query word w i occurring in a specific latent topic T k , and P (Tk |M D ) is the posterior probability (or weight) of the topic T k conditioned on the document model M D , with the constraint
More precisely, the topical unigram distributions, e.g., P (wi |T k ), are shared among the entire DTM models, while each model M D has its own probability distribution over the latent topics, for example, P (Tk |M D ). The key idea we wish to illustrate here is that the relevance measure of a query word w i and a document D is not computed directly based on the frequency of w i occurring in D, but instead based on the frequency of w i in the latent topic T k as well as the likelihood that D generates the respective topic T k , which in fact exhibits some sort of concept matching [Lee and Chen 2005] . The likelihood of a query Q generated by D is thus represented by
In the practical implementation of PLSA [Hoffmann 2001 ], the corresponding DTM models are usually trained in an unsupervised way by maximizing the total log-likelihood of the document collection D in terms of the unigram P PLSA (wi |M D ) of all words w i observed in the document collection, or more specifically, the total log-likelihood of all documents generated by their own DTM models:
The optimization of Equation (5) can be conducted iteratively via the following three expectation-maximization (EM) update equations [Dempster et al. 1977; Rabiner 1989] 
is the probability that the latent topic T k occurs given the query word w i and the document model M D , which is computed using the probability quantities P (wi |T k ) and P (Tk |M D ) obtained in the previous training iteration. In addition to conventional unsupervised training of PLSA, we propose supervised training of PLSA (or the corresponding DTM models) in this article. Given a training set of query exemplars Q TrainSet and their associated querydocument relevance information, the DTM models can be optimized by instead finding the model parameters that can maximize the total log-likelihood of the training set of query exemplars Q TrainSet generated by their relevant documents:
where D R to Q denotes the set of documents that are relevant to a specific training query exemplar Q. This leads to the following two EM update equations:P
where Q ∈ Q TrainSet st. D ∈ D R to Q means that the query exemplar Q in the training query set can satisfy the condition that the document D in the collection is relevant to it; and P (Tk |w s , M D ) can be computed using Equation (8).
WTM for Information Retrieval
In this article, we present an alternative probabilistic latent topic approach for information retrieval. Instead of treating each document in the collection as a document topic model, we regard each word w j of the language as a word topic model (WTM) M w j for predicting the occurrences of a particular word w i :
where P (wi|Tk) and P T k |M w j are respectively the probability of a word w i occurring in a specific latent topic T k and the probability of the topic T k conditioned on M w j . During the retrieval process, we can linearly combine the associated WTM models of the words involved in a document D to form a composite WTM model for D, and the likelihood of a query Q being generated by D can be expressed by
where the weighting coefficient α j, D is set to be in proportion to the frequency of w j occurring in D and summed to 1 ( w j ∈D α j,D = 1). In this way, the relevance measure between a query and document is determined by the product of a weighted sum of the probabilities that the respective WTM models of the words involved in the document generating each query word, and the documents having the highest probabilities expressed by Equation (13) are therefore believed to be more relevant to Q. The WTM models can also be optimized by the EM algorithm either with supervision or without supervision. For unsupervised training of WTM, each WTM model M w j can be trained by concatenating those words occurring within a vicinity of, or a context window of size S (S is experimentally set to 21 in this study) around, each occurrence of w j , which are postulated to be relevant to w j , in the spoken documents collection to form a relevant observation sequence Q w j for training M w j . The words in Q w j are also assumed to be conditionally independent given M w j . Therefore, the WTM models of the words in the vocabulary set w can be estimated by maximizing the total log-likelihood of their corresponding relevant observation sequences respectively generated by themselves:
The parameters of the WTM models hence can be optimized iteratively using the following three EM update equations: where P T k w i , M w j is the probability that the latent topic T k occurs given the word w i and the word model M w j , which is computed using the probability quantities P (wi |T k ) and P T k M w j obtained in the previous training iteration.
On the other hand, supervised training of WTM can be performed in a similar way as that of PLSA described previously. That is, given a training set of query exemplars with the corresponding query-document relevance information that is available, the model parameters of WTM can be estimated by maximizing the total log-likelihood of the training set of query exemplars Q TrainSet generated by their relevant documents:
The EM update equations for supervised training of WTM are omitted here for brevity.
It is noteworthy that in recent years the use of training query exemplars and the respective query-document relevance information (or the clickthrough information that to some extent reflects users' relative preferences of document relevance) also has been extensively studied for training various machine-learning-based retrieval models like SVM (Support Vector Machines) [Joachims and Radlinski 2007] . Such a training approach in essence has the ability to associate documents with a query exemplar even though they do not share any of the query words.
PLSA for Language Model Adaptation
The task of language modeling in speech recognition can be interpreted as calculating the probability P w i H w i , in which w i is a decoded word and H w i is one of its possible search histories. When PLSA is applied to language model adaptation in speech recognition, for a decoded word w i , we can conceptually regard it as a (single-word) query and each of its corresponding search histories H w i as a document, or more precisely a DTM model M H w i , used for predicting the occurrence probability of w i [Gildea and Hoffmann 1999; Mrva and Woodland 2004] :
However, the search histories are not known in advance and their number could be enormous and varying during speech recognition. Thus, the corresponding DTM model of a search history has to be estimated on the fly. One possible solution is that we can collect a set of contemporaneous (or in-domain) articles and use them to construct the latent topical factors P (wi |T k ) in an unsupervised manner beforehand, by treating each individual document in the collection as a relevant observation sequence to train its own DTM model, as earlier illustrated in Equations (6) to (8). Then, during the speech recognition process, we can keep the topic-specific unigram P (wi |T k ) unchanged, but let the search history's probability distribution over the latent topics
be gradually updated as path extension is performed, by treating the history itself as a relevant observation sequence of words and using the following two EM update formulas [Gildea and Hoffmann 1999 ]:
and
where c w j , H w i is the number of occurrences of a specific word w j in H w i .
WTM for Language Model Adaptation
The WTM model previously introduced in Section 2.2 for information retrieval also can be applied for language model adaptation [Chiu and Chen 2007] . Each WTM model M w j can be trained by concatenating those words occurring within a vicinity of, or a context window of size S around each occurrence of w j , which are postulated to be relevant to w j , in the contemporaneous (or in-domain) collection to form a relevant observation sequence of words O w j for training M w j , similar to that previously described in Equations (14) to (17). During the speech recognition process, for a decoded word w i , we can again interpret it as a single-word observation; while for each of its search histories H w i , expressed by H w i = w 1 , w 2 , . . . , w i−1 , we can linearly combine the associated WTM models of the words occurring in H w i to form a composite WTM model for predicting w i :
where the values of the nonnegative weighting coefficients β j are empirically set to be exponentially decayed as the word w j is being apart from w i and summed to 1 ( i−1 j=1 β j = 1), which have the form:
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where φ j is set to a fixed value (between 0 and 1) for j = 2, · · · , i − 1, and set to 1 for j = 1; and β j will be equal to φ j when j = i − 1. The search history's probability distribution over the latent topics P ′ T k M H w i is thus represented as:
The above two topic-based language models [cf. Equations (19) and (22)] have the advantage of taking account of the whole search history of a word irrespective of the length of the search history, and to some extent can dynamically capture the underlying global topical information of the search history. On the other hand, the background n-gram language probability can provide the general constraint information of lexical regularities. Thus, there is good reason to combine the PLSA or WTM language model with the background n-gram (e.g., trigram) language model to form an adaptive language model for guiding the speech recognition process: (26) where P PLSA w i M H w i and P WTM w i M H w i are respectively the language model probabilities of the PLSA and WTM models, P BG (wi |w i−2 w i−1 ) is the background trigram language model probability, and λ 1 and λ 2 are tunable weighting parameters.
Theoretical Analysis of WTM and PLSA
WTM and PLSA can be analyzed from several perspectives. First, PLSA models the co-occurrence relationship between words and documents (or search histories), while WTM directly models the co-occurrence relationship between words in the collection. We may be able to view PLSA in a different way by regarding it as nonnegative (or probabilistic) matrix factorization. Given a vocabulary set of V distinct words and a collection of N documents, PLSA starts with a V × N "term-document" matrix A where each column n (1 ≤ n ≤ N) represents a document D n in the document collection, and each entity of it, denoted by a i,n (1 ≤ i ≤ V), is conceptualized as the probability that a word w i would occur in D n , that is, P PLSA w i M D n . Then, matrix factorization of A will result in an approximation of A by a product of two nonnegative matrices:
where
which accounts for the probability of a word w i that would be generated by a latent topic T k , that is, P (wi |T k ); H is an N × K matrix, each entity h n,k of which accounts for the probability that a document D n will generate a latent topic T k , that is, P T k M D n ; and T denotes matrix transposition. Accordingly, each entity a i,n of A can be efficiently approximated through the inner product of two vectors with probabilistic entities represented by the i-th row of G and the n-th row of H, respectively. Such matrix factorization in fact is analogous to the singular value decomposition (SVD) procedure performed by the algebraic (or nonprobabilistic) counterpart of PLSA, namely, the latent semantic analysis (LSA) [Furnas et al. 1988] . Along a similar vein, we can also treat WTM as nonnegative (or probabilistic) matrix factorization, starting with a V × V "term-term" matrix B where each column j encodes the vicinity information of all occurrences of a word w j (1 ≤ j ≤ V) in the document collection. More concretely, each entity b i, j (1 ≤ i ≤ V) of it is conceptualized as the probability that another word w i would also appear in the vicinity of each occurrence of w j in the collection, that is, P WTM w i M w j . Then, matrix factorization of B will lead to an approximation of B by a product of two nonnegative matrices:
where Q is a V × K (K ≤ V) matrix and each entity q i,k of Q accounts for the probability of w i being generated by a latent topic T k , that is, P (wi |T k ); Q ′ is an V × K matrix, each entity q ′ j,k of which accounts for the probability that a latent topic T k would be chosen given the vicinity information of w j in the collection is known, that is, P T k M w j . Each entity b i, j of B, similarly, can be efficiently approximated through the inner product of two vectors with probabilistic entities represented by the i-th row of Q and the j-th row of Q ′ , respectively. Figure 1 shows a schematic comparison for the matrix factorizations of PLSA and WTM. Second, for information retrieval, the topic mixture weights P (Tk |M D ) of PLSA for a new document D have to be estimated online using EM training, no matter whether the training is conducted in a supervised or unsupervised manner; on the contrary, the topic mixture weights P (Tk |M D ) of WTM can be efficiently estimated on the basis of the topic mixture weights P T k M w j of words w j involved in the document without using the time-consuming EM training procedure. For language model adaptation, PLSA again needs to perform EM training to estimate topic mixture weights P T k M H w i of a search history H w i on the fly; however, the topic mixture weights P T k M H w i of WTM [cf. Equation (22)] can be obtained on the basis of the topic mixture weights P T k M w j of words w j involved in the search history, which are instead trained in an offline manner. That is, unlike PLSA where the topic mixture weights trained with the contemporaneous (or in-domain) collection are entirely discarded during the speech recognition process, the topic mixture weights of WTM models are instead retained and exploited for language model adaptation. For our speech recognition test data, it was experimentally shown that the language model access time of WTM was roughly 1/30 of that of PLSA for language model adaptation, as the iteration number of the online EM estimation of P T k M H w i for PLSA was set to 5 [cf. Equations (20) and (21)]. This seems to indicate that WTM is more feasible than PLSA for practical speech recognition tasks.
Third, PLSA has V × K + K × N parameters and WTM has V × K × 2 parameters; as shown previously, V denotes the size of the vocabulary set, N denotes the number of the documents, and K denotes the number of the latent topics used for training the IR or language models. It is obvious that the parameter number of WTM will be larger than that of PLSA, when the number of training documents in the collection is less than the number of distinct words in the vocabulary (N < V). The parameter number of PLSA grows linearly with the number of documents used for training PLSA; the parameter number of WTM instead remains the same regardless of the number of training documents, as the IR or speech recognition systems adopt a closed set of vocabulary. Recently, a latent Dirichlet allocation (LDA) method [Blei et al. 2003; Steyvers and Griffiths 2007] has been developed to address the above issue for PLSA. However, such a method still requires an iterative variational inference [Jordan 1999 ] procedure for online estimating the associated parameters of a newly observed document or search history.
Finally, it should be noted that for language model adaptation, if the context window for capturing the vicinity information of WTM is reduced to one word (S = 1), WTM can be either degenerated to a unigram model as the latent topic number K is set to 1, or viewed as analogous to a bigram model as K = V, or an aggregate Markov model as 1 < K < V [Saul and Pereira 1997] . Thus, with the appropriate values of S and K being chosen, WTM seems to be a good way to approximate the bigram or skip-bigram models for sparse data. On the other hand, WTM can be regarded as close in spirit to the class-based model (CBM) as well, by relating the latent topics of the former to the word · 2: 13 classes of the latter [Brown et al. 1992] . WTM differs from CBM in that WTM disregards word order information and contains word co-occurrence data from longer spans of the context window, whereas most of the approaches to using CBM are based purely on modeling word bigram sequences. This might mean that latent topics of WTM are semantic clusters whereas the classes of CBM are based on distributional clusters.
EXPERIMENTAL SETUP

Spoken Document Retrieval
We used two Topic Detection and Tracking (TDT) collections [LDC 2000] for the spoken document retrieval (SDR) task. TDT is a DARPA-sponsored program, where participating sites tackle tasks such as identifying the first time a news story is reported on a given topic, or grouping news stories with similar topics from the audio and textual streams of newswire data. Both the English and Mandarin Chinese corpora have been studied in the recent past. The TDT corpora have also been used for cross-language spoken document retrieval (CL-SDR) in the Mandarin English Information (MEI) Project [Meng et al. 2004] . In this article we use the Mandarin Chinese collection of the TDT corpora for the retrospective retrieval task, such that the statistics for the entire document collection is obtainable. The Chinese news stories (text) from Xinhua News Agency are used as our test queries (or training query exemplars). The Mandarin news stories (audio) from Voice of America news broadcasts are used as the spoken documents. All news stories are exhaustively tagged with event-based topic labels, which serve as the relevance judgments for performance evaluation. Table I describes the details for the corpora used in this article. The TDT-2 collection is taken as the development set, which forms the basis for tuning the parameters in various retrieval models, including the dimensionality of the latent vector space in LSA, the weighting parameter between unigram and bigram probabilities in the HMM-based retrieval model, and the number of topical mixtures in the PLSA and WTM retrieval models. The TDT-3 collection is taken as the evaluation set; that is, all the experiments performed on it were conducted following the parameter setting that was optimized based on the TDT-2 development set. Therefore, the experimental results can validate the effectiveness of the proposed approaches on comparable real-world data.
The Dragon large-vocabulary continuous speech recognizer [Zhan et al. 1999] provided Chinese word transcripts for our Mandarin audio collections (TDT-2 and TDT-3). To assess the performance level of the recognizer, we spot-checked a fraction of the TDT-2 development set (about 39.90 hours) by comparing the Dragon recognition hypotheses with manual transcripts, and obtained a word error rate (WER) of 35.38%. Spot-checking approximately 76 hours of the TDT-3 test set gave a WER of 36.97%. Notice that Dragon's recognition output contains word boundaries (tokenizations) resulting from its own language models and vocabulary definition, while the manual transcripts are running texts without word boundaries. Since Dragon's lexicon is not 2: 14 · B. Chen available, we augmented the LDC Mandarin Chinese Lexicon with 24k words extracted from Dragon's word recognition output, and for computing error rates used the augmented LDC lexicon (about 51,000 words) to tokenize the manual transcripts. We also used this augmented LDC lexicon to tokenize the text training and test queries in the retrieval experiments. The retrieval results, assuming manual transcripts for the spoken documents to be retrieved (denoted TD, text documents, in the tables below) are known, are also shown for reference, compared to the results when only the erroneous transcripts by speech recognition are available (denoted SD, spoken documents, below). The retrieval results are expressed in terms of non-interpolated mean average precision (mAP) following the TREC evaluation [Harman 1995; Baeza-Yates and Ribeiro-Neto 1999] , which is computed by the following equation:
where L is the number of test queries, N i is the total number of documents that are relevant to query Q i , and r i, j is the position (rank) of the j−th document that is relevant to query Q i , counting down from the top of the ranked list. In this article, when PLSA and WTM are employed in evaluating the relevance between a query Q and a document D for IR, we additionally incorporate the unigram probabilities of a query term occurring in the document P (wi|D) and a general text corpus P (wi|Corpus) into PLSA and WTM, respectively, for probability smoothing and better performance. For example, the probability · 2: 15 of a word w i generated by the WTM model of a word w j involved in D [i.e., P WTMM w i |M w j in Equation (12)] is therefore modified as follows:
where ρ 1 and ρ 2 are weighting parameters (0 < ρ 1 , ρ 2 < 1 and ρ 1 + ρ 2 < 1). Similar treatments also have been studied for the PLSA- [Hoffmann 1999 ] and the LDA-based [Wei and Croft 2006] retrieval models. The above two kinds of unigram probabilities, that is, P (wi|D) and P (wi|Corpus), can be simply estimated using the maximum likelihood (ML) criterion, while their corresponding weights, that is, ρ 1 and ρ 2 , can be further optimized using the EM algorithm [Chen et al. 2004b ].
Spoken Document Transcription
The speech data set consists of about 112 hours of FM radio broadcast news [Chen et al. 2002] , which were collected from several radio stations located at Taipei during November 1998 to April 2004. All the speech materials were manually segmented into separate stories, and each of them is a news abstract pronounced by one anchor speaker. Some of these stories contain background noise and music. Only 7.7 hours of speech data have corresponding orthographic transcripts, of which approximately 4.0 hours collected during 1998 to 1999 are used to bootstrap the acoustic training and the other 3.7 hours (506 stories) collected in September 2002 are used for testing. The remaining 104.3 hours of untranscribed speech data (about 18,600 stories) are reserved for unsupervised acoustic model training and unsupervised language model adaptation [Chen et al. 2004a ]. The front-end processing is conducted with the data-driven linear discriminant analysis-based [Duda and Hart 1973] feature extraction approach. The states of each HMM were taken as the unit for class assignment. The outputs of 18 Mel-frequency filter banks are chosen as the basic vector. The basic vectors from every nine successive frames were spliced together to form the spliced vectors for the construction of a transformation matrix, which was then used to project the spliced vectors to a lower feature space for better discrimination. The dimension of the resultant vectors was set to 39 [Lee and Chen 2008] . The recognition lexicon consists of about 72,000 words. The language models used in this article consist of unigram, bigram, and trigram models, which were estimated using a text corpus consisting of 170 million Chinese characters collected from Central News Agency (CNA) (the Chinese Gigaword Corpus released by LDC). The n-gram language models were trained with the SRI language modeling toolkit (SRILM) [Stolcke 2000 ]. The speech recognizer was implemented with a left-to-right frame-synchronous Viterbi tree search as well as a lexical prefix tree organization of the lexicon. The recognition hypotheses were organized into a word graph for further language model rescoring.
In this study, the results for the speech recognition experiments are evaluated in terms of character error rate (CER), defined as the sum of the insertion 2: 16 · B. Chen 
EXPERIMENTS ON SPOKEN DOCUMENT RETRIEVAL
Retrieval Results of WTM
We first evaluate the retrieval performance of the word topic models trained with supervision (denoted as WTM-S) and varying model complexities on the TDT-2 development set. The model parameters were trained using the 819 training query exemplars with their corresponding query-document relevance information to the TDT-2 development set [Chen et al. 2004b] . It should be borne in mind that from now on, unless otherwise stated, the retrieval results reported in mAP were obtained by evaluating the ranked list of documents returned by the retrieval models in response to each of the test queries (but not the training query exemplars). The retrieval results of WTM-S are shown in the upper part of Table II , where each column illustrates the retrieval results in both the TD and SD cases by using different numbers of latent topics for modeling WTM-S. As can be seen, the retrieval performance is steadily improved as the topic number increases. The best retrieval result of 0.7852 is obtained for the TD case when the topic number is set to 256, while the best result is 0.7858 for the SD case with the same topic mixture number. Notice that although the word error rate (WER) for the spoken document collection is higher than 35%, the average degradation in retrieval performance is much smaller, especially when the topic mixture number becomes larger. Such an observation indicates that the WER does not cause much adverse effect on retrieval performance, which is quite in parallel with those reported by other groups [Renals et al. 2000; Srinivasan and Petkovic 2000] . For example, most of the retrieval systems participating in the TREC-SDR evaluations had declared that the retrieval performance obtained by using the automatic transcripts of the spoken documents was flat with respect to the WER variations in the range of 15% to 30%, and they had also reported that no severe degradation was observed when evaluating the retrieval performance using the automatic transcripts of spoken documents compared to that using the manual transcripts [Garofolo et al. 2000; Chelba et al. 2008] . One possible reason is that a query word (or phrase) might occur repeatedly (more than once) within a broadcast news story and it is not always the case that all the occurrences of the word would be misrecognized totally as other words. For example, a word spoken by the studio anchor might have higher recognition accuracy than the same word spoken by the field reporter or the interviewee, which is mainly because for the anchor speech, the corresponding bandwidth variability, recording environment and speaking style, as well as the amount of acoustic training data, can be well controlled. Therefore, the true meaning of the word occurring within the spoken document could be still preserved for the following retrieval process.
In most real-world applications, it is not always the case that the retrieval systems can have query exemplars correctly labeled with the query-document relevance information to be used for model training. Thus, in this article, we study unsupervised model training for WTM (denoted as WTM-U). The retrieval results for the experiments carried out on the TDT-2 collection are shown in the upper part of Table III . As it can be seen, the results are not always improved as the topic number increases. The best result of 0.6395 for the TD case is obtained when the document topic number is set to 128, while the best result of 0.5767 for the SD case when document topic number is 64. When comparing with the best results achieved in supervised training, there are at most about 0.15 (0.7852 vs. 0.6395) and 0.21 (0.7858 vs. 0.5767) decreases in precision, respectively, for the TD and SD cases.
To recap, for the WTM retrieval model, given a training set of query exemplars with the corresponding query-document relevance information, the retrieval results obtained based on the supervised training approach (WTM-S) are much better than those based on the unsupervised approach (WTM-U). Our hope is that, given a set of real user queries and the associated click-through information about the retrieved relevant documents, the performance of retrieval systems might be incrementally improved through use.
Comparison of WTM and PLSA
In an attempt to assess the performance level of WTM as well as the associated approaches for model training and relevance measure, we study here the use of PLSA [Hoffmann 2001 ] for Chinese spoken document retrieval. The conventional PLSA retrieval model is trained in a purely unsupervised manner. The retrieval results of such a modeling approach (denoted as PLSA-U) on the TDT-2 collection are shown in the lower part of Table III , where each column illustrates the retrieval results in both the TD and SD cases by 2: 18 · B. Chen using a different number of latent topics for PLSA modeling. The best retrieval result of 0.6332 is obtained for the TD case when the latent topic number is set to 4, while the best result is 0.5831 for the SD case with 256 topic mixtures. They are comparable to those achieved by WTM trained without supervision (WTM-U, cf. Table III) , but considerably worse than those achieved by WTM trained with supervision (WTM-S, cf. Table II) . We also explore a supervised training approach for PLSA (denoted as PLSA-S), as described in Section 2.1. The same set of 819 query exemplars and their corresponding query-document relevance information to the TDT-2 development set are employed here again to iteratively estimate parameters of PLSA by using Equations (10) and (11). The retrieval results of such an approach on the TDT-2 collection are shown in the lower part of Table II , in which the best result of 0.7794 is obtained for the TD case when the document topic number is set to 256 and the best result of 0.6652 is obtained for the SD case with 128 topics. Such results are better than those obtained by using either WTM or PLSA trained in an unsupervised manner (WTM-U or PLSA-U), but are considerably worse than those obtained by using the WTM trained in a supervised manner (WTM-S). We can thus conclude that for the Chinese spoken document retrieval task studied here, WTM is truly a good alternative to PLSA when the retrieval models are trained either with or without supervision.
Comparison of WTM and Other Retrieval Models
Moreover, we also compare WTM with three other popular retrieval models: the vector space model (VSM) [Salton and McGill 1983] , the latent semantic analysis (LSA) [Furnas et al. 1988] , and HMM [Miller et al. 1999; Chen et al. 2004b] . The retrieval results of these three models on the TDT-2 collection are listed in Table IV for comparison. VSM and LSA are implemented with the best parameter settings; while for HMM, both the unigram and bigram modeling strategies are used, and the corresponding models are trained with the same set of 819 query exemplars in a supervised manner [Chen et al. 2004b] . As compared with the results in Tables II and III , it can be observed that WTM significantly outperforms all these three retrieval models when supervised learning is adopted (WTM-S). Even though WTM is trained in an unsupervised manner (WTM-U), its retrieval performance is still apparently better than that of VSM and LSA, and achieves quite competitive results to that of the HMM trained in a supervised manner. It is interesting that the retrieval performance of HMM degrades as the model structure becomes more sophisticated (e.g., from unigram to bigram modeling), whereas the retrieval performance of WTM and PLSA tends to become better as the topic number increased, when both models were trained in a supervised manner. Since the number of distinct words (51,000) is large, the estimation of bigram probabilities for the HMM inherently suffers from the sparse data problem [Chen et al. 2004b ].
Further Evaluation on the TDT-3 Collection
Finally, in order to validate the effectiveness of the proposed WTM retrieval model on comparable real-world data, we further conducted a series of corresponding information retrieval experiments on the TDT-3 evaluation set. The retrieval results achieved by using WTM and PLSA are shown in Table V , while the results achieved by using the other retrieval models, such as HMM, VSM, and LSA, are shown in Table VI . For WTM, PLSA, and HMM, the training settings and model complexities for different experimental conditions (TD and SD cases) are set with the same configurations as those optimized using the TDT-2 collection; while for VSM and LSA, the model parameters are also set at the same optimum values tuned based on the TDT-2 collection as well. We first examine the WTM trained in a supervised manner (WTM-S). The retrieval results are shown in the second column of Table V, in which the document models were respectively trained by another training query set consisting of 731 query exemplars together with the corresponding querydocument relevance information to the TDT-3 evaluation set. A retrieval result of 0.8009 for the TD case is obtained with the document topic number set to 256, while a result of 0.7858 for the SD case with the same topic number. Comparatively speaking, these results are comparable to the results achieved by the PLSA (as respectively shown in the third (PLSA-S) and rightmost (PLSA-U) columns of Table V) , and substantially better than those obtained by the other retrieval models (as shown in Table VI) .
We then examine the retrieval performance of the WTM trained without supervision (WTM-U). It is worth mentioning that both the probabilities P (wi|Tk) and P T k |M w j used to construct WTM-U for the TDT-3 collection were directly adopted from that of the TDT-2 collection, as opposed to PLSA where P (wi|Tk) and P (Tk |M D ) had to be re-estimated using the EM algorithm for either supervised or unsupervised training. According to the results shown in the fourth column (WTM-U) of Table V, WTM trained in an unsupervised manner is considerably worse than PLSA trained with supervision (PLSA-S); however, it still is comparable to PLSA trained without supervision (PLSA-U) and achieves better retrieval performance than the other models in most retrieval conditions, though the differences are not significant.
Based on the experimental results achieved from this and previous sections, it has been clearly demonstrated that the WTM trained in a supervised manner does achieve better performance than the other conventional retrieval models for the Chinese spoken document retrieval task studied here. All the IR experiments throughout this article have been carefully designed to avoid "testing on training"; that is, all the training (or parameter) settings and model complexities are tuned or optimized by using the TDT-2 development set and tested on both the TDT-2 development set and the TDT-3 evaluation set. Generally speaking, the training settings and model complexities tuned from the TDT-2 development set perform rather well in the TDT-3 evaluation set.
EXPERIMENTS ON SPOKEN DOCUMENT TRANSCRIPTION
As mentioned earlier in Section 3.2, a set of 506 broadcast news stories collected in September 2002 is used for testing. On the other hand, a set of about 39,000 text news stories collected from CNA during August to October 2002 is taken as the contemporaneous adaptation data, while another set of about 18,600 automatic transcripts (3.2 million Chinese characters) as the in-domain adaptation corpus. These two sets of corpora are postulated to be either temporally or stylistically consistent with the broadcast news speech to be tested, and therefore can be used to explore the global topical and local contextual information which might be helpful for speech recognition.
Comparison of WTM and PLSA
The baseline system results in a character error rate (CER) of 15.22% and a perplexity (PP) of 752.49 on the test set. We first compare the performance levels of WTM and PLSA for language model adaptation by varying the model complexities (the number of latent topics ranged from 16 to 256) and using either the contemporaneous newswire texts (denoted as Texts) or the in-domain automatic transcripts (denoted as Automatic Transcripts). The constant φ j , j = 2, . . . , i − 1, in Equation (23) and the weighting parameters λ 1 and λ 2 in Equations (25) and (26) were respectively set at optimum values (φ j =0.6, j = 2, . . . , i − 1; λ 1 =0.1; and λ 2 =0.3 in this research), using a held-out set different form the test set. As can be seen from Table VII, for these two variants of latent topic approaches, both CER and PP are steadily reduced as the topic mixture number increases, when the contemporaneous texts were used for language model adaptation. For PLSA, the best result of CER of 14.47% (4.93% relative reduction) and PP of 510.20 (32.20% relative reduction) is obtained when the topic number is set to 256, while for WTM, the best result of CER of 14.38% (5.52% relative reduction) and PP of 508.29 (32.45% relative reduction) is obtained with the same topic number. Though the performance seems not to be saturated yet, these results clearly demonstrate the effectiveness of these · 2: 21 (19), (20), and (21)] to iteratively update the weights of search histories over the latent topics during the speech recognition process. Therefore, WTM is believed to be more efficient than PLSA for the speech recognition task studied here (cf. Section 2.5).
On the other hand, as the in-domain automatic transcripts were instead used for language model adaptation, for PLSA, the best result of CER of 14.82% (2.62% relative reduction) is achieved when the topic number is 64, and the best result of PP of 562.45 (25.28% relative reduction) is achieved when the topic number is 256; while for WTM, the best result of CER of 14.81% (2.69% relative reduction) and PP of 563.25 (25.15% relative reduction) is achieved when 128 topics are used. However, when comparing the results obtained with different model complexities, it can be found that WTM is quite comparable with PLSA such that the differences between WTM and PLSA are almost negligible as the in-domain automatic transcripts were exploited. By and large, language model adaptation using the in-domain automatic transcripts is quite competitive with that using the contemporaneous newswire texts in PP reduction, but only reaches about half of the CER reduction as that provided by using the contemporaneous newswire texts.
Significance tests based on the standard NIST MAPSSWE [Pallett et al. 1990 ] also have been conducted on the speech recognition results of both the WTM and PLSA adaptation approaches, and they all indicated the statistical significance of CER improvements (with P-value <0.001) over the baseline trigram system when either the contemporaneous newswire texts or the in-domain automatic transcripts were adopted as the adaptation corpus. However, the influence of the recognition errors of the automatic transcripts on language model adaptation using the probabilistic latent topical information is still under extensive investigation. 
Fusion of Topical and Contextual Information
Though WTM and PLSA, aiming at exploring the long-span latent topical information of the search histories, have been shown effective for language model adaptation, the local word regularity information inherent in the adaptation corpus is still vital and worthy of being taken into account when performing language model adaptation. Therefore, we investigate here the integration of WTM or PLSA with two variants of the widely-used n-gram language model adaptation approach, that is, count merging and model interpolation, each of which can be respectively viewed as maximum a posteriori (MAP) language model adaptation [Bacchiani and Roark 2003 ] with a different parameterization of the prior distribution and can be used to capture the local regularities of word usage in the new task domain. The integration is performed through simple linear model interpolation, and the contemporaneous newswire texts and in-domain automatic transcripts, as well as their combination, were exploited as well. More specifically, PLSA and WTM are combined with the count merging approach through the following two equations, respectively:
where P BG−CONT (wi |w i−2 w i−1 ) was trained by merging the trigram counts of the background language model training corpus either with that of the contemporaneous news text, or the in-domain automatic transcripts, or the combination of the both. The values for γ 1 and γ 2 in Equations (32) and (33) were respectively set at optimum values (γ 1 =0.1 and γ 2 =0.3), using the held-out set. On the other hand, PLSA and WTM were combined with the model interpolation approach through the following two equations, respectively: P Adapt−5 (wi |w i−2 w i−1 ) = ν 1 · P PLSA w i M H w i + κ 1 · P CONT (wi |w i−2 w i−1 ) + (1 − ν 1 − κ 1) P BG (wi |w i−2 w i−1 ) ,
P Adapt−6 (wi |w i−2 w i−1 ) = ν 2 · P WTM w i M H w i + κ 2 · P CONT (wi |w i−2 w i−1 ) + (1 − ν 2 − κ 2) P BG (wi |w i−2 w i−1 ) ,
where P CONT (wi |w i−2 w i−1 ) was trained using either the contemporaneous news text, or the in-domain automatic transcripts, or the combination of both. The values for ν 1 , κ 1 , ν 2 and κ 2 in Equations (34) and (35) were respectively set at optimum values (ν 1 =0.1, κ 1 =0.4, ν 2 =0.3 and κ 2 =0.35) using the held-out set as well.
The results obtained by respectively combining the WTM and PLSA with two variants of the MAP-based approaches (count merging and model interpolation) are shown in Table VIII . As can be observed, fusion of these two kinds of information sources does provide additional gains in most experimental conditions. Moreover, the combination of WTM with the MAP-based approaches yields slightly worse results than the combination of PLSA with the MAPbased ones, though WTM has been previously shown to yield better results than PLSA when the contemporaneous newswire texts are exploited and to be competitive with PLSA when in-domain automatic transcripts are exploited. The combination of the latent topic approach (PLSA with 256 topics) with the count merging approach, as shown in the last row of 
CONCLUSIONS
In this article, we have proposed a word topic model (WTM) to explore the co-occurrence relationship between words, as well as the long-span latent topical information, for language modeling in spoken document retrieval and transcription. The document or the search history as a whole is modeled as a composite WTM model for predicting the newly observed word. The underlying characteristics and different kinds of model structures were extensively investigated, while the performance of WTM was analyzed and verified by comparison with the well-known probabilistic latent semantic analysis (PLSA) model as well as the other models. Experimental results on the Mandarin spoken document retrieval and transcription tasks both demonstrate WTM is indeed a feasible alternative to the existing models. Future work on the WTM-based approaches includes better model inference or adaptation of WTM [Blei et al. 2003; Steyvers and Griffiths 2007] , discriminative training of WTM [Chen et al. 2004b; Kuo and Chen 2005; Gao et al. 2006] , and applying WTM to spoken document summarization [Chen et al. 2009 ].
