In this work, an artificial neural network (ANN) model based on the experimental data was developed to study the performance of vacuum membrane distillation (VMD) desalination process under different operating parameters such as the feed inlet temperature, the vacuum pressure, the feed flow rate and the feed salt concentration.
Introduction
Membrane distillation (MD) has been the focus of worldwide academic studies as an attractive separation process by many theoreticians and experimentalists. Four different systems of MD have been categorized depending on the process configurations as direct contact membrane distillation (DCMD), air gap membrane distillation (AGMD), sweep gas membrane distillation (SGMD) and vacuum membrane distillation (VMD). Among above systems, VMD proves to be very promising and adopts an effective way to increase membrane permeability. Applying a continuous vacuum [1] below the equilibrium vapor pressure, the air is removed from its pores in the permeate side. VMD can be applied not only for seawater desalination, but also for other areas such as ethanol recovery, removal of trace amount of contaminants and volatile organic compounds (VOCs) from water [1, 2] .
In VMD configuration, transport mechanisms of vapor molecules across the membrane are described by some models such as dusty-gas model [2] [3] [4] and Schofield's model [2] , Ballistic model [5] , Monte Carlo model [6] , velocity slip model [7] , including one-dimensional [8, 9] and two-dimensional models [10] . Chiam [11] offered a comprehensive review of VMD. In fact, the molecular diffusion models (analytical) have the advantage of giving some deterministic insights on the process.
However, the analytical models are often complex and sue of such models to find out the optimum operating conditions of the studied process proves difficult. To overcome this drawback, a different type of model based on artificial neural networks (ANN) can be considered for the optimization of the process under study [12] .
ANN based models can deal with non-linear multivariate regression problems. This type of model is not dependent on explicit expressions of the physical meaning of the process or system under investigation but is dependent on input-output relationship of the process and is often referred to as ''black-box'' models [13, 14] .
The ANN models can be easily developed using experimental data from a process by applying Design of Experiments techniques [12] . ANN modeling has been extensively applied in different fields of science, medicine and technology [12] [13] [14] [15] .
In this study, we develop an ANN based model for VMD process, and use the model for the optimization of the operating conditions of the process via simulation.
Theory
ANN consists of neurons being connected in a systematic way which can map input and output data [13] [14] [15] [16] into a net input  that may be expressed as [15, 17] :
where ( The activation signal goes through a function known as a transfer function which takes the net input to produce the output of the neuron. The frequently used transfer functions are the logistic function (an S-shaped sigmoid), hyperbolic tangent function, negative exponential function, and sine function [18] .
Generally, the neurons are grouped into several layers consisting of hidden layers and an output layer. The most frequently used network topology is the multi-layer feed-forward topology, also referred to as multilayer perceptrons (MLP) [13, 17, 18] .
During the network training process, the weights and biases of the network are updated systematically so that it can forecast the output for a given set of inputs [12] .
Amongst many training algorithms, the frequently used training algorithm is the back propagation (BP) which is based on gradient descent method. The network training by BP algorithm includes an iterative optimization process where the weights and biases are adjusted while minimizing a performance function such as mean squares error MSE [12] . The MSE may be defined as: N is the number of data points. A single iteration of BP algorithm may be written as [17] :
where W denotes the vector of weights and biases, grad(MSE) denotes the gradient of performance function and  is the learning rate. The experimental set-up is shown schematically in Figure 1 
Discussions and results by STATISTICA
In this study 38 sets of experiments were carried out applying different VMD operating conditions in order to develop the ANN model by STATISTICA software [21] . 70% of the total experimental data set was assigned for the training and 15% for the testing and 15% for the validation of the proposed ANN model. The training data is mainly used for modeling, and the parameters in the model, which are mainly the 5 weight values. The testing data is used in network structure determination in that a number of networks with different number of hidden neurons are developed and the one giving the best performance on the testing data is considered to have the appropriate number of hidden neurons. The performance of this neural network is then further evaluated on the validation data. The statistical data of the input and output variables used for training ANN model are presented in Table 1 In this study, the number of hidden layers and neurons was decided based on training different feed-forward networks of various architectures and selecting the optimal architecture which gives minimum value of MSE. The optimal architecture in this study was found to be a feed forward neural network with 4 inputs, one hidden layer with 3 neurons and one output layer with a single neuron (Fig. 2) .
The hidden layer neurons have hyperbolic tangent transfer function (Tanh) and the output layer neuron has sigmoid transfer function (logistic). Fig. 2 shows that the connections consist of weights (biases not shown) between inputs and neurons of different layers. In this work, the network ANN (4:3:1) has been trained using BP method based on BFGS algorithm. BFGS performs significantly better than the more traditional algorithms such as Gradient Descent method [18] . Table 2 shows the optimised values of weights and biases. was obtained for training data subset (Fig. 3) . For the test subset the linear correlation coefficient was 0.998656 (Fig. 4) while for validation subset the correlation coefficient was 0.999555 (Fig. 5) . These values display the goodness of fit between the predicted results given by the ANN model and all experimental data employed [12] . Therefore it is obvious that ANN model has the power of interpolating well the experimental data for VMD process. is low as the other three input variables were set to the most unfavorable conditions.
Note, higher feed inlet temperature results in exponentially higher water vapor pressure at the hot side of the membrane, causing higher mass transfer driving force for vapor penetration which is in line with earlier observations [19] . As can be seen, the increase in Vacuum pressure leads to an increase in the performance index, especially for the start of about 0.063MPa there was a sharp rise with increase rate of 748% from 1.58188 to 13.40919 kg/m 2 h, while at the lower vacuum pressure (＜0.063MPa) the increase rate was only 464% from 0.2806 to 1.58188 kg/m 2 h. Kuang et al [22] attributed the phenomena to the change in vaporization behavior of the hot-side solution from surface evaporation to intense boiling, but Wang et al [19] rejected this explanation.
We think the reason for this phenomena is due to the pressure difference between the hot side and the permeate side of the membrane. When the pressure difference is positive, the permeate flux rises drastically. It is clear that higher vacuum pressure (i.e.
lower absolute pressure at the permeate side) should be taken to pursuit higher water production driven by the large vapor pressure difference between the two sides of the membrane. the two sides of the membrane [19] . The trend is in line to that observed recently in [23] . 
Conclusions
This work was to find a way to predict accurately the unseen data for VMD process based on the experiment. A feed forward ANN model is developed for this purpose. MLP back propagation algorithm was adopted to train and determine the optimal architecture (4:3:1) of ANN. The proposed ANN model proved to be an effective and precise tool for the prediction of the experimental data with good correlation coefficients for the permeate flux of training, testing and validation subsets.
In addition, using the residual test and variance analysis, the ANN model was validated statistically. High reliability for the response prediction was found, although the amount of available experimental data used for ANN modeling was very limited (38 samples in this case).
The ANN model simulation shows that the effect of the vacuum pressure is the greatest followed by the feed inlet temperature. Using the ANN model, the VMD performance index was optimized. (The VMD experiment was carried out in Jimei University [24] .)
