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Stem cells occupy variable environments where they
must distinguish stochastic fluctuations from devel-
opmental cues. Here, we use optogenetics to inves-
tigate how the pluripotency network in embryonic
stem cells (ESCs) achieves a robust response to
differentiation cues but not to gene expression fluc-
tuations. We engineered mouse ESCs to allow quan-
titative control over the endogenous mechanism
of neural differentiation through a light-inducible
Brn2 transgene and monitored differentiation status
through a genome-integrated Nanog-GFP reporter.
By exposing cells to pulses of Brn2, we find that
the pluripotency network rejects Brn2 inputs that
are below specific magnitude or duration thresholds,
but allows rapid differentiation when both thresholds
are satisfied. The filtering properties of the network
arise through its positive feedback architecture and
the intrinsic half-life of Nanog, which determines
the duration threshold in the network. Together our
results suggest that the dynamic properties of posi-
tive feedback networks might determine how inputs
are classified as signal or noise by stem cells.
INTRODUCTION
All cells experience fluctuations in the concentrations of internal
regulatory molecules and external molecular cues (Kumar et al.,
2014a; Ohnishi et al., 2014; Raj et al., 2006; Raj and van Oude-
naarden, 2008). In undifferentiated stem cells, internal gene
expression fluctuations are particularly strong due to a permis-
sive chromatin configuration that allows stochastic, unregulated
bursts of transcription to occur broadly across the genome.
Transcriptional bursting leads to the premature expression of dif-
ferentiation-promoting genes in stem cells even prior to differen-
tiation (Chang et al., 2008; Hu et al., 1997; Kumar et al., 2014b;Weishaupt et. al 2010). Embryonic stem cells, as an example,
stochastically express a number of lineage-specific transcription
factors including core regulators of neural differentiation in
the pluripotent state (Kumar et al., 2014b). Stem cells, therefore,
confront a critical challenge: cells must simultaneously avoid
responding to these stochastic fluctuations while retaining a ca-
pacity to differentiate in response to appropriate developmental
cues (Figure 1A) (Hornung and Barkai, 2008).
In control theory and engineering, the problem of distinguish-
ing fluctuations (noise) from input commands (signal) is typically
solved by feedback control (Bechhoefer, 2005; Muzzey et al.,
2009; Yi et al., 2000). The regulatory principles and network ar-
chitectures that facilitate this process in stem cells are not well
understood (Figure 1A). Microorganisms typically employ auto-
regulatory negative-feedback loops to stabilize transcriptional
regulatory networks against the stochastic activation of key reg-
ulatory molecules (Becskei and Serrano, 2000; Dublanche et al.,
2006; Hornung and Barkai, 2008; Prill et al., 2005; Simpson et al.,
2003; Thieffry et al., 1998; Yi et al., 2000). However, metazoans
present a quandary: instead of negative feedback, stem cell reg-
ulatory networks are dominated by positive feedback regulation
(Fong and Tapscott, 2013; Hnisz et al., 2013; Jaenisch and
Young, 2008; Kueh et al., 2013; Niwa, 2007; Whyte et al.,
2013). It is not clear how positive feedback networks allow
stem cells to reject fluctuations but also differentiate in response
to developmental cues. Rather, in stem cell biology, discussions
of noise tolerance have focused on models of cell fate regulation
through ‘‘Waddington landscapes’’ (Waddington, 1957) where
abstract energy barriers between cell types prevent transitions
due to stochastic fluctuations (Ferrell, 2012; Franc¸ois and Siggia,
2012; Pujadas and Feinberg, 2012). Despite the intuitive appeal
of landscape models of cell fate regulation, they have not been
validated, and it is not clear how cell fate landscapes are imple-
mented by underlying protein regulatory networks (Ferrell, 2012;
Franc¸ois and Siggia, 2012).
Embryonic stem (ES) cells provide a well-characterized model
system for quantitative analysis of stem cell differentiation and
cell fate regulation. In the pluripotent state, a group of transcrip-
tion factors including Oct4, Sox2, and Nanog form a complex
that blocks the expression of differentiation-specific genesCell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 117
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Figure 1. Sustained Optical Induction of Brn2 Drives Transition from Pluripotency to Neural Differentiation
(A) In this work, we ask how embryonic stem cells distinguish gene expression fluctuations from development cues.
(B) The pluripotency network, an auto-regulatory network of transcription factors including Oct4, Sox2, and Nanog, maintains ESCs in a pluripotent state. Neural
lineage entry occurs through a competitive binding mechanism where Brn2 binds Sox2, displacing Oct4, to activate neural lineage-specific genes including
Neurod1. We optically induce Brn2-RFP with the GAVPO system and tag both genomic copies of Nanog with GFP.
(C) Cells exposed to 1 hr light pulse activate Brn2 but do not differentiate. Brn2-RFP time course (mean ± SD of ten single-cell traces, normalized to constant light
maximum; Figure S1G) following a 1-hr blue light pulse (300 mW).
(D) Left: images of cells 24 hr after 1-hr light pulse, showing DAPI, Nanog-GFP, Neurod1 (IF), and Brn2-RFP. Right: phase contrast image of ESC colonies 96 hr
after 1-hr light pulse. Cells retain the characteristic ESC circular colony morphology. Scale bars, 40 mm.
(E) Neurod1 (IF) and Nanog-GFP for >1,000 single cells 24 hr following the 1-hr light pulse.
(F) Nanog-GFP expression following a single 1-hr light pulse (green) or a series of four 1-hr light pulses spaced by 12 hr (blue) (n > 10,000, sampled from two
biological replicates).
(G) Sustained activation of Brn2 drives neural differentiation. Brn2-RFP intensity during sustained light exposure (mean ± SD of 20 cell traces, normalized to max).
(H) Left: DAPI, Nanog-GFP, Neurod1 (IF), and Brn2-RFP in cells exposed to 24 hr of constant light. Nanog and Brn2/Neurod1 are mutually exclusive. Scale bars,
40 mm. Right: Tuj1 (neuron marker) staining of cells following 96 hr of sustained light exposure. Scale bar, 40 mm.
(I) Nanog-GFP and Neurod1 (IF) in n > 1,000 single cells following 24 hr of Brn2 induction.
(J) Nanog-GFP and Neurod1 images from experiments in (I).
(K) Normalized expression for gene expression programs derived from RNA-seq time course (six time points, constant light input).
(L) The hierarchically clustered correlation matrix for 300 sampled genes following Brn2 induction, showing the two programs from (K) as well as key ES (Nanog,
Suz12) and neural (Neurod1, Gbx2) genes.
(M) The neural program’s most statistically significant GO terms and sample genes.
See also Figures S1 and S2, Table S1, and Movies S1 and S2.(Figure 1B) (Jaenisch and Young, 2008; Niwa, 2007). These
pluripotency factors also activate their own expression, thus
forming a positive feedback loop that stabilizes the undifferenti-
ated state. The architecture of this ‘‘pluripotency network’’ is
similar in topology to networks in a wide variety of stem cell types
(ranging from the MyoD network in myoblasts to the Pu.1
network in monocytes) where a central group of auto-activating
transcription factors stabilizes stem cell identity through positive118 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.feedback (Fong and Tapscott, 2013; Hnisz et al., 2013; Kueh
et al., 2013; Whyte et al., 2013).
The pluripotency network is involved in both stabilization of
the pluripotent state and lineage selection (Loh and Lim, 2011;
Thomson et al., 2011). Lineage selection occurs through a tran-
scription factor competition mechanism (i.e., seesaw model),
whereby lineage-specific transcriptional regulators compete
for binding with the components of the pluripotency protein
complex (Figure 1A) (Loh and Lim, 2011; Niwa et al., 2000; Shu
et al., 2013;Thomson et al., 2011). During neural lineage entry,
Oct4 and Brn2 (Brain2), a pro-neural Oct4 homolog, compete
for Sox2 binding (Figure 1B) (Jin et al., 2009; Lodato et al.,
2013; Martello and Smith, 2014). Effective competition destabi-
lizes the pluripotency network and drives neural progenitor
differentiation. An analogous transcription factor competition
mechanism controls endoderm differentiation of embryonic
stem cells (ESCs) (where Sox17 competes with Sox2 for Oct4
binding) as well as differentiation events in a range of stem cell
types in the immune and nervous systems (Graf and Enver,
2009; Niakan et al., 2010).
To ask how ESCs respond to signal but not to noise, we engi-
neered an optogenetic experimental system that co-opts the
endogenous mechanism of neural lineage entry through Brn2/
Oct4competition (Figure1B).Specifically,wemodulate the timing
and level of Brn2 expression and monitor differentiation through
a quantitative, genome-integrated Nanog reporter (Figure 1B).
Using this approach, we show that the pluripotency network can
reject fluctuations in Brn2 expression that are below sharpmagni-
tude and duration thresholds, allowing differentiation only when
both thresholds aremet. Throughmodeling, we identify twoprop-
erties of the pluripotency network, positive feedback subject to
direct biochemical competition and the intrinsic Nanog protein
lifetime, that determine whether an input is interpreted as a signal
or asnoise. In themodel, the ability todistinguish signal fromnoise
arises through a shifting epigenetic landscape. Together, our
results demonstrate that the dynamic properties of positive feed-
back networks can provide both noise tolerance and cell fate
switching in a wide range of cellular contexts.
RESULTS
Optical Induction and Monitoring of Neural
Differentiation in Embryonic Stem Cells
To determine how embryonic stem cells distinguish fluctuations
fromdevelopmental signals (Figure 1A), we constructed an opto-
genetic experimental system in which we could temporally
modulate the expression of Brn2 (tagged with RFP) using the
light-inducible gene expression system GAVPO (Figures 1B
and S1; Movie S1) (Wang et al., 2012). Expression of Brn2 opti-
cally engages the endogenous mechanism of neural lineage
entry in mouse ESCs where Brn2 competes with Oct4 to drive
neural differentiation (Jin et al., 2009; Tanaka et al., 2004; Fujii
and Hamada, 1993; Smit et al., 2000) (Figure 1B). Additionally,
we monitored cellular differentiation using a genome-integrated
Nanog-GFP reporter (Figures S1H–S1L; Experimental Proce-
dures) (Chambers et al., 2007; Mitsui et al., 2003). This approach
allowed us to induce pulses of Brn2-RFP expression with light
and then analyze the ESC’s response as a function of the magni-
tude and duration of the Brn2 pulse (Toettcher et al., 2011). We
verified that optical induction could be carried out with minimal
cell toxicity or photobleaching on the experimental timescales
considered in this paper (Figures S2A–S2C).
Sustained, but Not Transient, Induction of Brn2 Drives
Neural Differentiation
We first analyzed the response of ESCs to light inputs of a con-
stant power (300 mW) but varying temporal duration. We foundthat cells could ignore short, 1-hr light inputs but that sustained
optical activation of Brn2 drove rapid neural differentiation (Fig-
ures 1C–1F versus Figures 1G–1M). Figure 1C shows the dy-
namics of Brn2 protein expression in a cell population following
a 1-hr light pulse. Although individual cells activate Brn2, they
continue to express the Nanog protein (Figures 1D and 1E) and
could be maintained for many days in standard ESC media
without showing signatures of differentiation; they also retain
the characteristic circular colony morphology of undifferentiated
ESCs (Figure 1D, right panel). In fact, ESCs could tolerate
a series of short but temporally spaced light pulses without
differentiating; Nanog protein levels were unperturbed in cells
exposed to four 1-hr light pulses separated by 12 hr in time
(Figure 1F).
In contrast, a constant 24 hr light input of the same intensity
(300 mW) drove rapid neural differentiation (Figures 1G–1M;
Movie S2). Single cells activated Brn2 and downregulated Nanog
(Figures 1H–1J, left panel). RNA sequencing (RNA-seq) analysis
(Figures 1K–1M and S2D) demonstrated that cells also downre-
gulated many key stem cell factors including members of the
Polycombprotein family (Ezh2, Suz12) that silence differentiation
genes in the pluripotent cell state (Figures 1L and S4). Cells sub-
sequently activated a neural gene expression program that
included the neural transcription factor Neurod1, a master regu-
lator of committed neural progenitor cells (Figures S2E and S2F)
(Gao et al., 2009; Kuwabara et al., 2009; Vanderhaeghen, 2009).
Nanog and Neurod1 were expressed in a mutually exclusive
pattern following 24 hr of Brn2 induction with Neurod1 present
in >70% of cells (Figures 1I and 1J). Neurod1 and Gbx2 are
also induced during standard, small molecule in vitro differentia-
tion of embryonic stem cells into the neural lineage (Figure S2H).
After longer periods of sustained Brn2 induction, cell
morphology changed dramatically; cells generated long projec-
tions that formed an interconnected network (Figures S1D and
S1F; Movie S2) and expressed markers of terminal neuron
development (Figures 1K–1M). After 96 hr,20%of cells stained
positive for Tuj1 (Tubb3), a well-established neural marker (Gas-
pard et al., 2008) (Figure 1H, right). These results are consistent
with Brn20s role in neural development where the protein regu-
lates both neural progenitor differentiation and terminal neuron
development (Kuwabara et al., 2009).
Therefore, by controlling Brn2 expression, our optogenetic
system could induce a neural cell fate transition in the embryonic
stem cell. Notably, the cell’s response to Brn2 depended upon
the duration of the light input. A 1-hr light pulse induced Brn2
protein expression of lower magnitude and shorter temporal
duration (5 hr) than the Brn2 protein expression induced by
sustained light induction. Therefore, we wanted to understand
systematically how cells respond to Brn2 as a function of its
magnitude and temporal dynamics (Figure 1A) and how this
response might emerge through dynamics of the pluripotency
network.
A Two-State Nanog Switch Sets the Magnitude
Threshold for Brn2
To understand how single ESCs decide whether to reject or
respond to the Brn2 ‘‘input’’ as a function of its magnitude, we
first performed a systematic analysis of the input-output
response of the pluripotency circuit to light inputs of equivalentCell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 119
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Figure 2. Switch-like Response of Nanog to Brn2 Provides Magnitude Thresholding of Brn2 Input
(A) Joint distribution of Nanog and Brn2, 24 hr after light induction, as constructed from FACS of >250,000 cells exposed to nine light powers, sampled from two
biological replicates. Dotted lines indicate Brn2-RFP levels analyzed in (B).
(B) Steady-state conditional distributions of Nanog-GFP intensity for three Brn2-RFP levels (dots) with fits to Gaussian mixture model (line).
(C) Gaussian mixture model fits to Nanog-GFP distribution at a series of Brn2-RGP levels.
(D) The Nanog-off/Nanog-on cell ratio as a function of Brn2 level, as extracted from Gaussian fits. Beyond 100-fold Brn2 activation above baseline, the cell
population abruptly transitions from predominantly Nanog-on to Nanog-off (Hill coefficient = 2.5). Nanog-GFP and Brn2-RFP are normalized to mean intensity in
the unperturbed ESC population.
(E) Schematic depiction of a bi-stable energy landscape, U(Nanog, Brn2), where the two energy minima represent distinct states of Nanog expression, and Brn2
activation shifts the landscape to favor the Nanog-off (differentiated) state over the Nanog-on (pluripotent) state (see Figure 5).
See also Figure S3.duration but different intensities. We exposed cell populations to
24 hr of constant intensity of light and then measured the level of
Brn2-RFP and Nanog-GFP in single cells using FACS (at the 24-
hr time point) analyzing nine different light powers (Experimental
Procedures) in two biological replicates and over 250,000 single
cells. At each fixed light power the cell population was heteroge-
neous with respect to Brn2 protein level, but the Nanog-GFP and
Brn2-RFP fluorescent reporters allowed us to extract quantita-
tive single cell information from otherwise convoluted population
data.
We found that cells transition sharply between two, discrete
states of Nanog-GFP as a function of Brn2-RFP level (Figure 2A).
Pooling data across all light powers, we constructed a two-
dimensional Nanog/Brn2 joint distribution that quantifies the
Nanog response in single cells as a function of the Brn2-RFP
level at the 24-hr time point. At low levels of Brn2, the conditional
Nanog-GFP distribution is (Figure 2B, top) peaked at themean of
the unperturbed cell population (Nanog-on, pluripotent state).120 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.With increasing Brn2, cells begin to occupy a second state
(Nanog-off, differentiated), and the Nanog-GFP distribution is
bimodal (Figure 2B, middle). At high levels of Brn2, the distribu-
tion peaks at the Nanog-off state (differentiated) (Figures 2B, top
versus bottom, and 2C). Importantly, cells switch between the
two states of Nanog expression without adopting intermediate
values of Nanog.
To determine the switching threshold, we fit the conditional
Nanog distributions to a Gaussian mixture model (Figure 2C)
and calculated the ratio of Nanog-off (differentiated) to Nanog-
on (pluripotent) cells. While low levels of Brn2 induction (relative
to background) do not alter the Nanog-GFP distribution (Fig-
ure 2D), the cell population shifts toward the Nanog-off (differen-
tiated) state at a threshold of 100-fold Brn2 induction over
background (Hill coefficient = 2.5). Because cells could tolerate
sub-threshold levels of Brn2 for >24 hr without downregulating
Nanog, we infer that this switching threshold is stable in time (Fig-
ure S3). At Brn2 levels near the switch threshold (Brn2100), the
Nanog-GFP distribution is bimodal, suggesting that the decision
to downregulate Nanog is stochastic. The stochastic response
of the cell population at intermediate Brn2 levels could emerge,
for example, due to cell-to-cell variation in the precise concen-
tration of Brn2 needed to switch a cell from the pluripotent to
the differentiated state.
The Nanog distributions in Figure 2C are reminiscent of the
equilibrium distribution of an ensemble of particles on a shifting
bi-stable energy landscape. The two energy minima represent
distinct states of Nanog expression, and Brn2 activation shifts
the landscape to favor the Nanog-off (differentiated) state over
the Nanog-on (pluripotent) state. Analogies between energy
landscapes and differentiation are common in the literature on
cell fate regulation; our experiments make the connection pre-
cise, as the Nanog distribution in Figure 2A implies an effective
energy landscape for the Brn2-induced transition from a
Nanog-on (pluripotent) to Nanog-off (differentiated) cell (Fig-
ure 2E; Supplemental Experimental Procedures).
In this way, we found that Nanog responds to Brn2 like a
two-state switch. In the pluripotent state, cells can assess Brn2
expression as a function of its magnitude, so that below the
100-fold induction threshold, cells tolerate Brn2 expression as
noiseanddonot downregulateNanog.Above the 100-fold induc-
tion threshold, cells generate a sharp response to Brn2 expres-
sion, switching from a Nanog-on (pluripotent) to Nanog-off
(differentiated) state.We hypothesized that a two-state switching
mechanism might enable ESCs to distinguish signal from noise.
Therefore, we asked how dynamic properties of the switch
impact its response to different durations of Brn2 expression.
Mathematical Model Connects Two-State Switching to
Pluripotency Circuit Architecture and Brn2 Binding
Competition
We constructed a simple mathematical model to ask: (1) how a
two-state switch arises through the pluripotency network and
its interaction with Brn2, and (2) how the network might respond
to dynamically varying Brn2 inputs. The coarse-grained mathe-
matical model focuses on the key topological features of the
network (positive feedback and competitive binding) rather than
detailed biochemical interactions. Despite this simplicity, the
model makes quantitative predictions about system behavior.
The pluripotency circuit is composed of the core Oct4-Nanog-
Sox2 auto-regulatory loop (Figure 3A) (Chen et al., 2008; Jae-
nisch and Young, 2008; Niwa, 2007). Brn2, an Oct4 homolog,
can bind to both Sox2 and Oct4 and titrate the factors away
from the pluripotency complex (Lodato et al., 2013; Martello
and Smith, 2014; Tanaka et al., 2004). Therefore, we considered
the kinetic and steady-state behavior of a single auto-regulatory
node that is destabilized by the competitive binding of an outside
component. In the Supplemental Experimental Procedures, we
show that competitive binding leads to Nanog dynamics that
evolve according to:
dN
dt
=
V Nm
K½Bm +Nm 
N
t
; (Equation 1)
whereN andB are the concentrations of Nanog and Brn2 respec-
tively. The first term on the right hand side represents the positive
feedback loop, where V parameterizes the strength of auto-acti-
vation; K[B] models the threshold for induction of the positivefeedback loop; and m is the Hill coefficient describing the
cooperativity of the auto-regulatory circuit. The second term
models first order Nanog degradation with lifetime t. The critical
feature of the competitive binding model is that K, the threshold
for triggering the Nanog positive feedback loop, is a function of
Brn2 concentration: K[B] = g(1 + B), due to competitive binding.
The parameter g represents the threshold for positive feedback
loop activation in cells in the absence of Brn2 induction. In
the Supplemental Experimental Procedures, we show how the
competitive binding model leads to this functional dependence
(see Supplemental Information Mathematical Model).
Figures 3B and 3C illustrate that competitive destabilization
of a positive feedback loop can generate a sharp switch. In the
absence of Brn2, balanced Nanog production (pink curve) and
degradation (green curve) holds the unperturbed regulatory
network in a Nanog-on (pluripotent) steady state (Figure 3B,
black circle). Binding competition from Brn2 disrupts the pro-
duction of Nanog (Figure 3C) by interfering with the pluripotency
complex, thus shifting the pink production curve to the right (by
increasing K[B]). In the model, the Nanog-on (pluripotent) steady
state abruptly loses stability and disappears at a sharp Brn2
threshold (K[B] = V t/2) through a saddle node bifurcation in
the underlying dynamical system (see Supplemental Information
Mathematical Model) inducing a sharp transition in steady-state
Nanog level as a function of Brn2 (Figure 3D). Dynamically,
following destabilization of the Nanog-on (pluripotent) state (Fig-
ure 3C, left, black circle), the network transitions to a Nanog-off
(differentiated) state due to intrinsic and unbalanced Nanog pro-
tein degradation.
In our mathematical model, the cell fate switch can also be
directly and rigorously interpreted as being controlled by an un-
derlying energy landscape that governs the dynamics of Nanog
expression (Supplemental Information). The dynamical system
described by Equation 1 is identical in form to the equation of
motion for a particle on a potential energy landscape (over-
damped regime), where undulations in the underlying energy
landscape control the dynamic behavior of the particle. There-
fore by analogy, we interpret the concentration of Nanog protein
as being governed by an underlying energy landscape, U(N,B)
where dN/dt = dU(N,B)/dN, and U(N,B) is determined through
integration of the right hand side of Equation 1 (Figure 3E). The
local minima of U(N,B) represent the stable steady states of
Nanog expression for each Brn2 concentration. Brn2 expression
shifts the bi-stable potential, destabilizing the Nanog-on (plurip-
otent) state, and the Nanog concentration decays toward the
Nanog-off (differentiated) state. U(N,B) can also be used to
model fluctuations in the Nanog concentration during the cell
fate transition (Figure S4; Supplemental Information). The geo-
metric interpretation of the model provides intuition for under-
standing the response of the pluripotency network to dynamic
Brn2 expression, as considered in later sections of this study.
The mathematical model makes several testable predictions.
First, the model predicts that the sharpness of the Nanog switch
emerges due to the Brn2 competitive binding mechanism, so
that additional transcription factors that can competitively bind
the pluripotency complex should induce a similar switch-like
response. Second, in the model, the dynamics by which cells
transition from the Nanog-on (pluripotent) to Nanog-off (differen-
tiated) state is determined by the intrinsic degradation rate of theCell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 121
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Figure 3. Mathematical Model of Pluripotency Network and Brn2-Induced Cell Fate Switch
(A) Topology of the coarse-grainedmathematical model. Pluripotency complex is engaged in an auto-regulatory positive feedback loop. Components are subject
to first-order degradation. Through competitive binding, Brn2 interferes with the core auto-regulatory loop. Parameters V, K, and t (Equation 1) respectively
parameterize Nanog promoter strength, promoter threshold, and Nanog life-time.
(B) Geometric analysis of steady states demonstrating the mechanism by which Brn2 can induce a switch-like transition from a Nanog-on to Nanog-off state (see
Supplemental Information for mathematical details). Curves indicate Nanog production (that depends upon [Nanog] due to auto-regulation) and degradation
rates as a function of Nanog concentration. Black disk, stable Nanog-on steady state.
(C) Competitive binding effectively increases the threshold for Nanog promoter activation, sliding to the right the sigmoidal curve representing the Nanog
production rate. At a threshold of [Brn2], the Nanog-on state becomes destabilized (intersection point vanishes) and the system collapses toward a Nanog-off
state due to Nanog degradation.
(D)Steady-stateNanogasa functionofBrn2 fromexperiments (meanaswell as inter-quartile range)andmodel fit (thick line)withparametersfit toexperimental data.
(E) Underlying energy landscape U(N,B) for regulatory network derived through direct integration of Equation 1 and plotted for fixed V, t, K[B] for a indicated Brn2
levels (see Equation 23 in the Supplemental Information).
See also Figure S4.Nanog protein, so that switching dynamics of the intrinsic lifetime
of the Nanog protein in the unperturbed pluripotent ESC should
be matched. We verified these key predictions of the model
before using it to analyze the response of the pluripotency
network to dynamic, transient Brn2 expression.
Switch-like Response of Nanog to Competitive Binding
Factor Oct4
The model predicts that the switch-like response of Nanog to
Brn2 occurs biochemically due to competitive binding, so that
other competitive binding factors should have a similar switch-
like impact on Nanog expression. Oct4 itself has been shown
to form a homodimer in addition to its heterodimeric interaction
with Sox2 (Botquin et al., 1998; Reme´nyi et al., 2001). The homo-
dimeric and heterodimeric forms of Oct4 are mutually exclusive;
Oct4 homodimers cannot form complexes with Sox2. Therefore,
Oct4 also acts competitively with the pluripotency complex.
To test whether theNanog response toOct4 is also switch-like,
weconstructedanoptically inducibleOct4cell lineandperformed
similar light-titration experiments as shown in Figure 2 for Brn2.
We found that Oct4, like Brn2, induces downregulation of Nanog122 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.at a threshold level of Brn2 where cells transition sharply from a
Nanog-on (pluripotent) to Nanog-off (differentiated) state (Fig-
ure 4A). Therefore, the two-state switch response observed for
Brn2canbegeneralized to additional competitivebinding factors.
In contrast, Nanog responds to MyoD, a strong inducer of
muscle differentiation not known to bind competitively to
the pluripotency factors, in a continuous and gradual rather
than switch-like fashion. At intermediate MyoD inductions, cells
occupy intermediate Nanog levels and shift gradually from high
Nanog to low Nanog expression (see also Figure S5). Accord-
ingly, in the mathematical model (Figure 4C) decreasing V,
modeling direct promoter inhibition (versus competitive binding),
leads to a linear decrease in Nanog and a qualitatively distinct
gradedNanog response (see Supplemental Experimental Proce-
dures for more detailed analysis).
Switch Dynamics Predict Nanog Half-Life in
Unperturbed ESCs
In the mathematical model, the dynamics of the cell fate switch
are controlled by the intrinsic Nanog protein lifetime. When
Brn2 crosses the switching threshold, single cells transition
A B
C
Figure 4. Competitive Binding Factor Oct4
Induces a Discrete Nanog-On to Nanog-Off
Switch
(A) Response of Nanog to Oct4 induction. Oct4
was optically induced in cells for 24 hr at four
distinct light powers (10 mW, 50 mW, 100 mW,
300 mW) and sampled from two biological repli-
cates (N > 80,000 cells).
(B) Response of Nanog to MyoD (a master muscle
transcription factor). Response distribution con-
structed as for Oct4.
(C) Nanog response in mathematical model to de-
creases in V (modeling inhibition) compared with
increase in K0 (modeling competitive binding) for
fixed initial values of V, K, and t.
See also Figure S5.from the Nanog-on (pluripotent) to Nanog-off (differentiated)
state through intrinsic Nanog protein degradation. Mathemati-
cally, the positive feedback term in Equation 1 approaches
zero, and Nanog falls exponentially to zero with a switching
time set by the intrinsic Nanog half-life [log(2) t]. Thus, in the
model, Nanog degradation is rate limiting, and the switching
time of the ESC from the Nanog-on to Nanog-off state following
Brn2 induction provides an upper bound on the Nanog half-life.
Single-cell imaging and fluorescence-activated cell sorting
(FACS) (Figures 5A–5C)measurements revealed that cells transi-
tion from the Nanog-on (pluripotent) to Nanog-off (differentiated)
states with a switching half-life of just 3.8 ± 1.2 hr (Figures 5B and
5C; Movie S3), predicting a <3.8-hr Nanog half-life. This half-life
is short compared with other mammalian proteins where the
mean protein half-life in human cells is 9 hr (Eden et al., 2011).
Therefore, by connecting switch dynamics with Nanog’s intrinsic
half-life in unperturbed ESCs, the model made a strong and non-
obvious prediction.
We tested the prediction by measuring the Nanog half-life in
unperturbed ESCs through optical pulse chase experiments
using a light-inducible Nanog-RFP cell line (Figure 5D; Movie
S4). In unperturbed ESCs, we measured a mean Nanog half-
life of 2.1 ± 0.8 hr, consistent with predictions and confirming
the short intrinsic Nanog lifetime. Through proteasome inhibition,
we found that rapid Nanog production balances this rapid NanogCell Systems 1, 117–12degradation in unperturbed ESCs so
that the ESC generates 100% of the
steady-state Nanog protein pool every
4 hr (Figure S6).
Model Predicts Quantitative
Response of Pluripotency Network
to Transient Brn2 Inputs
With core features of the model validated,
we sought to use the model to explain the
response of the pluripotency network to
transient Brn2 expression. In the model,
the ability to distinguish a differentiation
cue from noise arises from two properties
of the dynamical system: the sharp Brn2
threshold and the switching timescale
due to Nanog degradation. To drive differ-entiation, Brn2 expression must be high enough in magnitude to
surpass the Brn2 threshold and long enough in duration to allow
the network to transition from the Nanog-on (pluripotent) to
Nanog-off (differentiated) state.
The landscape formalism provides a qualitative, intuitive
description of Brn20s role in promoting differentiation: above
the 100-fold induction threshold, Brn2 shifts the underlying cell
fate landscape (Figure 6A), and Nanog begins to decay toward
the Nanog-off (differentiated) state. However, when the duration
of Brn2 expression is short relative to the Nanog lifetime, the
network cannot complete the transition from the ‘‘on’’ to the
‘‘off’’ state before the pulse subsides, and the landscape returns
to its original form. Therefore, the cell is retained in the Nanog-on
state (pluripotent) when the duration of Brn2 expression is below
the switching threshold. For longer pulses (Figure 6B), cells
complete the transition from Nanog-on (pluripotent) to Nanog-
off (differentiated) and remain in the Nanog-off state even
when Brn2 subsequently drops below the switching threshold
(Figure 6B). Dynamically, the Nanog lifetime sets a duration
threshold in the network, so that Brn2 expression below a mini-
mum temporal duration does not drive Nanog downregulation
(Figure 6C).
Quantitatively, theminimumBrn2 duration required for switch-
ing is determined by the position of an unstable fixed point (the
hill separating the two valleys in the energy landscape). This9, August 26, 2015 ª2015 Elsevier Inc. 123
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Figure 5. Switch Dynamics Predict Intrinsic Nanog Half-Life in Unperturbed Cells
(A) Two-dimensional histograms of Nanog-GFP and Brn2-RFP intensity in ESC populations as measured by FACS at 0, 7, 14, and 24 hr during constant 300 mW
light stimulation. Each histogram represents >40,000 single cells. The marginal distribution of Nanog-GFP is shown on the right of each plot. Cells begin tran-
sitioning from Nanog-on to Nanog-off state at 7 hr, and by 14 hr the cell population breaks into two subpopulations.
(B) Nanog-GFP and Brn2-RFP images at 1-hr intervals. Scale bars, 20 mm.
(C) Distribution of >50 single-cell time courses of Nanog-GFP and Brn2-RFP (mean and SD, normalized to max). From exponential fit (black line) yielded a
switching time of 3.8 ± 1.4 hr.
(D) Optical pulse chase measurement of Nanog lifetime using optically inducible Nanog-RFP construct. Top: Nanog-RFP dynamics (blue curve) in a light-
inducible Nanog cell following a 1-hr light pulse, with exponential fit (black curve). Blue curve is an example single cell trace. Bottom: histogram of Nanog half-life
from 50 single-cell time courses (mean half-life 2.1 ± 0.75 hr).
See also Figure S6 and Movies S3 and S4.minimum value can also be seen in the diagram in Figure 6D
(gray dotted line) that shows the steady state Nanog concentra-
tion (black lines) as a function of Brn2 expression and also shows
the ‘‘flow’’ of Nanog away from the stable concentration (indi-
cated by gray arrows). Above the Brn2 threshold, Nanog flows
toward the Nanog-off (differentiated) state. However, if excur-
sions beyond the Brn2 threshold are brief, then Nanog begins
to decay, but does not reach the critical Nanog concentration
(gray dotted line) to trigger differentiation before the Brn2
pulse subsides. The network, thus, ignores or rejects as noise
any Brn2 expression pulse that breaches the magnitude
threshold but is shorter than the duration threshold (Figure 6C).
The analytic lower bound for the minimum duration of
Brn2 expression required to switch Nanog from on to off is t
log(Nanog_on/Nanog*) where Nanog_on/Nanog* is the ratio of
the Nanog-on concentration to the Nanog concentration at the124 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.unstable fixed point (N* in 4D) and t is the Nanog lifetime in
Equation 1.
We next experimentally measured the dynamics of a cell pop-
ulation responding to a 3-hr light pulse. The level of Brn2 in the
cell population rises, and the mean level transiently reaches the
switch-threshold (Figure 7A, gray line, Brn2 100). However,
the population begins relaxing due to Brn2 degradation before
cells can transition to the Nanog-off (differentiated) steady state.
The population breaches the switching threshold but returns
belowthis thresholdona timescale that is not sufficient for switch-
ing (3hr). For comparison, theswitching threshold for a constant
light control experiment performed simultaneously was main-
tained at 100-fold Brn2 induction, and cells with Brn2 levels
greater than this threshold switched to the Nanog-off state (Fig-
ure S7A). The distributions in Figure 7A illustrate in real-time the
ability of the network to reject transient Brn2 expression as noise.
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Figure 6. Mathematical Model Predicts
Filtering of Brn2 Inputs Based on Their
Duration
(A) Energy landscape depiction of duration
thresholding through the dynamics of two-state
Nanog switch. Brn2 induction destabilizes Nanog-
on (pluripotent) state, and cell begins to transition
to Nanog-off (differentiated) state through intrinsic
Nanog degradation. For an input that is ‘‘short’’
relative to the Nanog half-life, Brn2 begins to fall
before the cell can transition past a critical point,
and the cell returns to the Nanog-on state following
the light pulse.
(B) For a long pulse, the cell transitions beyond the
critical Nanog concentration to the Nanog-off state
during the pulse and so remains in the Nanog-off
state following the pulse.
(C) Nanog and Brn2 dynamics from mathematical
model for ‘‘short’’ and ‘‘long’’ Brn2 pulses.
(D) Two-dimensional depiction of Nanog steady
states and dynamic flows versus Brn2 input level.
Stable Nanog concentrations (black curves) and
dynamic Nanog flows (gray arrows) indicated as a
function of [Brn2]. The Nanog-on stable state is lost
at a sharp Brn2 threshold due to a saddle node
bifurcation. Schematic Nanog/Brn2 trajectories for
‘‘short’’ (blue arrow) and ‘‘long’’ (green arrow)
square Brn2 pulses. For short pulse, Brn2 exceeds
switching threshold but returns below the
threshold before Nanog passes a ‘‘critical con-
centration’’ defined by presence of an unstable
fixed point (dashed gray curve).Model Predicts Quantitative Buffering and Switching
Regimes
To quantitatively predict the filtering properties of the network,
we fully parameterized a model of Nanog dynamics using the
steady-state and relaxation-time data in Figures 2 and 4. To
parameterize a model of Brn2 dynamics, we performed time-
lapse imaging and FACS experiments to measure the half-life
of Brn2 as well as to parameterize the dynamic and steady-state
induction of Brn2 in response to light inputs of varyingmagnitude
(Figures S7B–S7E).
With all the free parameters fixed, the model quantitatively
predicted the response of Nanog to pulses of Brn2 expression.
The predicted Brn2 pulse-response contains two regimes of
behavior, a buffering regime and a switching regime, separated
by a boundary (Figure 7B, blue curve). The model predicted
that cells tolerate 5-hr light inputs without switching to the
Nanog-off (differentiated) state. We emphasize that Figure 7B
shows a prediction of the model that is based upon parameters
fixed through the steady-state and dynamic measurements
made previously without further parameter adjustment or fitting.
The optogenetic system enabled us to measure the response
of cells to varying durations of Brn2 expression and to compare
the response with the theoretical predictions. We exposed cells
to light pulses of 17 different durations and measured the frac-
tion of Nanog-off (differentiated) and Nanog-on (pluripotent)
cells in cell populations 24 hr after the termination of the light
pulse. In agreement with model predictions, the experimentally
determined differentiation-response curve (Figure 7B, dots and
error bars) contains a buffering regime and a switching regime
quantitatively consistent with the regimes predicted by themathematical model. Even at these saturating light powers,
>80% of cells tolerate Brn2 induction pulses of up to 5 hr
without downregulating Nanog (or activating Neurod1, Figures
S7F and S7G). Indeed, a large fraction of cells (50%) tolerate
light pulses of 8 hr without switching to the Nanog-off (differen-
tiated) state. Further, the cells can tolerate a series of light
pulses when the pulses are separated by a temporal duration
longer than the Brn2 half-life, so that Brn2 has time to decay
following each round of activation (Figure 7C). Three 3-hr light
pulses, delivered over 2 days and spaced by 13 hr drove differ-
entiation in <20% of cells.
DISCUSSION
In this work, we analyzedmechanisms by which embryonic stem
cells distinguish differentiation cues (signals) from gene expres-
sion fluctuations (noise). Using an optogenetic approach, we find
that the pluripotency network evaluates inputs based upon both
magnitude (Figure 2) and duration (Figure 7) thresholds. Inputs
that fall below either threshold are filtered as noise (Figure 1A).
Inputs that satisfy both thresholds trigger efficient differentiation.
The filtering properties of the network emerge due to the dy-
namics of an underlying two-state switch (Figures 4 and 6).
Brn2 induction disrupts the Oct4/Nanog/Sox2 pluripotency
complex and positive feedback loop, and the Nanog concentra-
tion of the cell begins to fall due to reduced Nanog production. In
our model, Nanog acts like a timer, and pulses of Brn2 expres-
sion must exceed a minimum duration set by the intrinsic degra-
dation rate of Nanog in order to switch the network. The Nanog
half-life is short relative to the lifetime of typical mammalianCell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 125
Figure 7. Nanog-Half Life Determines Duration Filtering Properties of the Pluripotency Network
(A) Brn2 versus Nanog distribution for >20,000 single cells at each of eight time points. Time is measured in units of hours following light pulse initiation. A dashed
line indicates the Brn2 switching threshold (validated by constant input control in Figure S7A). The Brn2 level exceeds the threshold in approximately half of the
cells at 6 hr following pulse initiation. However, only a fraction of these cells (<20% of the cell sub-population) switch to the Nanog-off state.
(B) Predictions of model (blue line) and the experimentally measured Nanog-off fraction (mean and SD) for cells exposed to 300 mW light pulses of 0 to 17 hr. For
pulses of <5 hr >80%of cells maintain Nanog in the on state. Half of the cell population switches for a 8.5-hr light pulse. Example Nanog distributions shown in the
margin.
(C) Top: histograms of Nanog-GFP following repeated 3-hr light pulses with variable inter-pulse spacing as indicated. Experiment performed over 48 hr and
n > 10,000 cells measured for each experiment. Brn2 half-life is 8 hr. Histograms normalized to height of Nanog-on peak for comparative purposes. Total
number of pulses delivered is: 3 pulses, 13-hr interval; 2 pulses, 21-hr interval; 1.5 pulses, 30-hr interval). Bottom: fraction of Nanog-on cells, mean ± SD for three
biological replicates.
See also Figure S7.proteins. This short half-life allows the cell to respond to pulses
on an hours (versus days) timescale and to quickly reject short
timescale fluctuations in Brn2 levels.
In the context of recent global analyses of cell fate regulatory
networks, our results suggest that positive auto-regulatory net-
works might provide a general and tunable strategy for stem
cells to differentiate in response to authentic signals but not to
noise (Dublanche et al., 2006; Prill et al., 2005; Simpson et al.,
2003; Thieffry et al., 1998). Recent work has shown that circuits
with positive feedback architecture underlie cell fate regulation in
a large number of stem cell and differentiated cell types (Fong
and Tapscott, 2013; Hnisz et al., 2013; Kueh et al., 2013; Whyte
et al., 2013). Our work highlights the ability of such auto-126 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.regulatory positive feedback networks, through their dynamic
behavior, to distinguish signal from noise and also to trigger
fate switching. Prior theoretical work, in fact, showed the positive
feedback regulation is an optimal architecture for noise filtering
(Hornung and Barkai, 2008) while allowing a network to maintain
sensitivity to sustained changes in an input.
Further, critical properties of the network, including the dura-
tion threshold, can be simply tuned by modifying underlying
biochemical rates. For example, scaling the Nanog degradation
rate in our mathematical model linearly scales the duration of the
minimum Brn2 pulse required for differentiation (Figure S4B)
suggesting that auto-regulatory networks provide a simple and
tunable regulatory architecture for tolerating noise while also
responding robustly to signals. Indeed, the half-life of master cell
fate regulators varies widely (Kueh et al., 2013), suggesting that
a simple circuit topology might be exploited to provide tunable
envelopes of stability in a wide variety of stem cell populations.
It will be interesting to ask how the degradation rates of core
cell fate regulators vary between stem cells of different types
to meet specific physiological criteria (Sivak and Thomson,
2014).
The work of Waddington (1957) on epigenetic landscapes has
long been viewed as a qualitative metaphor for cell fate regula-
tion (Ferrell, 2012; Franc¸ois and Siggia, 2012; Pujadas and Fein-
berg, 2012). Here, we find that a mathematical model based
upon an underlyingWaddington-like energy landscape addition-
ally provides a quantitative mathematical framework for dissect-
ing a simple cell fate transition. The sufficiency of an energy
landscape for modeling the dynamics of a regulatory circuit
has important implications. It implies that the behavior of a
regulatory network (on experimentally observed timescales) is
‘‘memoryless’’: the future state of the network can be directly
predicted (in a statistical sense) from the current state of the
network while ignoring potentially complex history-dependent
effects like adaptation (Yi et al., 2000). For example, in our exper-
imental system, the landscape model implies that the current
Brn2 and Nanog protein concentrations predict the future
behavior of the pluripotency network, and the past dynamics
of Brn2 can be ignored.
Energy landscape models can be applied efficiently to model
much larger networks of genes than considered here. In such
cases, the energy landscape will exist in a high dimensional
space with one dimension for each gene in the network. Statis-
tical mechanics provides mathematical tools that can be
adapted to extract landscape models directly from large single
cell datasets. Once parameterized, the dynamics of a cell popu-
lation evolving on the landscape can be modeled (Zwanzig,
2001). It will be interesting to extend this approach to more
complicated cell fate transitions wheremultiple states can be ac-
cessed as a function of transcription factor expression levels
(Graf and Enver, 2009; Gaspard et al., 2008; Thomson andGuna-
wardena, 2009). In this way, the experimental and mathematical
approaches described here might be extended to the genome
scale to provide a global view of mechanisms for buffering and
gating differentiation.EXPERIMENTAL PROCEDURES
Full experimental procedures can be found in the Supplemental Experimental
Procedures. Briefly, mESCs were cultured under standard conditions but
maintained in the dark and passaged under red illumination. The Nanog-
GFP knock-in cell line was generated from E14 mouse embryonic stem cells
(gift from Chong Park) through Cas9-mediated homologous recombination
of eGFP into the C terminus of the endogenous Nanog gene. Optogenetic in-
duction of Brn2 in E14 mESCs was accomplished using the GAVPO blue-light
activate-able transcription factor. Expression of Brn2 was induced by an
addressable LED matrix, the illumination of each LED was controlled in space
and time and isolated from the others by a custom three-dimensional printed
mask. All imaging experiments were performed with a Nikon Ti-E Microscope
with Hamamatsu Flash 4.0 camera controlled by Nikon Elements software
NIS-Elements 4.2. FACS and RNA-seq experiments were performed and
analyzed using standard methods. The mathematical model is described in
detail in the Supplemental Information. Numerical integration of the model
was performed using NDSolve in Mathematica.ACCESSION NUMBERS
The accession number for the mRNA-seq data reported in this paper is GEO:
GSE71889.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
Mathematical Model, seven figures, one table, and four movies and can
be found with this article online at http://dx.doi.org/10.1016/j.cels.2015.
08.001.
AUTHOR CONTRIBUTIONS
M.T. and D.A.S. conceived the project. L.S.Q. and Y.L. designed, constructed,
and validated the Nanog-GFP knock-in cell line and the Cas9-mediated ho-
mologous recombination strategy. C.S., M.T., and M.B. performed experi-
ments. D.B. engineered the LED array, constructed the long-term time-lapse
imaging system, and collected time-lapse movies. J.M., C.S., and G.H. pre-
pared RNA-seq libraries and processed RNA-seq data. M.B. performed cell
culture and cell line construction. M.T., C.S., and D.A.S. analyzed data and
performed mathematical modeling. M.T., D.A.S., and C.S. wrote the manu-
script with input from all authors.
ACKNOWLEDGMENTS
The authors thank Eric Siggia, Leor Weinberger, Saul Villeda, Long Cai, Carl
Pabo, Angela Andersen, David Schaffer, Belinda Waltman, and Benoit Bru-
neau for scientific discussions and careful reading of the manuscript; Wendell
Lim, Ron Vale, and LeoMorsut for scientific discussions. We thank Kurt Thorn,
Eric Chow, Mekhala Maiti, DNA 2.0, and Pickersgill and Andersen for advice
and technical assistance. This work was supported by the UCSF Center for
Systems and Synthetic Biology NIGMS P50 GM081879 (L.S.Q., D.A.S.,
M.T.). M.T. acknowledges support from the NIH Office of the Director (OD),
the National Cancer Institute, and the National Institute of Dental & Craniofacial
Research (NIDCR) NIH DP5 OD012194. L.S.Q. acknowledges support from
the UCSF Center for Systems and Synthetic Biology, NIH Office of the Director
(OD), and National Institute of Dental and Craniofacial Research (NIDCR) NIH
DP5 OD017887 (Y.L. and L.S.Q.).
Received: January 7, 2015
Revised: May 18, 2015
Accepted: August 3, 2015
Published: August 26, 2015
REFERENCES
Bechhoefer, J. (2005). Feedback for physicists: A tutorial essay on control.
Rev. Mod. Phys. 77, 783–836.
Becskei, A., and Serrano, L. (2000). Engineering stability in gene networks by
autoregulation. Nature 405, 590–593.
Botquin, V., Hess, H., Fuhrmann, G., Anastassiadis, C., Gross, M.K., Vriend,
G., and Scho¨ler, H.R. (1998). New POU dimer configuration mediates antago-
nistic control of an osteopontin preimplantation enhancer by Oct-4 and Sox-2.
Genes Dev. 12, 2073–2090.
Chambers, I., Silva, J., Colby, D., Nichols, J., Nijmeijer, B., Robertson, M.,
Vrana, J., Jones, K., Grotewold, L., and Smith, A. (2007). Nanog safe-
guards pluripotency and mediates germline development. Nature 450,
1230–1234.
Chang, H.H., Hemberg, M., Barahona, M., Ingber, D.E., and Huang, S. (2008).
Transcriptome-wide noise controls lineage choice in mammalian progenitor
cells. Nature 453, 544–547.
Chen, X., Xu, H., Yuan, P., Fang, F., Huss,M., Vega, V.B.,Wong, E., Orlov, Y.L.,
Zhang, W., Jiang, J., et al. (2008). Integration of external signaling pathways
with the core transcriptional network in embryonic stem cells. Cell 133,
1106–1117.Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 127
Dublanche, Y., Michalodimitrakis, K., Ku¨mmerer, N., Foglierini, M., and
Serrano, L. (2006). Noise in transcription negative feedback loops: simulation
and experimental analysis. Mol. Syst. Biol. 2, 41.
Eden, E., Geva-Zatorsky, N., Issaeva, I., Cohen, A., Dekel, E., Danon, T.,
Cohen, L., Mayo, A., and Alon, U. (2011). Proteome half-life dynamics in living
human cells. Science 331, 764–768.
Ferrell, J.E., Jr. (2012). Bistability, bifurcations, and Waddington’s epigenetic
landscape. Curr. Biol. 22, R458–R466.
Fong, A.P., and Tapscott, S.J. (2013). Skeletal muscle programming and re-
programming. Curr. Opin. Genet. Dev. 23, 568–573.
Franc¸ois, P., and Siggia, E.D. (2012). Phenotypic models of evolution and
development: geometry as destiny. Curr. Opin. Genet. Dev. 22, 627–633.
Fujii, H., and Hamada, H. (1993). A CNS-specific POU transcription factor,
Brn-2, is required for establishing mammalian neural cell lineages. Neuron
11, 1197–1206.
Gao, Z., Ure, K., Ables, J.L., Lagace, D.C., Nave, K.A., Goebbels, S., Eisch,
A.J., and Hsieh, J. (2009). Neurod1 is essential for the survival and maturation
of adult-born neurons. Nat. Neurosci. 12, 1090–1092.
Gaspard, N., Bouschet, T., Hourez, R., Dimidschstein, J., Naeije, G., van den
Ameele, J., Espuny-Camacho, I., Herpoel, A., Passante, L., Schiffmann, S.N.,
et al. (2008). An intrinsic mechanism of corticogenesis from embryonic stem
cells. Nature 455, 351–357.
Graf, T., and Enver, T. (2009). Forcing cells to change lineages. Nature 462,
587–594.
Hnisz, D., Abraham, B.J., Lee, T.I., Lau, A., Saint-Andre´, V., Sigova, A.A., Hoke,
H.A., and Young, R.A. (2013). Super-enhancers in the control of cell identity
and disease. Cell 155, 934–947.
Hornung, G., and Barkai, N. (2008). Noise propagation and signaling sensitivity
in biological networks: a role for positive feedback. PLoS Comput. Biol. 4, e8.
Hu, M., Krause, D., Greaves, M., Sharkis, S., Dexter, M., Heyworth, C., and
Enver, T. (1997). Multilineage gene expression precedes commitment in the
hemopoietic system. Genes Dev. 11, 774–785.
Jaenisch, R., and Young, R. (2008). Stem cells, the molecular circuitry of plu-
ripotency and nuclear reprogramming. Cell 132, 567–582.
Jin, Z., Liu, L., Bian, W., Chen, Y., Xu, G., Cheng, L., and Jing, N. (2009).
Different transcription factors regulate nestin gene expression during P19
cell neural differentiation and central nervous system development. J. Biol.
Chem. 284, 8160–8173.
Kueh, H.Y., Champhekar, A., Nutt, S.L., Elowitz, M.B., and Rothenberg, E.V.
(2013). Positive feedback between PU.1 and the cell cycle controls myeloid
differentiation. Science 341, 670–673.
Kumar, M.E., Bogard, P.E., Espinoza, F.H., Menke, D.B., Kingsley, D.M., and
Krasnow, M.A. (2014a). Mesenchymal cells. Defining a mesenchymal progen-
itor niche at single-cell resolution. Science 346, 1258810.
Kumar, R.M., Cahan, P., Shalek, A.K., Satija, R., DaleyKeyser, A.J., Li, H.,
Zhang, J., Pardee, K., Gennert, D., Trombetta, J.J., et al. (2014b).
Deconstructing transcriptional heterogeneity in pluripotent stem cells.
Nature 516, 56–61.
Kuwabara, T., Hsieh, J., Muotri, A., Yeo, G., Warashina, M., Lie, D.C., Moore,
L., Nakashima, K., Asashima,M., andGage, F.H. (2009). Wnt-mediated activa-
tion of NeuroD1 and retro-elements during adult neurogenesis. Nat. Neurosci.
12, 1097–1105.
Lodato, M.A., Ng, C.W., Wamstad, J.A., Cheng, A.W., Thai, K.K., Fraenkel, E.,
Jaenisch, R., and Boyer, L.A. (2013). SOX2 co-occupies distal enhancer ele-
ments with distinct POU factors in ESCs and NPCs to specify cell state.
PLoS Genet. 9, e1003288.
Loh, K.M., and Lim, B. (2011). A precarious balance: pluripotency factors as
lineage specifiers. Cell Stem Cell 8, 363–369.
Martello, G., and Smith, A. (2014). The nature of embryonic stem cells. Annu.
Rev. Cell Dev. Biol. 30, 647–675.
Mitsui, K., Tokuzawa, Y., Itoh, H., Segawa, K., Murakami, M., Takahashi, K.,
Maruyama, M., Maeda, M., and Yamanaka, S. (2003). The homeoprotein128 Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc.Nanog is required for maintenance of pluripotency in mouse epiblast and ES
cells. Cell 113, 631–642.
Muzzey, D., Go´mez-Uribe, C.A., Mettetal, J.T., and van Oudenaarden, A.
(2009). A systems-level analysis of perfect adaptation in yeast osmoregulation.
Cell 138, 160–171.
Niakan, K.K., Ji, H., Maehr, R., Vokes, S.A., Rodolfa, K.T., Sherwood, R.I.,
Yamaki, M., Dimos, J.T., Chen, A.E., Melton, D.A., et al. (2010). Sox17 pro-
motes differentiation in mouse embryonic stem cells by directly regulating
extraembryonic gene expression and indirectly antagonizing self-renewal.
Genes Dev. 24, 312–326.
Niwa, H. (2007). How is pluripotency determined and maintained?
Development 134, 635–646.
Niwa, H., Miyazaki, J., and Smith, A.G. (2000). Quantitative expression of Oct-
3/4 defines differentiation, dedifferentiation or self-renewal of ES cells. Nat.
Genet. 24, 372–376.
Ohnishi, Y., Huber, W., Tsumura, A., Kang, M., Xenopoulos, P., Kurimoto,
K., Oles, A.K., Arau´zo-Bravo, M.J., Saitou, M., Hadjantonakis, A.K., and
Hiiragi, T. (2014). Cell-to-cell expression variability followed by signal rein-
forcement progressively segregates early mouse lineages. Nat. Cell Biol.
16, 27–37.
Prill, R.J., Iglesias, P.A., and Levchenko, A. (2005). Dynamic properties of
network motifs contribute to biological network organization. PLoS Biol. 3,
e343.
Pujadas, E., and Feinberg, A.P. (2012). Regulated noise in the epigenetic land-
scape of development and disease. Cell 148, 1123–1131.
Raj, A., and van Oudenaarden, A. (2008). Nature, nurture, or chance: stochas-
tic gene expression and its consequences. Cell 135, 216–226.
Raj, A., Peskin, C.S., Tranchina, D., Vargas, D.Y., and Tyagi, S. (2006).
Stochastic mRNA synthesis in mammalian cells. PLoS Biol. 4, e309.
Reme´nyi, A., Tomilin, A., Pohl, E., Lins, K., Philippsen, A., Reinbold, R.,
Scho¨ler, H.R., and Wilmanns, M. (2001). Differential dimer activities of the
transcription factor Oct-1 by DNA-induced interface swapping. Mol. Cell 8,
569–580.
Shu, J., Wu, C., Wu, Y., Li, Z., Shao, S., Zhao, W., Tang, X., Yang, H., Shen, L.,
Zuo, X., et al. (2013). Induction of pluripotency inmouse somatic cells with line-
age specifiers. Cell 153, 963–975.
Simpson, M.L., Cox, C.D., and Sayler, G.S. (2003). Frequency domain analysis
of noise in autoregulated gene circuits. Proc. Natl. Acad. Sci. USA 100, 4551–
4556.
Sivak, D.A., and Thomson, M. (2014). Environmental statistics and optimal
regulation. PLoS Comput. Biol. 10, e1003826.
Smit, D.J., Smith, A.G., Parsons, P.G., Muscat, G.E., and Sturm, R.A. (2000).
Domains of Brn-2 that mediate homodimerization and interaction with general
and melanocytic transcription factors. Eur. J. Biochem. 267, 6413–6422.
Tanaka, S., Kamachi, Y., Tanouchi, A., Hamada, H., Jing, N., and Kondoh, H.
(2004). Interplay of SOX and POU factors in regulation of the Nestin gene in
neural primordial cells. Mol. Cell. Biol. 24, 8834–8846.
Thieffry, D., Huerta, A.M., Pe´rez-Rueda, E., and Collado-Vides, J. (1998). From
specific gene regulation to genomic networks: a global analysis of transcrip-
tional regulation in Escherichia coli. BioEssays 20, 433–440.
Thomson, M., and Gunawardena, J. (2009). Unlimited multistability in multisite
phosphorylation systems. Nature 460, 274–277.
Thomson, M., Liu, S.J., Zou, L.N., Smith, Z., Meissner, A., and Ramanathan, S.
(2011). Pluripotency factors in embryonic stem cells regulate differentiation
into germ layers. Cell 145, 875–889.
Toettcher, J.E., Voigt, C.A., Weiner, O.D., and Lim,W.A. (2011). The promise of
optogenetics in cell biology: interrogating molecular circuits in space and time.
Nat. Methods 8, 35–38.
Vanderhaeghen, P. (2009). Wnts blow on NeuroD1 to promote adult neuron
production and diversity. Nat. Neurosci. 12, 1079–1081.
Waddington, C.H. (1957). The Strategy of the Genes. A Discussion of Some
Aspects of Theoretical Biology (Alen & Unwin).
Wang, X., Chen, X., and Yang, Y. (2012). Spatiotemporal control of gene
expression by a light-switchable transgene system. Nat. Methods 9, 266–269.
Weishaupt, H., Sigvardsson, M., and Attema, J.L. (2010). Epigenetic chromatin
states uniquely define the developmental plasticity of murine hematopoietic
stem cells. Blood 115, 247–256.
Whyte, W.A., Orlando, D.A., Hnisz, D., Abraham, B.J., Lin, C.Y., Kagey, M.H.,
Rahl, P.B., Lee, T.I., and Young, R.A. (2013). Master transcription factors andmediator establish super-enhancers at key cell identity genes. Cell 153,
307–319.
Yi, T.M., Huang, Y., Simon, M.I., and Doyle, J. (2000). Robust perfect adapta-
tion in bacterial chemotaxis through integral feedback control. Proc. Natl.
Acad. Sci. USA 97, 4649–4653.
Zwanzig, R. (2001). Nonequilibrium Statistical Mechanics (Oxford University
Press).Cell Systems 1, 117–129, August 26, 2015 ª2015 Elsevier Inc. 129
