Robust multichannel equalization for blind speech dereverberation by Lim, Sze Chie (Felicia)
Robust Multichannel Equalization
for Blind Speech Dereverberation
by
Sze Chie (Felicia) Lim
A thesis submitted in fulûlment of requirements for the degree of
Doctor of Philosophy of Imperial College London
Communications and Signal Processing Group
Department of Electrical and Electronic Engineering
Imperial College London
2016

3Copyright declaration
cbnd
_e copyright of this thesis rests with the author and is made available under a Creative Commons At-
tribution Non-Commercial No Derivatives licence. Researchers are free to copy, distribute or transmit
the thesis on the condition that they attribute it, that they do not use it for commercial purposes and that
they do not alter, transformor build upon it. For any reuse or redistribution, researchersmustmake clear
to others the licence terms of this work.

5Statement of originality
I declare that this thesis and the research it contains are the product ofmy own work under the guidance
of my thesis supervisor, Dr Patrick A. Naylor. Any ideas or quotations from the work of other people,
published or otherwise, are fully acknowledged in accordance with the standard referencing practices.
_e material of this thesis has not been submitted for any degree at any other academic or professional
institution.

7Abstract
Acoustic reverberation arises from the reection of sound waves within an enclosed space. It is generally
desirable in music reproduction but can be detrimental to speech-related applications. For the human
listener, while the early reections help to improve speech intelligibility, the late reections have been
shown to impair perceived speech quality. For speech processing technologies such as automatic speech
recognizers, reverberation reduces accuracy and performance. Dereverberation is therefore an important
research topic with interest driven by increasing availability of communication devices and consumer
demand.
One approach todereverberation computes a set of equalizingûlters that areused to perform the dere-
verberation processing, givenmultichannel inputs and estimates of the acoustic impulse responses (AIRs)
between the source signal and microphones. However, estimation errors are inevitable in practice and
therefore robust channel equalizers are required. _is thesis aims to develop such robust algorithms in
amanner that is desirable speciûcally for speech dereverberation. _e framework of channel shortening
is used, having been previously shown to give promising results. Subband approaches are also investi-
gated to reduce the computational complexity and achieve ûner control of dereverberation in separate
frequency bands.
A second approach to dereverberation steers the look direction of beamformers towards the source.
Reverberant sounds from other directions are treated as noise and accordingly suppressed. _emotiva-
tion behind beamformer design and channel equalization is similar and in thiswork, a uniûed framework
termed MINTFormer is proposed. _e aim is to combine the robustness of beamformers with the po-
tentially perfect dereverberation ability that can be achieved by channel equalization approaches.
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Chapter 1
Introduction
1.1 Motivation
_e use of speech-based technology in communication systems has increased signûcantly in recent years,
fueled by a rapid growth in themarket for consumer communication devices and global investments in
telecommunication infrastructure. _e use of portable devices, such as smartphones, tablets and laptops,
for phone or conference calls is now taken for granted inmost parts of theworld. Human interactionwith
machines through the natural medium of speech is becoming increasingly commonplace as a result of
advances in speech recognition and natural language processing algorithms. Practical implementations
have already made their way into home entertainment and automation systems, in-car control systems,
personal digital assistants and increasingly, robots.
In many of these systems, the speaker is at some distance from the microphones and the captured
speech signals are degraded by the surrounding acoustic environment. _is can be in the form of back-
ground noise, interfering speakers or acoustic reverberation. _e further the speaker is from the mi-
crophone, themore signiûcant the degradation becomes. Consequently, the perceived quality of speech
suòers and in severe cases of degradation, speech intelligibility is reduced, particularly with the addi-
tion of noise. _e key interest to this thesis is the eòect of acoustic reverberation on the captured speech
signals, and how this reverberation may be reduced.
Acoustic reverberation is caused by the propagation of sound waves through a multipath acoustic
channel and reection oò surfaces within the environment, as shown in Fig. 1.1. _e resultant signal cap-
tured at the microphone is a superposition of delayed and attenuated copies of the clean speech signal,
causing temporal smearing. Additionally, spectral smearing occurs due to the frequency-dependent re-
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Figure 1.1: Reverberation process in a room. _e reections can be considered in three parts – the direct
path signal between the source andmicrophone, the early reections and the subsequent late reections1.
ectivity of surfaces, quantiûed by their reection coeõcients, and the sound-absorbing properties of air.
_ese give rise to a perception of space and distance in audio recordings and can be described as [1]:
1. _e box eòect – where the apparent arrival of the source from multiple directions at diòerent
times with diòerent intensities creates a sense of space and gives the impression of the speaker
being “inside a box”.
2. _e distant talker eòect – where the speaker is perceived to be far away from themicrophone.
In music audio processing, carefully controlled reverberation (whether naturally occurring or artiû-
cially added) is desirable as it creates a sense of natural space and realism, improving themusic listening
experience. In speech-related applications for the human listener, early reections arriving immediately
aer the direct path have been shown to improve speech intelligibility by perceptually reinforcing the di-
rect path [1]. However, the late reections negatively impact the perceived quality of speech. When severe
reverberation is present in conjunction with background noise, the positive eòect of the early reections
is no longer dominant and the severe distortion of the speech signal results in reduced intelligibility, es-
pecially for hearing-impaired or elderly people [2]. Additionally, automatic speech recognition (ASR)
algorithms perform worse in reverberant environments [3], which is detrimental to speech-based sys-
tems that are dependent on them for human-to-machine interaction. It is therefore desirable to design
robust dereverberation algorithms to suppress or compensate the reverberation eòect such that the orig-
inal clean speech can be recovered.
1More details are given in Section 2.2.1.
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1.2 Research statement
_e aim of this thesis is to develop multichannel dereverberation algorithms that exploit speciûc acous-
tic parameters, but which are robust to estimation errors in those acoustic parameters, with the aim of
improving scores from objectivemeasures of perceived speech quality.
1.3 Original contributions
To the best knowledge of the author, the original contributions in this thesis are:
1. Development of two statistical model for system identiûcation errors (SIEs) to enablemore realistic
evaluation of robust multichannel equalization algorithms.
• Investigation into the statistics of SIEs using both supervised and unsupervised system iden-
tiûcation algorithms.
• Development of two diòerent models to describe the SIEs associated with the system identi-
ûcation algorithms investigated.
• Development of an artiûcial blind system identiûcation error (BSIE) generatorwith statistics
trained from a state-of-the-art cross-relation based blind system identiûcation (BSI) algo-
rithm.
2. Development of two acoustic channel equalizing ûlters that are robust to blind channel identiûca-
tion errors, such that the equalizing ûlters can be convolved with reverberant speech to derever-
berate it without introducing excessive distortion or colouration.
• Development of an algorithm to control the early coeõcients in the equalized acoustic im-
pulse response.
• Development of an algorithm to control the temporal envelope of the equalized acoustic im-
pulse response.
3. Study and development of channel equalization methods in subbands for ûner control of robust-
ness to parameter estimation errors and reduced computational complexity.
• Development of techniques for applying gating or variable relaxation of constraints for equal-
ization in subbands using acoustic parameter estimates that are related to signal-to-noise ra-
tio (SNR). _ese aim to control the trade-oòbetween improved dereverberation performance
and the distortion introduced in environments with very low SNR.
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4. Development of a uniûed framework between channel equalization and beamforming.
• Formulation of a joint cost function between a multichannel equalizer and a ûlter-and-sum
beamformer in both time and frequency domains. In addition, white noise gain (WNG)
constraints are introduced to improve robustness to spatially uncorrelated noise.
1.4 Publications
_e following publications were produced during the course of this work:
Journal publications
J1 F. Lim,W.Zhang, E.A. P. Habets, P.A. Naylor, “Robustmultichannel dereverberation using relaxed
multichannel least squares,” IEEE/ACM Trans. Audio, Speech, Lang. Process., vol. 22, no. 9, pp.
1379–1390, Sep. 2014.
Conference and workshop publications
C1 F. Lim and P. A. Naylor, “Statistical modelling ofmultichannel blind system identiûcation errors,”
in Proc. Intl. Workshop Acoust. Signal Enhancement (IWAENC), Juan-les-Pins, France, Sep. 2014.
C2 M. R. P. _omas, F. Lim, I. J. Tashev, and P. A. Naylor, “Optimal beamforming as a time domain
equalization problem with application to room acoustics,” in Proc. Intl. Workshop Acoust. Signal
Enhancement (IWAENC), Juan-les-Pins, France, Sep. 2014.
C3 F. Lim,M. R. P. _omas, and P. A. Naylor, “MINTFormer: A spatially aware channel equalizer,” in
Proc. IEEEWorkshop on Applications of Signal Processing to Audio and Acoustics, New Paltz, USA,
Oct. 2013.
C4 F. Lim and P.A. Naylor, “Robust speech dereverberation using subbandmultichannel least squares
with variable relaxation,” in Proc. European Signal Processing Conf. (EUSIPCO), Marrakech, Mo-
rocco, Sep. 2013.
C5 F. Lim and P. A. Naylor, “Robust low-complexity multichannel equalization for dereverberation,”
in Proc. IEEE Intl. Conf. on Acoustics, Speech and Signal Processing (ICASSP), Vancouver, Canada,
May 2013.
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C6 F. Lim and P.A. Naylor, “Relaxedmultichannel least squareswith constrained initial taps formulti-
channel dereverberation,” in Proc. Intl. WorkshopAcoust. Signal Enhancement (IWAENC), Aachen,
Germany, Sep. 2012.
1.5 _esis outline
_e content of this thesis is structured as follows:
• Chapter 2 provides a background overview of acoustic reverberation and conducts a literature
review of existing dereverberation techniques. _e background overview includes a formal for-
mulation of the blindmultichannel dereverberation problem and a review of relevant room acous-
tic concepts and objective evaluation measures used in this thesis. In the literature review, both
channel-independent and channel-based dereverberation techniques are discussed, aswell as blind
system identiûcation algorithms that are crucial for the latter.
• Chapter 3 investigates the statistical characterization of channel estimation errors associated with
a state-of-the-art blind system identiûcation algorithm. Amodel is developed for generating arti-
ûcial channel estimation errors based on statistics trained on real estimation errors. _is work is
motivated by themismatch between the accuracy achieved by state-of-the-art blind systemidentiû-
cation algorithms and the required accuracy for state-of-the-art channel equalizers. _e developed
model is therefore useful for evaluating the robustness of channel equalizers to diòerent levels of
channel estimation errors that are statistically realistic.
• Chapter4 reviews the channel shortening paradigm for improving the robustnessof channel equal-
izers to channel estimation errors. _e RMCLS with constrained initial coeõcients (R-CIC) and
RMCLS with envelope constraint (R-EC) algorithms are proposed to extend the relaxed multi-
channel least squares (RMCLS) in a manner that improves the perceived quality of speech while
maintaining acceptable levels of reverberant tail suppression. _e ûrst imposes a constraint on the
largest initial coeõcients of the equalized impulse response,while the second controls its temporal
envelope shape. Experiments show that both reduce colouration in the equalized signals without
signiûcantly impacting the dereverberation capabilities of RMCLS.
• Chapter 5 builds upon Chapter 4 by investigating the use of channel equalizers in subbands. _e
gated subband RMCLS (G-RMCLS) and variable relaxation RMCLS (VR-RMCLS) algorithms are
developed to control the level of dereverberation applied depending on the expected levels of chan-
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nel estimation errors. In frequency subbands where there are large estimation errors, these algo-
rithms back oò dereverberation to avoid introducing additional distortion in the equalized signal.
In other frequency subbands where there are small estimation errors, the amount of dereverbera-
tion applied is varied in diòerent subbands. It is shown that the proposed algorithms can increase
suppression of both the early reections and late reverberant tail, leading to overall improved dere-
verberation performance and perceived speech quality.
• Chapter 6 proposes a uniûed framework for channel equalization and spatial ûltering. While these
approaches are conventionally considered separately, both can be formulated as a ûltering-and-sum
operation with diòerent criteria. Using the illustrative examples of the multiple-input/output in-
verse theorem (MINT) algorithm for channel equalization and the ûlter-and-sum beamformer for
spatial ûltering, a common notation is formulated in both time and frequency domains. A pro-
posed hybrid solution introduces an independent mixing parameter to control the trade-oò be-
tween the potential dereverberation performance ofMINT and the robustness of the beamformer.
Additionally, WNG constraints are introduced, as is common in beamforming literature, to im-
prove robustness to sensor noise. It is shown that the proposed hybrid algorithm improves the
perceived quality of speech within a small spatial region around the true speaker location com-
pared to both MINT and the beamformer when operating alone.
Finally, Chapter 7 concludes the thesis and discusses potential areas for further work.
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Chapter 2
Background and literature review
In this chapter, the background for the work presented in this thesis is provided. Firstly, a formulation
of the reverberant acoustic system is given, followed by an overview of room acoustics and performance
evaluation metrics used in this work. A literature review of dereverberation and BSI approaches is then
conducted to provide context for the algorithms developed in this thesis.
2.1 A reverberant system
Consider a speech signal s(n) propagating in an acoustic space such as a room from the sound source
to M microphones, where n is the discrete time index. _is scenario can be modelled as an M-channel
acoustic single-inputmultiple-output (SIMO) system. In thiswork, the acoustic impulse responses (AIRs)
between the sound source and the microphones are assumed to be time-invariant. _e reverberant and
noisy signal captured at the m-th microphone, for m = 1, 2, . . . ,M, is denoted as
xm(n) = hm(i) ∗ s(n, i) + vm(n) (2.1)
= L−1∑
i=0 hm(i)s(n − i) + vm(n) (2.2)
where hm(i) is the AIR of length L samples, i is the sample index, ∗ is the linear convolution operator
and vm(n) is the background noise. Dereverberation algorithms aim to ûnd equalizing ûlters дm(i) that
recover the clean speech signal as much as possible by removing or reducing the eòects of the room such
that
hm(i) ∗ дm(i) = d(i − τ), (2.3)
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where d(i) is a designed equalized impulse response1 and τ is some delay.
In vector form, the AIR, segments of the microphone, speech and noise signals, and the equalizing
ûlter can be denoted respectively as
hm = [hm(0) hm(1) . . . hm(L − 1)]T , (2.4)
xm(n) = [xm(n) xm(n − 1) . . . xm(n − Li + 1)]T , (2.5)
s(n) = [s(n) s(n − 1) . . . s(n − L − Li + 2)]T , (2.6)
vm(n) = [vm(n) vm(n − 1) . . . vm(n − Li + 1)]T , (2.7)
gm = [дm(0) дm(1) . . . дm(Li − 1)]T , (2.8)
where L is the AIR length and Li is the equalizing ûlter length. _e microphone signal from (2.2) can
then be reformulated as
xm(n) = HTms(n) + vm(n), (2.9)
whereHm is the (L + Li − 1) × Li ûltering matrix of hm deûned as
Hm =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
hm(0) 0 . . . 0
hm(1) hm(0) . . . 0⋮ ⋱ ⋱ ⋮
hm(L − 1) . . . ⋮ ⋮
0 hm(L − 1) ⋱ ⋮⋮ ⋮ ⋱ ⋮
0 . . . 0 hm(L − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.10)
_e stackedmultichannel system can then be represented as
x(n) = HTs(n) + v(n), (2.11)
where
x(n) = [xT1 (n) xT2 (n) . . . xTM(n)]T , (2.12)
v(n) = [vT1 (n) vT2 (n) . . . vTM(n)]T , (2.13)
H = [H1 H2 . . . HM]. (2.14)
1Algorithms that target perfect dereverberation use the Dirac delta function for the designed equalized impulse response.
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Given the equalizing ûlters gm , the equalized speech is obtained as
sˆ(n) = Gx(n), (2.15)
where G = [GT1 GT2 . . . GTM] and Gm is formed in a similar fashion to (2.10). For completeness, the
stackedmultichannel AIRs and equalizing ûlters are additionally deûned as
h = [hT1 hT2 . . . hTM]T , (2.16)
g = [gT1 gT2 . . . gTM]T . (2.17)
_e aim of dereverberation algorithms is to design g to recover the clean speech signal, possibly with
some delay, such that in the ideal scenario, sˆ(n) = s(n − τ) is obtained, where τ is the delay.
2.2 Room acoustics
Signal distortion introduced by reverberation is dependent on the properties of the room and AIRs. In
this section, an overview of AIR concepts andmetrics that underpin the work in this thesis are given.
2.2.1 Acoustic impulse response structure
Based on psychoacoustic theories that human perception of reected sounds with short and long delays
are diòerent [4, 5], the structure of an AIR can be described in three parts: the direct-path component,
early reections, and late reections, as shown in Fig. 2.1.
_e direct path corresponds to the acoustic propagation path between the source and microphone
along the shortest path. Its coeõcients are usually the largest in an AIR, but can also be smaller than
subsequent reection coeõcients depending on the source-microphone geometry and reectivity of the
surrounding surfaces.
Early reections arriving shortly aer the direct path are not perceived as separate echoes if they are
below a masking limit introduced by the direct sound [6]. Instead, they have been shown to contribute
positively to speech intelligibility as they increase the apparent loudness of the direct sound [1]. _is is
also known as theHaas eòect and is useful for dereverberation algorithms as it motivates partial channel
equalization techniques (seeChapter 4). However, early reections arenot entirely desirable; the presence
of a separate strong impulse in addition to the direct path causes spectral distortion,whichmanifests itself
perceptually as colouration and therefore also contributes to the degradation of perceived speech quality.
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Figure 2.1: Structure of an AIR depicting the three regions: direct path, early reections and late rever-
berant tail.
_e region of early reections is oen taken to be between 50 to 100ms aer the direct path [6].
Late reections arriving with longer delays, also known as the reverberant tail, consist of coeõcients
with seemingly random values. _ey are perceived as very closely spaced echoes that cause the source to
sound ‘distant’ and ‘echo-ey’ [1]. In automatic speech recognition,word-error rate suòers as reverberation
causes the information captured by a feature vector within a time frame to smear into subsequent time
frames [7]. It is therefore desirable to suppress the reverberant tail in the equalized impulse response for
speech dereverberation.
2.2.2 Energy decay curve
_e energy decay curve (EDC) measures the remaining energy in an AIR at each time or sample, and is
deûned for the discrete AIR, hm(i), as
EDC(i) = L−1∑
i′=i h
2
m(i′). (2.18)
An example of an EDC normalized with respect to the total energy in the AIR is given in Fig. 2.2. It can
be seen that there is initially a sharp drop due to the transition from the regions of direct path and strong
early reections into the region of free decay2. In the subsequent region of free decay where the EDC
gradient is near-constant, the sound ûeld is diòuse, i.e. there is a uniform distribution of energy in the
late reections arriving from all directions. _is region corresponds to the reverberant tail of the AIR.
_e EDC then attens out towards the end as it hits the noise oor,which arises from background and/or
2_is drop is only visible when the distance between the source and microphone is smaller than the critical distance (see Sec-
tion 2.2.4), where there is a strong direct path component.
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Figure 2.2: Example of an AIR (top) and its corresponding EDC (bottom).
equipment noise in real measurements.
_e EDC is important for the computation of reverberation time, detailed in Section 2.2.3. In this
work, it is additionally used as a performance metric as it provides an overview of the energy decaying
process in AIRs and equalized impulse responses (EIRs).
2.2.3 Reverberation time
An acoustic space can be characterized by its reverberation time, or T60, deûned as the time taken (in
seconds) for the energy of a steady-state sound ûeld to decay by 60 dB aer the excitation source signal
has been switched oò [6]. In Sabine’s pioneering room acoustics research [8], reverberation time was
determined to be a function of the room geometry and absorptivity of the surfaces but independent of
the source andmicrophone(s) geometry. It can be estimated as [8]
T60 = 24 ln(10)cs VαSabineAtot , (2.19)
where cs is the speed of sound, V is the volume of the room, αSabine is the average absorptivity and Atot
is the total surface area. _e T60 of a typical oõce or meeting room can range from 100 to 600ms [9].
Given knowledge of the AIR of a room, its T60 can also be measured directly from its EDC in the
free decay region. With this method, it is necessary to ensure that the AIR is measured with a source-
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microphone distance that is greater than the critical distance (see Section 2.2.4). As the noise oor is
usually above −60 dB in real measurements, a linear ût is typically applied between −5 and −35 dB, de-
pending on the start and end points of the free decay region, and extrapolated to approximate the T60.
2.2.4 Critical distance
_e critical distance is deûned as the distance where the energy in the direct path is equal to the energy
in the reverberant components [1]. It can be approximated (in metres) as [10]
dcrit ≈ 0.1√( SDVpiT60 ), (2.20)
where SD is the directivity of the source3. _e eòects of reverberation will be more pronounced for a
listener outside of the critical distance from the source compared to a listenerwithin the critical distance.
As such, dereverberation algorithms will bemost useful in cases where the source-microphone distance
is greater than dcrit.
2.2.5 Acoustic impulse responsemodels
An AIR can be modelled with an acoustic transfer function using various models – pole-zero, all-zero,
all-pole or commonpole-zero [11,12]. As is commonpractice in literature relating to acoustic systemiden-
tiûcation and equalization [9], the all-zero ûnite impulse response (FIR) model is employed throughout
this thesis. AIRs can be simulated using the image method [13] as implemented in [14]. _is method is
applicable only for shoe-box rooms and is useful for controlled study and evaluation.
An alternative AIR model is Polack’s model, which is based on the statistics of the late reverberant
tail. It models an AIR as an exponentially decaying process proportional to T60, given as [10]
h(i) = Γ(i)e−ζ i for i ≥ 0, (2.21)
where Γ(i) is a zero-mean stationary Gaussian random process, ζ is a damping constant given by
ζ = 3 ln(10)
T60 fs
, (2.22)
and fs is the sampling frequency in Hz.
3An omnidirectional source has SD = 1.
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2.2.6 Normalized projection misalignment
_e channel-equalization based dereverberation algorithms developed in this thesis require estimates of
the true AIRs, h, which can be obtained using BSI algorithms (see Section 2.5.6). _e estimated AIRs, hˆ,
oen have a scaling ambiguity as this is not an explicit constraint or design aim in many BSI algorithms.
_erefore, it is necessary to normalize hˆ before evaluating its accuracy. A commonly used measure for
quantifying the estimation error in hˆ is the normalized projection misalignment (NPM), deûned as [15]
NPM = 10 log10 (∥h − βNPMhˆ∥22∥h∥22 ) dB, (2.23)
where βNPM is a scaling factor computed as
βNPM = hT hˆhˆT hˆ , (2.24)
such that NPM is ameasure of the squared distance between h and the projection of h onto hˆ.
_e scaling ambiguity is irrelevant to channel equalizer design as a compensating gain factor can
simply be applied to the equalized speech in order to achieve a desired level. Nevertheless, knowledge of
the estimation error levels in hˆ is usefulwhen evaluating the robustness of dereverberation algorithms to
such errors.
2.3 Subjective dereverberation measures
_e performance of dereverberation algorithms can be evaluated by comparing speech quality before and
aer processing. Since perceived quality of speech cannot exist independently of the human listener, it
is intrinsically a subjective measure. It can be assessed by conducting subjective listening tests, where
human participants rate the quality of a given speech sample. _e International Telecommunications
Union (ITU-T) oòers recommendations for conducting such tests and a ûve-level impairment measure-
ment scale for listening quality [16]. _e mean opinion score (MOS) can then be found to indicate the
subjective perceived quality of the processed signal under evaluation.
_e main disadvantages with subjective measurements are cost and availability of suitable subjects
[17]. Large numbers of trials are required as the nature of subjectivemeasurements leads to highly vari-
able results dependent on individual listeners, fatigue and any pre-conceived expectations of the algo-
rithms or system under test [1, 18]. In some cases, trained listeners, also known as Golden Ears,might be
desirable as they can enable better detection of subtle diòerences between similar speech signals. How-
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ever, the number and availability of such trained listeners are very limited. Finally, it has been shown that
even short exposure to reverberant speech can desensitise listeners [19] as the human auditory system’s
compensation mechanism kicks in.
Given the above limitations, objectivemeasures aremore desirable for consistent evaluation ofmul-
tiple dereverberation algorithms over a wider range of acoustic scenarios.
2.4 Objective dereverberation measures
A reliable and unanimously accepted objectivemeasure to wholly quantify the level of reverberation and
the eòect on perceived quality of speech remains an area of open research [10,20]. It is a diõcult problem
considering that the human perception of just the distance component of reverberant speech is aòected
bymultiple cues including sound intensity, binaural cues, frequency spectrum and direct-to-reverberant
sound energy [21].
Existing objective measures can be classiûed as [1] channel-based, applicable in cases when the AIR
is available, and signal-based, applicable in cases where the AIR is not available and/or it is desirable to
evaluate the equalized speech directly. In [22, 23], studies were carried out to determine the correlation
between a range of such objective measures and subjective listening scores, however, there is no clear
single winning metric.
Instead, thesemeasures can beused independently to assessdiòerent typesof degradations, as follows:
1. Perception of space and distance caused by reverberant late reections
To reduce the degradation introduced by reverberant late reections, it is desirable to suppress
the AIR coeõcients in this region to zero. Evaluation can be performed using two channel-based
metrics. _e ûrst is EDC, which can provide an understanding of the energy remaining in an AIR
at diòerent points. _e secondmetric, direct-to-reverberant ratio (DRR), compares the energy in
the direct-path and early reections to the energy in the reverberant tail (see Section 2.4.1).
2. Perception of speech colouration caused by strong early reections
Colouration is the perceived degradation of speech quality caused by spectral smearing in the re-
verberant speech signal. When evaluating the perceived quality of the equalized speech signal, it is
therefore useful to be able to determine the level of spectral deviation from both clean and rever-
berant speech. _e log-spectral distance is a commonly usedmetric in literature and is detailed in
Section 2.4.2. In this thesis, the Itakura distance is used as it is gain-independent and is detailed in
Section 2.4.3.
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3. Overall perceived quality of speech
Although there is no single measure that can completely quantify the degradation of speech due
to reverberation, it is nevertheless desirable to have some assurance that overall perceived quality
of speech has not degraded aer processing. In this thesis, perceptual evaluation of speech quality
(ITU-T P.862) (PESQ) [24] is used, and is detailed in Section 2.4.4.
_e ability to evaluate the dereverberation performance under diòerent criteria is particularly useful
when developing algorithms that seek to speciûcally improve one aspect of speech quality degradation.
_roughout this work, a combination of objectivemetrics is used to support a holistic view of the dere-
verberation performance. While non-intrusivemeasures of reverberation such as the speech to reverber-
ation modulation energy ratio (SRMR) [25] have been developed, intrusivemeasures have been used in
this work as the clean signals and true AIRs are available in the experiments carried out.
2.4.1 Direct-to-reverberant ratio
_e DRR is a channel-based objectivemeasure deûned as
DRR = 10 log10
⎛⎜⎜⎜⎜⎝
nd∑
i=0 h2m(i)
L−1∑
i=nd+1 h2m(i)
⎞⎟⎟⎟⎟⎠ dB, (2.25)
where the samples indexed 0up to nd represent the directpathonly. In caseswhere the source-microphone
propagation time is an integer number of samples, nd is simply the sample index with the largest coef-
ûcient in the early region of the AIR. In general, however, the discrete AIR coeõcients are samples of a
sinc function that corresponds to the sampling kernel. _erefore, it is diõcult to identify the direct path
samples precisely. In the literature, it is common to specify the direct path region as 8 to 16 ms aer the
approximate arrival of the direct sound [1].
_e DRR is useful in evaluating how closely an EIR approaches a perfect impulse, which is the ideal
outcome for dereverberation algorithms targeting complete channel equalization.
2.4.2 Log spectral distance
_e log spectral distance is an Euclidean distance measure between the log spectra of a reference signal
s(n) and a test signal sˆ(n) [26, 27]. Let S( f ) and Sˆ( f ) be the power spectral densities of s(n) and sˆ(n)
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respectively, where f is the frequency index. _e ℓp-norm of their diòerences can be found as [27]
LSDp(S , Sˆ) = ⎛⎝ 2F
F
2 −1∑
f=0 ∣log S( f ) − log Sˆ( f )∣p⎞⎠
1
p
dB, (2.26)
where F is the number of discrete Fourier transform (DFT) points. In speech processing systems, it is
common to take p = 2 [26], giving the root mean square log spectral distance. It should be noted that the
log spectral distance is a symmetricmeasure, i.e. LSDp(S , Sˆ) = LSDp(Sˆ , S).
2.4.3 Itakura-Saito and Itakura distances
_e Itakura-Saito and Itakura distances are spectral distance measures that are independent of signal
gain. _e Itakura-Saito distance is deûned in terms of S( f ) and Sˆ( f ) as [27,28]
ISS , Sˆ ≐ IS(S( f ), Sˆ( f )) = 2F
F
2 −1∑
f=0 [S( f )Sˆ( f ) − log S( f )Sˆ( f ) − 1] dB. (2.27)
_e all-polemodel of S( f ) can be used, given as
S( f ) = є∣A(e jω f )∣2 , (2.28)
where ω f = 2pi f /F is the frequency in radians, є is the one-step predictor error,
є = exp⎧⎪⎪⎨⎪⎪⎩ 2F
F
2 −1∑
f=0 log S( f )
⎫⎪⎪⎬⎪⎪⎭ , (2.29)
and A(e jω f ) is a P-th order polynomial,
A(e jω f ) = 1 + P∑
i=1 a¯ i e−i jω f . (2.30)
Reformulating (2.27) in terms of the all-polemodel yields
IS( є∣A(e jω f )∣2 , єˆ∣Aˆ(e jω f )∣2 ) = єєˆ ⋅ 2F
F
2 −1∑
f=0
∣Aˆ(e jω f )∣2∣A(e jω f )∣2 − log єєˆ − 1. (2.31)
_e Itakura distance can be derived from the Itakura-Saito distance by comparing only the spectral
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shapes, i.e. 1/∣A(e jω f )∣2, and is shown in [27] to be
I( 1∣A(e jω f )∣2 , 1∣Aˆ(e jω f )∣2 ) = log
⎧⎪⎪⎨⎪⎪⎩ 2F
F
2 −1∑
f=0
∣Aˆ(e jω f )∣2∣A(e jω f )∣2 ⎫⎪⎪⎬⎪⎪⎭ . (2.32)
Introducing themultiplicative factor (є/єˆ)(єˆ/є), (2.32) can be rewritten as
I( 1∣A(e jω f )∣2 , 1∣Aˆ(e jω f )∣2 ) = log
⎧⎪⎪⎨⎪⎪⎩ єˆє єєˆ ⋅ 2F
F
2 −1∑
f=0
∣Aˆ(e jω f )∣2∣A(e jω f )∣2 ⎫⎪⎪⎬⎪⎪⎭ (2.33)
= log⎧⎪⎪⎨⎪⎪⎩єєˆ ⋅ 2F
F
2 −1∑
f=0
∣Aˆ(e jω f )∣2∣A(e jω f )∣2 ⎫⎪⎪⎬⎪⎪⎭ − log(єєˆ) . (2.34)
Noting that [27]
log(є
єˆ
) = 2
F
F
2 −1∑
f=0 log(S( f )Sˆ( f )) , (2.35)
the Itakura distance can be formulated in terms of S( f ) and Sˆ( f ) by substituting (2.28) and (2.35) into
(2.34) to yield [29]
Is , sˆ ≐ I (S( f ), Sˆ( f )) = log⎧⎪⎪⎨⎪⎪⎩ 2F
F
2 −1∑
f=0
S( f )
Sˆ( f )
⎫⎪⎪⎬⎪⎪⎭ − 2F
F
2 −1∑
f=0 log(S( f )Sˆ( f )) . (2.36)
_e Itakura-Saito and Itakura distances are asymmetricmeasures, i.e. ISs , sˆ ≠ ISsˆ ,s and Is , sˆ ≠ Isˆ ,s .
When evaluating dereverberation algorithms, it is desirable to compare both reverberant speech,
x(n), and equalized speech signals, sˆ(n), to clean speech to ensure that the dereverberation algorithm
has not introduced additional distortion. _e ∆I measure is introduced as the diòerence between these
two Itakura distances,
∆I = Is , sˆ − Is ,x , (2.37)
where a smaller ∆I is desirable and ∆I < 0 indicates a smaller distortion between the equalized and clean
speech spectra, compared to the distortion between the reverberant and clean speech spectra.
2.4.4 Perceptual evaluation of speech quality (PESQ)
_e perceived quality of speech can be estimated using the objective PESQ score [24] that provides a
predicted mean opinion score (PMOS) ranging from 1 − 4.5. In order to compare the quality of the
processed speech against the reverberant speech captured at themicrophone array, the diòerence in their
PESQ scores can be calculated as
∆P = Ps,sˆ − Ps,x , (2.38)
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where Ps,sˆ and Ps,x are the PESQ scores of the processed speech and reverberant speech, both computed
as [24]with reference to the clean speech. A positive ∆P indicates that the equalized signal has improved
perceived quality compared to the microphone signal, while a negative ∆P indicates otherwise. In the
context of evaluating dereverberation algorithms, the PESQ measuremust be considered with care since
it is not recommended for use with reverberant or dereverberated speech [24], and investigations into
correlations with subjective ratings have yielded mixed results [22, 23, 30]. Additionally, this work con-
siders dereverberation algorithms that target both complete and partial equalization. Since the clean
speech signal is used as the reference signal for computing the PESQ scores, the results may favour al-
gorithms that target complete equalization. An alternative reference signal that can be used is the clean
speech signal convolved with the early reections of the true AIR [31]. In this work, a result of ∆P > 0 is
selected as a suõcient condition to provide some assurance that the dereverberation algorithm has not
introduced anymeasurable degradation in overall speech quality.
2.5 Overview of dereverberation approaches in the literature
Blind speech dereverberation is a diõcult problem since neither the source signal nor the acoustic chan-
nels are known. Many approaches have been developed over the last few decades employing both single
andmultiplemicrophones. Some approaches require an estimate of the AIRs, while others rely on mod-
els of the source signals. In this section, an overview of dereverberation approaches in the literature will
be given.
2.5.1 Linear-prediction residual enhancement
_e linear prediction (LP) residual enhancement approach to dereverberation exploits the source-ûlter
model of speech production, which describes speech as an excitation sequence (generated by the vocal
cords) that is ûltered by a time-varying all-pole ûlter (corresponding to the vocal tract). Applying LP
analysis to the reverberant speech yields an estimate of the all-pole ûlter coeõcients, also known as the
LP coeõcients. _e corresponding excitation sequence, also known as the residual signal, is then found
by inverse ûltering themicrophone signals. _e fundamental assumption of this approach is that rever-
beration and noise primarily aòects the excitation sequence and not the all-pole ûlter coeõcients [32–34].
Dereverberation can then be carried out by enhancing the residual signal and reconstructing the speech
signals using the estimated LP coeõcients. Various methods have been proposed in the literature for
identifying coeõcients in the residual signal that are present due to the original speech signal, and for
removing the eòects of reverberation. An early work described in [32] employed a voiced and unvoiced
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speech detector, gain estimator and pitch estimator to help enhance the LP residual. In [33], event-based
processing in the wavelet domain is proposed instead to identify impulses in the LP residual that cor-
respond to the desired speech, rather than due to the channel eòects. In [35], analysis is carried out in
very short (2 ms) segments to coarsely estimate the level of signal-to-reverberation ratio. Based on these
estimates, the LP residual is accordingly weighted such that enhancement is focused on regionswith high
signal-to-reverberation ratio instead of regions where the reverberant component dominates. Another
technique proposed in [36] aims to maximize the kurtosis of the residual signal, as it was shown that
reverberation causes the residual signal to becomemore Gaussian, which in turn reduces its kurtosis. A
drawback of the algorithms proposed in [33] and [36] is that the underlying structure of speech isnot con-
sidered, resulting in dereverberated speech that sound less natural. In [37], a spatio-temporal averaging
approach was proposed to preserve the structure of the clean speech residual. It was noticed that the LP
residual in clean speech changes slowly between adjacent larynx cycles with high inter-cycle correlation
while the LP residual in the output of a delay-and-sum beamformer contain seemingly random peaks.
A moving-average type operation was proposed where each larynx cycle was replaced by an average of
itself and its nearest neighbouring cycles, resulting in a suppression of spurious LP residual peaks caused
by reverberation. In informal listening tests, this approach yielded signals with reduced reverberation,
but without introducing artifacts.
2.5.2 Prediction based dereverberation
A myriad of prediction based approaches to dereverberation have been proposed in the literature. In
[38, 39], multichannel linear prediction is employed where at each time frame, the late reverberation is
predicted from previous frames and subtracted from the current frame to yield an estimate of the dere-
verberated speech. _is method is also referred to as the weighted prediction error (WPE) technique.
In [40], themultichannel generalized weighted prediction error (GWPE) algorithm is proposed that in-
corporates a new cost function for estimating the prediction coeõcients, where the aim is to minimize
temporal correlation in speech signals without enforcing spatial uncorrelatedness. As the algorithm ef-
fectively conserves the time diòerences of arrival at the multichannel microphones, spatial information
is conserved and a beamformer can additionally be applied as a post-processing step. _is combination
was shown to be eòective for ASR in [41]. More recently, the work in [42] generalizes theWPE approach
by incorporating a sparse prior for modelling the speech signals and reformulating the problem as an
ℓp-normoptimization problem. Itwas shown that the conventionalWPE is a special ℓ0-norm case of the
generalized approach.
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Alternative prediction based approaches developedwithin the expectationmaximization [43,44] and
variationalBayes frameworks [45,46] target joint dereverberation and noise reduction. _ese approaches
assume somemodels for the clean speech signals and acoustic impulse responses, and aim to estimate all
unknown model parameters. In [46], frame-based processing was done in the frequency domain and a
ûrst-order Markov model was used to model time-varying acoustic impulse responses. A lower bound
on the loglikelihood function of the model parameters was formulated and iteratively maximized. It
was shown that the proposed VB-BENCH algorithm is a generalized case that encompasses previously
proposed algorithms [47,48]. In [44], joint estimation of the clean speech and time-varying AIRs is per-
formedusing a recursive expectationmaximizationwhich avoids the disadvantage of iterative alternatives
that require the same data to be processed multiple times. In the E-step, the clean speech is estimated
using a Kalman ûlter while in the M-step, estimates of the acoustic system’s parameters are updated. It
was shown to yield good performance in the presence of slow time-varying and spatially white noise.
2.5.3 Spectral enhancement
Spectral enhancement techniques aim to enhance the noisy and reverberant speech signals bymodifying
them in the short time Fourier transform (STFT) domain. One of the earliest works [49] uses two mi-
crophones and processes the reverberant signal in frequency subbands. _e delay between the coherent
part of the two signals, corresponding to the direct path or early reections, is ûrst removed by applying
an appropriate phase shi and summing the resulting corrected signals. _e gain in each band is then
adjusted based on the normalized cross-correlation of the signals, such that correlated signals are passed
through while uncorrelated signals are attenuated. In the same vein of gain adjustment, a single chan-
nel spectral subtraction method was proposed in [50] to remove the late reverberant energy from the
STFT spectra. _is method casts the dereverberation problem as a classical noise suppression problem
by treating the late reverberation as non-stationary ‘noise’. Since classical spectral subtraction algorithms
for noise suppression commonly assume stationary noise, they cannot be applied directly in this context.
Accordingly, a non-stationary late reverberation power estimatorwas proposed in [50] based on Polack’s
statistical model of anAIR as an exponentially decayingwhiteGaussian noise (WGN). _is approachwas
extended to themultichannel case in [51],which additionally implements spatial averaging of the received
amplitude spectra, resulting in partial restoration of the ûne structure of speech signals. An extensionwas
developed in [52] to estimate the late reverberant energy in noisy environments based on the optimally
modiûed log spectral amplitude (OM-LSA) estimator [53]. In [54], a two-stage algorithm was proposed,
where the ûrst stage applies an inverse ûlter, adapted from [36] to maximize the kurtosis of the LP resid-
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ual, and the second stage removes the remaining late reverberation via spectral enhancement. In [55],
the late reverberation is estimated using delayed linear prediction and a subsequent spectral subtraction
stage is employed to reduce reverberation. More recently, a minimum mean square error (MMSE) es-
timator of the clean speech magnitude spectra was employed in [56] as a preprocessing stage for ASR.
_e power spectral density (PSD) of clean speech was estimated from late reverberation and stationary
background noise PSDs using minimum statistics tracking and selective temporal cepstrum smoothing,
and incorporating Polack’s statistical model of AIRs.
In general, spectral enhancement techniques require an estimate of the reverberation time in order to
determine the level of spectral attenuation to apply. However, blind estimation of reverberation remains
a diõcult problem especially in noisy environments and is an area of ongoing research [57–59].
2.5.4 Homomorphic ûltering
Homomorphic ûltering approaches to dereverberation operate in the cepstrum domain. _ey exploit the
equivalence between deconvolution in the time domain and subtraction in the cepstrum domain, such
that linear ûltering techniques can be applied. It was observed that in the cepstrum domain, cepstral
components corresponding to speech are typically concentrated around the cepstral origin, while the
cepstral components corresponding to an acoustic channel are more spread out [9]. By suppressing the
high-time cepstral components, through a process termed low-time liering, and mapping the cepstral
signal back into the time domain, an estimate of the clean speech can be obtained. _is process is anal-
ogous to low-pass ûltering in the frequency domain. Research in this area include [60–62]. _e main
drawbacks of homomorphic ûltering are a reliance on empirical evidence and heuristics to determine an
appropriate window for low-time liering. _is results in inconsistent dereverberation performance and
the introduction of distortion in the processed speech due to framing eòects [9].
2.5.5 Spatial processing
In amultichannel acoustic scenario, acoustic waves from a source impinge upon themicrophones at dif-
ferent times, depending on the distance between the source and each microphone. Spatial processing
techniques utilize these time diòerences to design multichannel ûlters, termed beamformers, that en-
hance signals arriving from a particular direction and/or attenuate signals from another direction. _e
ûlter weights can be designed to either provide a pre-designed ûxed response (termed data-indepedent
beamformers) or optimize some cost function constructed from the receivedmicrophone signals (termed
data-dependent beamformers).
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_e simplest beamformer, the delay-and-sum beamformer, is a data-independent beamformer that
enhances signals by applying delays at each microphone output to align them before summing across
all channels. _is results in coherent combination of signals from a wanted direction while signals from
unwanted directions are combined destructively. One drawback of the delay-and-sum beamformer is
its lack of directionality at low frequencies, such that the same gain is applied to signals from all direc-
tions. Classical examples of data-dependent beamformers are the linearly constrained minimum vari-
ance (LCMV) [63], and minimum variance distortionless response (MVDR) (or Capon) [64] beam-
formers. _e LCMV beamformer aims to minimize the variance of the beamformer output subject to
some linear constraints on its spatial response. _e MVDR beamformer is a special case of the LCMV
beamformer, where the linear constraint applied is a constant gain in the desired look direction for a
distortionless response. In [65], the generalized sidelobe canceller (GSC) structure was proposed as an
unconstrained adaptive version of the LCMV beamformer. It consists of three separate blocks: 1) the
ûxed beamformerwhich aligns the desired signal components, 2) the blocking matrix which yields a ref-
erence noise signal, for example, by subtracting the aligned ûxed beamformer outputs from a reference
output, and 3) an adaptive noise canceller designed using the reference noise signal. More comprehensive
overviews of the above and other beamformers are given in [66] and [67].
Traditionally, beamfomers have been found to be robust and eòective for noise cancellation, particu-
larly when the interfering sources are non-diòuse and non-isotropic [68]. _ey have also been adopted
for dereverberation where in general, the late reections in an AIR are treated as interfering sources
arriving from all directions other than the direction of the desired source. An early approach [49] pro-
posed an extension of the delay-and-sum beamformer to subbands based on the observation that the
reverberant tail of an AIR is largely uncorrelated. _is method applies varying levels of signal alignment
and gain switching in diòerent subbands depending on the level of correlation between themicrophone
signals. Another approach employs matched ûlter beamformers [69–72] to convolve the microphone
signals with the time-reversed AIRs. It requires AIRs that are estimated to a high degree of accuracy,
which may be diõcult in practical scenarios. _is issue is addressed in [69, 70] where adaptive versions
of thematched ûlter beamformers are employed in conjunctionwith subspace tracking to adapt to chan-
nel estimation errors and speaker movement. Experimental results showed that this approach improved
both dereverberation and noise reduction abilities in realistic scenarios. More recently, it was shown an-
alytically in [73] that the relative improvement in the dereverberation performance of a delay-and-sum
beamformer depends on the microphone spacing and source-array distance, but is independent of the
reverberation time. Furthermore, it was shown in [74] that good speech dereverberation and noise can-
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cellation can be achieved simultaneously if oracle knowledge of the AIRs between all sources, including
interferers, and themicrophones are available. To avoid the need to estimate the AIRs, a two-stage beam-
forming approach was proposed in [75] where the ûrst stage uses a signal-independent beamformer to
obtain a reference signal with residual noise and the cascaded second stage applies a signal-dependent
beamformer to obtain a ûnal estimate of the dereverberated speech signal. _e type of signal-dependent
beamformer chosen for the second stage involves a trade-oò between the residual noise reduction and
speech distortion.
In general, beamformers that are designed using only knowledge (or estimation) of the desired source
direction have limited dereverberation capabilities due to leakages through the sidelobes and late reec-
tions that are captured by the main lobe. On the other hand, beamformers that require knowledge of
AIRs can potentially achieve perfect dereverberation, but AIRs cannot be easily obtained or estimated in
practical scenarios.
2.5.6 Acoustic channel estimation and equalization
Blind dereverberation using channel equalization techniques is a two stage process. _e ûrst stage em-
ploys BSI algorithms to estimate AIRs using only the noisy and reverberant microphone signals, and the
second stage designs channel equalizers that are robust to estimation errors from the ûrst stage. Both
stages are independently well-researched problems, each with its own rich literature. An overview of the
state-of-the-art for both stages is given below.
Blind system identiûcation
_e topic of BSI is widely studied with applications in communications [76], image processing [77] and
seismology [78]. More recently, it has also been studied for acoustic channels. _ese algorithms diòer
from supervised system identiûcation algorithms, used for example in acoustic echo cancellation [79],
where knowledge of the source is available.
Early research into BSI algorithms were based on higher order statistics (HOS) and generally dealt
with single output systems. An overview of the research in this area is provided in [80],where itwas con-
cluded that HOS-based methods generally computationally expensive and may converge to local min-
ima. Additionally, they suòer from slow convergence and therefore require a large number of observation
samples.
More recently, second order statistics (SOS)-based approaches were proposed in [81] and [82], and
have since attractedmore attention for their faster convergence. One SOS method, the subspacemethod,
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exploits the principle of orthogonality between the subspaces of the signal and noise by performing sub-
space decomposition of the received signals [83,84]. While this approach is attractive for its closed-form
solution, it requires the dimensions of the signal and noise subspaces to be numerically well deûned,
and therefore can be sensitive to background noise. Additionally, it is a computationally expensive ap-
proach [81]. Another SOS-based method employs maximum likelihood to estimate the AIRs with iter-
ative approaches proposed in [80, 85]. It assumes that the background noise is white and Gaussian, but
this assumption may not hold in many practical situations. A third approach to SOS-based BSI utilizes
the cross-relation property betweenmultichannelAIRs and the observedmicrophone signals [86]. Algo-
rithms based on this approach have gained signiûcant interest in the literature for practical AIR estima-
tion as they are computationally less expensive than subspacemethods and adapt faster than HOS-based
methods. Amore detailed review of the literature related to this approach is given below.
_e cross-relations between a channel output pair is given as
s(n, i) ∗ hm(i) ∗ hm′(i) = xm(n, i) ∗ hm′(i) = xm′(n, i) ∗ hm(i), (2.39)
where the subscripts m,m′ ∈ {1, 2, . . . ,M} index the acoustic channels, and m ≠ m′. In the absence of
background noise, an error signal can be constructed for each pair of microphone signal and estimated
channel as
emm′(n) = (xm(n, i) ∗ hˆm′(i)) − (xm′(n, i) ∗ hˆm(i)) . (2.40)
Cost functions can then be designed based on this error signal to estimate the AIRs hˆ to an arbitrary scale
factor, subject to the following identiûability conditions being met [87]:
1. Hm(z), the z-transforms of themultichannel AIRs hm , do not share any common zeros.
2. _e source signal has a full-rank autocorrelation matrix.
Two time domain adaptive solutions were presented in [87], the multichannel least mean squares
(MCLMS) and multichannel Newton (MCN) algorithms. In [88] and [87], a unit-norm constraint was
placed on the AIRs to avoid the trivial solution, however it was shown in [89] that this constraint is un-
necessary if the initial AIR estimates are not orthogonal to the true AIRs. In [90], these approaches were
extended to the frequency domain yielding the normalized multichannel frequency domain least mean
squares (NMCFLMS) algorithm, where block convolutions and correlations were computed in the fre-
quency domain, resulting in increased computational eõciency. Unfortunately, in the presence of back-
ground noise, all three algorithms (MCLMS, MCN and NMCFLMS) suòer from misconvergence aer
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initially converging towards the true system coeõcients. As SNR decreases, the level ofmisconvergence
becomes more severe and starts earlier in the adaptation process. A number of derivative algorithms
were subsequently developed to improve accuracy in the presence of noise and/or address the issue of
misconvergence. In [91], a self-adaptive variable step-sizewas proposed to optimize speed of convergence
and improve robustness to background noise. In [92] and [93], additional constraints were placed on the
direct path coeõcients. _is requires knowledge of the direct path, which can be estimated as proposed
in [94]. _is approach was shown to be successful in reducing themisconvergence of NMCFLMS, how-
ever, imperfect estimation of the direct path contributes to the BSI steady-state error. Amore promising
approach introduces spectral constraints on the AIRs; in [95] itwas observed that themisconverged AIRs
estimates exhibit narrowband characteristics and therefore the authors proposedminimization of spec-
tral energy in either the low- or high-frequency bands. _is algorithm does not generalize to the case
where there is excessive spectral energy in the estimated AIRs at both low- and high-frequency bands.
To address this issue, the robust NMCFLMS (RNMCFLMS) was proposed in [96], which enforces an
approximately uniform spectral atness and was shown to reduce both misconvergence and steady-state
error in the presence of background noise. Other approaches such as [97–99]model AIRs as sparse FIR
ûlters, and exploit this structure to improve the convergence speed of NMCFLMS.
Robust channel equalization
In general, AIRs arenon-minimumphase [100] and therefore donothave stable and causal single-channel
inverse ûlters. In the multichannel case, however, theMINT algorithm provides exact multichannel in-
verse ûlters subject to the following two conditions being satisûed [101, 102]
C-1 Hm(z), the z-transforms of themultichannel AIRs hm do not share any common zeros.
C-2 _e equalization ûlters are of length Li ≥ ⌈ L−1M−1 ⌉, where ⌈⋅⌉ denotes the ceiling operation.
Unfortunately, MINT is very sensitive to channel estimation errors and may instead introduce addi-
tional artiûcial reverberation in the equalized signal. Regularization was introduced in [103] to reduce
the energy of the equalizing ûlters, which in turn reduces the contribution of channel estimation errors
to the equalized output. An alternative approach aims for partial rather than complete channel equal-
ization, such that the equalized channel decays faster than the AIR. _is approach, termed channel
shortening, was employed successfully in the ûeld of digital communications for robust channel equal-
ization [104–107]. More recently, it has been investigated for acoustic channel equalization, motivated
by psychoacoustics studies that show early reections in an AIR improve speech intelligibility while the
late reverberant tail degrades perceived speech quality (see Section 2.2.1). Algorithms proposed within
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the channel shortening framework therefore aim to suppress only the reverberant tail to zero while re-
laxing the constraints on the early reections according to diòerent criteria. _e p-norm reshaping al-
gorithm [108] reshapes the early coeõcients based on a perceptually motivated mask, the RMCLS al-
gorithm [109] completely relaxes the constraints on early coeõcients and the regularized P-MINT [31]
constrains the initial coeõcients to be the same as the estimated AIR.
In this thesis, robust channel equalizer design within the framework of channel shortening will be
further investigated. In this vein,more detailedmathematical formulations and performance evaluation
of the channel shortening algorithms listed above will be given in Chapter 4.
2.6 Conclusion
_e work in this thesis primarily focuses on developing acoustic channel equalization algorithms that
are robust to channel estimation errors. It is assumed that estimates of acoustic channels are available
and therefore, research relating to BSI is outside the scope of this work. It has been empirically observed
that state-of-the-art BSI algorithms are able to estimate AIRs up to NPM ≈ −12 dB, however, it will be
shown in later chapters that existing channel equalizers are not suõciently robust to such levels of channel
estimation errors. Instead, artiûcially generated BSIEs with controlled NPM levels are used in this work
to evaluate the channel equalizers developed. A suitable BSIEmodel for this purpose is studied based on
RNMCFLMS, selected as themost robust BSI algorithm in illustrative experiments.
_e dereverberation algorithms in this work are mainly developed within the channel shortening
framework and aim to improve the perceptual quality of speech. Both fullband and subband approaches
are investigated, with the latter oòering greater robustness and decreased computational complexity,
which shows more promise for practical implementation.
It is also interesting to note that themotivation behind perfect channel equalization, provided by the
MINT algorithm, is very similar to the LCMV beamformer, which also utilizes knowledge of the AIRs.
_e relationship behind both algorithms is explored in [74], where it was shown that the MINT algo-
rithm is a particular case of the LCMV beamformer. Furthemore, the general structure of both channel
equalizers and beamformers are very similar in that they are ûlter-and-sum approaches. In Chapter 6,
this similarity is exploited to establish a novel framework that combines channel equalization and beam-
forming.
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Chapter 3
Statistical modelling of system
identiûcation errors
3.1 Introduction
Acoustic channel estimates provided by system identiûcation algorithms are important for a range of
applications [80], for example speech dereverberation [101] and localization for teleconferencing [110].
In the presence of noise, the accuracy of system identiûcation algorithms suòers and therefore down-
stream algorithms must be designed to be robust to the resulting SIEs [109]. An accuratemodel of SIEs
would therefore be useful for development of such algorithms, and further enable realistic simulations as
a convenient means of performance evaluation.
In the literature, there is currently no established systematic model for SIEs. In [31, 111], SIEs were
generated as WGN scaled by the true AIR amplitudes while in [112, 113], an additiveWGN model was
used. In [114], the SIEs aremodelled asWGNwith an exponential damping factor governed by the room’s
reverberation time.
_is chapter investigates the statistics of SIEs and two models are subsequently developed for use in
simulations. Firstly, the statistics of SIEs associated with a supervised system identiûcation algorithm
is studied. While the use of supervised approaches is limited for practical use in blind dereverberation,
it oòers the potential for more accurate AIR estimation and is therefore of some interest for study. _e
investigation here is limited to the simple least-squares approach and a long-term average speech spec-
trum (LTASS)-basedmodel is proposed here based on the statistics of its SIEs. As the focus of thiswork is
on the blind dereverberation application, a robust unsupervised (blind) system identiûcation algorithm
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from the literature is next investigated for both simulated and realAIRs. It is shown that the BSIEs are re-
lated to the AIR coeõcients’ amplitudes and amodel based on a trainedGaussianmixturemodel (GMM)
is proposed. A method to generate artiûcial BSIEs based on the proposed model is then described and
demonstrated to bemore statistically similar to the true BSIEswhen compared against alternativemodels.
3.2 Supervised system identiûcation errors
Consider a least-squares supervised system identiûcation approach for a single channel system, i.e. M =
1. _e AIR h can be estimated by exciting the system with a source signal s. Constructing S as the
convolution matrix of s, the noisymicrophone signal is given as
x = Sh + v. (3.1)
A linear least-squares estimator can be used to estimate h as [115],
hˆ = (STS)−1 STx (3.2)
Assuming that the noise v is white Gaussian distributed, which is a reasonable assumption for sensor
noise, then (3.2) is also theminimum variance unbiased (MVU) estimator [115]. _e probability density
function (PDF) of v is then N (0, σ 2v I) where N (µ¯, Σ¯) denotes a Gaussian distribution with a mean
vector µ¯ and covariancematrix Σ¯. _erefore, x ∼ N (Sh, σ 2v I) and hˆ ∼ N (h, σ 2v (STS)−1) [115] since the
expectation of hˆ can be obtained as
E{hˆ} = (STS)−1STE{x} = (STS)−1STSh = h, (3.3)
and the covariancematrix obtained as
E{(hˆ − h)(hˆ − h)T} = E{(STS)−1 ST (x − Sh) (x − Sh)T S (STS)−1} (3.4)
= E{(STS)−1 ST (vvT)S (STS)−1} (3.5)
= (STS)−1 ST (σ 2v I)S (STS)−1 (3.6)
= σ 2v (STS)−1 . (3.7)
_e corresponding SIEs, hˆ−h, have aPDF ofN (0, σ 2v (STS)−1), i.e. they are dependent on the correlation
of the source signal. For this assumption, an SIEmodel is proposed in this work whereWGN is ûltered
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to have an LTASS-shaped spectrum. In this thesis, the LTASS described in [116], as implemented in [29],
was used.
3.3 Overview of a robust blind system identiûcation algorithm
Consider an M ≥ 2 channel acoustic system,where the reverberant and noisy signal captured at them-th
microphone is
xm(n) = hm(i) ∗ s(n, i) + vm(n). (3.8)
_e additive noise in the diòerent channels are assumed to beWGN that are uncorrelatedwith each other
and with the source signal.
BSI algorithms aim to estimate blindly the AIRs from the noisy and reverberant microphone signals
and can be classiûed into two categories,HOS and SOSmethods [117]. In particular, theNMCFLMS algo-
rithm proposed in [90] has attracted signiûcant interest as an adaptive algorithm that is computationally
eõcient and converges relatively quickly to the true ûlter coeõcients. It is based on the cross-relation
property
xm(n, i) ∗ hm′(i) = s(n, i) ∗ hm(i) ∗ hm′(i) = xm′(n, i) ∗ hm(i), (3.9)
for m,m′ ∈ {1, 2, . . . ,M}, which can be deduced from (3.8) for the noiseless case. _e AIRs can be
estimated as hˆm(i) by designing cost functions to minimize the following error signal,
emm′(n) = (xm(n, i) ∗ hˆm′(i)) − (xm′(n, i) ∗ hˆm(i)) . (3.10)
_e NMCFLMS algorithm [90] aims to minimize the normalized error signal in the frequency domain.
Unfortunately, in the presence of noise, it suòers from misconvergence as the adaptation process pro-
gresses. In [96], the RNMCFLMS algorithm was proposed and addresses the misconvergence issue by
introducing a at spectral constraint on the ûlter coeõcients and was shown to additionally improve
steady-state estimation accuracy. _e study of BSIE coeõcients in this chapter will be carried out based
on RNMCFLMS, selected as a robust and practical state-of-the-art BSI algorithm. A summary of its cost
function and solution is given below.
_e RNMCFLMS algorithm is an adaptive algorithm that operates in the STFT domain. _e overlap-
save technique is used, where the linear convolution between them-th microphone signal and them′-th
AIR is found by ûrst computing the circular convolution between the two and then retaining the second
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half of the resulting vector. Formally, this is given at each time block index nb as
ymm′(nb) =W01L×2LXm(nb)hˆ10m′(nb)1 , (3.11)
where Xm(nb) is a circulant matrix
Xm =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xm(nbL − L) xm(nbL + L − 1) . . . xm(nbL − L + 1)
xm(nbL − L + 1) xm(nbL − L) . . . xm(nbL − L + 2)⋮ ⋱ ⋱ ⋮
xm(nbL) xm(nbL − 1) . . . xm(nbL + 1)⋮ ⋱ ⋱ ⋮
xm(nbL + L − 1) xm(nbL + L − 2) . . . xm(nbL − L)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.12)
hˆ10m(nb) = [hˆTm(nb) 0TL×1]T is the zero-padded estimated AIR andW01L×2L = [0L×L IL×L]. _e block error
signal of length L is then computed between channels m and m′ as
emm′(nb) = ymm′(nb) − ym′m(nb) (3.13)
and transformed into the frequency domain as
emm′(nb) = FL{emm′(nb)}, (3.14)
where FL{⋅} is the L-point DFT operator. Furthermore, let hˆ 10m(nb) denote the 2L-point DFT of the
zero-padded AIR,
hˆ
10
m(nb) = F2L {[hˆTm(nb) 0TL×1]T} , (3.15)
and aggregate over all channels as
hˆ
10(nb) = [(hˆ 101 (nb))T . . . (hˆ 10M(nb))T]T . (3.16)
Using (3.14) and (3.16), the RNMCFLMS cost function can now be constructed in the frequency do-
main as
J (nb) = J f (nb) − ΛR(nb)Jp(nb), (3.17)
1_e estimated AIRs are denoted here as a function of time, nb , to reect the adaptive nature of RNMCFLMS that enables
estimation of both time-invariant and time-variant AIRs.
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where ΛR(nb) is the Lagrangemultiplier deûned later,
J f (nb) = M−1∑
m=1
M∑
m′=m+1 e
H
mm′(nb)emm′(nb) (3.18)
is themultichannel cross-relation error, with {⋅}H denoting theHermitian transpose, and
Jp(nb) = 2ML−1∑
i=0 ln(∣hˆ 10(nb , i)∣2) (3.19)
is the spectral constraint, with hˆ
10(nb , i) denoting the i-th element of hˆ 10(nb).
A gradient descent method is employed to estimate AIRs that minimize (3.17). Firstly, the gradient of
(3.18) is computedwith respect to the complex conjugate of hˆ
10
m(nb) and stacked over all channels as [90]
∇hˆ 10∗J f (nb) = [∇hˆ 10∗1 J Tf ,1(nb) . . . ∇hˆ 10∗M J Tf ,M(nb)]T , (3.20)
where ∇hˆ 10∗m J f ,m(nb) = P−1m (nb) M∑m′=1D∗m′(nb)e01m′m(nb), (3.21)
Dm(nb) is a 2L × 2L diagonal matrix formed from the 2L-point DFT ofmicrophone signal,
Dm(nb) = diag{F2L {[xm(nbL − L) xm(nbL − L + 1) . . . xm(nbL + L − 1)]T}} , (3.22)
Pm(nb) is the power spectrum of themicrophone signals computed as
Pm(nb) = M∑
m′=1
m′≠m
D∗m′(nb)Dm′(nb), (3.23)
and
e01m′m(nb) = F2L {[0TL×1 eTm′m(nb)]T} (3.24)
is the 2L-point DFT of the time domain block error signal that is prepended with zeros. In practice,
instantaneous estimates of thepower spectrummay suòer fromnoise ampliûcationwhen themicrophone
signals are large and therefore a recursive scheme is employed to smooth it over time blocks as
Pm(nb) = γRPm(nb − 1) + (1 − γR) M∑
m′=1
m′≠m
D∗m′(nb)Dm′(nb), (3.25)
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where γR is a forgetting factor that is set to γR = (1 − 13L )L as in [90].
Next, the gradient of (3.19) is obtained, again with respect to the complex conjugates of hˆ
10
m(nb) and
stacked over all channels as [96]
∇hˆ 10∗Jp(nb) = [∇hˆ 10∗1 J Tp ,1(nb) . . . ∇hˆ 10∗M J Tp ,M(nb)]T , (3.26)
where ∇hˆ 10∗m Jp ,m(nb) =Qm(nb)hˆ 10m(nb), (3.27)
andQm(nb) is the diagonal matrix with diagonal elements 2/∣hˆ 10m(nb , i)∣2, i = 0, . . . , 2L − 1.
Using the computed ∇hˆ 10∗Jp(nb) and ∇hˆ 10∗J f (nb) from equations (3.20) and (3.26), the Lagrange
multiplier in (3.17) is then found as [96]
ΛR(nb) = RRRRRRRRRRRR
∇hˆ 10∗J Hp (nb)∇hˆ 10∗J f (nb)∥∇hˆ 10∗Jp(nb)∥22
RRRRRRRRRRRR . (3.28)
such that ∇hˆ 10∗J (nb) becomes zero in the steady-state.
Finally, the RNMCFLMS update equation is summarized as
hˆ
10
m(nb + 1) = hˆ 10m(nb) − µR∇hˆ 10∗m J f ,m(nb) + µRΛR(nb)∇hˆ 10∗m Jp ,m(nb), (3.29)
where 0 < µR < 1 is the adaptive step-size. In the remainder of this chapter, the BSIEs resulting from
RNMCFLMS will be investigated andmodelled.
3.4 A study of the BSIE coeõcients
Estimated AIRs obtained using cross-correlation based BSI algorithms contain an inherent scale factor,
which can be ignored, deduced or assumed in some applications such as speech dereverberation [1].
_erefore it is desirable to investigate the stacked multichannel estimated AIRs hˆ independently of the
scaling factor. A widely used measure of BSIE levels is the NPM measure [15] that normalizes hˆ by ap-
plying a gain factor βNPM,
βNPM = hT hˆhˆT hˆ . (3.30)
Following this method, the normalized BSIEs can be obtained as
ξm = βNPMhˆm − hm , (3.31)
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Figure 3.1: An example of coeõcients in the ûrst channel of (a) a true AIR, h1, (b) the normalized AIR
estimated usingRNMCFLMS, βNPMhˆ1, (c) the resultant BSIEs, ξ1, and (d) the corresponding BSIE ratios,
Ξ1.
where ξm = [ξm(0), . . . , ξm(L − 1)]T .
An example of ξm obtained usingRNMCFLMS is given in Fig. 3.1. While itmay appear that the BSIEs
can bemodelled byWGNwith an exponential decay as proposed in [114], the behaviour exhibited byBSIE
coeõcients in the region of early reections suggests that a better model might be found by investigating
the relationship between the BSIEs and their corresponding h amplitudes. Let the BSIE ratios be deûned
as Ξ = [ΞT1 . . . ΞTM]T , where
Ξm = [ξm(0) . . . ξm(L − 1)]⊙ [ 1hm(0) . . . 1hm(L − 1)] (3.32)
for hm(i) ≠ 0, and ⊙ denotes the Hadamard (element-wise) multiplication. When hm(i) = 0, this value
and its corresponding BSIE, ξm(i), can simply be omitted from the study in the next steps. In practice,
this case was not observed in the experiments carried out.
Fig. 3.1 shows, for an arbitrarily chosen example, the relationship between Ξm and the amplitudes
of hm , with (d) in Fig. 3.1 showing the BSIE ratios (3.32). Let their joint observations be deûned as O =
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Figure 3.2: An example of the joint distribution between the AIR coeõcient amplitudes and their BSIE
ratios.
[oT1 . . . oTM]T , where
om =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[hm(0), Ξm(0]⋮[hm(L − 1), Ξm(L − 1)]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.33)
with an example plot given in Fig. 3.2. It can be observed that h coeõcients with larger magnitudes (e.g.
in the direct path and strong early reections) are associated with Ξ that have smaller variances, while h
coeõcientswith smaller magnitudes, such as those found in the later part of the AIR, are associatedwith
Ξ that have larger variances. _emean of Ξ is approximately 0 for all h amplitudes. _ese characteristics
suggest that RNMCFLMS performs better in estimating AIR coeõcients with larger amplitudes than for
the smaller amplitudes.
3.5 Proposed BSIEmodel
It is desirable to ûnd a parameterizable model for O from which statistically realistic BSIEs can be gen-
erated. A GMM is used to model the distribution [118], selected for its exibility in ûnding the best ût to
the observed distribution through the use ofmultiple Gaussians. For NG number of Gaussians, the joint
probability distribution ofO can be approximated as
P(O) = NG∑
i=1 pi iN (O ∣ µ¯ i , Σ¯ i) , (3.34)
where eachN (O ∣ µ¯ i , Σ¯ i) is a component of the GMM with its own mean µ¯ i and covariance Σ¯ i , and pi i
is the mixing coeõcient, with ∑NGi=1 pi i = 1 and 0 ≤ pi i ≤ 1. _e method of expectation maximization is
a common approach for ûnding a best-ût GMM [118], and is used in this work to ût a given O. A more
complexGMM with a larger NG will almost always result in a better ût to the data; however this runs the
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risk of overûtting to the speciûc data considered.
In this work, the trade-oò between model complexity and goodness-of-ût is evaluated using two
model selection methods. _e ûrst model selection method used is C-fold cross-validation [118], where
the training data is segmented into C sets, out ofwhich C − 1 sets are used for training and the remaining
set is used for validation. _e procedure is then repeated for all possible choices of the validation set
and the evaluation metrics from the C repetitions are averaged. In the training stage, the best-ût GMM
parameters are found using the NG number ofGaussians considered, and in the validation stage, the log-
likelihood of the validation data given the trainedGMM is computed. Adrawback of the cross-validation
method, besides being computationally expensive, is that training is performed on separate datasets and
could therefore lead to diòerent optimal parameters. _e second model selection method used is the
Bayesian information criterion (BIC), which provides a single measure of performance over the whole
training data. It is deûned as [119]
BIC = NG ln(Nobs) − 2 lnL(θGMM), (3.35)
where Nobs is the number of observations in O and L(θGMM) is the maximized likelihood function of
the best-ût GMM with parameters {pi i , µ¯ i , Σ¯ i}∀i∈{1 . . . NG}. A smaller BIC is desirable as it minimizes the
negative log-likelihood of the GMM parameters, with a penalty term for the number of Gaussians.
In the remainder of this section, theGMM parameters and their corresponding cross-validation log-
likelihoods and BICs are computed to describe BSIE models for various acoustic scenarios using both
simulated and real AIRs.
_e simulated AIRs were obtained using the imagemethod [13, 14] with the following acoustic setup.
A 5-channel endûre uniform linear array (ULA) with an inter-microphone spacing of 4 cm was placed
in the middle of a simulated room. A source was stepped around the centre of the ULA at a 1 m radius
and at ûve equally spaced angles from 0○ to 180○ on the horizontal plane. At each angle, the AIRs were
simulated with sampling frequency fs = 8 kHz and a total of 30 AIRs were obtained for each angle, each
corresponding to a randomly generated room between 3× 3×2 m and 4×5× 3 m. Two sets of AIRswere
simulated as above with T60 ∈ {250, 400}ms and their lengths were truncated to L = T60 fs coeõcients.
Additionally, real measured AIRs were taken from theMARDY database [120], which comprises 8-
channel impulse responses for 3 source-to-microphone distances at {1, 2, 3} m and 3 diòerent source
locations, giving a total of 9 diòerent acoustic setups. To maintain consistency with the image method
experiments, the number of channels was limited to M = 5 by generating 4 subsets from each 8-channel
acoustic setup, where the i-th subset is formed as {m i , . . . ,m i+4}. _erefore, in total, 36 experiments
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were formed from 4 subsets × 9 acoustic setups.
_emicrophone signals were then generated from the AIRs as (3.8) usingWGN for vm(n) with two
SNRs, {15, 25} dB, andRNMCFLMSwas used to estimate hˆ. AsBSI algorithms are known tomisconverge
in the presence of noise, in this work, the hˆ that gives the minimum NPM over 3600 s of xm was used.
In practice, algorithm control techniques such as [121] could potentially be used to stop the adaptation
process beforemisconvergence occurs.
For each of the image method AIR sets and the collective MARDY AIRs, Ξ was computed using
(3.32) and aggregated over all AIRs within the set. Outliers were avoided by removing BSIE ratios with
absolute values that are within the top 5 percentile, along with their corresponding h coeõcients. _e
best-ût GMMs were then found for the remaining joint observations O for NG ∈ {1, 2, . . . , 20}.
_e BIC and cross-validation results for simulated and real AIRs are given in Fig. 3.3 and Fig. 3.4
respectively. It can be seen that the performance of both metrics improve exponentially as the number
of GMM components increases and does not degrade at any NG within the range investigated. As such,
NG = 20 was arbitrarily chosen for the remainder of this work as a good compromise between model
complexity and goodness-of-ût. Examples of the resulting best-ût GMMwith NG = 20 are given for both
simulated and real AIRs in Fig. 3.5.
In thiswork, the best-ûtGMMparameterswere found separately for each acoustic scenario described
above. A generalized GMM could be found instead by using the joint observations aggregated over all
acoustic scenarios. Such a generalizedmodel would bemore convenient for practical use, however, it is
expected that its accuracy will be lower compared to the individually trainedmodels. In the experiments
conducted here, the ranges of the BSIE ratios changed with T60 and SNR, where a higher T60 and lower
SNR resulted in a larger BSIE ratio range. As an illustrative example, the acoustic scenario with T60 =
400 ms and SNR = 15 dB has a range of ≈ −21 to ≈ 21 dB, while the scenario with T60 = 250 ms and
SNR = 25 dB has a range of ≈ −8.5 to ≈ 8.5 dB.
3.6 Validation of the proposedmodels
Given knowledge of h and the trained GMM parameters, artiûcial BSIEs can be generated from the pro-
posed model as follows. For each h coeõcient, hm(i), the conditional probability distribution of the
BSIE ratio,P(Ξm(i) ∣ hm(i), θGMM) is computed [122] and a corresponding artiûcial BSIE ratio, Ξˆm(i),
is generated by drawing randomly from P(Ξm(i) ∣ hm(i), θGMM). _e artiûcial BSIE coeõcients are
then obtained as
ξˆm = hm ⊙ Ξˆm , (3.36)
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Figure 3.3: Model selection metrics over a range of NG GMM components for four acoustic scenarios
simulated using the image method: (a) BICs and (b) log-likelihood of the GMM parameters averaged
over C = 5 cross-validation sets.
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Figure 3.4: Model selection metrics over a range of NG GMM components for MARDY AIRs: (a) BICs
and (b) log-likelihood of the GMM parameters averaged over C = 5 cross-validation sets.
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Figure 3.5: Example best-ût GMM models obtained with NG = 20 for (a) image method AIRs with
SNR = 15 dB and T60 = 400ms and (b) MARDY AIRs with SNR = 15 dB.
where Ξˆm = [Ξˆm(0) . . . Ξˆm(L − 1)]T , and the artiûcial estimated AIRs given as
hˆAm = hm + ξˆm . (3.37)
_e statistics of the proposed proportional BSIEmodel can now be compared against the true BSIEs
and two alternativemodels used in the literature,
1. AdditiveWGN, referred to in the experiments simply as ‘WGN’, where the i-th sample of the arti-
ûcial estimated AIR is generated as
hˆAm ,WGN(i) = hm(i) + Γ(i), (3.38)
and Γ(i) is a zero-mean stationary Gaussian process.
2. Exponentially decayingWGN, referred in the experiments as ‘Damp’, where the i-th sample of the
artiûcial estimated AIR is generated as
hˆAm ,damp = hm(i) + Γ(i)e−ζ i , (3.39)
and ζ = 3 ln(10)/(T60 fs) is the damping constant governed by the reverberation time T60 and
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Figure 3.6: CDF plots for each of the SIEmodels considered, compared against the true BSIEs.
sampling frequency fs.
Additionally, the statistics of the LTASS-basedmodel is evaluated here despite having been developed for
supervised SIEs to provide some insight into its suitability compared to theWGN and Damp models. In
applications of artiûcial BSIE models, it may be desirable to subsequently adjust the NPM regardless of
the BSIEmodel adopted, which can be achieved as described in [112].
_e test dataset consisting of 30 AIRs was generated using the same acoustic setup as in Section 3.5
with T60 = 400 ms and SNR = 15 dB. RNMCFLMS was used again to ûnd the estimated AIRs and the
corresponding artiûcial AIRs were generated. In all cases, the SIEs were scaled to NPM = −30 dB and
collected over all channels and 30 runs.
_e cumulative distribution functions (CDFs) of ξˆ were ûrstly computed and compared against the
CDFs of ξ in Fig. 3.6, where it can be seen that the proposed GMM-based model is most similar to the
true BSIEs. _e CDF diòerences can be evaluated quantitatively with the Kolmogorov-Smirnov statistic,
which is a distance measure between two CDFs [123], where a smaller value indicates that the sample
is more similar to the desired distribution. _e results are given in Fig. 3.7 where it can be seen that
the Kolmogorov-Smirnov statistic for the proposed GMM-based model is the minimum amongst all
models considered. For additional qualitative comparison, the BSIE histograms are given in Fig. 3.8 and
an example of the coeõcients is given in Fig. 3.9, where it can be seen that the proposed GMM-based
model is most similar to the true BSIEs.
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Figure 3.7: Boxplots of the Kolmogorov-Smirnov statistic for the diòerent SIEmodels considered.
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Figure 3.8: Histograms for each of the SIEmodels considered, compared against the true BSIEs.
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3.7 Conclusions
_e statistics of SIEs were investigated for a least-squares approach to supervised SIE, and for practi-
cal scenarios, the statistics of blind SIEs were investigated for a robust BSI algorithm, RNMCFLMS. Two
modelswere subsequentlydeveloped to generate realistic SIEs for simulation purposeswhen investigating
related applications, such as channel equalization. Based on the supervised SIE study, the LTASS-based
modelwas developed, and based on the blind SIE study, aGMM-basedmodelwas developed. A compar-
ison of the statistics for both proposedmodels was carried out against true BSIEs obtained directly from
AIRs estimated using RNMCFLMS. It was shown both quantitatively (using the Kolmogorov-Smirnov
statistic) and qualitatively (through the CDF, histogram and BSIE coeõcient plots) that BSIEs artiûcially
generated from the proposed GMM-basedmodel are statisticallymore similar to the true BSIEs than al-
ternativemodels. _ismodel is therefore suitable for simulation experiments evaluating the performance
of, for example, dereverberation algorithms that design inverse ûlters of estimated AIRs with known lev-
els of estimation error.
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Relaxed channel shortening methods
for speech dereverberation
4.1 Introduction
Acoustic channel equalization is part of a two-stage approach to speech dereverberation. In the ûrst stage,
AIRs describing the acoustic propagation channels between the sound source and the microphones are
estimated using system identiûcation algorithms such as [87, 90, 124, 125]. In the second stage, acous-
tic channel equalization algorithms are employed to design corresponding equalizing ûlters that aim to
recover the clean source from the reverberant signals. For a single channel system, inverse ûlters pro-
vided by this approach are typically of limited use since an AIR is generally non-minimum phase [100],
and therefore it does not generally have a stable causal single-channel inverse. Alternative approaches
approximate the single channel inverse ûlter using the method of least squares [62, 126]. For the mul-
tichannel case, the well known MINT [101] provides an exact multichannel inverse ûlter, subject to the
AIRs containing no common zeros between the channels and the equalizing ûlter being a speciûc length.
However, in practical scenarios, AIRs cannot be estimated exactly, resulting in SIEs. Consequently, the
MINT inverse ûlter that exactly inverts the estimated AIRs does not invert the true AIRs. _e overall
aim of this work is to develop and study algorithms for designing inverse, or equalizing, ûlters which are
robust to SIEs.
One way to develop such robust algorithms is by exploiting the structure of an AIR. As discussed in
Section 2.2.1, pyschoacoustics experiments have shown that the early reections of an AIR do not impair
speech intelligibility, while the late reections are responsible for the degradation of perceived speech
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quality. A channel equalizer speciûcally for speech dereverberation can therefore be designed with the
aim of suppressing only the reverberant tail in the equalized response.
Reverberant tail suppression in the AIR can be achieved through channel shortening algorithms,
which aim to reduce the length of the eòective channel’s impulse response. _ese algorithms are well
developed in the ûeld of digital communications [104–107] and have recently been studied for acoustic
applications [108, 109, 127, 128]. In [109], the RMCLS was proposed, where the constraints on the EIR
in the early reections regions were fully relaxed. In [108] and [127], the p-norm reshaping algorithm
was proposed to maximize the p-norm of the early reections region in the EIR while minimizing the
p-norm of the reverberant tail region. Appropriately designed windows were proposed to force the EIR
to approximate a desired decaying behaviour such that the masking eòect can be exploited to reduce
perception of reverberation. In [128], the P-MINT algorithm was proposed where partial multichannel
equalization is performed by constraining the early reections of the EIR to be the early reections of
one of the estimated AIRs and suppressing the reverberant tail to zero. Additionally, regularization can
be applied to these algorithms to reduce the equalizing ûlters’ sensitivity to SIEs, as shown for P-MINT
and RMCLS in [31]. A comparison of these algorithms without regularization was given in [129], where
it was shown that the RMCLS achieved greatest tail suppression in the presence of SIEs.
_emain drawback ofRMCLS is that it does not oòer any control over the early reections of the EIR,
and therefore the equalized speechmay be coloured. In thiswork, two extensions are proposed toRMCLS
to address the issue of colourationwithout signiûcantly compromising its robustness. _e ûrst extension,
R-CIC, reduces the uncertainty in the early reections of the EIR by constraining a small number of the
initial and larger coeõcients to be the same as one of the estimated AIRs. It is diòerent to P-MINT in
that R-CIC relaxes the latter coeõcients in the early reections region to improve robustness to SIEs. _e
second extension, R-EC, imposes an exponentially decaying envelope constraint on the EIR coeõcients
in the relaxed region of RMCLS. _e designed EIRs of R-EC and p-norm reshaping are dissimilar in that
1) R-EC shapes the decay of the EIR only in the early reections region while p-norm reshaping shapes
the entire EIR, 2) R-EC constrains the largest early coeõcients to be the same as an estimated AIR while
there is no such constraint in the p-norm reshaping approach, and 3) diòerent envelopemasks are used.
In this chapter, a comprehensive performance evaluation of the proposed algorithms against baseline
algorithms, namely RMCLS, p-norm reshaping and P-MINT, are given over awide range of acoustic sce-
narios and BSIEmodels. It is appropriate to note here that while single-input single-output (SISO) [108]
and multiple-input multiple-output (MIMO) [127] approaches have been developed for the p-norm re-
shaping algorithm, the algorithms developed in thiswork aremultiple-input single-output (MISO) algo-
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rithms. _erefore, a development of [127] to be aMISO algorithm, detailed in Section 4.5, was addition-
ally carried out for fair comparison.
_e rest of this chapter is organized as follows. _e problem formulation is given in Section 4.2 and an
overview of channel shortening is provided in Section 4.3. Section 4.4 presents the proposed algorithms
and Section 4.5 details necessary modiûcations for aMISO p-norm reshaping algorithm. Experimental
results are provided in Section 4.6 and Section 4.7 gives conclusions.
4.2 Problem formulation
Consider a reverberant multichannel system given in Section 2.1, summarized below. Given a source
signal s(n) and the AIR of length L at them-th channel, hm , the observed reverberant signal at them-th
microphone is
xm(n) = HTms(n) + vm(n) (4.1)
where v(n) is the background noise, Hm is the (L + Li − 1) × Li convolution matrix of hm and Li is the
equalizing ûlter length. In this work, the aim is to equalize the response of the acoustic channel and not
to estimate s(n) in the presence of noise. _e additive noise will introduce SIEs into the estimation of
Hm and therefore it is desired to ûnd an equalizer that is robust to such SIEs.
Equalization of the reverberant speech signal can be performed using equalizing ûlters gm of length
Li such that an EIR r is obtained as
Hg = r (4.2)
whereH = [H1 H2 . . . HM], g = [gT1 gT2 . . . gTM]T and r is of length L + Li − 1.
_e solution for g is obtained by solving (4.2) for a given choice of r. Suõcient conditions for a
solution to (4.2) to exist are [101, 102]:
C-1 Hm(z), the z-transforms of themultichannel AIRs, hm , do not share any common zeros.
C-2 Li ≥ ⌈ L−1M−1 ⌉, where ⌈⋅⌉ is the ceiling function.
_e equalized speech sˆ(n) can then be obtained with
sˆ(n) = Gx(n), (4.3)
whereG = [GT1 GT2 . . . GTM],Gm is the convolutionmatrix of gm and x(n) = [xT1 (n) xT2 (n) . . . xTM(n)]T .
_eproblem addressed isnow formulated as follows. Given hˆ, an estimate of the stackedmultichannel
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AIRs h = [hT1 hT2 . . . hTM]T , with some level of SIE, ûnd a set of ûlters g which equalize the true h in a
robustmanner such that the degrading impact of reverberation on the application in question is reduced.
4.3 Channel shortening
A channel shortening solution is a design of gwhich,when applied to the true AIRswith no SIEs, gives an
EIRwith the late coeõcients suppressed to zero. WhenmultichannelAIRs are available and bothC-1 and
C-2 in Section 4.2 are satisûed, multiple channel shortening solutions exist. Additional constraints can
be introduced to select one of these solutions for dereverberation, as will be investigated in the proposed
algorithms below. In this section, the general channel shortening solutions are presented followed by
MINT, which has been shown to be a linear combination of these general solutions [109]. An overview
of RMCLS [109] as a practical implementation of channel shortening is then given.
4.3.1 General channel shortening solutions
Achannel shortening solution aims tomaximize the energy contained in the desired region of the impulse
responsewith respect to the energy in the undesired region. _is can be achieved bymaximization of the
generalized Rayleigh quotient [107]
maximize
g
gTHdg
gTHug
(4.4)
where
Hd = HTdiag{wd}Tdiag{wd}H, (4.5)
Hu = HTdiag{wu}Tdiag{wu}H, (4.6)
wd = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
τ
1 . . . 1´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
Lw
0 . . . 0]T[(L+Li−1)×1] , (4.7)
wu = 1[(L+Li−1)×1] −wd , (4.8)
τ is an artiûcial delay introduced to compensate for the delay of the direct path in the AIRs1, which is
denoted by τ0, Lw is the length of the desired region containing the direct path and early reections, and
usually can be set in the region of 50ms for acoustic dereverberation.
_e solution for (4.4) is found by solving the generalized eigenvalue problem [107]
Hdg = λHug, (4.9)
1It has been suggested in [103] that setting τ > 0 can also increase robustness of the equalizing ûlters by relaxing constraints on
causality.
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where the solution g is given by the eigenvector corresponding to the largest eigenvalue λ. _e solution
g is not unique due to the relaxation window Lw and it can be shown that any linear combination of a
general set of shortening solutions is also itself a channel shortening solution, as follows [114, 129].
Consider the casewhereC-1 andC-2 are satisûed such thatHu is rankdeûcient, anddeûneF = HTH =
Hd +Hu by summing (4.5). _e matrices Hu, Hd and F are real, symmetric and positive semi-deûnite
matrices since they are of the form Hu = ZTZ, i.e.,
gTHug ≥ 0, gTHdg ≥ 0 and gTFg ≥ 0. (4.10)
_en, any g that satisûes
gTHug = 0 and gTHdg ≠ 0 (4.11)
or
gTHug = 0 and gTFg ≠ 0 (4.12)
maximises the Rayleigh quotient given in (4.4).
Since thematrixH is of full row-rank [102], the rank of F is (L+ Li − 1) and the dimension of the null
space of F is then given by
dim(null(F)) = MLi − (L + Li − 1) ≐ LF (4.13)
and a group of basis vectors of null(F) can be denoted as f 1∅, f2∅, . . . , fLF∅ while the dimension of the null
space ofHu is given by
dim(null(Hu)) = MLi − (L + Li − 1 − Lw) = Lw + LF . (4.14)
Because Hu and Hd are positive semi-deûnite, all eigenvalues are non-negative. _erefore, any f∅ for
which Ff∅ = (Hu + Hd)f∅ = 0 must also yield Huf∅ = 0 and Hdf∅ = 0. In other words, null(F) ⊂
null(Hu) and null(F) ⊂ null(Hd). Consequently, the basis vectors of null(Hu) can be assumed to be
g1cs , g2cs , . . . , gLwcs , f 1∅, f2∅, . . . , fLF∅ , where g1cs , g2cs , . . . , gLwcs are Lw independent channel shortening solutions
that do not lie in the null space of F. Any solution to (4.4) then lies in the space null(Hu)∖null(F),where∖ denotes the exclusion operator, and can be expressed as
g = [g1cs g2cs . . . gLwcs f 1∅ f2∅ . . . fLF∅ ] ⎡⎢⎢⎢⎢⎢⎣
c[Lw×1]
c˜[LF×1]
⎤⎥⎥⎥⎥⎥⎦ , (4.15)
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where c ≠ 0 but c˜ can be any arbitrary vector.
4.3.2 Multiple-input/output inverse theorem (MINT)
_e solution g given by the MINT algorithm [101] is one channel shortening solution [109]. Given the
true AIRs, exact inverse ûlters can be obtained by setting the desired EIR to r = d, where
d = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
τ
1 0 . . . 0]T[(L+Li−1)×1] (4.16)
such that
Hg = d. (4.17)
_e solutions to (4.17) satisfy (4.12) and thus are also solutions to (4.4). It was shown in [109] that any
MINT solution can also be expressed as (4.15) with some speciûc c.
4.3.3 Relaxedmultichannel least squares (RMCLS)
_e RMCLS algorithm [109] relaxes the constraints placed byMINT to increase robustness to SIEs. _e
aim of RMCLS is to design a set of equalizing ûlters g from estimated AIRs hˆ which, when convolved
with the true AIRs h, will give an EIR with the following target characteristics:
1. _e coeõcients in the region of the early reections are le unconstrained as they are assumed not
to impair speech intelligibility signiûcantly.
2. _e coeõcients in the region of the reverberant tail should be set to zero to suppress the late rever-
beration.
To achieve the above, the following cost function is minimized
J = ∥W(Hˆg − d)∥22 (4.18)
where Hˆ = [Hˆ1 Hˆ2 . . . HˆM], Hˆm is the (L + Li − 1) × Li convolution matrix of hˆm ,W = diag{w} and
w = [1 . . . 1´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
τ
1 0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Lw
1 . . . 1]T[(L+Li−1)×1] . (4.19)
_e term Lw deûnes an intervalwhichwill be referred to as ‘relaxedwindow’, and typically corresponds to
the region of the early reectionswhere the coeõcients in the EIR are unconstrained. _is is conceptually
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Figure 4.1: Example EIR obtained from RMCLS using perfect knowledge of the AIR.
the same Lw referred to in (4.7). _e ûrst weight in the relaxed window is set to unity to avoid the trivial
solution.
When both conditionsC-1 andC-2 described in Section 4.2 are satisûed, there existmultiple solutions
for g which will minimize (4.18) such that J = 0. _eminimum ℓ2-norm solution can be obtained from
g = (WHˆ)+Wd, (4.20)
where {⋅}+ denotes the Moore-Penrose pseudo-inverse. An example of the EIR obtained with RMCLS
using a perfectly estimatedH is given in Fig. 4.1.
4.4 Proposed robust multichannel equalizers
RMCLS was demonstrated in [31, 109, 129] to be robust to SIEs when compared to alternative state-of-
the-art channel equalizers. However, its robustness has a trade-oò in that colouration is introduced in
the equalized speech arising from the lack of constraint over the early (and largestmagnitude) coeõcients
of the EIR. To mitigate this, two extensions to the RMCLS are proposed below.
4.4.1 RMCLS with constrained initial coeõcients
_e ûrst proposed extension to the RMCLS algorithm aims to mitigate the colouration introduced in the
equalized signal whilemaintaining robustness to SIEs.
_e R-CIC algorithm [130] aims to reduce the uncertainty of the initial coeõcients in the EIR by
constraining the ûrst Lcic coeõcients, where Lcic ≤ Lw, in the regions corresponding to the direct path
and large early coeõcients. _e remainder of the coeõcients in the region corresponding to the early
reections, Lw, are le unconstrained, and the late coeõcients suppressed by the RMCLS towards zero.
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_e desired response, to which the ûrst Lcic coeõcients are to be constrained, is selected without loss
of generality to be the ûrst Lcic coeõcients of the ûrst estimated channel and is deûned as
drc = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
τ
hˆ1(0) . . . hˆ1(Lcic − 1) 0 . . . 0]T[(L+Li−1)×1] . (4.21)
_emodiûed cost function from (4.18) then becomes
J = ∥Wrc(Hˆg − drc)∥22 , (4.22)
whereWrc = diag{wrc} with
wrc = [1 . . . 1´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
τ
1 . . . 1´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
Lcic
0 . . . 0
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Lw
1 . . . 1]T[(L+Li−1)×1] , (4.23)
for which the solution is given by
g = (WrcHˆ)+Wrcdrc . (4.24)
For the case where Lcic = 1 and hˆ1(0) = 1, the RMCLS solution is obtained and when Lcic = Lw, the
P-MINT solution is obtained. Suitable values for Lcic to balance the trade-oò between colouration and
robustness to SIEs are investigated experimentally in Section 4.6.2.
4.4.2 RMCLS with envelope constraint
_e second proposed extension to the RMCLS algorithm is the R-EC algorithm. _e aim is to build
upon the R-CIC, where there remains unconstrained coeõcients in the latter part of the region of early
reections (i = τ+Lcic , . . . , τ+Lw − 1). _is might contribute to undesirable colouration of the equalized
signal. _e proposed R-EC algorithm controls the EIR envelope decay in this region to avoid large later
coeõcients approaching the reverberant tail region. _e constraining shape for the envelope decay is
selected to be an exponentially decaying curve based on Polack’s statistical model of an AIR as described
in [10]. _is model was selected for three reasons:
1. Its decaying shape ensures that there are no spurious large coeõcients in the latter part of the early
reections, which can give rise to a strong echo in the equalized signal.
2. Itswidely accepted use as a generalAIR model gives some assurance that any distortions or degra-
dations introducedwill not be unexpectedly diòerent from the normal degrading eòects of a room.
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3. It is a parameterizablemodel.
_e desired EIR can be described with reference to the structural illustration in Fig. 4.2 as follows.
Region A corresponds to the initial delay of the direct path in the AIR. In region B, as with R-CIC, the
ûrst Lcic coeõcients are fully constrained to a desired response, selected in this work to be the ûrst Lcic
coeõcients of the ûrst estimated channel. _e proposed EIR envelope constraint in the remainder of
the relaxed window is shown as the red line in region C. _is is achieved by constraining some of the
coeõcients in this region, which will be elaborated upon below. _e tail is suppressed in region D as in
RMCLS towards zero, as shown by the red line. _e advantage of the R-EC over imposing full constraints
on all coeõcients is the ability to maintain robustness to SIEs due to the relaxation of some coeõcients
in region C whilemitigating colouration of the equalized signal.
_e envelope constraint employed is given by
a = [a(τ + Lcic) a(τ + Lcic + 1) . . . a(τ + Lw − 1)]T , (4.25)
where
a(i) = βα i , (4.26)
α i is the envelope function and β is some scaling factor.
_e selection of α is made based on Polack’s AIR, given by [10] as
h(i) = Γ(i)e−ζ i for i ≥ 0, (4.27)
where Γ(i) is a zero-mean stationary Gaussian random process and ζ is a damping constant related to
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reverberation time T60 and sampling frequency fs by
ζ = 3 ln(10)
T60 fs
. (4.28)
As Polack’s model is valid only for the reverberant tail,modiûcation is necessary for application to coef-
ûcients in the region of early reections. In the reverberant tail, the energy is diòuse and the coeõcients
aremore dense, thus they can bemodelled by Γ(i). In the early reections, the coeõcients are less dense
and themodel of Γ(i) cannot be applied. Of interest instead is the exponentially decaying envelope, e−ζ i ,
which can be rewritten in the form α i where
α = 10−3/(T60 fs) . (4.29)
A scaling factor β is proposed such that the entire scaled envelope is a reasonable ût to the estimated
AIR. _is can be achieved by choosing β such that the energy contained in the reverberant tail region
of the envelope, [a(τ + Lw) . . . a(τ + L − 1)], is equal to the energy in the reverberant tail of the AIR.
However, only the early region of the envelope corresponding to the region of the early reections, [a(τ+
Lcic) . . . a(τ + Lw − 1)], is used as the envelope constraint. For illustrative purposes, hˆ1 was selected to
be the AIR used in this work.
_e energy in the reverberant tail of hˆ1 can be obtained from the ûnite discrete time indexed EDC [6]
of the AIR, EDC(i), at i = Lw which is given by
EDC(Lw) = L−1∑
i=Lw hˆ
2
1 (i). (4.30)
Equating (4.30) to the energy of [βατ+Lw . . . βατ+L−1] gives
EDC(Lw) = τ+L−1∑
i=τ+Lw(βα i)2 , (4.31)
which in turn yields
β =√EDC(Lw)(1 − α2)
α2(τ+Lw) − α2(τ+L) . (4.32)
With α and β now deûned, there remains only the selection of T60 to be considered. _e value of T60
used in (4.29) ideally reects the true T60 of the AIR and, in practical implementations, can be estimated
directly from hˆ1 or using T60 estimators such as those proposed in [131–133]. In this work, as the aim is
to compare the performance of both existing and proposed dereverberation algorithms in the presence
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of SIEs, an oracle estimator of the true T60 values has been adopted for the purpose of this comparison
to avoid introducing additional and unrelated estimation errors.
To achieve the envelope constraint in R-EC without pre-specifying the coeõcients to constrain in
region C of Fig. 4.2, an iterative process is adopted, outlined in Algorithm 1, where the weighting vector
wrc and desired function drc are updated. Firstly, the envelope a in (4.25) is deûned from (4.26), (4.29)
and (4.32), drc is initialized to (4.21) andwrc is initialized to (4.23). _e resultant g is used to calculate the
estimated EIR, rˆ, in the region corresponding to region C in Fig. 4.2 and compared against a. _e index
i of the ûrst estimated EIR coeõcient to exceed the envelope constraint is found and the corresponding
wrc(i) and drc(i) updated as inAlgorithm 1 to impose constraints. At this point, it cannot be guaranteed
that the new g designedwill give the desired estimated EIR structure as the remaining relaxed coeõcients
are subject to change. _erefore, this process is repeated until the desired envelope is achieved without
further updates to wrc and drc required. Algorithm 1 requires the recalculation of g for each coeõcient
Algorithm 1 Iterative update process for R-EC
1: repeat
2: g = (WrcHˆ)+Wrcdrc
3: rˆ = ∑Mm=1 gm ∗ hˆm
4: i = τ + Lcic
5: repeat
6: if ∣rˆ(i)∣ > a(i) then
7: wrc(i) = 1
8: drc(i) = sign{rˆ(i)}a(i)
9: end if
10: i = i + 1
11: until i ≥ τ + Lw or wrc is updated
12: Wrc = diag{wrc}
13: until wrc is not updated
additionally constrained, which involves a computational intensivematrix pseudo-inverse. Amore eõ-
cient approach described in Algorithm 2 updates wrc and drc for all coeõcients exceeding the envelope
constraint in each iteration, instead of only the ûrst coeõcient. Experimental results demonstrated that
Algorithm 1 requires more than 100 iterations while Algorithm 2 requires 4 to 5 iterations, and both ap-
proaches give similar numbers of constrained coeõcients. Ideally, an algorithm minimising the number
of constrained coeõcients is desirable but this might require a traversal search, where all possibilities
are explored and the combination giving theminimum constraint taps is selected. Since this approach is
highly complex, Algorithm 2 was used as an eõcient alternative for the remainder of this chapter. Due
to the iterative nature of this approach, R-EC has a higher computational complexity compared to the
alternative algorithms dicussed thus far in this chapter.
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Algorithm 2 Improved iterative update process for R-EC
1: repeat
2: g = (WrcHˆ)+Wrcdrc
3: rˆ = ∑Mm=1 gm ∗ hˆm
4: index = 0
5: for i = τ + Lcic to τ + Lw − 1 do
6: if ∣rˆ(i)∣ > a(i) then
7: i(index) = i
8: index = index+1
9: end if
10: end for
11: for n = 0 to index − 1 do
12: i′ = i(n)
13: wrc(i′) = 1
14: drc(i′) = sign{rˆ(i′)}a(i′)
15: end for
16: Wrc = diag{wrc}
17: until wrc is not updated
4.5 MISO p-norm reshaping algorithm
_e p-norm reshaping algorithm, originally proposed as a SISO algorithm in [108], aims to maximize
the energy in a pre-deûned desired region of the EIR while minimizing the energy in the undesired
region, following the channel shortening paradigm. Instead of the conventional least-squares approach,
p-normminimizationwas used to give greater inuence over the amplitude of the coeõcients in the EIR.
A MIMO version was developed in [127] where p-norm minimization was performed on the stacked
multichannel ûltered inputs. _is approach is now extended for the MISO case by minimizing the p-
norm of the summedmultichannel ûltered inputs, r as deûned in (4.2).
Given two window functions wpn,d and wpn,u, the desired and undesired EIR regions are respectively
deûned as
rpn,d = diag{wpn,d}r (4.33)
and
rpn,u = diag{wpn,u}r. (4.34)
_e cost function to minimize from [108] is modiûed for theMISO case as
Jpn = log( Jpn,uJpn,d ) , (4.35)
where
Jpn,u = ∥rpn,u∥pu = (L+Li−2∑
i=0 ∣rpn,u(i)∣pu)
1
pu
, (4.36)
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Jpn,d = ∥rpn,d∥pd = (L+Li−2∑
i=0 ∣rpn,d(i)∣pd)
1
pd
, (4.37)
and pu and pd are integers denoting the desired p-norms. An adaptive solution can be found as
g(l + 1) = g(l) − µ∇g Jpn(l), (4.38)
where µ is the step-size and ∇g Jpn(l) is the gradient of Jpn with respect to g at iteration l , obtained as
∇g Jpn = HTϕpn,u −HTϕpn,d , (4.39)
where the computation of (4.39) is elaborated upon below. _e undesired region is ûrst considered and
ϕpn,u is deûned as
ϕpn,u = sign{rpn,u}⊙wpn,u ⊙ ∣rpn,u∣(pu−1) (L+Li−2∑
i=0 ∣rpn,u(i)∣pu)
−1
. (4.40)
As discussed in [108],HTϕpn,u can be computedmore eõciently in the frequency domain. For theMISO
case, each channel, m, can be computed separately as
(HTϕpn,u)m = F−1{h∗m ⊙ Φ˜pn,u}, (4.41)
where Φ˜pn,u = F{ϕpn,u}, hm = F{hm}, F{⋅} is the DFT operator and F−1{⋅} is the inverse discrete
Fourier transform (IDFT) operator. _emultichannel results are then stacked to give
HTϕpn,u = [(HTϕpn,u)T1 . . . (HTϕpn,u)TM]T . (4.42)
In a similar way,HTϕpn,d can be computed and the ûnal equalizing ûlters found using (4.38) and (4.39).
Following [108], the window functions used are:
wpn,d = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N1
1 . . . 1´udcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
N2
0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N3
]T , (4.43)
wpn,u = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N1+N2
wpn,0(N1 + N2 + 1) . . . wpn,0(L + Li − 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N3
]T , (4.44)
where
wpn,0(i) = 10 3log(N0/(N1+N2)) log( iN1 + N2 ) + 0.5, (4.45)
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with N0 = (0.2+τ0) fs, N1 = τ0 fs, N2 = 0.004 fs, N3 = L+Li−1−N1−N2. _e p-norm values tominimize
were selected as pu = 10 and pd = 20 as in [108]. _e choice of pu < pd results in a sparser constraint
that is imposed on the undesired region (corresponding to the reverberant tail) compared to the desired
region (corresponding to the direct path and early reections). In other words, a greater importance is
placed on the suppression of as many coeõcients as possible to zero (or as near to zero as possible) in the
undesired region.
4.6 Experimental results
Two experiments were conducted. _e ûrst experiment aimed to determine a suitable value for the ini-
tially constrained length Lcic, which was used in the subsequent experiment. _e second experiment
evaluated the performance of the proposed algorithms (RMCLS, R-CIC and R-EC) in the presence of
SIEs against three existing algorithms from the literature – MINT [101], P-MINT [128] and p-norm re-
shaping (4.38) [108, 127]. Both experiments used the same acoustic system setup and were evaluated
against the same performance measures described below in Section 4.6.1. Finally, the responses of the
diòerent equalizers to spatially white noise were analyzed using theWNG measure. It should be noted
that theWNG is also used to analyze the robustness with respect to changes in the sensor’s gain, phase
and positioning [134, 135].
4.6.1 Experiment setup and performancemeasures
Speech signals from the TIMIT database were used as input, aer being resampled to fs = 8 kHz. A two-
channel acoustic systemwas simulated using the imagemethod [13,14]with a room size of 6.4 x 5 x 3.6m,
an inter-microphone distance of 0.1 m and a distance of 2 m between the source and microphone array
centre. _e reverberation timewas set to T60 = 250ms in the ûrst experiment, and T60 ∈ {250, 400}ms in
the second experiment. _emaximum reection order possible based on the implementation provided
by [14]was used and, for the parameters selected in thiswork, is ≥ 1000. _e fractional initial delay before
the direct path in the AIRswas removed such that τ0 = 0. Consequently, τ = 0 was used for all algorithms
evaluated as no compensation for the initial delay was required. _e resulting length of the AIRs, h, was
taken as L = T60 fs coeõcients. _e equalization parameters were set to Lw = 0.05 fs and Li = L − 1 to
satisfy C-2 in Section 4.2. SIEs were artiûcially introduced by addition of noise to h to achieve a desired
level of NPM [90] using the algorithm described in [112]. _e statistics of the SIEs depend naturally
on the type of system identiûcation algorithm used. In this work,WGN was used as the model with no
assumptions, following [31,109,113]. Additionally, evaluation under theGMM-based SIEmodel proposed
4.6 Experimental results 89
in Chapter 3 was considered. _e level of SIEs were chosen arbitrarily as follows: in the ûrst experiment,
NPM = −33 dB was used and in the second experiment, the cases with NPM ∈ {−33,−20} dB were
investigated. Each experiment was repeated 100 times with randomly varying locations of the source
andmicrophone array in the room whilemaintaining constant source-sensor distances to give spatially
averaged results.
_e performancemeasures evaluated the algorithms under consideration in twometrics - the level of
dereverberation achieved and the perceived quality of the equalized speech. Evaluation of dereverbera-
tionwas performed using the EDC of the EIRs,which provides ameasure of howwell the reverberant tail
has been suppressed (see Section 2.2.2). Evaluation of the perceived quality of the equalized speech due
to colouration was performed using the Itakura distance, speciûcally the ∆I measure (see Section 2.4.3),
while overall evaluation of the perceived speech quality was evaluated using the PESQ score, speciûcally
the ∆P score (see Section 2.4.4). From these ∆measures, two conclusions can be derived, as they enable
comparison between the microphone and equalized signals, as well as a comparison of the algorithms
under test.
4.6.2 Determining a suitable length for Lcic
To determine suitable values for the initially constrained length Lcic, evaluations based on the perfor-
mance measures described in Section 4.6.1 were carried out for R-CIC and R-EC with Lcic ∈ {⌊Lw/2⌋,⌊Lw/3⌋, ⌊Lw/5⌋, ⌊Lw/10⌋, ⌊Lw/20⌋, ⌊Lw/50⌋, ⌊Lw/100⌋, 1}. When Lcic = 1 for R-CIC, the RMCLS solution
is obtained.
_e averaged EDC curves for R-CIC are shown in Fig. 4.3, where it can be seen that for both exper-
iments, R-CIC with varying Lcic values were able to suppress the tail successfully at Lw = 0.05 fs to less
than −33 dB. Increasing the length of Lcic results in suppression to a lesser degree, as expected due to the
introduction of additional constraints. _e ∆I and ∆P results are shown in Fig. 4.4. _e ∆I results for
R-CIC exhibit an increasing trend for decreasing lengths of Lcic, tending towards the ∆I value of RMCLS.
_is is as expected as RMCLS is eòectivelyR-CICwith Lcic = 1. _e objective ∆P results show a very small
increasing trend for increasing lengths of Lcic, however, in informal listening tests, these diòerenceswere
imperceptible. _is concurs with a general empirical observation that diòerences of ∆P ≲ 0.1 cannot be
heard. In this particular scenario, the imperceptibility arises from the short T60 (= 250ms) used. When
Lcic = Lw, the P-MINT result is obtained and is expected to continue the trend in achieving smaller sup-
pression in the reverberant tail with marginally improved ∆I over Lcic = ⌊Lw/2⌋. Experimental results
for P-MINT are provided in Section 4.6.3.
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Figure 4.3: Averaged EDCs for diòerent values of Lcic for R-CIC with NPM = −33 dB, T60 = 250ms.
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Figure 4.4: ∆I and ∆P for R-CIC as a function of Lcic with NPM = −33 dB and T60 = 250 ms. _e black
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vertical line represents the range of the remaining data up to ±1.5 times the interquartile range. In the
case where Lcic = 1, the RMCLS solution is obtained.
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Figure 4.5: Averaged EDCs for diòerent values of Lcic for R-EC with NPM = −33 dB, T60 = 250ms.
_ese results show that the performance of R-CIC is not very sensitive to the length of Lcic. However,
the selection of Lcic involves a trade-oò between the reduction of colouration of the equalized speech
signal and the suppression of the reverberant tail. One method of selecting an appropriate Lcic for a
particular application might then be to specify amaximum EDC value acceptable at Lw for a given NPM
and T60. A Lcic value can then be chosen to satisfy the EDC criteria while giving the lowest ∆I value. For
illustrative purposes here, a ceiling EDC value at Lw was speciûed to be −30 dB for NPM = −33 dB and
T60 = 250ms. _e Lcic which gives the lowest ∆I is then Lcic = ⌊Lw/2⌋ for R-CIC.
_e averaged EDC curves for R-EC are shown in Fig. 4.5 and its ∆I and ∆P results are given in
Fig. 4.6. It can be seen that the choice of Lcic for R-EC involves amore signiûcant trade-oò between tail
suppression ability and colouration of the equalized speech. As an illustrative example with NPM = −33
dB and T60 = 250 ms, reducing the length of Lcic from ⌊Lw/2⌋ to 1 results in poorer suppression of the
reverberant tail with a diòerence of up to 3 dB in the EDC at time t = 50ms. Reducing Lcic from ⌊Lw/2⌋
to 1 reduces ∆I by up to 0.07. In this work, Lcic = ⌊Lw/2⌋ has been selected for R-EC to give an EIR with
the largest tail suppression.
4.6.3 Evaluating the proposed algorithms withWGN SIEs
_e proposed algorithms, R-CIC and R-EC, were evaluated in the presence of WGN SIEs against the
performance of four baseline algorithms,MINT [101], RMCLS [109], P-MINT [128] and p-norm reshap-
ing (4.38) [108, 127]. For the R-CIC and R-EC algorithms, Lcic = ⌊Lw/2⌋ was chosen as discussed in
Section 4.6.2. Additionally, the total number of remaining unconstrained coeõcients for R-EC in the
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Figure 4.6: ∆I and ∆P for R-EC as a function of Lcic with NPM = −33 dB and T60 = 250ms.
relaxed window is investigated.
_e EDC, ∆I and ∆P results are shown in Fig. 4.7 and Fig. 4.8, and the ûnal number of unconstrained
coeõcients in the relaxed window for R-EC is given in Table 4.1. It can be seen that even with short re-
verberation time and small SIEs,MINT introduces signiûcant artiûcial reverberation. _e ∆I results for
MINT demonstrated a surprising reduction in magnitude spectrum distortion of the equalized speech
over the microphone speech. _is suggests that the perceived degradation of speech quality associated
with MINT in the presence of SIEs is due to the additional reverberation introduced. _e greatest sup-
pression of the reverberant tail at t ≥ 50mswas achieved byRMCLS. However, its∆I values are the largest
amongst all algorithms considered, indicating largemagnitude distortions. R-CICdemonstrated the next
greatest suppression of the reverberant tail for all cases except atNPM = −20 dB and T60 = 400ms,where
p-norm reshaping improves suppression of the tail at t ≥ 140ms. In all cases, itwas successful in reducing
the ∆I compared to RMCLS. R-EC is not as eòective as RMCLS and R-CIC at suppressing the tail, but
provides an improvement over P-MINT and p-norm reshaping for T60 = 250 ms. For T60 = 400 ms,
the performance of R-EC and P-MINT are similar. When considering the performance of R-EC in re-
ducing unwanted colouration of the desired signal, it can be seen that R-EC has a smaller ∆I compared
to both RMCLS, R-CIC and P-MINT except in the case of NPM = −20 dB and T60 = 400 ms, where its
performancewas equal to P-MINT. _e p-norm reshaping algorithm demonstrated greatest suppression
of the early reections at t ≤ 50ms and smallest ∆I aer MINT, except in the case ofNPM = −20 dB and
T60 = 400ms, where both P-MINT and R-EC demonstrated better performance.
_e ∆P results of the MINT and p-norm reshaping algorithms stand out as signiûcantly diòerent
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NPM = −33 dB NPM = −20 dB
T60 (ms) 250 400 250 400
Unconstrained coeõcients 51 22 70 31
Table 4.1: Final number of unconstrained coeõcients in the early reections region of R-EC for four
diòerent simulation setups. _e length of the early reections region is Lw = 50ms, or 400 coeõcients at
a sampling frequency of 8 kHz.
from the other algorithms with p-norm reshaping consistently showing themost improvement. _e ∆P
results for MINT at NPM = −33 dB are generally greater than 0, while at NPM = −20 dB, they are almost
always less than 0. While the latter results show that MINT has introduced degradation in the equalized
signal, the former results are surprising and do not concur with informal listening tests, where artiû-
cial reverberation can be heard. Furthermore, the ∆P results for P-MINT, RMCLS, R-CIC and R-EC at
NPM = −33 dB show a smaller improvement compared to MINT even though similar artiûcial reverber-
ation was not observed in informal listening tests. A possible explanation is that ∆P is computed with
respect to clean speech, which may bias it towards dereverberated signals with larger suppression of the
early reections. _e remaining results for P-MINT,RMCLS,R-CIC andR-EC show similar performance
compared to each other that generally improve the perceived quality of speech over themicrophone sig-
nals, except in the case of NPM = −20 dB and T60 = 250ms.
4.6.4 Evaluating the proposed algorithms with GMM-based SIEs
_eWGN SIE model makes no assumptions on the type of system identiûcation approach used and its
corresponding SIE statistics. In practice, a robust BSI algorithm such as the RNMCFLMS [96] can be
used to estimate the AIRs. _e statistics of SIEs associated with RNMCFLMS was studied in Chapter 3
and a GMM-based model was proposed. Here, the proposed equalizers will additionally be evaluated
using SIEs generated from this model and scaled to the NPM under investigation.
_e results for an illustrative case of NPM = −33 dB and T60 = 400 ms are shown Fig. 4.9. It can
be seen from the EDC that all algorithms exhibited improved robustness to GMM-based SIEs compared
to WGN SIEs especially in the suppression of later coeõcients in the reverberant tail. _e relative per-
formance amongst the algorithms remain approximately the same. _e p-norm algorithm additionally
demonstrated a small improvement in ∆I of ≈ −0.05 and larger improvement in ∆P of ≈ 0.25 in the
presence of GMM-based SIEs. _e performance of all other algorithms remain approximately the same
regardless of SIEmodel.
94 Chapter 4. Relaxed channel shortening methods for speech dereverberation
(a) NPM = −33 dB,
T60 = 250ms
Time (ms)
0 50 100 150 200 250
ED
C 
(dB
)
-40
-35
-30
-25
-20
-15
-10
-5
0
h MINT P-MINT p-norm RMCLS R-CIC R-EC
0 10 20 30 40 50
-15
-10
-5
0
(b) NPM = −33 dB,
T60 = 400ms
Time (ms)
0 50 100 150 200 250 300 350 400
ED
C 
(dB
)
-40
-35
-30
-25
-20
-15
-10
-5
0
h MINT P-MINT p-norm RMCLS R-CIC R-EC
0 10 20 30 40 50
-15
-10
-5
0
(c) NPM = −20 dB,
T60 = 250ms
Time (ms)
0 50 100 150 200 250
ED
C 
(dB
)
-25
-20
-15
-10
-5
0
h MINT P-MINT p-norm RMCLS R-CIC R-EC
0 10 20 30 40 50
-15
-10
-5
0
(d) NPM = −20 dB,
T60 = 400ms
Time (ms)
0 50 100 150 200 250 300 350 400
ED
C 
(dB
)
-25
-20
-15
-10
-5
0
h MINT P-MINT p-norm RMCLS R-CIC R-EC
0 10 20 30 40 50
-10
-8
-6
-4
-2
0
Figure 4.7: Comparing averaged EDCs for all algorithms.
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(b) NPM = −33 dB,
T60 = 400ms
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(c) NPM = −20 dB,
T60 = 250ms
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(d) NPM = −20 dB,
T60 = 400ms
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Figure 4.8: Comparing ∆I and ∆P values for all algorithms.
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Figure 4.9: EDCs, ∆I and ∆P results for LTASS shaped SIEs, with NPM = −33 dB and T60 = 400ms.
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4.6.5 White noise gain of the equalizers
In practical scenarios, background noise is an inevitable component of the signals received at a micro-
phone array. _e responses of the equalizers to spatially white noise, for example sensor noise, are eval-
uated here by observing their WNG, calculated as
WNG( f ) = 1
gH( f )g( f ) , (4.46)
where
g( f ) = [g1( f ) . . . gM( f )]T , (4.47)
and gm( f ) is them-th equalizing ûlter in the frequency domain at discrete frequency index f . To ensure
fair comparison of all evaluated algorithms, the ûlters g were normalized prior to calculating theWNG
such that the energy in the direct path of all resulting EIRs are equal, where the direct path is taken to be
the ûrst 5ms2.
_ere are no bulk delays to consider since thesewere removed from the AIRs in the simulation setup,
and the equalizers were designed with τ0 = 0. In practical scenarios, such normalization is not required
as part of the ûlter design and application. _eWNG values were then averaged in each octave band and
plotted for all algorithms in Fig. 4.10. It can be seen that MINT is most sensitive to spatially white noise,
particularly at lower frequencies. _e P-MINT, R-CIC and R-EC ûlters exhibit close to 0 dBWNG for
frequencies above 1 kHz and for lower frequencies, achieved aWNG that is no worse than −5 dB. _e
p-norm reshaping ûlter has a positive and approximately at WNG at T60 = 250 ms. At T60 = 400 ms,
it is sensitive to spatially white noise in the lower frequencies but more robust to noise in the higher
frequencies above 250Hz. On the other hand, RMCLS ismost robustwith aWNG that is always positive,
i.e. the spatially white noise is never ampliûed.
4.7 Conclusion
In this chapter, two algorithms were proposed within the channel shortening paradigm for robust mul-
tichannel equalization of acoustic systems. Firstly, an overview of the RMCLS algorithm was given as a
practical implementation of channel shortening andwas shown to be robust to SIEs. However, undesired
colouration is sometimes introduced in the equalized signal due to the unconstrained early coeõcients
in the EIR. Two extensions to RMCLS, the R-CIC and R-EC algorithms, were proposed with the aim of
2_is has a similar eòect as computing WNG using a more generic formulation of (4.46), ∣g T( f )hdp( f )∣2/(gH( f )g( f )),
where hdp( f ) is computed from the direct path components of the AIRs, h, in a similar manner to g( f ).
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Figure 4.10:White noise gain averaged in each octave band.
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controlling the colouration of the equalized signals. _is was achieved through the introduction of par-
tial constraints in the region of the early reections. Experiments demonstrated that in the presence of
SIEs, both R-CIC and R-EC were able to control colouration of the equalized signals when compared to
RMCLSwhilemaintaining high levels of reverberant tail suppression. Additionally,WNG results showed
that RMCLSwasmost robust to spatially white noise andMINTwasmost sensitive,while all other equal-
izers achieved an approximately at WNG around 0 dB with no worse results than −5 dB.
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Chapter 5
Subband approaches to relaxed channel
shortening
5.1 Introduction
_e use of subband processing, or more generally multirate processing [136], has been applied success-
fully in other areas of acoustic signal processing, for example echo cancellation [137,138]. In dereverbera-
tion, subband approaches have been investigated for both channel-independent and channel-dependent
algorithms. An example of a channel-independent approach is [36], where the aim was to maximize
the linear prediction residual kurtosis in subbands. For channel-dependent approaches, estimates of the
equivalent subband AIRs are ûrst required. In [139], the AIRs were estimated directly in subbands us-
ing the subband ûltered reverberant and reference clean signals. Equalizing ûlters were subsequently
designed and applied separately in each subband using the MINT algorithm. An alternative approach
ûrst estimates the AIRs in full-band and then ûnds the equivalent subband AIRs and their correspond-
ing equalizing ûlters. In the computation of equivalent subband AIRs, cross-band aliasing may arise
especially if the ûlterbank is critically sampled [140–142]. Caremust therefore be taken when designing
the equalizing ûlters such that they do not compromise the ability of the synthesis ûlters to cancel the
aliasing components. Alternatively, ûlterbanks must be designed such that the aliasing components are
suõciently suppressed and will not contribute to perceived degradation of the equalized speech. Sev-
eral solutions have been proposed in the literature including introducing spectral gaps between sub-
bands [143], employing additional cross-band ûltering in subbands [144, 145] and oversampling the ûl-
terbanks [146]. All three methods have their respective drawbacks – spectral gaps adversely aòect the
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perceived quality of the equalized speech, the cross-band ûlters are generally found adaptively and con-
vergence can be slow, and oversampling can increase computational costs especially if the oversampling
ratio is large [140]. Nevertheless, the oversampling approach is attractive as it enables the use of only one
ûlter per subband without having to consider cross-band aliasing terms [146]. _e use of oversampled
ûlterbanks formultichannel equalizationwas explored in [138],where a supervised adaptive equalization
algorithmwas implemented, and in [147],whereMINT ûlterswere designed independently in subbands.
Both approaches demonstrated improved performance over their full-band counterparts.
In this work, oversampled generalized discrete Fourier transform (GDFT) ûlterbanks are employed
to develop subband multichannel equalizers. _e work in [147] is extended through the implementa-
tion of RMCLS in subbands, as RMCLS has been shown to be more robust to SIEs than MINT [109].
Two algorithms are then proposed,G-RMCLS andVR-RMCLS,with the aim of limiting the degradation
introduced in the EIR in the presence of very high SIEs. Experimental results demonstrate that the pro-
posed algorithms oòer three beneûts over existing algorithms. _e ûrst beneût is improved suppression
of the reverberant tail in the EIR. _e second beneût is improved robustness by limiting the degrada-
tion introduced in the EIR in the presence of very high levels of SIEs. _e third beneût is a signiûcant
reduction in computational complexity and runtime.
5.2 Subband implementation
_is section gives a two-part overview of the complex subband decomposition of an FIR ûlter Hm(z) in
Fig. 5.1a using an oversampled ûlterbank in Fig. 5.1b. _e ûrst part considers the analysis and synthesis
ûlters with the aim of providing near perfect reconstruction without subband aliasing. _e second part
aims to ûnd the subband AIR, denoted by H′m ,b(z), from its full-band equivalent, Hm(z), such that
xˆm(n) ≈ xm(n) with an arbitrary scale factor and time delay.
5.2.1 Subband analysis and synthesis ûlters
_e core of theGDFT ûlterbank analysis ûlters is a real low-pass prototype ûlter, upr(i), with bandwidth
2pi/B, where B is the number of subbands that as an aggregate, span the normalized frequency range[0, 2pi] rad/s. _e analysis ûlters for subband b = 0, . . . , B− 1 are frequency shied versions of the proto-
type ûlter, given as
ub(i) = upr(i)e j 2piB (b+b0)(i+i0) , (5.1)
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Hm(z)s(n) xm(n)
(a)
U0(z)
UB−1(z)
↓ K
↓ K
H′m ,0(z)
H′m ,B−1(z)
↑ K
↑ K
U0(z)
UB−1(z)
+s(n) xˆm(n)⋮ ⋮
(b)
Figure 5.1: System diagrams for (a) a full-band AIR ûltering process and (b) its subband approximation.
where b0 and i0 are the frequency and time index oòsets respectively. _e synthesis ûlters are the time-
reversed, complex conjugates of the analysis ûlters,
ub(i) = u∗b(−i) (5.2)
= upr(−i)e j 2piB (b+b0)(i−i0) (5.3)
= upr(i)e j 2piB (b+b0)(i−i0) , (5.4)
where upr(i) = upr(−i) is the synthesis prototype ûlter. In this work, as in [141], the frequency and time
oòsets are set to b0 = 1/2 and i0 = 0. _e z-transforms of the analysis and synthesis ûlters are then found
as
Ub(z) = Upr(zW(b+ 12 )B ), (5.5)
U b(z) = Upr(zW(b+ 12 )B ), (5.6)
where Upr(z) and Upr(z) are the z-transforms of upr(i) and upr(i), andWbB = e− j2pib/B .
_e subband transfer function of the ûlterbank in Fig. 5.1b, without subband processing, is then ob-
tained as
Db(z) = 1KUb(z)U b(z) + 1K K−1∑k=1 Ub(zW kK)U b(z), (5.7)
where K is the downsampling rate and W kK = e− j2pik/K . _e ûrst term on the right-hand side of (5.7)
corresponds to the desired component of the subband transfer function and the second term corresponds
to the cross-band aliasing components. Given an ideal prototype ûlter design, it is desirable that the
ûlterbank satisûes the following properties [141]:
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1. Suppression of cross-band aliasing components
U b(z)Ub(zW kK) ≈ 0
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
k = 1, . . . ,K − 1
b = 0, . . . , B/2 − 1. (5.8)
2. Near perfect reconstruction at the output
B/2−1∑
b=0 Ub(z)U b(z) ≈ κz−τsb , (5.9)
where κ is a constant and τsb is a delay.
_e ûrst property is satisûed by ensuring that K is not too large compared to B such that the frequency
shi of the prototype ûlter is greater than or equal to the bandwidth of the prototype ûlter, i.e.
2pi
B
+ 2εω ≤ 2piK , (5.10)
where εω is the transition bandwidth of the prototype ûlter. Additionally, it is necessary that both Ub(z)
andU b(z) have single-sided frequency responses because ifUb(z) has a double-sided response, the pass-
band of its frequency-shied copieswill inevitably overlap the passband ofU b(z) for some b values. Con-
sequently, ub(i) and ub(i) are complex and any ûltering done in subbands requires the use of complex
arithmetic.
If the ûrst property is satisûed, the second property can be also be satisûed by ensuring that the
analysis and synthesis ûlters are power complementary [146], i.e. ∣U(z)∣2 + ∣U(z)∣2 = κ, where κ = 1 is
typically selected. In this work, the prototype ûlter was designed using the iterative least squares method
proposed in [146].
5.2.2 Subband decomposition of the AIRs
Given the analysis and synthesis ûlters, the subband decomposition of Hm(z) is now considered. _e
ûlterbank output is computed as
Xˆm(z) = 1K B/2−1∑b=0
K−1∑
k=0Ub(zW kK)H′m ,b(zK)U b(z)S(zW kK). (5.11)
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From the ûlterbank property in (5.8) that there are no cross-band aliasing components, (5.11) can be
simpliûed to
Xˆm(z) = S(z) 1K B/2−1∑b=0 Ub(z)H′m ,b(zK)U b(z). (5.12)
It can now be shown that if H′m ,b(zK) is chosen to satisfy
Ub(z)H′m ,b(zK) = Ub(z)Hm(z), (5.13)
for b = 0, . . . , B/2 − 1, then the output of the ûlterbank will be within a scale factor and delay of the
full-band ûlter output, Xm(z). Substituting (5.13) into (5.12), and recalling (5.9) yields
Xˆm(z) = S(z)Hm(z) 1K B/2−1∑b=0 Ub(z)U b(z) (5.14)= S(z)Hm(z)κz−τsbK , (5.15)
as required.
_e equivalent subband AIRs, H′m ,b(zK), can be designed to satisfy (5.13) as follows. Firstly, (5.13) is
downsampled to give the approximation
1
K
K−1∑
k=0Ub(z 1K W kK)H′m ,b(z) ≈ 1K
K−1∑
k=0Ub(z 1K W kK)Hm(z 1K W kK). (5.16)
It is then shown in [141] that a least-squares approximation of H′m ,b(z) can be found in the time domain
as
hˆ′m ,b(i) = argmin
h′m ,b(i)
1
K ∑i∈Z ∣ub(i)↓K ∗ h′m ,b(i) − [ub(i) ∗ hm(i)]↓K ∣2 , (5.17)
where {⋅}↓K denotes the K-factor downsampling operation.
In vector form, it can be written as1
hˆ′m ,b = argmin
h′m ,b
∥Ubh′m ,b − h⇣m ,b∥22 , (5.18)
where
h⇣m ,b = [h⇣m ,b(0) . . . h⇣m ,b(L⇣)]T , (5.19)
h⇣m ,b(i) = [ub(i) ∗ hm(i)]↓K , (5.20)
1In subbands, {ˆ⋅} is used to denote the approximate subband AIR with negligible cross-band aliasing terms. _is diòers from
the fullband case where {ˆ⋅} is used to denote estimated AIRs from the BSI step.
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L⇣ = ⌈L + Lpr − 1
K
⌉ , (5.21)
with Lpr the length of the prototype ûlter,Ub is the convolutionmatrix of the downsampled analysis ûlters
Ub =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ub(0) 0 ⋯ 0
ub(K) ub(0) ⋯ 0⋮ ⋱ ⋱ ⋮
ub(Lpr − 1) ⋯ ⋮ 0
0 ub(Lpr − 1) ⋱ ⋮⋮ ⋮ ⋱ ⋮
0 ⋯ 0 ub(Lpr − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.22)
and h′m ,b = [h′m ,b(0) . . . h′m ,b(L′)]T is the subband impulse response vector that has a length constrained
by (5.18) to be
L′ = ⌈L + Lpr − 1
K
⌉ − ⌈Lpr
K
⌉ + 1. (5.23)
_e subband AIRs are then obtained as
hˆ′m ,b = U+bh⇣m ,b , (5.24)
where {⋅}+ denotes theMoore-Penrose pseudo-inverse.
As in [147], B = 32, K = 24 and an Lpr = 512-tap prototype ûlter were chosen as an illustrative
example with good trade-oòs between an aliasing suppression of −82 dB and suõciently short subband
equalization ûlters. With this ûlter design, processing of only the ûrst B/2 subbands is required since for
real input signals, the remaining subbands are complex conjugates of the ûrst half [141].
5.3 Multichannel equalization in subbands
Using the equivalent subband AIRs estimates from (5.24), multichannel equalization ûlters can now be
designed and applied in subbands. MINT in subbands (MINT-SB) was implemented in [148] and in
this work, RMCLS in subbands (RMCLS-SB) is additionally designed and implemented. A schematic
diagram of the subband equalizer design and application is given in Fig. 5.2.
From hˆ′m ,b , the convolutionmatrix Hˆ′m ,b can be found in a similarmanner as its full-band counterpart
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in (2.10) and stacked over all channels as
Hˆ′b = [Hˆ′1,b Hˆ′2,b . . . Hˆ′M ,b]. (5.25)
_e solution for MINT-SB can then be found as [147]
g′b = (Hˆ′b)+ d′ , (5.26)
where
d′ = [1 0 . . . 0]T[(L′+L′i−1)×1] (5.27)
and L′i is the subband equalizing ûlter length given by
L′i = ⌈ L′ − 1M − 1⌉ . (5.28)
Equivalently, the solution for RMCLS-SB can be found bymodifying (4.20) to give
g′b = (W′Hˆ′b)+W′d′ (5.29)
whereW′ = diag{w′} with
w′ = [1 0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
L′w,b
1 . . . 1]T[(L′+L′i−1)×1] , (5.30)
and L′w,b is the subband relaxed window length given by
L′w,b = ⌈LwK ⌉ . (5.31)
_e subband reverberant signals can then be equalized with g′b and reconstructed to give the full-band
equalized signal sˆ.
5.4 Computational considerations
Both MINT and RMCLS require computationally intensive pseudo-inverses of large matrices, respec-
tively Hˆ+ and (WHˆ)+. Additionally, thematrix for RMCLS is normally ill-conditioned due to the relaxed
window. Subband processing provides improvements in both respects.
As an example, consider the computation of (WHˆ)+ inRMCLS inMATLAB._e pinv function can be
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used,which implementsGolub-Reinsch singular value decomposition [149]. Its associated computational
complexity is 4yz2 + 8z3 ops [150], where y and z are respectively the number of rows and columns in
the matrix, and a op is either one real multiplication or addition. For the full-band algorithms, the
matrix size is given by yfb = L + Li − 1 and zfb = MLi. For the subband algorithms, ysb = L′ + L′i − 1
and zsb = ML′i . _e complex decomposition ûlters U+b in (5.24) should also be considered, where its size
is given by yu = ⌈(L + Lpr − 1)/K⌉ and zu = L′. For subband algorithms, a factor of 4B/2 is applied to
reect the B/2 number of subbands processed and the 4 real multiplications per complexmultiply in the
complex ûlterbank. _e reduction in computational complexity associated with the subband structure is
therefore
4yfbz2fb + 8z3fb
2B (4ysbz2sb + 8z3sb + 4yuz2u + 8z3u) . (5.32)
In thiswork for example, using B = 32, K = 24, Lpr = 512 and an acoustic systemwith L = 2000 andM = 2,
the reduction factor achieved is 191. Reductions in runtime are additionally measured by MATLAB’s
cputime function and provided in Section 5.5.
To gain insight into the condition of the RMCLS and RMCLS-SB matrices, their matrix condition
numbers are computed in Section 5.5.
5.5 Performance of subband equalizers
An illustrative experiment was conducted to compare the performance of full-band and subband equal-
izers. A 2-channel system was simulated using the image method [13, 14] with a room size of 6.4 x 5 x
3.6 m, an inter-microphone distance of 0.1 m, a distance of 2 m between the source and centre of the
microphone array and a reverberation time of T60 = 250 ms. _e initial delay before the direct path in
the AIRs was removed such that τ = 0. Speech signals from the TIMIT database [151] were resampled to
fs = 8 kHz and used as input. SIEswere artiûcially generated asWGN scaled to an arbitrarily chosen level
ofNPM = −33 dB [112]. _e relaxedwindow length for RMCLS in full-bandwas set to Lw = 0.05 fs and in
subbands, L′w,b = ⌈(0.05 fs/24)⌉ was used. _e simulation was repeated 50 times with randomly varying
locations of the source andmicrophone array whilemaintaining constant source-sensor distances to give
spatially averaged results.
_e averaged EDCs are given in Fig. 5.3, where it can be seen that MINT-SB was able to improve
suppression of the reverberant tail by approximately 2 dB compared to full-band MINT. On the other
hand, full-bandRMCLS andRMCLS-SB demonstrated a diòerence of approximately 1 dB.Both full-band
RMCLS and RMCLS-SB were signiûcantlymore robust to SIEs than MINT andMINT-SB, as expected.
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Figure 5.3: Averaged EDCs for full-bandMINT and RMCLS, and their subband counterparts. Artiûcial
SIEs were generated by addition ofWGN and scaled to NPM = −33 dB.
_e condition numbers for the full-band and subbandMINT and RMCLS matrices (Hˆ, Hˆ′b ,WHˆ and
W′Hˆ′b respectively), were additionally computed. _e results are given in Fig. 5.4, where it can be seen
that the subband algorithms have reduced the condition numbers of their full-band counterparts. Never-
theless, they still remain very large and therefore also suòer from some sensitivity to channel estimation
errors.
Finally, the runtimes for each of the algorithms weremeasured by MATLAB’s cputime function and
averaged over all experiments and both SIEs models. Full-band RMCLS had an average runtime of 199.0
while RMCLS-SB had 5.0, giving a reduction factor of 39.8. Similarly, full-band MINT had an average
runtime of 202.9 whileMINT-SB had 5.5, giving a reduction factor of 36.9.
In summary, equalizing the acoustic channels in subbands oòer improved robustness to channel es-
timation errors and signiûcant reductions in computational time.
5.6 Controlled relaxation in subbands
An additional advantage of subband processing is the exibility it oòers in applying varying levels of
equalization in diòerent subbands. In this section, two algorithms are proposed for controlling the
amount of relaxation in RMCLS-SB based on the subband NPMs. _ese algorithms aim to address the
sensitivity of RMCLS to very high levels of SIEs, where applying equalization introduces additional arti-
ûcial reverberation to the signal.
In order to providemotivation, it is ûrst demonstrated experimentally that NPM varies signiûcantly
between subbands, based on channels estimated using theRNMCFLMS algorithm [96]. Additionally, it is
shown that as subband SNR increases, subbandNPM almost always decreases. _is behaviour might aid
the development of a subbandNPM estimator, however, a fully validated answer to this research question
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Figure 5.4: Condition numbers for full-bandMINT and RMCLS, and their subband counterparts.
is outside the scope of this thesis.
_e proposed algorithms, G-RMCLS and VR-RMCLS, are presented next. _e G-RMCLS algorithm
avoids introducing artiûcial artifacts even in theworst case of very severe SIEs by backing oò dereverber-
ation in the relevant subbands. Finer control is oòered with the VR-RMCLS algorithm, which eòectively
oòers a compromise between MINT-SB and RMCLS-SB.
5.6.1 SubbandNPM
One factor that aòects the accuracy of cross-relation based BSI algorithms is SNR. It was postulated
in [152, 153] that background noise has the eòect of introducing a common ûlter into the system, causing
misconvergence in the channel estimation and an error that is related to the noise oor. An illustrative
experiment is carried out below to verify the relationship between SNR andNPM in fullband for a cross-
relation based BSI algorithm from the literature.
An 8-channel array with an inter-microphone distance of 4 cm was placed 2 m away from the source
inside a shoe-box room. _e room dimensionswere randomly varied between 2 x 3 x 2m and 6 x 5 x 4m.
Artiûcial AIRs were simulated using the image method with T60 = 150 ms at a sampling frequency of
8 kHz. Clean speech signals were convolved with the AIRs and background noise was added as WGN,
adjusted to have SNR = {20, 10, 0} dB. In the BSI stage, the AIRs were estimated blindly from the noisy
and reverberant microphone signals using RNMCFLMS [96], and the NPM was computed in fullband.
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Figure 5.5: Relationship between fullband SNR and averagedNPM between true and estimated channels
given by RNMCFLMS.
_e experimentwas repeated 50 times for each SNRwith randomly locatedmicrophone array and source
positions and without changing the distance between them. _e averaged results are given in Fig. 5.5,
where it can be seen that there is indeed amonotonically decreasing relationship between fullband SNR
and NPM.
_e relationship between subband SNR and subband NPM was investigated using the same exper-
imental setup, where BSI is carried out in fullband. _e subband SNR was computed from complex
subband clean and noisy reverberant signals, respectively denoted by x′m ,b(n) and y′m ,b(n), as
SNRb = 1M M∑m=1 10 log10 (x
′
m ,b(n))H (x′m ,b(n))(y′m ,b(n) − x′m ,b(n))H (y′m ,b(n) − x′m ,b(n)) dB (5.33)
where
x′m ,b(n) = [Ubxm(n)]↓K , (5.34)
y′m ,b(n) = [Ub (xm(n) + vm(n))]↓K . (5.35)
_e subband NPM was computed from complex and equivalent subband true and estimated AIRs,
respectively denoted by hˆ′b and ˆˆh′b , as
NPMb = 10 log10 ⎛⎝∥hˆ′b − β′b ˆˆh′b∥22∥hˆ′b∥22 ⎞⎠ dB, (5.36)
where
β′b = (hˆ′b)H ( ˆˆh′b)( ˆˆh′b)H ( ˆˆh′b) , (5.37)
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hˆ′b = [(hˆ′1,b)T ⋯ (hˆ′M ,b)T]T , (5.38)
ˆˆh′b = [( ˆˆh′1,b)T ⋯ ( ˆˆh′M ,b)T]T , (5.39)
and ˆˆh′m ,b is derived from fullband estimated AIRs in the samemanner as hˆ′m ,b in (5.24).
_e subband SNR and subbandNPM results were averaged over all 50 simulations for each fullband
SNR and plotted in Fig. 5.6. In general, the subband SNR is higher in lower subbands (corresponding to
lower frequencies) and decreases in the higher subbands. _is can be explained by the energy distribu-
tion of speech in diòerent subbands, and indeed, the LTASS in [116] shows a similar shape. Furthermore,
the relationship between SNR and NPM is similar in both subbands and fullband, in that a higher SNR
is correlated with a smaller NPM, and vice-versa. However, this behaviour is not as consistent in sub-
bands as in fullband. It is interesting that there is a huge variability in both subband metrics compared
to their fullband counterparts. _is suggests that there is potential for applying an equalizing solution
that is closer to MINT-SB than RMCLS-SB in subbands with lower NPM, without sacriûcing too much
robustness.
5.6.2 Gated RMCLS
_e ûrst proposed algorithm,G-RMCLS, employs RMCLS in each subband and only applies equalization
if the expectedNPM of that subband is greater than a pre-trained thresholdNPM, deûned as NPMt. _e
threshold NPMt is in turn determined by the level of SIEs to which RMCLS is no longer robust. _is
enables a limitation to be placed so as to avoid any additional degradation introduced in the EIR, r, by
errant equalizer design in the case of veryhigh levels of SIEs. In thiswork, the equalizer is considered to be
no longer robust when it introduces additional late reverberation such that the energy in the reverberant
tail of the EIR, r, is greater than the energy in the reverberant tail of the original AIR, h. _e energy
in the EIR is quantiûed using its EDC and the region of reverberant tail is deûned as i > 0.05 fs [1].
_e simulation parameters used in this work for the NPMt training procedure and its result is given in
Section 5.7.1.
5.6.3 Variable relaxation RMCLS
_e gated approach to dereverberation in G-RMCLS ensures robustness to severe levels of SIEs, but does
not otherwise control the amount of dereverberation applied. _e VR-RMCLS algorithm is proposed
below to oòer better control over the performance of the equalizer.
_e relaxed window length, Lw, applied in RMCLS controls the trade-oò between suppression of the
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Figure 5.6: Relationship between subband SNR and subbandNPM. _e subbandNPM valueswere com-
puted from channels that have been estimated using RNMCFLMS.
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early coeõcients and late coeõcients, as will be demonstrated with simulation results below. _e aim
of VR-RMCLS is to exploit this trade-oò by varying the subband relaxed window lengths, L′w,b , inde-
pendently according to the corresponding level of NPM. In this manner, subbands with worse SIEs can
employ longer L′w,b to increase robustness at the expense of lower dereverberation performance. In sub-
bandswith small SIEs, less robustness is required and shorter L′w,b can beused to improve dereverberation
by suppressing more of the EIR coeõcients. In the lower limit where there are no SIEs, L′w,b = 1 is used,
giving the MINT-SB solution [147]. In subbands with exceptionally high SIEs, gating can be applied in
the same way as G-RMCLS to avoid adding reverberation in the EIR, thereby exploiting a merge of the
advantageous properties of both G-RMCLS and VR-RMCLS. For practical applications, it is desirable to
have a pre-trained set of subband relaxed window lengths, deûned as L′wo ,b , to apply given correspond-
ing NPM estimates. In the remainder of this section, the objective for the L′wo ,b training procedure is
developed by ûrst gaining a better understanding of the performance and limitations of RMCLS-SB.
_e following experiment aims to investigate the robustness ofRMCLS-SB to diòerent L′w,b andNPM.
_e same acoustic setup from Section 5.5 was used with one diòerence; in this experiment, artiûcial SIEs
were added in subbands instead of full-band, again as WGN scaled to the range of NPMs. Given the
subband multichannel AIRs with artiûcial SIEs, RMCLS-SB was performed for a range of L′w,b and the
resulting subband EIRs were found as
r′b = H′bg′b . (5.40)
_e known initial delays caused by subband ûltering were removed and the EDCs were computed. As
in Section 5.5, 50 spatially random simulations were carried out and the resulting EDCs were averaged.
Some illustrative results are shown in Fig. 5.7, where it can be seen that the choice of L′w,b involves a
trade-oò between the suppression of early coeõcients and late reverberant tail of the EIRs, as expected.
Furthermore, the levels of suppression achieved can be seen to vary between subbands for the sameNPM
and relaxed window lengths. _is characteristic can be exploited when developing the objective for the
L′wo ,b training procedure, as it potentially allows ûner control over the level of dereverberation applied in
each subband.
_e objective for the L′wo ,b training procedure can now be formulated. _e aim is to ûnd suitable L′wo ,b
values for all subbands b ∈ {1 . . . B} and a givenNPM that satisfy two criteria: 1) suppress the reverberant
tail of the EIR to an acceptable level by exploiting the subband robustness characteristic observed above,
and 2) avoid introduction of additional degradation in the reverberant tail of the EIR over the AIRs. To
help train L′wo ,b , two EDC thresholds are deûned for each of the two criteria:
1. Suppress the reverberant tail of the EIR to an acceptable level
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Figure 5.7: Averaged EDCs in diòerent subbands for diòerent NPM values. _e Lw values in the legends
denote the fullband relaxed window lengths.
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_emaximum acceptable level of reverberant tail suppression is deûned in this work as themaxi-
mum EDC across all subbands, b ∈ {1 . . . B}, for L′w,b = ⌈0.05 fs/K⌉ at sample i = ⌈0.05 fs/K⌉ + 1.
_is EDC threshold is denoted by EDCte.
2. Avoid introducing additional degradation in the reverberant tail of the EIR
_e second threshold, EDCth, is deûned as the EDC of h′1,b at sample i = ⌈0.05 fs/K⌉ + 1.
_e L′wo ,b values are then selected as the minimum L′w,b in each subband where its corresponding EDC
value at i = ⌈0.05 fs/K⌉+ 1 is below theminimum value of EDCth and EDCte. _e simulation parameters
used in thiswork to obtained the trained L′wo ,b values are given in Section 5.7.2. In the casewhere no L′w,b
satisûes the above criteria, theNPM is considered to be too large and the gating dereverberation method
in G-RMCLS is applied.
_e ûnal VR-RMCLS algorithm then designs the equalizer in the samemanner as RMCLS-SB using
(5.29) and (5.30), where the trained L′wo ,b values are used for L′w,b in (5.30). In subbands where there is
no valid L′wo ,b , equalization is not carried out.
5.7 Simulations and results
Two simulations were conducted to evaluate the performance ofG-RMCLS andVR-RMCLS in the pres-
ence of SIEs. A 2-channel system was simulated using the imagemethod and the same acoustic setup as
in Section 5.5. _e reverberation time was set to T60 = 250 ms and the sampling frequency was set to
fs = 8000 Hz. _e initial delay before the direct path was removed, giving τ = 0. Artiûcial SIEs were
generated as WGN and scaled as described in [112] to a range of NPM (detailed below where relevant).
As before, each simulation was repeated 50 times with randomly varying source and microphone array
positions without changing their relative distance such that spatially averaged results can be obtained.
In all experiments below, oracle knowledge of subband NPM was assumed since the development of a
subband NPM estimator remains an open research question.
Evaluation was conducted with threemeasures. _e ûrst measure evaluates the reverberant tail sup-
pression achieved in the EIR, obtained using EDCs. _e second measures the perceived quality of the
equalized speech using PESQ scores,which provides an estimate using a PMOS ranging from 1 - 4.5 [154].
To allow a comparison between the perceived quality of the reverberant microphone signals and the
equalized speech signal, the diòerence in their PESQ scores is calculated as ∆P, where a positive ∆P in-
dicates an improvement aer equalization. _e criteria for success in this work is that the PESQ score
should not be degraded in the secondmeasurewhen the EDC is improved in the ûrst measure. _e third
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Figure 5.8: Averaged EDCs for RMCLS-SB with diòerent NPM values.
RMCLS RMCLS-SB G-RMCLS
NPM = −20 dB 74.13 0.90 0.88
NPM = −11 dB 85.30 1.06 0.79
NPM = −5 dB 77.60 0.92 0.45
Table 5.1: Averaged runtimes for RMCLS,RMCLS-SB andG-RMCLS, asmeasured byMATLAB’s cputime
function.
and ûnal measure evaluates runtime using MATLAB’s cputime function.
5.7.1 Simulation 1: evaluating G-RMCLS
_e value of NPMt was ûrstly determined for RMCLS-SB by running the full-band RMCLS algorithm
over a range of NPM values and averaging the resulting EDCs over 50 spatially random source andmi-
crophone conûgurations. _e results are given in Fig. 5.8, where it can be seen that at NPM = −10 dB,
the EDC of r is greater than the EDC of h at time t = 0.05 s, i.e. applying equalization has introduced
additional reverberation. _e value of NPMt for G-RMCLS is therefore set to −11 dB.
_e performance of G-RMCLS was then evaluated with NPM ∈ {−5,−11,−20} dB and using the
GMM-based SIEmodel. In this experiment, oracle knowledge of the subbandNPM valueswas assumed.
_e averaged EDCs and ∆P results are given respectively in Fig. 5.9 and Fig. 5.10 while the averaged
runtimes as measured byMATLAB’s cputime function is given in Table 5.1.
It can be seen from the EDCs in Fig. 5.9 thatwhen the SIEs are smaller thanNPMt, all algorithms un-
der consideration were able to successfully suppress the reverberant tail. When the SIEs are greater than
NPMt, no equalization was attempted by G-RMCLS, successfully limiting the degradation that would
have been introduced by the subband and full-band counterparts. At the threshold level, G-RMCLS was
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Figure 5.9: Avaraged EDCs for RMCLS full-band, RMCLS-SB andG-RMCLS. _e gating threshold value
of NPMt = −11 dB was used for G-RMCLS and oracle knowledge of the subband NPM values was as-
sumed.
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Figure 5.10: ∆P results for RMCLS full-band, RMCLS-SB and G-RMCLS. _e value of NPMt = −11 dB
was used for G-RMCLS and oracle knowledge of the subband NPM values was assumed.
able to achieve better suppression beyond t = 0.05 s. For example, at t = 0.1 s,G-RMCLS achieved an av-
eraged improvement of 5 dB over its subband counterpart. From the ∆P scores in Fig. 5.10, it can be seen
that G-RMCLS performs at least as well as RMCLS-SB and improves upon the performance of full-band
RMCLS. In the case of NPM = −5 dB, ∆P = 0 for G-RMCLS because themicrophone signals have been
le unequalized. _e runtimes of RMCLS-SB and G-RMCLS were signiûcantly smaller than RMCLS as
expected. In the cases where the subband NPMs were above NPMt, G-RMCLS backed oò equalization
and this is reected in its faster runtimes.
5.7.2 Simulation 2: evaluating VR-RMCLS
_e second simulation evaluates the performance of VR-RMCLS. Firstly, training was carried out to de-
termine L′wo ,b . Subband SIEs artiûcially introduced by addition of subband ûltered white Gaussian noise
to achieve a desired level of NPM [112]. In this work, NPM ∈ {−30,−27, . . . ,−6} dB were simulated.
RMCLS-SB equalizers were designed using L′w,b derived from Lw ∈ {1, 0.01 fs , . . . , 0.05 fs} and their cor-
responding EIRswere calculated in subbands as (5.40). As before, each simulationwas repeated 50 times
with randomly varying source and microphone conûgurations to give spatially averaged results. From
these averaged EDCs, the L′wo ,b values were determined as described in Section 5.6.3. Exemplary trained
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Subband (b) L′wo ,b Subband (b) L′wo ,b
0 ⌈(0.03 fs)/K⌉ 8 ⌈(0.02 fs)/K⌉
1 ⌈(0.02 fs)/K⌉ 9 ⌈(0.01 fs)/K⌉
2 ⌈(0.02 fs)/K⌉ 10 ⌈(0.02 fs)/K⌉
3 ⌈(0.02 fs)/K⌉ 11 ⌈(0.02 fs)/K⌉
4 ⌈(0.02 fs)/K⌉ 12 ⌈(0.02 fs)/K⌉
5 ⌈(0.02 fs)/K⌉ 13 ⌈(0.02 fs)/K⌉
6 ⌈(0.02 fs)/K⌉ 14 ⌈(0.02 fs)/K⌉
7 ⌈(0.02 fs)/K⌉ 15 ⌈(0.02 fs)/K⌉
Table 5.2: Example of trained subband relaxed window lengths for VR-RMCLS when NPM = −30 dB.
RMCLS G-RMCLS VR-RMCLS
−25 dB < NPM < −15 dB 65.97 0.82 0.85−15 dB < NPM < −15 dB 66.98 0.51 0.48
Table 5.3: Averaged runtimes for RMCLS, G-RMCLS and VR-RMCLS, as measured by MATLAB’s
cputime function.
values for NPM = −30 dB are given in Table 5.2.
Using the trained L′wo ,b values, theperformanceofVR-RMCLSwas evaluated against full-bandRMCLS
and G-RMCLS. SIEs were artiûcially added in subbands with the B/2 subband NPM levels randomly
drawn from a uniform distribution on two intervals with moderate SIEs, (−25,−15) dB, and severe SIEs,(−15,−5) dB. _e averaged EDCs are given in Fig. 5.11 and the ∆P results given in Fig. 5.12. It can be seen
that in the presence of moderate SIEs, VR-RMCLS achieved better suppression of the early reections
compared to RMCLS and G-RMCLS, although G-RMCLS achieved better suppression of the reverber-
ant tail at t = 0.05 s. In the presence of severe SIEs, both VR-RMCLS and G-RMCLS successfully avoid
introducing additional distortion over the true AIRs, except where the EIR is already suppressed by at
least the EDC value of the AIRs at t = 0.05 s. _e ∆P scores indicated that in moderate levels of SIEs,
VR-RMCLS improved the perceived quality of speech compared to RMCLS and G-RMCLS, while in se-
vere levels of SIEs, introduced the least degradation. Additionally, the runtimes are given in Table 5.3,
where it can be seen that G-RMCLS and VR-RMCLS have a similar computational complexity and that
both are signiûcantly faster than RMCLS. In the case where −15 dB < NPM < −5 dB, the runtimes for
G-RMCLS andVR-RMCLS are faster than the case where −25 dB < NPM < −15 dB because equalization
is taking place in fewer subbands.
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Figure 5.11: Averaged EDCs for RMCLS full-band, RMCLS-SB, G-RMCLS and VR-RMCLS.
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Figure 5.12: ∆P results for RMCLS full-band, RMCLS-SB, G-RMCLS and VR-RMCLS.
5.8 Conclusion
A state-of-the-art channel equalizer, the RMCLS algorithm, has been shown in the literature to be ro-
bust to moderate levels of SIEs. However, it is a computationally expensive algorithm and in the case
when there are very large SIEs in the estimated AIRs, even RMCLS fails to dereverberate the signal and
instead, it introduces artiûcial reverberation. To address these issues, three robust subband equalizers
were developed in this chapter. Firstly, a novel robust subband equalizer was presented employing the
RMCLS algorithm in each frequency subband. It was shown experimentally to successfully reduce com-
putational load by up to a factor of 40. Within the subband RMCLS framework, two equalizerswere then
developed to control the level of equalization applied depending on the expected levels of SIEs. _e ûrst
proposed equalizer, G-RMCLS, backs oò dereverberation in any subband with excessively high levels of
SIEs such that artiûcial degradation in the EIR is avoided. Itwas then demonstrated through experimen-
tal results that the amount of relaxation applied for RMCLS involves a trade-oò between the suppression
of the reverberant tail and early coeõcients in the EIR. _e second proposed equalizer, VR-RMCLS, ex-
ploits this trade-oò by controlling the amount of relaxation ofRMCLS in subbands based on the expected
level of SIE in each subband. Experimental results demonstrated that improved suppression of the early
coeõcients and perceived speech quality, as measured by PESQ, was achieved at the cost of decreased
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reverberant tail suppression (of ≈ 1 dB in the experiments carried out).
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Chapter 6
A uniûed framework between channel
equalization and spatial ûltering
6.1 Introduction
In the context ofmultichannel dereverberation, channel equalization and beamforming are two common
approaches. An example of the former is theMINT algorithm,which can provide perfect dereverberation
provided the exact AIRs are known. However, they have been shown to be very sensitive to AIR estima-
tion errors and alternative equalizers that aim to improve robustness have been proposed in both the
literature [31, 108, 155] and in Chapters 4 and 5. In the beamfoming approach to dereverberation, strong
distinct reections are viewed as directional interfering sources, while diòuse reverberation is viewed as
diòuse noise. Steering weights are then designed such that the direct path of speech sources from de-
sired directions are le undistorted, while signals from all other directions (comprising of reverberation,
secondary interfering sources or ambient noise) are attenuated [74]. _is approach requires only an esti-
mation of the source’s direction of arrival (DoA) and additional constraints can be placed upon thewhite
noise gain, for example as in [156–158], to increase its robustness to spatially white noise. However, the
performance of the beamformer is limited as reverberant signals will inevitably fall into the main lobe
of the beamformer [1]. Further, the directivity factor averaged over all look directions is limited by the
number ofmicrophones [134].
While the two approaches are conventionally considered independent, both can be formulated as
a ûlter-and-sum operation though with diòering ûlter design criteria. In this chapter, a uniûed frame-
work, theMINTFormer, is proposed to exploit this similarity and establish a link between the solutions
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for MINT and a ûlter-and-sum beamformer (FSB). An independent mixing parameter is introduced to
control the tradeoò between the potential performance of MINT and the robustness of beamforming.
Alternative combinations have additionally been proposed in [159,160],where oracle knowledge impulse
responses from multiple directions are assumed, and a constraint on the response in the look direction
(following the beamformer approach) is introduced to theMINT problem formulation.
_e remainder of the chapter is organized as follows. _emathematical notation and problem formu-
lation is given in Section 6.2. An overview of theMINT and FSB solutions are then given in Sections 6.3
and 6.4, respectively. _e proposed uniûed framework is presented in Section 6.5 followed by a discus-
sion ofWNG constraints in Section 6.6 and frequency domain considerations in Section 6.7. Simulation
results are then given in Section 6.8 and Section 6.9 wraps up with some conclusions.
6.2 Problem formulation
In channel equalization, the aim is to design an inverse ûlter for a known or estimated AIR from the
source to the microphone array. Typically, the problem is formulated in the time domain and does not
consider the DoA of the source. In superdirective beamformer design, the aim is to maintain unit gain
in a desired look direction andminimize signal energy from all other directions [156–158]. _e problem
is typically formulated in the frequency domain and aWNG constraint can be applied per frequency to
improve robustness to sensor noise. In order to establish a uniûed framework, it is necessary to formulate
both problems in the same domain (time or frequency) and in amanner that enables both the AIR and
source DoA to be simultaneously considered.
Up until this point, reverberation has been modelled using reverberant AIRs. An alternative, and
slightly simpliûed, view of reverberation considers the reections as individual interfering sources from
undesired directions of arrival. To model this alternative, AIRs containing only the direct-path compo-
nent from all look directions around themicrophone array can be used [159]. If these interfering virtual
sources are assumed to be in the far-ûeld such that the signals impinging on themicrophone arrays can
bemodelled as plane-waves, as is common in beamformer design, then theirAIRs are simply pure delays.
In the remainder of this section, the problem formulation from Section 2.1 is extended for sources
from multiple DoAs and additionally given in the frequency domain.
Let the full reverberantAIR (containing the direct path, early reections and late reections) between
the source arriving from direction index q = 0, . . . ,Q − 1 and the m-th microphone be deûned as
hˇq ,m = [hˇq ,m(0) . . . hˇq ,m(L − 1)]T , (6.1)
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and the anechoic AIR containing only the direct path component be deûned as
h⃗q ,m = [h⃗q ,m(0) . . . h⃗q ,m(L − 1)]T . (6.2)
_ey can be stacked over all channels as
hˇq = [hˇTq ,1 . . . hˇTq ,M]T and h⃗q = [h⃗Tq ,1 . . . h⃗Tq ,M]T . (6.3)
_e ûltering matrices Hˇq ,m and H⃗q ,m can be formed in a similar way to (2.10), concatenated over all
channels as
Hˇq = [Hˇq ,1 . . . Hˇq ,M] and H⃗q = [H⃗q ,1 . . . H⃗q ,M], (6.4)
and stacked over all Q directions as
Hˇ = [HˇT0 . . . HˇTQ−1]T and H⃗ = [H⃗T0 . . . H⃗TQ−1]T (6.5)
to form uniûed convolutionmatrices over all channels and source directions. Given a set ofmultichannel
equalizing ûlters g = [gT1 gT2 . . . gTM]T , where
gm = [дm(0) . . . дm(L − 1)]T , (6.6)
the stacked EIRs over all directions are found as
rˇ = Hˇg and r⃗ = H⃗g. (6.7)
For perfect dereverberation, it is necessary to obtain a pure delay as the EIR, deûned as
d = [0 . . . 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
τ
1 0 . . . 0]T[(L+Li−1)×1] . (6.8)
In the frequency domain, the F-point DFT of hˇq ,m is deûned as
hˇq ,m( f ) = F−1∑
i=0 hˇq ,m(i)e− j2pii f /F , (6.9)
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for f = 0 . . . F − 1 where j2 = −1, and the pure delays in the anechoic AIRs are
h⃗q ,m( f ) = e− jω f τm ,q , (6.10)
where ω f = 2pi fs f /F is the discrete frequency, θq = 2piq/(Q − 1) is the discrete angle of arrival, τm ,q =
dm cos(θq)/cs is the delay time, dm is the distance between the m-th and ûrst sensor in a ULA and cs is
the speed of sound. _e frequency domain AIRs can be stacked over all M channels as
hˇ q( f ) = [hq ,1( f ) . . . hq ,M( f )]T (6.11)
h⃗ q( f ) = [h⃗q ,1( f ) . . . h⃗q ,M( f )]T , (6.12)
and additionally stacked over all Q angles of arrival as
Hˇ ( f ) = [hˇ 0( f ) . . . hˇQ−1( f )] (6.13)
H⃗ ( f ) = [h⃗ 0( f ) . . . h⃗Q−1( f )]. (6.14)
Given the equalizing ûlters in the frequency domain,
g( f ) = [g1( f ) . . . gM( f )]T , (6.15)
the resulting frequency domain EIRs stacked over all positions are1
rˇ ( f ) = gH( f )Hˇ ( f ) (6.16)
r⃗ ( f ) = gH( f )H⃗ ( f ). (6.17)
_e ideal EIR, a pure delay, is given as
d ( f ) = e− jω f τ . (6.18)
In the remainder of this chapter, the index f will be dropped where possible for notational clarity.
Further, the look direction of a desired source is denoted as q0.
1For convenience, this work adopts the complex conjugate notation for equalization in the frequency domain, as is common in
beamforming literature [66, 161].
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6.3 MINT
Channel equalization aims to design a set of equalizing ûlters that minimize the following convex cost
function
JMINT = ∥Hˇq0g − d∥22 , (6.19)
where d is deûned in (6.8). Exact multichannel inverse ûlters g are provided byMINT [101] as
g = Hˇ+q0d, (6.20)
subject to the conditions C-1 and C-2 described in Section 4.2 being satisûed.
In the frequency domain, the cost function in (6.19) is reformulated as
JMINT = ∥gH hˇ q0 − d ∥22 , (6.21)
where {⋅}H denotes Hermitian transpose. _e closed-form solution is
g = (hˇ+q0d )H . (6.22)
6.4 Filter-and-sum beamformer (FSB)
In superdirective beamformer design, the aim is to maintain unit gain in a desired look direction and
minimize signal energy from all other directions. _e beamformer is usually designed in the frequency
domain and can be stated as a convexminimization problem,
minimize
g
∥gHH⃗ ∥2
2
subject to gH h⃗ q0 = d , (6.23)
where the second line imposes the distortionless constraint in the desired look direction and h⃗ q0 is also
referred to as the steering vector in beamformer literature. Reformulating the above as a complex La-
grangian cost function yields
JFSB = ∥gHH⃗ ∥22 +ΛFSB (gH h⃗ q0 − d ) +Λ∗FSB (h⃗Hq0g − d ) , (6.24)
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whereΛFSB is the Lagrangemultiplier. _e closed form solution is found by ûrst computing the derivative
with respect to g∗ as ∇g∗JFSB = H⃗ H⃗ Hg +ΛFSBh⃗ q0 , (6.25)
and setting (6.25) to 0, yielding,
g = −ΛFSB (H⃗ H⃗ H)−1 h⃗ q0 . (6.26)
Recalling the constraint in (6.23) and substituting into (6.26) to solve forΛFSB gives
ΛFSB = −d
h⃗
H
q0 (H⃗ H⃗ H)−1 h⃗ q0 . (6.27)
Finally, substituting (6.27) into (6.26) yields the solution for the beamformer weights,
g = d [H⃗ H⃗ H]−1 h⃗ q0
h⃗
H
q0 [H⃗ H⃗ H]−1 h⃗ q0 . (6.28)
_is solution is similar to the data-dependent MVDR beamformer under spherical isotropic noise con-
ditions, where instead of AIRs’ covariancematrix H⃗ H⃗ H , the covariancematrix of the input reverberant
and noisy signal is used.
_e equivalent convexminimization problem in the time domain is
minimize
g
∥H⃗g∥22
subject to H⃗q0g = d, (6.29)
and its corresponding Lagrangian cost function is
JFSB = ∥H⃗g∥22 + ΛTFSB (H⃗q0g − d) , (6.30)
where ΛFSB is the time domain Lagrange multiplier vector. _e closed form solution is found by ûrst
computing the derivative of (6.30) as
∇g JFSB = 2H⃗TH⃗g + H⃗Tq0ΛFSB . (6.31)
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Setting (6.31) to 0 and solving for g yields
g = − 1
2
[H⃗TH⃗]−1 H⃗Tq0ΛFSB . (6.32)
Recall the constraint in (6.29) and substitute into the above to solve for ΛFSB as
ΛFSB = −2 [H⃗Tq0]+ H⃗TH⃗H⃗+q0d. (6.33)
Finally, substitute (6.33) into (6.32) to obtain
g = [H⃗TH⃗]−1 H⃗Tq0 [H⃗Tq0]+ H⃗TH⃗H⃗+q0d. (6.34)
Under the assumption that the reverberation can bemodelled as spherical isotropic noise, an alternative
form of this solution is theMVDR solution [162].
6.5 MINTFormer
A hybrid design, termed theMINTFormer, is proposed here to jointly optimize the channel equalization
and beamformer approaches using an independent parameter to control the trade-oò between the two
solutions.
Firstly, a practical uniûed convolutionmatrix is deûned for the casewhere AIRs fromonly the desired
source direction are available, given as
H˜ = [H˜T1 . . . H˜TQ]T , (6.35)
where
H˜q =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Hˇq q = q0
0M(L+Li−1)×Li q ≠ q0 . (6.36)
_e proposed hybrid design can then be formulated as
minimize
g
∥H˚g∥22
subject to H˚q0g = d, (6.37)
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where
H˚ = γH⃗ + (1 − γ)H˜ (6.38)
H˚q0 = γH⃗q0 + (1 − γ)H˜q0 , (6.39)
and γ is an independent mixing parameter. When γ = 0, theMINT solution is obtained and when γ = 1,
the FSB beamformer solution from Section 6.4 is obtained. In this formulation, the beamformer eòec-
tively acts as a regularization term for channel equalization,where the level of regularization is controlled
by γ. Additionally, from the beamforming perspective when γ = 1, theminimization term in (6.37) aims
to suppress energy from signals coming from undesired directions. From the channel equalization per-
spective when γ = 0, this term aims to minimize the energy of the equalizing ûlter, which is desirable as
this increases robustness to sensor noise and channel estimation errors [31].
In a similar manner as (6.34), the closed form solution to (6.37) is obtained as
g = [H˚TH˚]−1 H˚Tq0 [H˚Tq0]+ H˚TH˚H˚+q0d. (6.40)
_e problem can be reformulated in the frequency domain as follows. Deûne the frequency domain
counterpart of H˜ as
H˜ ( f ) = [h˜ 1( f ) . . . h˜Q( f )], (6.41)
where
h˜ q( f ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
hˇ q( f ) q = q0
0M×1 q ≠ q0 . (6.42)
_e discrete frequency index f is dropped again for notational clarity. _e optimization function is stated
as
minimize
g
∥gHH˚ ∥2
2
subject to gH h˚ q0 = d , (6.43)
where
H˚ = γH⃗ + (1 − γ)H˜ (6.44)
h˚ q0 = γh⃗ q0 + (1 − γ)h˜ q0 . (6.45)
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_e closed form solution is obtained in a similar manner as (6.28),
g = d [H˚ H˚ H]−1 h˚ q0
h˚
H
q0 [H˚ H˚ H]−1 h˚ q0 . (6.46)
6.6 White noise gain
In beamformer design, WNG constraints can additionally be applied to avoid signiûcant gains in any
spatially incoherent noise, particularly at lower frequencies [163]. _e modiûed problem formulation
and solutions are discussed below using the FSB as an example, but the same principles can be extended
to theMINT andMINTFormer.
If there are no speciûc constraints on theWNG, the ℓ2-norm of the equalizing ûlter, g, can be addi-
tionally minimized, or a regularization term can be added to the closed form solutions [134] to increase
robustness to sensor noise and uncertainties in sensor gain, phase and location. _e latter technique is
also oen referred to as diagonal loading. Using the FSB as an example, themodiûed closed form solution
in the frequency domain is
g = d [H⃗ H⃗ H + ρI]−1 h⃗ q0
h⃗
H
q0 [H⃗ H⃗ H + ρI]−1 h⃗ q0 , (6.47)
where ρ is the regularization parameter.
Given a speciûcWNG constraint, denoted Ψ, the problem formulation can be directly modiûed. In
the frequency domain, the problem formulation for the FSB with aWNG constraint is
minimize
g
∥gHH⃗ ∥2
2
subject to gH h⃗ q0 = d ,∣gH h⃗ q0 ∣2
gHg
≥ Ψ.
(6.48)
Assuming that the ûrst constraint on the beamformer’s response in the desired look direction is met, the
second constraint on theWNG can be simpliûed in a similar manner as [158] to
1
gHg
≥ Ψ∣d ∣2 , (6.49)
where both Ψ and d are design constants.
In time domain, theWNG constraint can be applied by transforming the time domain ûlters into the
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frequency domain via amatrixmultiplication
[IM ⊗ ΥLi( f )]g, (6.50)
where IM is theM×M identitymatrix, ΥLi( f ) = [1, e− j2pi f /Li , . . . , e− j2pi f (Li−1)/Li)], and⊗ is theKronecker
product operator. _emodiûed problem formulation is then
minimize
g
∥H˚g∥22
subject to H˚q0g = d,
1([IM ⊗ ΥLi( f )]g)H ([IM ⊗ ΥLi( f )]g) ≥ Ψ∣d ∣2 , ∀ f .
(6.51)
_e cost functions (6.48) and (6.51) are convex but there are no known closed-form solutions [158].
Adaptive solutions can be found instead, for example using gradient descent methods.
In order to accommodate the additional WNG constraints, it is desirable to increase the degrees of
freedom available in the equalization ûlter. One possible solution is to increase the ûlter length beyond
the minimum length imposed by the MINT algorithm, Li = ⌈(L − 1)/(M − 1)⌉ [101]. Alternatively, the
hard constraint on the look direction response in (6.51) can be relaxed as proposed in [159]. In this case,
the simpliûcation in (6.49) no longer applies and the fullWNG constraint is used. _e amended problem
formulation is
minimize
g
∥H˚g∥22
subject to ∥H˚q0g − d∥22 < φ,∣([IM ⊗ ΥF( f )]g10)H ([IM ⊗ ΥF( f )] h˚10q0)∣2([IM ⊗ ΥF( f )]g10)H ([IM ⊗ ΥF( f )]g10) ≥ Ψ, ∀ f ,
(6.52)
where φ is a designed acceptable tolerance, ΥF( f ) = [1, e− j2pi f /F , . . . , e− j2pi f (F−1)/F)], F is the number of
DFT points, each channel of the equalizing ûlters gm and AIRs h˚q0 ,m are zero-padded to length F as g10m
and h˚10q ,m and then stacked over all channels as
g10 = [(g101 )T . . . (g10m)T]T and h˚10q0 = [(h˚10q0 ,1)T . . . (h˚10q0 ,m)T]T , (6.53)
and h˚q0 ,m = γh⃗q0 ,m + (1 − γ)hˇq0 ,m .
For practical purposes, a small φ can be chosen such that approximating theWNG constraint as (6.49)
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results in a suõciently small and acceptable error. _en, the problem formulation can be simpliûed as
minimize
g
∥H˚g∥22
subject to ∥H˚q0g − d∥22 < φ,
1([IM ⊗ ΥLi( f )]g)H ([IM ⊗ ΥLi( f )]g) ≥ Ψ∣d ∣2 , ∀ f .
(6.54)
6.7 Frequency domain considerations
Filters operating in the frequency domain are attractive due to their computational eõciency. As an
example, the closed form MINTFormer solution without the WNG constraint (6.46) requires the cal-
culation of a Q × M matrix inverse. On the other hand, its corresponding time domain solution (6.40)
requires the calculation of a Q(L + Li − 1) ×MLi matrix inverse.
For practical equalization, it is necessary to transform the frequency domain design ûlters back into
the time domain. _is can be done explicitly to obtain time domain FIR ûlter approximations which are
then used to carry out equalization in the time domain, or implicitly by equalizing directly in the fre-
quency domain and then transforming the processed signal back into the time domain. Both approaches
suòer from the two main drawbacks of frequency domain ûlter design, which introduce inherent errors.
_e ûrst drawback arises from ûnite sampling in the frequency domain. Coeõcients that lie between
integer frequency bins are equivalent to sinc functions with inûnite support in the time domain, which
are necessarily truncated in practice. FIR ûlter designs commonly ûnd an approximationwith ûnite sup-
port by applying the windowing method or employing algorithms such as Remez exchange to miminize
deviation of the frequency response from the ideal. _e resulting truncation errors have been shown to
be suõciently small to be acceptable for beamforming [158].
_e second drawback arises from multiplications in the frequency domain that translate to circu-
lar convolutions in the time domain. _e diòerences between linear and circular convolutions manifest
themselves as pre-echoes in the equalized signal. A simple technique to reduce pre-echoes is to increase
the FIR ûlter lengths, which yields better approximation to linear convolution. However, since real AIRs
are several thousand coeõcients in length and their corresponding equalizing ûlters have a minimum
length of ⌈(L− 1)/(M − 1)⌉ [101], the ûnal equalizing ûlter can be very long and impractical. As an exam-
ple, an illustrative experimentwas conducted using thewindowing method,where the IDFT of g( f )was
delayed by half the ûlter length for causality and subsequently truncated by applying aHannwindow. For
anAIRwith T60 = 250ms sampled at fs = 8 kHz giving a length of L = T60 fs = 2000 coeõcients, equaliz-
ing ûlters with length Li > 10000 coeõcients were required to avoid perceivable pre-echoes. Alternative
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approaches in the literature include zero-padding the impulse responses [164] and post-processing with
spectral enhancement techniques [165].
In the beamforming literature, equalization is commonly performed directly in the frequency domain
using STFT processing. _e analysis window function, frame lengths and overlap can then be selected
to reduce the aliasing errors, although they cannot be completely eliminated. Alternatively, the use of
oversampledGDFT ûlterbanks have been shown in Chapter 5 to be successful for subbandmultichannel
equalization. _is approach can additionally be extended for joint channel equalization and beamform-
ing.
6.8 Simulations
_eMINTFormer withWNG constraints is considered below for γ ∈ {0, 0.1, . . . , 1} and their robustness
to both channel and DoA estimation errors are evaluated by spatially perturbing the source location.
Channel estimation errors in this chapter therefore arise from spatial mismatch, for example when the
talker or listenermoves his/her head, in contrast to errors arising from inaccuracies in channel estimation
algorithms explored in previous chapters. _e time domain formulation of theMINTFormer from (6.54)
was used to avoid the frequency domain drawbacks discussed in Section 6.7 and instead, provide an upper
bound on the performance. Convex optimization was carried out using the CVX toolbox [166, 167].
In this simulation, a uniform linear array with M = 3 microphones spaced 0.02 m apartwas placed in
a 5× 5× 5m room, centred at 2.4× 2.4× 2.4 m with its end-ûre look direction pointing at 30○ clockwise
from the x-axis. A source was placed 1 m away from the array centre and stepped around at Q = 16
look directions, as shown in Fig. 6.1. _e desired source was selected to be at q0 = 9, corresponding
to a DoA angle of 180○. Full AIRs were simulated using the image method [13, 14] with reverberation
time T60 = 600 ms and truncated to L = 1024 coeõcients due to limitations in processing power. Clean
speech from the TIMIT database were resampled to fs = 8 kHz and convolved with the AIRs to generate
reverberant speech signals. _e desired EIR, d,was selected to be an impulsewith delay τ = L/2 samples.
_eMINTFormer equalizing ûlters were then computed with Li = L, φ = −20 dB and Ψ = −40 dB.
_e ûlter length Li used is larger than theminimum required by theMINT algorithm [101]; this introduces
additional degrees of freedom to accommodate theWNG constraints. Additionally, the MINTFormer
ûlters without theWNG constraints were computed and the resulting WNG for both sets of ûlters were
found for each frequency as
WNG( f ) = ∣g T( f )h˚ q0( f )∣2
gH( f )g( f ) , (6.55)
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Figure 6.1: Acoustic setup, where the black crosses (×) denote the microphones, the blue circles (○) are
the source locations and the ûlled blue circle (●) is the desired source.
It can be seen from Fig. 6.2 that although theWNG constraints were not perfectly met, there is an im-
provement particularly in the lower frequencies. _e deviation from the designedWNG constraint arises
from relaxing the constraint on the look direction response in (6.54). In the remainder of this section,
evaluation is carried out only for the equalizing ûlters designed withWNG constraints.
_e equalizing ûlters’ beampatterns are given in Fig. 6.3, illustrating a clear gain in the designed look-
direction at 180○ in the case of the FSB (γ = 1). _e beampattern for the MINT solution (γ = 0) is not
as well-deûned but this is not surprising given that there are no constraints on the ûlter response in any
particular look direction. In particular, it is interesting that the gain in the look-direction is low, which
suggests that theMINT ûlter exploits the energy from the reected paths more than the direct path. _e
remaining ûlters designedwith 0 < γ < 1 show a gradual shi from theMINT solution to the FSB solution,
as expected.
To evaluate the robustness of theMINTFormer ûlters, the source location was perturbed in steps of
2 cm up to ±1 m along the x- and y-axis away from the desired source location as [160]. At each point,
the AIRswere generated and the channel estimation errors due to spatial mismatchwere quantiûed using
NPM, with respect to the AIRs at the desired source location. _eseNPMs are plotted in Fig. 6.4, where
it can be seen that even a small spatial oòset of 2 cm can lead to large channel errorswith NPM ≥ −10 dB.
_e robustness of the MINTFormer solutions to these errors are evaluated using PESQ, shown in
Fig. 6.5. It can be seen that when γ = 0 (giving the MINT solution), perfect channel equalization was
achieved and the highest PESQ score of 4.5 is obtained at the desired location. However, the MINT is
very sensitive to channel estimation errors and therefore the PESQ rapidly decreases when the source
location is perturbed. At the other end of the scale with γ = 1, the FSB solution is obtained and its design
look direction is clearly visible from the PESQ scores. _e beamformer is not able to achieve perfect
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Figure 6.2: _e blue solid lines indicate the WNG of MINTFormer ûlters designed with a minimum
WNG constraint of −40 dB. _e orange dashed lines indicate the WNG of equalizing ûlters designed
without WNG constraints. Setting γ = 0 yields theMINT ûlters and setting γ = 1 gives the FSB ûlters.
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Figure 6.3: MINTFormer beampatterns, in dB. Setting γ = 0 yields the MINT ûlters and setting γ = 1
gives the FSB ûlters.
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Figure 6.4: NPM (dB) of the AIRs at perturbed source locations. _e black crosses (×) mark the location
of themicrophones.
dereverberation at the desired source location since itsmain lobe is not suõciently narrow to eliminate all
reverberant components. Moreover, the FSB cannot distinguish between the direct path and reverberant
components from the same direction. Instead, the PESQ score is highest at source locations near the
microphone array due to the highDRR of the corresponding AIRs. _e same improvement in the PESQ
score near the microphones is not observed with the MINT solution, which may be explained by the
beampatterns in Fig. 6.3 that do not showmuch use of the direct path. _e remaining results for 0 < γ < 1
show a gradual transition between theMINT and FSB solutions, oòering a compromise between the two
algorithms. For example, at γ = 0.1, an acceptable level of dereverberation can be achieved at the desired
source location with a PESQ score of 3.7 while increasing robustness of the channel equalizer to small
source location errors.
6.9 Conclusion
Two common approaches to multichannel dereverberation are channel equalization and beamforming.
MINT is an example of the former and achieves perfect dereverberation given exact AIRs, but is very
sensitive to channel estimation errors. Beamforming provides moderate dereverberation performance
that is dependent on the spatial properties of the soundûeld, but ismore robust to angle of arrival estima-
tions. Both problem formulations have the sameMISO linear ûltering structure and in thiswork, a link is
established between the two solutions. _eMINTFormer is proposed to jointly optimizeMINT and the
FSB with an independent mixing parameter, yielding a spatially aware channel equalizer. Both time and
frequency domain formulations are explored, andWNG is additionally introduced for increased robust-
ness to spatially uncorrelated noise. Experimental simulations demonstrated that theMINTFormer can
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Figure 6.5: MINTFormer PESQ scores for perturbed source locations. Setting γ = 0 yields the MINT
ûlters and setting γ = 1 gives the FSB ûlters. _e white crosses (×) mark themicrophones’ locations.
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improve the robustness of theMINT channel equalizer to spatial mismatch in the speaker ormicrophone
positions without signiûcant trade-oò in the dereverberation performance at the true source location.
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Chapter 7
Conclusions
_is chapter summarizes the main conclusions of this thesis and outlines some suggestions for future
research.
7.1 Summary of thesis achievements
_e aimof this thesiswas to review anddevelopmultichannel equalizers that are robust to channel estima-
tion errors for blind speech dereverberation. Firstly, novel algorithms were proposed within the channel
shortening paradigm that aim to 1) fully suppress the reverberant tail to zero for dereverberation, and
2) impose partial constraints within the region of early reections to control the amount of colouration
introduced in the equalized signal. Secondly, subband algorithms were proposed to introduce exibility
in the level of dereverberation applied in each subband frequency range, and to simultaneously reduce
computational complexity. In both fullband and subband, it was shown experimentally that increasing
the number of partial constraints in the early reections led to less colouration but it also reduced the
ability of the designed ûlters to suppress the reverberant tail. _is trade-oò occurs since a greater num-
ber of constraints on the equalized impulse responsewas introduced but the length of the equalizing ûlter
remained unchanged. As a result, the available degrees of freedom for fully suppressing the reverberant
tailwas reduced. Finally, spatial constraintswere introduced additionally to channel-based constraints, in
the form of a uniûed framework between channel equalization and beamforming. _e key contributions
in this work are outlined below:
Statistical BSIEmodel and artiûcial BSIE generator _e technique of channel equalization for blind
dereverberation requires prior knowledge of the AIRs, which can be estimated using system iden-
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tiûcation algorithms. In practice, the estimated AIRs inevitably contain SIEs due to background
noise. It is desirable to evaluate the robustness of channel equalizers to such errors using an ideal
evaluation setup where the two stages are cascaded. Unfortunately, there is currently a mismatch
between theNPMof SIEs obtained using existing system identiûcation algorithms and theNPM to
which channel equalizers are robust. In this case, an ideal evaluation setup would not yieldmean-
ingful results. Instead, it would be useful to have an artiûcial SIEs generator that can be adjusted
for diòerent NPM levels. In Chapter 3, the statistics of SIEs associated with two system identiû-
cation algorithms were investigated and two models accordingly developed. _e ûrst model is an
LTASS basedmodel developed using statistics from a supervised system identiûcation algorithm,
studied as a point of interest. _e second is aGMM-basedmodel developed using statistics from a
robust blind system identiûcation algorithm, studied for its suitability for direct use in this research
ûeld. Artiûcial SIEs were generated from both proposedmodels and compared to two widely used
models in the literature against true BSIEs obtained from real estimated AIRs. It was shown both
quantitatively and qualitatively that the artiûcial BSIEs generated using the GMM-based model
were statistically more similar to the true BSIEs, and this model is thereforemore suitable for use
in channel equalizer evaluations.
Perceptuallymotivated robust channel equalizers A robust channel equalizer from the literature is the
RMCLS algorithm developedwithin the channel shortening paradigm,which demonstrates a high
level of reverberant tail suppression in the presence of BSIEs. However, it may introduce undesir-
able colouration in the equalized signal, due to its relaxation of constraints in the early reections
region of the equalized impulse response. In Chapter 4, two algorithms were proposed to extend
RMCLS with the aim of improving perceived speech quality without signiûcantly impacting its
high dereverberation performance. _e proposed R-CIC constrains the initial and largest coef-
ûcients in the equalized impulse response to be the same as a reference estimated AIR while the
proposed R-EC controls the envelope shape of the equalized impulse response in an iterativeman-
ner. Experimental results demonstrated that bothR-CIC andR-ECwere able to reduce colouration
introduced in the equalized signal, leading to improved perceived quality of speech. However, there
is a small trade-oò in the reverberant tail suppression ability compared to RMCLS. _is is due to
the additional constraints introduced by the proposed algorithms in the early reections, which
reduce the degrees of freedom available for minimizing the cost functions. Additionally, WNG
results showed that the proposed algorithms were approximately at with values that are no worse
that −5 dB, indicating high robustness to sensor noise.
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Robust subband channel equalizers Adrawback ofmultichannel equalizers investigated inChapter 4 is
the high computational complexities associated with ûnding the pseudo-inverse of very large con-
volution matrices. Furthermore, thesematrices are generally ill-conditioned, which contributes to
the sensitivity of channel equalizers to SIEs. On the other hand, subband processing is attractive
as it eòectively shortens the AIRs, resulting in smaller matrices that are less ill-conditioned and re-
duced computation complexity. In addition, it oòers the ability to control the dereverberation pro-
cess separately in diòerent subbands. InChapter 5, the subbandRMCLS algorithm is presented and
shown to bemore robust than its full-band counterpart. Within the subband RMCLS framework,
two equalizerswere further developed to independently control the level of equalization applied in
each subband depending on the expected levels of SIEs. _e ûrst proposed algorithm, G-RMCLS,
backs oò dereverberation in subbandswith very high levels of SIEs to avoid introducing additional
distortion in the equalized signal. _e second proposed algorithm, VR-RMCLS, varies the level of
dereverberation applied such that in subbands with low levels of SIEs, the solutions tend towards
theMINT algorithm in order to beneût from the potential of perfect dereverberation at the expense
of robustness. On the other hand, in subbands with moderately high levels of SIEs, solutions that
tend towards RMCLS are applied to increase robustness. It is demonstrated through experimental
results that both proposed algorithms are able to improve dereverberation performance over full-
band RMCLS. Additionally, VR-RMCLS achieves greater suppression of early coeõcients in the
equalized impulse response and improved PESQ scores compared to G-RMCLS, with negligible
detrimental impact on the suppression ability of the late reverberant tail.
Uniûed framework for channel equalization and spatial ûltering Multichannel equalization is an at-
tractive approach to dereverberation for its potential to perfectly recover the clean speech signal.
However, as demonstrated in this thesis, it is very sensitive to channel estimation errors and is
computationally expensive. Another approach to dereverberation is spatial ûltering, which views
reverberation as unwanted signals arriving from all directions other than the source direction, and
accordingly aims to attenuate them. Its dereverberation performance is limited depending on the
spatial properties of the soundûeld, but it is robust to errors in angle of arrival estimations. Both
paradigms employmultichannel ûlter-and-sum operationswith diòering criteria, and are conven-
tionally treated separately. In Chapter 6, a common notation is formulated to establish a uniûed
framework between the two approaches of spatial ûltering and channel equalization. Using the
MINT as an example channel equalizer and the FSB as an example spatial ûltering algorithm, the
MINTFormer is proposed as a spatially aware channel equalizer that jointly optimizes both MINT
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and FSB. An independent mixing parameter is introduced to control the trade-oò between the
dereverberation potential ofMINT and the spatial robustness of FSB. Simulationswere conducted
in a reverberant environment with source perturbations to evaluate the robustness of the algo-
rithms to spatial position mismatch. _e results demonstrate that introducing some spatial con-
straints to the channel equalizer can lead to increased perceived quality of speech in a small spatial
region around the speaker compared to pure MINT or FSB. A potential application is practical
channel-based dereverberationwhere the speaker is not perfectly stationary, e.g. due to small head
movements.
7.2 Future research directions
_is thesis has proposed algorithms that improve both the robustness of multichannel equalizers and
the perceived speech quality of their equalized signals. However, there remain open questions that must
be addressed before channel-based dereverberation can be applied in real world scenarios and within a
reasonable computational processing delay, some of which are listed below. It is hoped that future work
can address these issues towards practical applications.
Blind system identiûcation BSI is a crucial component for channel-based dereverberation and any im-
provements in accuracywoulddirectly improve the dereverberation performance. _eRNMCFLMS
algorithm is a promising approach but suòers frommisconvergence in the presence of background
noise. In the literature, a dual-ûlter approach [121] has been proposed to address this issue. In-
terestingly, it was observed in the BSIE study from Chapter 3 that the RNMCFLMS successfully
estimated larger coeõcients of the AIR with greater accuracy compared to smaller coeõcients in
the late reverberant tail. _is characteristic could be exploited to develop an alternative miscon-
vergence control algorithm.
Sparse channel equalization Using the same observation of the RNMCFLMS behaviour from above, a
sparse channel equalization algorithm could be developed that relies primarily on the larger AIR
coeõcients, known to be estimatedmore accurately.
Adaptive channel equalizer _e algorithms developed in this thesis assume time-invariant AIRs for
simplicity. In the real world, the AIRs are time-varying due to movements in the room or tem-
perature uctuations. Adaptive versions of the channel equalizers discussed in this thesis would
need to be developed to cope with this situation and their performance evaluated with real mea-
surements.
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SubbandNPM estimation A subbandNPM estimator is crucial for the subband equalizers proposed in
Chapter 5. Experimental results from Section 5.6.1 suggest that such an estimatormight be possible
using subband SNR estimates. _e performance of the subband equalizers discussed in Chapter 5
can additionally be evaluated using the resulting NPM estimates.
Generality of the trained subband equalization parameters _e trainedNPM threshold forG-RMCLS
and the trained subband relaxed window lengths for VR-RMCLS have been obtained by consider-
ing a speciûc acoustic scenario. Itwould be interesting to investigate their dependency on diòerent
acoustic parameters such as T60 and source-microphone distances.
Joint channel equalization and spatial ûltering Alternative channel equalization and beamforming al-
gorithms can be explored within the MINTFormer framework that may be more eòective than
MINT and FSB. _eir performance could be evaluated in terms of robustness to both BSIEs and
spatial positioning errors in the speaker and/or sensors. Another research thread could investigate
alternative hybrids to theMINTFormer by combining the channel equalizing and spatial ûltering
cost functions in a diòerentmanner under the common notation developed. Potential applications
for research in this area include joint dereverberation and noise reduction for point sources.
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