Aims. We re-evaluate the correlation between planetary surface gravity and stellar host activity as measured by the index log(R HK ). This correlation, previously identified by Hartman (2010) , is now analyzed in light of an extended measurements dataset, roughly 3 times larger than the original one. Methods. We calculated the Spearman's rank correlation coefficient between the two quantities and its associated p-value. The correlation coefficient was calculated for both the full dataset and the star-planet pairs that follow the conditions proposed by Hartman (2010). In order to do so, we considered effective temperatures both as collected from the literature and from the SWEET-Cat catalog, which provides a more homogeneous and accurate effective temperature determination.
Introduction
The search for exoplanets moves forward at a frenetic pace, and today we know more than 1700 planets in more than 1100 planetary systems. Several works have exploited the information gathered on exoplanet population, shedding some light on the properties of the population as whole (e.g. Howard et al. 2011b; Mayor et al. 2011; Figueira et al. 2012; Bonfils et al. 2013; Marmier et al. 2013; Dressing & Charbonneau 2013; Silburt et al. 2014) . Interesting trends and correlations relating host and planetary parameters emerged (see e.g. Udry & Santos 2007) , and allowed us to better understand the mechanisms behind planetary formation and orbital evolution. However, some of the proposed trends are still waiting for a robust explanation.
One of the most puzzling of the proposed correlations is the one between stellar activity and planetary surface gravity reported by (Hartman 2010, henceforth H10) . Starting from the data collected by Knutson et al. (2010) , H10 showed that for transiting extrasolar planets a statistically significant correlation existed between log(R HK ) and log(g p ), at a 99.5% confidence level. This relationship is of particular interest because it can be connected with the ongoing debate on whether stellar activity can be related with the presence of exoplanets (e.g. Saar & Cuntz 2001; Shkolnik et al. 2008; Poppenhaeger et al. 2011; Poppenhaeger & Wolk 2014) and associated to exoplanet evaporation and evolution (e.g. Lecavelier Des Etangs et al. 2010; Boué et al. 2012) .
In this work we review the log(R HK ) -log(g p ) correlation by collecting the data on published exoplanets on log(R HK ) and stellar and planet properties, and re-evaluate the correlation in the light of an extended dataset. In Sect. 2 we describe how this new dataset was gathered and in Sect. 3 we present our analysis and results. We discuss these results in Sect. 4 and conclude on the subject in Sect. 5.
Gathering the Data
To collect the data we started from the sample of 39 stars of H10, who provide in their Table 2 values for the log(R HK ) and log(g p ) of the planets orbiting them. Using the Exoplanet Encyclopaedia (Schneider et al. 2011 , accessible from exoplanet.eu.), we searched the literature for transiting planets with mass and radius measurement orbiting stars with measured log(R HK ) values. We found a total of 69 new planet-star pairs 1 , which when adding to those of H10 lead to a dataset 2.8 times larger than the original one. Out of these 69, 17 log(R HK ) were listed in the Exoplanet Orbit Database (Wright et al. 2011, exoplanet.org) , while the others were collected from the literature as reported in the Exoplanet Encyclopaedia website 2 .
1 As of 07/07/2014. 2 We note that we could have started our analysis from the Exoplanet Orbit Database but the number of planets and transiting planets listed on both sites showed that the Exoplanet Encyclopaedia was more comprehensive. P. Figueira et al.: Revisiting the correlation between stellar activity and planetary surface gravity The vast majority of works reported only one value of log(R HK ), obtained by co-adding spectra, or reported only the average or median value of the different spectra collected.
3
Several works presented no error bars, and those who did so showed a large range of values, from 0.02 to 0.1 dex; for the sake of simplicity, and to avoid considering error bars only for some of our measurements, we refrained from using them. The planetary surface gravity was calculated from the planetary radius and mass, the later being corrected of the sin i factor. We note that for transiting planets (like those considered for this work) this correction is very small; for illustration the lowest inclination value of 82
o analyzed corresponds to a correction factor of 0.99. We would like to note that the planetary surface gravity can be determined directly from the transit and RV observables (such as the orbital eccentricity, semi-amplitude of RV, orbital period,and planet radius in unit of stellar radius), without any knowledge of the stellar mass value, as shown in Southworth et al. (2007) . We obtained a very small difference (of the order of ±0.005) between planetary surface gravity as calculated using both methods, which indicates that the correlation coefficient does not depend on the particular method used for the calculation of the surface gravity.
The collected values are presented in Appendix A and the updated log(R HK )-log(g p ) plot depicted in Fig. 1 .
The work of H10 considered different sub-datasets, by selecting stars and planets that fulfilled the following conditions:
1A.U., and 4200 K < T eff < 6200 K; 2. 4200 K < T eff < 6200 K; 3. No restrictions.
in which M p is the mass of the planet, a the semi-major axis of its planetary orbit and T eff the effective temperature of the star. The constraint on the planetary parameters were used to select only massive close-by planets, and that on effective temperature to select only stars for which the log(R HK ) index had been calibrated (Noyes et al. 1984) . The evaluation of such conditions required the gathering of these quantities from the literature, a process done also using Exoplanet Encyclopaedia.
When compiling these values, we noticed the T eff values could be different from those used by H10; importantly, the difference could be large enough to change the status of a planethost star relative to the different conditions. So in order to use the most accurate T eff measurements we reverted to the SWEET-Cat catalog , an updated catalog of stellar atmospheric parameters for all exoplanet-host stars. The stellar parameters were derived in an homogeneous way for 65% of all planet-host and are dubbed "baseline parameters". For the remaining 35% of the targets, the parameters were compiled from the literature (and whenever possible from uniform sources). It has been shown that the effective temperature T eff derived by these authors is in very good agreement with that derived using other "standard" methods (e.g. the infrared flux method and interferometry), both for the low (Tsantaki et al. 2013 ) and high temperature range (Sousa et al. 2008) . We note that two planets, WASP-69 b and WASP 70 b are still not listed in SWEET-Cat but had literature values of 4700 and 5700 K respectively, allowing them to satisfy Conditions 1 and 2. As before, all the data gathered and their provenience is presented in Appendix A.
Analysis and Results
Our objective is to evaluate the correlation between the quantities log(R HK ) and log(g p ) and to do so we used the Spearman's rank correlation coefficient, as done by H10. For each correlation coefficient the p-value was calculated, i.e. the probability of having a larger or equal correlation coefficient under the hypothesis that the data pairs are uncorrelated (our null hypothesis). To do so we performed a simple yet robust non-parametric test: we shuffled the data pairs to create an equivalent uncorrelated dataset (using a Fisher-Yates shuffle to create unbiased datasets), and repeated the experiment 10 000 times. The correlation coefficient of the original dataset is compared with that of the shuffled population, and the original dataset z-score is calculated. The p-value is then calculated as the one-sided probability of having such a z-score from the observed Gaussian distribution 4 .
The points selected when applied each of the conditions described in Sect.2 and considering T eff from the literature and SWEET-Cat are plotted in Fig. 2 for both the original H10 dataset and the new dataset. The results derived for each of the datasets and each of the conditions are presented in Table 1 . We note that these values were not corrected for multiple testing 5 , and can be directly compared with those of H10. The correction for multiple testing would lead to an increase in p-value, an increase which depends on the estimated number of independent trials done and on the correction method used.
For the previously published H10 data, we could recover very similar values of correlation coefficient and p-value. However, when applying Condition 1 and 2, the correlation coefficient values depend on the source for the effective temperature constraint for the star. The correlation coefficient is the highest for Condition 1 and the lowest for Condition 2, for which pvalues above 3% cast serious doubt on the presence of the correlation. For the 2014 data, the correlation coefficients are always lower, in the range 0.21-0.47 in contrast with the previous val- Fig. 2 . Planetary gravity log(g p ) as a function of activity index log(R HK ) for the dataset studied in H10 only (left panels) and the full one studied in this work (right panels). The two rows represent the conditions when using T eff from the literature (upper panels) and from SWEET-Cat (lower panels); the markers represent the three conditions considered: squares represent Condition 1, filled circles Condition 2 and open circles the whole dataset, i.e. Condition 3. ues of 0.29-0.69. With p-values smaller than 1%, the correlation seems significant, except for the application of Condition 1 and 2 using literature values for stellar effective temperature.
In a nutshell, the analysis of data reveals that the correlations are in general still present in the extended 2014 dataset, even if with lower correlation coefficient values. However, these correlations are not significant for all the conditions tested, depending in particular on the choice of effective temperature constraint. 
Discussion

Interpretation of the values and validity of the hypothesis
Before we dwell on the interpretation of the results obtained with our extended dataset, it is important to note that the correlation coefficient values obtained from it are systematically lower than those of H10. To understand to which extent these different values are compatible, we estimated the probability of obtaining the correlation coefficients of H10 by a chance draw from our current extended dataset. To do so, we selected from the 2014 dataset 39 random log(R HK )-log(g p ) pairs 6 , the number of datapoints present in H10. We repeated this procedure 10 000 times and compared the distribution obtained with the value originally obtained by H10. After applying it to the whole dataset (i.e. Condition 3), we applied the same methodology for the stars selected using Condition 1 and Condition 2; using SWEET-Cat temperatures for this procedure, we selected 19 (or 22) out of the 49 (or 80) pairs available. The results are plotted in Fig. 3 . The z-scores of the values using H10 data for the three cases of Condition 1, Condition 2 and Condition 3 (i.e. the whole dataset) were of 1.30, 0.27, and 1.52, and assuming a Gaussian distribution these correspond to a probabilities of 9.8, 39.5 and 6.4% of having drawn an equal or larger value from the mock pairs distribution. The values obtained for the whole dataset and the stars selected using the different conditions were thus high when compared with the expected value from the distribution, but the associated probabilities were still large enough to consider it as a chance event. We note also that these probabilities do not correspond to independent events and their intersection is not the product of the three, and can be as high as the smallest of the three, 6.4 %.
Even though the analysis of H10 is thus compatible with the one presented here, the best estimation of the correlation coeffi-cient is obtained with our extended dataset, with a value significantly lower than presented before. We note that the Spearman's rank correlation coefficient provides a measure for the concordance when ordering two variables, to which a p-value must be associated in order to understand how likely the correlation coefficient can arise from a chance event. The correlation coefficient corresponds to the Pearson's correlation coefficient of the ranked variables; squaring the correlation coefficient we obtain the coefficient of determination r 2 , which we can equate to the explained or shared variance. So when we move from H10 dataset to the one presented here, the shared variance of the ranked variables decreases from 20% to 7%. However, it is important to recall that at this point we are referring to ranked variables, and it is hard to evaluate how this translates to our variable values prior to the ranking.
An important point to note from Table 1 is the different number of stars selected when applying the different conditions. Since T eff from different sources can vary appreciably, selecting a different T eff origin for the Conditions can produce an appreciable difference in the number of stars selected; for instance for both HAT-P-32 b and WASP-7, the difference is of 200 K. As a consequence the correlation coefficients change when one uses temperature cut-offs from different sources. One can see that when applying the conditions to H10 data, the removal of a single point leads to different correlation coefficients: 0.50 vs. 0.69 for Condition 1, and 0.29 vs. 0.41 for Condition 2. Interestingly, for both datasets the largest values are obtained for Conditions based on SWEET-Cat temperatures. Performing the selection using a more accurate temperature determination should lead to a stronger correlation if one exists in the underlying data, and this can be seen as evidence for the presence of a correlation. However, this interpretation is complicated by the fact that log(R HK ) depends on the third power of the (B−V) value of a star, which in turn depends on the T eff (see e.g. Sousa et al. 2011) . This might introduce non-obvious bias in the data, and the reader is cautioned about the limitation of such unguarded interpretations.
A related issue is the validity of the T eff boundaries chosen for the application of the two different criteria. The value of 4200 K is strictly in line with the R HK index calibration limits (Noyes et al. 1984) , but it might be over-optimistic given the difficulties at deriving precise parameters, especially for late K and early M stars (e.g. Neves et al. 2012; Tsantaki et al. 2013 ). So we note that stars with temperature similar to the lower limit of the calibration are particularly prone to be misclassified.
Attaching a single activity value to a star is a clear simplification of the issue, because the activity index value of a star varies throughout its activity cycle. As an example, Sun's activity index log(R HK ) ranges from a minimum of -5 to a maximum of -4.75 during its 11-years activity cycle (e.g. Dumusque et al. 2011) . Since many of the values reported for log(R HK ) in our study are obtained from a single observation, we caution that they might not be representative of a given star and a reobservation of these stars at different epochs for coverage of a full activity cycle might ultimately lead to different correlation coefficients. However, given the relatively low scatter expected to be introduced by it, this could not explain the measured index variability. Along the same line, recent studies have demonstrated that a large number of stars have a higher activity level than that of the Sun. For instance, 67-75% of the 150000 main sequence stars monitored by the Kepler satellite show a lower activity cycle than our host (Basri et al. 2013 ). In line with these studies, and as can be seen from Fig. 2 , most of the stars in our sample exhibit an activity level below -4.75: 34 of the 49 (69 %) selected using Condition1, 61 of the 80 (76 %) selected using Condition 2, and 85 of the 108 (79 %) selected using Condition 3 (i.e. the full dataset) 7 . If one divides each of our samples using this activity cutoff, the lower-activity group still displays significant correlations while the group composed of more active stars does not, with p-values in excess of 30 %, as a consequence of small-number statistics.
One can also wonder to which extent can the radius be measured accurately for planets orbiting active stars. Some recent studies have shown that such determinations are bound to face some difficulties. The stellar spots which are non-occulted during the planetary transit can lead to an overestimation of the planet's radius determination of up to 3% Czesla et al. (2009) , while the occulted stellar spots during the transit can cause an underestimation on the planet's radius determination of up to 4% Oshagh et al. (2013) .
8 This error on the planet' radius could lead to an error of 0.05 on the log(g p ) estimation. Since the range of values of log(g p ) is larger by more than one order of magnitude than the estimated error, we conclude that the sunspot's effect on the planetary density cannot be at the root of the correlation studied in this work.
Biases of the data and correlation between other variables
An important point already discussed in H10, is that of an observational bias of the sample. This hypothesis was discarded based on the fact that planetary mass and radius (among other parameters) showed a less significant correlation with the activity index. We re-evaluated this point by calculating the correlation between each of these parameters and log(R HK ) following the procedure described in Sect. 3. For each case we considered the complete dataset and the restricted datasets according to Condition 1 and 2. We present the corresponding results in Table 2 . The most significant correlation between the Mass and activity index occurs at 0.5% and corresponds to Condition 1, while Radius and activity do not present a significant correlation for any of the conditions. 7 We note however that the detected planets are affected by selection bias, and their host properties might not reflect those of stars on the solar neighborhood. 8 Note that the upper limit on the underestimation/overestimation on the planet radius estimation was obtained for the case of the maximum Sunspot's filling factor, as measured during the maximum activity phase of the Solar cycle.
We tried to understand to which extent the measured correlations between Mass/Radius and the activity indicator could lead to the presented correlation with planetary surface gravity. With this aim we performed a simple test, which without being fully conclusive, is illustrative. We created mock distributions of 3 variables X, Y and Z which represent the activity index, the Mass, and the Radius, respectively. The activity index distribution X was represented by a standartized Gaussian distribution of N points, while the other two were created by selecting a slope and adding Gaussian noise such that the Spearman's rank between ρ(X,Y) and ρ(X,Z) delivered the value of our choice. By this procedure we created sets of three distributions with the same number of points N and correlation coefficients ρ(X,Y) and ρ(X,Z) as delivered in Table 2 . We then calculated ρ(X,Y.Z −2 ), in which the latter distribution is analogous to that of the planetary surface gravity (modulus multiplicative constants, which do not have an impact on the correlation coefficient value). Repeating the experiment 10000 times, we concluded that the fraction of data sets with a correlation coefficient between our pseudosurface gravity and pseudo-activity indicators higher than observed were of 1% for Condition 1 and smaller than 0.1% for conditions 2 and 3. Thus, it seems to be very unlikely to draw correlation coefficients as high as in Table 1 starting from correlation coefficients between Mass/Radius and activity indicators as low as those in Table 2 . We stress that this test is more illustrative than definite, as there is a multitude of data pairs and distributions that deliver the same correlation coefficient. However, this simple quantitative analysis is well in line with the discussion of H10, and we have to conclude there is no reason to believe a correlation between the Mass and Radius and activity indicator could explain the high correlation value between planetary surface gravity and log(R HK ).
In addition to these previously explored correlations, we repeated the analysis to explore the one between the activity indicator and T eff . We did it using SWEET-Cat temperatures, and present the results in Table 2 . Very interestingly, effective temperature and log(R HK ) show a significant anti-correlation with value from 0.37 to 0.51, depending on the condition. Interpreting this correlation, and how it relates with the planetary gravityactivity correlation, is far more complicated. The activity indicator is, by construction, an instrument and effective temperatureindependent ratio. The latter property is obtained by dividing the flux at the center of the Ca II line from that on the continuum, and correcting both line and continuum flux from their (B − V) or effective temperature dependence. For more details the reader is referred to Noyes et al. (1984) . However, a bias in the calculation as we move from instrument to instrument, or pipeline to pipeline, might introduce systematic biases in the activity indicator values, biases which will have an impact on the correlation studied here. For instance, the persistence of a dependence of log(R HK ) on T eff might lead to a bias of the planetary parameters. In particular the well-known dependence of radius anomaly on effective temperature (e.g. Laughlin et al. 2011 ) and the dependence of planetary mass on stellar mass via effective temperature (e.g. Lovis & Mayor 2007 ) could find a way into the studied correlation. In a similar way to the T eff , that is expected to be an absolute quantity and shows different results from author to author, the log(R HK ) index might show systematic differences that we unfortunately cannot explore by recalculating it in an homogeneous way, due to both the unavailability of most of the spectra and the gigantic task which is attempting an homogeneous reduction across such a range of instruments and spectra.
Previous works that evaluated the log(R HK ) distribution for a large number of stars reached different conclusions on the cor-relation found here. Henry et al. (1996) , could not find a dependence of activity level on effective temperature (see their Fig. 6 and associated discussion for details), while Lovis et al. (2011) presented opposite evidence from HARPS data. The latter authors noted that log(R HK ) values for G stars cluster around -5.0, while for K dwarfs they spread over the range from -4.7 to -5.0. The authors then noticed that this is in line with a slower decrease of activity with age as noted by Mamajek & Hillenbrand (2008) . The disagreement between studies raises important questions; how can a large correlation be present in our sample while it is not for other samples is not obvious. This can be understood in two ways. First, the correlation between activity and effective temperature might be a consequence of the correlation between activity and planetary surface gravity. The existence of a dependency of activity on effective temperature would introduce a correlation with the latter. Alternatively, the causality might go in the other direction: the correlation between effective temperature and activity might introduce a correlation between surface gravity and activity. This would have to happen through another channel than only affecting the values of planetary Mass and planetary Radius of the sample; as we saw, the correlation between either of them and activity is very unlikely to accound for the high value of planetary surface gravity and activity index. An alternative would be an indirect effect of the planet on the activity level of the star, an effect which would depend on the effective temperature, for instance. As we see, this is an extremely involved issue and to fully address it one should dispose of a homogeneously derived activity indicator sample and preferably a control group of starts without planets.
The work of H10 had already discussed several possible explanations of the correlation found; these ranged from environmental effects acting on the planet, like extreme insolation and evaporation, or feed-back mechanisms into the star resulting from the proximity of the planet, like enhanced stellar activity. None of these can be robustly refuted, which makes the assessment of the existence of the correlation the more interesting. During the last stage of refereeing process we were informed of a contemporary theoretical work that proposes a new explanation for the correlation evaluated here. Lanza (2014) argue that the correlation is due to the absorption by circumstellar material ejected by evaporating planets. Planets with lower atmospheric gravity have a greater mass loss being thus associated to a higher column density of circumstellar absorption, which in turn leads to a lower level of chromospheric emission as observed by us.
We would like to finish this section on a note to the ongoing existing transiting planet follow-up campaigns: we encourage the publication of log(R HK ) values instead of S index values. In this way the activity can be compared between stars and instruments, and more general trends like the discussed here can emerge. We also encourage the presentation of upper limits in the case of a non-detection of Ca II emission, so that a tobit-like analysis (e.g. Figueira et al. 2014 ) can be performed.
Conclusions
We present an updated analysis on the correlation between stellar host activity as measured by the index log(R HK ) and orbiting planetary surface gravity. An updated dataset roughly 3 times larger than the original one shows significant correlation as delivered by Spearman's rank correlation coefficient, but with lower coefficient values. These values are compatible with those of H10 when considering small-number statistics on the current data, showing that the two datasets are not significantly different.
The correlation is recovered for star-planet pairs selected using the different conditions proposed by H10. Remarkably, the usage of the more homogeneous and accurate SWEET-Cat temperatures lead to larger correlation coefficient values. This can be interpreted as evidence for the existence of a real correlation in the data, but more complex dependencies might lurk within due to the dependence of the activity index on the effective temperature, of which we highlight importance and relation to the surface gravity-activity index correlation.
Several additional effects on top of those discussed by H10 were considered, but none fully explains the detected correlation. The very recent and contemporary work of Lanza (2014) provides the best explanation to date. In light of the complex issue discussed here, we encourage the different follow-up teams to publish their activity index values in the form of log(R HK ) index so that a comparison across stars and instruments can be made. 
