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1. INTRODUCTION 
In this paper we consider nonlinear elliptic boundary value problems 
(BVPs) of the form 
Lu =f(x, lb vu> in a, 
Bu=g on aa, 
(l-1) 
where L is a linear, second order, uniformly elliptic differential operator, B is 
a first order boundary operator, and B is an unbounded domain of R" with 
boundary 8~2. Our main purpose is to prove the existence of classical 
solutions. We also show that a solution which tends to zero as 1x1 tends to 
co is unique. More explicitly, if f satisfies a Nagumo condition 
(Assumption A(a) in Section 2) and if (1.1) has a supersolution a0 and a 
subsolution u,, such that u, < ZJ,, Theorem 3.4 establishes the existence of a 
maximal solution and a minimal solution in the order interval [u,, a,]. Iff is 
also strictly monotonically decreasing in U, or is monotonically non- 
increasing in u and satisfies a local Lipschitz condition in VU, Theorem 4.1 
establishes the existence of a unique solution of (1.1) tending to zero as 1x1 
tends to co. These results are then applied in Section 4 to establish specific 
existence and uniqueness criteria. 
The existence results are essentially known in the case of bounded 
domains. We refer the reader to the work of Nagumo [lo], Ako [2], Amann 
131, Amann and Crandall [4], and the survey paper of Schmitt [ 151, where 
an extensive bibliography is given. 
In the unbounded domain case, the existence results are known for some 
special cases. When f is independent of Vu, the existence of a maximal and a 
minimal solution was established by the author in [ 1 l] under more 
restrictive assumptions on f involving monotonicity with respect to u. In [2] 
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Ogata established the existence of bounded solutions in exterior domains 
when f is assumed to be bounded in fi x R. 
For the case when f has a linear growth in VU, we refer the reader to Bose 
[5] and Meyers and Serrin [9]. 
2. PRELIMINA~BS 
Let a E (0,l) be fixed. Denote by J2 an unbounded omain of real n-space 
R” with boundary 8Q and closure fi. 
Let Cm+u(.EQ M = 1,2 ,..., denote the usual Holder space, namely 
Cm+=@) = {u: 0 + lR/u E Cm+a(&?) for every bounded subset M c Q}. The 
norm in this space is denoted by ]] ]lrn+=. We denote by L the real 
differential operator 
LU = - ~ Uij(x) D,D,u, 
i,j= 1 
with symmetric coefficient matrix. We suppose that al, E C”(a). The 
operator L is assumed to be uniformly elliptic on every bounded subdomain 
of a. 
We denote by j? E C’+n(XI) an outward pointing, nowhere tangent vector 
field on XI. Then we consider boundary operators of the form 
where either 6 = 0 and b, = 1 (Dirichlet boundary operator), or 6 = 1 and 
b, > 0 (Neumann or regular oblique derivative boundary operator). 
Letf:dx II?“+’ --) R and g: 80 --t IR be given functions. Then we consider 
BVPs of the form 
Lu = f (x, u, Vu) in a; 
Bu=g on aa, 
P-1) 
where Vu = (Dl u, D, u,..., D,u) denotes the gradient of u. By a solution of 
(2.1) we mean a function u in d such that u E C’+“(fi) and satisfies (2.1) 
identically. 
The functions f, g, and b, are required to satisfy the following conditions. 
Assumptions A. (a) f(x, t, s) E C”(.Q x R x W”), and is continuously 
differentiable in s and t. 
505/41/3-4 
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(b) For each bounded domain Mc 8, there exists a continuous 
function pMj : [0, co) --t [0, co) such that 
If(x, U,P)l <P,(U)(l + IPI*) E M, u E R P E R”, 
(c) b,, g belong to C’-‘+*(832). 
DEFINITION 2.1. A function U: 6-t R is called a subsolution of (2.1) if 
u E C*+“(n) and 
Lu <f(x, u, Vu) in 8; 
Bu<g on ?M2. 
Supersolutions are defined by reversing the above inequality signs. 
3. EXISTENCE OF SOLUTIONS IN EXTERIOR DOMAINS 
In this section we assume that R is an exterior domain with boundary XJ 
of class Czta. 
Let a > 0 be such that {x E I?“: 1x1 > a} c R. The following notation will 
be used: 
nb = {x E a: 1x1 < b}; 
s, = {x E IF?” : Ix\= b}; 
D,,, = C* + a(fi&, b > 0. 
LEMMA 3.1. Let the operators L, B, and the functions f, g, satisfy the 
conditions specified in Section 2. Zf there exist a subsolution u,, and a super- 
solution u, of (2.1) such that u, < u, on d then there exist sequences of 
functions uJ and vj on d with the following properties for all j > 1: 
6) Uj, Vj E Da,a+j; 
(ii) LUj -f(X, uj, VUj) = 0 = LU, -f(X, Uj, vUj) in R,,,; 
BU,= BVj= g on 80; 
uj=ug,vj=vg on so+j9 
(iii) vo~v,~...gv,_,fvn~...~uUn~un-,g...~u,~uu,on6; 
(iv) Zf u is any solution of 
Lu = f (x, u, Vu) in Q,+j; 
Bu=g on XJ 
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satisfying 
vo G u < uo on aa+,, 
then 
0, < u < u, on 3i,+,, 
ProoJ Since v, is a subsolution and u. is a supersolution of the BVP 
Lu = j-(x, u, Vu) in R, +j; 
Bu=g on 13.0; (3-I) 
u = u, on Sa+j9 
satisfying v. < u. on s2,+j, known results [3,4, IS] for bounded domains 
imply the existence of a maximal solution U, E C2+a(D(l+,) of (3.1) such 
that if u is any solution of (3.1) satisfying v. < u Q u. on DO+/, then 
VO < U < Uj < VO on .Oa+j Let u, be the extention of U, to fi defined by 
q(x) = uo(x) for 1x1 > a +j. 
To construct vi, we note first that u. is a supersolution and v, is a solution 
of the BVP 
Lu = j-(x, u, Vu) in n,,j; 
Bu=g on 80; (3.2) 
u = v. on Sa+j. 
Hence the results in [3,4, 151 imply the existence of a minimal solution Vi 
such that if v is any solution of (3.2) satisfying v. ( v < u, on Qa+j, then 
VO< Vj<V<Uo on 3i(2+j. Let v, be the extension of V, to d defined by 
vi(x) = vo(x) for Ix] > a +j. It is then clear that the sequences { uj}, {v,} 
satisfy properties (i) and (ii). 
We note that the function Uj+, is a subsolution of (3.1) satisfying 
0, < u,+~ <u. on ‘RTp+,. Then the BVP (3.1) has a solution wj satisfying 
u,+~ < w, < u, on fJ,+, by the results on bounded domains. But u, is a 
maximal solution of (3.1) on fiO+i: Hence uj+, ( wj < uj on Ji(l+j. Similar 
arguments how that Vi < vj+, on R,+j. 
(3.1) satisfying v. ( v, < u. on fia+,. 
We also note that vj is a solution of 
Then the BVP (3.1) has a solution Zj 
satisfying vj < zj < u,. The maximality of the solution u, then implies that 
Vj<Zj<Uj<UO on fia+j. Using the definition u,, vi we can then conclude 
that condition (iii) is satisfied. 
Finally, any solution u of Lu =f(x, u, Vu) in a,,,, Bu = g on XJ 
satisfying V. < u Q u. on ~~+j, is a supersolution of (3.2) and is a 
subsolution of (3.1). This existence theorems for bounded domains then 
imply the existence of a solution a, of-(3.2), and a solution y, of (3.1) such 
that v. Q a, Q u, and u < rj & u. on R,,,. The maximality of uj and the 
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minimality of V, them imply that u, < a, < u < 7, Q U, on fia+j. This shows 
that property (iv) is satisfied and completes the proof of Lemma 3.1. 
LEMMA 3.2. Let {z,}gl be a sequence of functions zj: fi-, R such that 
zj E %,a+J~ u0 < z, < u,, on $ and for all j E iN 
LZj =f(x,Zj, VZj) in aa+j, 
Bzj=g on 6%2. 
Let K be an arbitrary positive number and i E N fixed, and let wj be the 
unique solution of the BVP. 
(L+K)w=O in R,+i; 
(1-@w+6~=(1-6)z,+c3~ on Sa+i; (3.3) 
Bw=g on%& jai, 
where v is the outward normal vector on Sa+,. Then there exists a positive 
constant K,, independent of j, such that 
ProoJ We consider the two cases 6 = 0 and 6 = 1. 
(i) 6= 0. Assumption A(c) and the Schauder estimate (e.g., [6]) 
imply that 
II Wjll*+n,lT,+, G C1[IIZjl12+a,S,+~+ II gllZ a,aQl 
for some positive constant C, independent of j, j > i. 
(ii) S = 1. Assumptions A(c) and the Schauder-type inequality (e.g., 
[ 11) imply that 
II W,l12+n,ne+r G G 
[II /I 
2 + II l3ll 1+o,an 
1 +a,S.+i 1 
for some positive constant C, independent of j, j > i. 
It is clear from (i) and (ii) above that the conclusion of Lemma 3.2 will 
then follow if we show that (]z,]]~+~,~,+, is uniformly bounded with respect o 
j. We show this next. 
Let M, Q and R be bounded domains such that So+] c M, Ii? c Q, & c R, 
Rcatz+i+19 aM, aQ and 8R of class C’+“.By hypotheses zi satisfies Lz, = 
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f(& Zj9 VZj) in O,+i+l for all j > i + 1. It follows from an a priori interior 
estimate of Ladyzhenskay and Ural’tseva [8; Theorem 3.1, p. 2661 that 
for some positive costant C, independent of zj. Since ]zJx)] is uniformly 
bounded by hypotheses, the above estimate then implies that {VZ~} is 
uniformly bounded on R. 
Let ujj > i + 2, be the unique solution of the BVP 
LfJ = f(x9 zj(x)9 vzj(X)) inR; 
u(x) = 0 on 8R. 
(3.4) 
Define J(x) = f(x, z,(x), Vz,(x)), which is a uniformly bounded sequence on 
R on account of the uniform boundedness of {zj} and {Vz,}. It then follows 
that for any P > 1, {Il$ll~pcR,l is uniformly bounded. The norm of the 
solution u, of (3.4) in the Sobolev space W;(R) therefore satisfies 
II UjlIW$t) G c4 
for some positive constant C, independent ofj by the LP-estimate of Agmon 
et al. [ 11. With the choice p = n/( 1 - a), the Sobolev embedding Lemma 
shows that 
IIVjlll+a,F~ c511~jllW~UU 4 c5c4 (3.5) 
for some positive constant C, independent ofj. 
Let 8, be the unique solution of the BVP 
LO=0 in R, 
9= Zj onaR,jai+2. 
(3.6) 
Since {zj} is uniformly bounded in 1, the classical Maximal principle for 
elliptic equations implies that ]] #,(]O,K< C, for some positive constant C, 
independent of j. Classical interior Schauder estimates [6] for (3.6) then 
implies that 
II”jll*+a,~G c7IIejllO,K< c6c7 (3.7) 
for some positive constant C, independent of j. 
It follows from (3.4) and (3.6) that 0, + vjis a solution of the BVP 
Lu = f(x, e, , Vz,) inR; 
u = zj onaR’j>i++. 
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However, u = zi also is a solution by hypotheses, and hence zJ = v, + 0, on K 
by the standard uniqueness theorem. It is then a consequence of (3.5) and 
(3.7) that llz II j , +,,a< C, for some positive constant C, independent of j. 
From this and Assumptions A(a) it follows that the function h(x) = 
f(x, s(X), Vz,(x)) satisfies ]]j;]],,c Q C, for all j > i + 2, where C is again 
independent of j. Since z, is a solution of Lz,(x) =3(x) for x E d , we then 
have from the interior Schauder estimate [6] that 
II4lz+u,a~ G3[llz,llo,cJ+ Ilm%.nl 
<C 
for some constant C independent of j. Since Sa+i c M, we conclude that 
~llzjl12+a,S,+,~ is uniformly bounded. The conclusion of Lemma 3.2 then 
follows from the Schauder-type stimates in (i) and (ii). 
LEMMA 3.3. Let the sequence {z,} be as in Lemma 3.2. Then for each 
positive integer i there exists a positive constant C, independent of j, such 
that 
llzjll*+~,i7,+i G c (3.8) 
for all j > i. 
Proof Let w,, j > i, be the unique solution of the BVP (3.3). Define 
fi:dxR xR”+R by 
fj(X, S, t) = f (X, S + Wj, t + VW~) + KWj. 
Then zj - wj is a solution of the BVP 
Lv = J;(x, v, Vv) inR,+i; 
(1-d)D+b$=O on Safi7 (3.9) 
Bv=O on aa 
for all j 2 i. Sincefi satisfies the same regularity and growth considtions asf, 
a recent result of Amann and Crandall, Lemma 4 in [4] implies that there 
exists an increasing function y: R + --t R + such that 
II 41w;~n.+i~ Q YW~W j 2 4 (3.10) 
for all solutions v of (3.9) in the Sobolev space w@,+,), where y depends 
only on the coefficients of L and B, O,, 1, n, and p, and 
C,(v) = %Z K&x9 v(x), Vv(x)) + v(x)YU + lwx)l*)l. 
SEMILINEAR BOUNDARY VALUE PROBLEMS 341 
It then follows from the definition offi and the growth condition on f that 
C,(v) Q yp bR,+I(l v(x) + Wj(-Ml + I wx> at1 
+ Vw,(x)l*Ml + IVv I’) + k I wjWl + I4xIl 
G z,“,: PPn,+,(l v(x) -I- w,(xMl + IVWjWl’) 
+ k I w,Cd + I v(x)ll. 
Substituting v = z, - wj in the above inequality, we obtain 
cj(zj- wj) Q To: [2P(lzjl)(1 +Ivwjj(x12) 
-I- Iz,(x>l +(1 -I- 9 I %(4ll. 
It then follows from Lemma 3.2, the uniform boundedness of {Zj} on fia+i 
for j > a + i, and (3.10) that 
for all j > i, where K, is a positive constant independent of j. With the choice 
p = n/(1 - a), th e o o ev embedding Lemma shows that S b 1 
llzj- WjIll+a,R,+I~KK2~ D4 (3.11) 
for some positive constant K, independent of j. In view of the regularity 
assumptions off, Lemma 3.2, and the estimate (3.1 l), the functions j”,(x) = 
f(X, Zj(X), Zj(X)) t KWj satisfy 
II~ll~.n,+,<&y j>i, (3.12) 
for some positive constant Kj independent of j. Since zj - wj is a solution of 
the linear BVP 
Lu = s/(x> in a,+,; 
~t(14)u=O 
i 
on Sa+j; 
Bu=O on&), jai, 
it follows from the classical Schauder estimates [6] and (3.12) that 
IIZj- Wjl12+a,f2,+,~K4~ j> i, (3.13) 
for some positive constant K, independent of j. The conclusion of Lemma 3.3 
then follows from Lemma 3.2 and the estimate (3.13). 
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THEOREM 3.4. Under the hypotheses of Lemma 3.1, the BVP (2.1) has a 
maximal solution 12 and a minimal solution 2, v,,(x) < u’(v) < t?(x) < u”(x) on 
b; i.e., if u is any other solution of the BVP (3.1), with v,,(x) Q u(x) < u,,(x) 
on fi, then u’(x) < u(x) < r.?(x) on 6. 
Proof. Let { uj} and {v~} be the sequences in Lemma 3,l. Let u^, zidenote 
the pointwise limits; i.e., 
z?(x) = fi”m Uj(X), u’(X) = J’E Vj(X), x E ST, 
The above limits exist by the monotonicity of the sequences considered. We 
show next that u^ is a solution of the BVP (2.1). The proof for u’ is similar, 
First note that the sequence {zj} in Lemma 3.3 and Lemma 3.4 can be 
replaced by the sequence {u,}. This follows from properties (i) and (ii) of 
Lemma 3.1. By Lemma 3.3 there exists a positive integer K, independent ofj, 
such that 11 u j 2+(l,IT,+, < K for all j > i, i = 1,2 ,... . The compactness of the 11 
injection CZ+a(J2n+ i) + Cz(fiQ+ J then implies that {uj: j > 1 } has a subse- 
quence {uf } which converges uniformly in the C*(fi=+ r) norm to a function 
12 on fi*+i. Define uy = u, for convenience and define {uj} inductively to be 
a subsequence of &j- ’ } which converges uniformly in the C2(fiG+,) norm to 
a function ui on SZa+l, i = I,2 ,... . Obviously, G(x) = u’(x) if x E fia+i. For 
any bounded domain M c R, M c 8, + I for some integer i, and hence the 
diagonal sequence (ui, j > i} converges uniformly in the C’(@) norm to u^ on 
fi. In particular u$ and Lu’; converge uniformly on &? to u^ and Lu^, respec- 
tively. It is also clear that B$(x) converges to Bu^(x) for each x E 8~2. Since 
Luj(x) =f(x, z&x), V~(X)) by Lemma 3.1, it follows that u” satisfies 
Lu^ =f(x, u”, VzZ) in Q, Bu^ = g on 852, and is of class C”(@). That 
u E c*+“(lG) f 11 o ows from a standard regularity argument based on 
Schauder estimates. Since v,(x) < 4(x) < z+(x) for all x E d and for each 
j = 1, 2,..., the function u^ also satisfies r+,(x) < G(x) < u,,(x) on 0. 
Finally, let u be any other solution of the BVP (2.1) satisfying v0 < u < u0 
on d Then for any j, u, is a supersolution and u is a subsolution of the BVP 
(3.1), and known results for bounded domains imply the existence of a 
solution U of (3.1) such that 
u(x) < U(x) < %(X) on Qa+j. 
But u,,by construction, is a maximal solution of the BVP (3.1). Hence 
44 < W) Q uj(x) < h(x) on .iao+, and, consequently, u(x) < G(x) < u,,(x) 
on d Corresponding statements for u’(x) follow from similar arguments. 
This completes the proof of Theorem 3.4. 
COROLLARY 3.5. Assume f, g, and b, satisfy Assumptions A. 
Furthermore, assume that f(x, 0,O) > 0 in 0, and g(x) > 0 on 80. Then, a 
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necessary and suflcient condition for the existence of a non-negative solution 
of (2.1) is the existence of a non-negative supersolution u0 of (2.1). 
The poof follows easily from Theorem 3.4 by taking v0 E 0 on a. 
COROLLARY 3.6. Assume f, g, and b, satisfy Assumptions A. 
Furthermore, assume that f (x, up) > 0 for all x E R, u > 0, and p E I?“; 
and g(x) > 0 on 30 with the strict inequality holding for at least one point 
x E aa. Then, a necessary and suflcient condition for the existence of a 
solution u of (2.1) satisfying u(x) > 0 in B is the existence of a non-negative 
supersolution 24, of (2.1). 
Proof Let u be the non-negative solution of (2.1) in a implied by 
Corollary 3.5. Since Lu = f (x, 24, Vu) > 0 in aoti for every positive integer i, 
and since Bu = g > 0 on X!, and u = u0 > 0 on S,, i with the strict 
inequality holding for at least one point x E 8~2, +i, the maximum principle 
for elliptic equations implies that u(x) > 0 throughout a,+ i, and since i is 
arbitrary, u(x) > 0 throughout a. 
4. EXISTENCE AND UNIQUENESS CRITERIA 
In this section we derive sufficient conditions on the coefficient f and the 
data g which guarantee the existence of solutions of (2.1) satisfying certain 
conditions at infinity. Specifically, we derive criteria for the existence of 
bounded solutions, and solutions tending to zero at infinity. It will be shown 
that a solution tending to zero at infinity is unique when f(x, u, p) is nonin- 
creasing with respect to u and satisfies a local Lipschitz condition with 
respect o p. 
Let A(x) and Q(x) denote the functions detined by 
A(X) = 1x1’ i$‘l ait/ k auxixj = 2 au/Q, 
i,j= 1 i=l 
where 
Q = ( Jl aijXixj)/lx12* 
It is clear that 1 <A(x) < 00 for all x E a. 
LEMMA 4.1. Let G be a bounded subdomain of Q. Assume f(x, u, p) is 
non-increasing in u for each x E G, p E R”, and satisfies a Lipschitz 
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condition with respect top on each compact subset of c x R x R”. If u, v are 
functions of class C’(C) satisfying 
(1) Lu <f(x, u, Vu) in G; 
(2) Lo >f(x, v, Vu) in G; 
u<v+M on 8G, 
where M > 0 is a non-negative constant, then 
u<vtM on G. 
Proof: We consider first the special case where one of the inequalities (1) 
and (2) above is a strict inequality. It is enough to assume M = 0 since 
L(v +A4) =Lv > f(x,v,Vv)>f(x,v + M V(v tlu)). 
If w = v - u 2 0 on 8G and w < 0 at some point in G, then w has a negative 
minimum at some point x, E G. Since Vu(x,) = Vv(x,), we obtain 
W%) >f(xv v(xo)9Wxo))-ff(x9 u(xo)~wxo)) 
=f(x, 4x,), Wx,)) -f(x, 4x,)9 Wx,)) 
But Lw(x,) < 0 since x0 is a point of minimum of v in G. This contradiction 
shows that u(x) = v(x) = I&X) > 0 on G. We consider next the general case. 
Assume u < v on aG but u(x) > v(x) for some point x E G. Then a(x) = 
u(x) - v(x) attains its maximum at some point x,, E G. Let E = max,,G a(x). 
Let k be the Lipschitz constant of f on the set {(x, s, p) : 1 u(x) - s I< 1, 
]Vu(x) --pi < 1, x E G}. Choose K > 0 large enough such that KQ(x) > k 
for all x E G. Let R > 0 be a positive constant such that Gc {x : Ix] <R}. 
Let v,(r) be a solution of the equation 
v”(r) = (1 t K) v’(r), O<r<R, (4.1) 
satisfying 0 < v:(r) < 1, and - Minimum [ 1, e/2] < v,(r) < 0 for all 
0 < r < R. Let 4(x) = u(x) + v,(lxl>, x E G. Then u(x) - e/2 Q )(x) < u(x) 
for all x E G, and 
L#=Lu tLv, 
< f(x, U, VU) - Q[v: + W(x) - 1)/r] 
<f(x, u, Vu) - QW + 1)~: 
< f (x, u, Vu) - kv: - Qv: . (4.2) 
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Since k is a Lipschitz constant of f, f(x, U, V4) -f(x, U, VU) > -kv:. We 
then conclude from (4.2) that 
LO < f (x, u, V4) - Qv: 
< f(x9 $4 v4>, (4.3) 
where the last inequality follows from the monotonicity assumption off, and 
the positivity of Q(x) and v:(x) on G. Let br(x) = v(x) + s/3. Then 
4(x> = u(x) + VAXI) G u(x) G $4(x) on aG. (4.4) 
Since 2.4(x0) - v(xO) = E, 
0(x,> = v(xo) + 6 + v,(Ixol) 2 v(xcl) + 42 > h(xo), 
where the last inequality follows from (4.1). 
The function #r also satisfies the inequality 
(4.5) 
L@, = Lv 2 f(x, v, Vv) = f(x, v, V(l) 
2 f(x9 419 V#l) (4.6) 
by the monotonicity off: 
From (4.3), (4.4), (4.6), and the first part of the proof, we conclude that 
o(x) < d,(x) on G. This contradicts (4.5) and completes the proof of 
Lemma 4.1. 
THEOREM 4.2. Assume the functions f and g satisfy conditions 
A, f(x, u, p) is non-increasing in u for each x E Ji, p E F?“, and satisfies a 
Lipschitz condition with respect to p on each compact subset of d x R x I?“. 
Then the Dirichlit problem 
Lu = f(x, u, Vu) in 9, 
Bu=g 0na.Q; (4.7) 
,ljrnm u(x) = 0, * 
has a unique solution provided there exists a subsolution vO and a super- 
solution uO satisfying 
vo(4 G %(X) on LJ, 
lim 
Ixl+to 
[uO(x) - v,(x)] = 0. 
ProoJ The existence of a solution of (4.7) follows from Theorem 3.4. To 
prove umqueness, assume u,, u2 are two such solutions. For any E > 0 there 
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exists R > 0 such that /u,(x) - u,(x)1 < E for all x E R n {x : (xl> R). Let 
G= {x:]x]<R}nR and apply Lemma 4.1 to conclude that 
l%(X) - u*(x)1 < E f or all x E G, and hence for all x E d Since E > 0 is 
arbitrary, u, = a2 on d 
As a simple application of the above results, consider the BVP 
-Au = f(x, u, Vu), 1x1 > 1, 
l.4 = g, (XI = 1, 
(4.8) 
wheref, g satisfy Assumptions A and B. 
COROLLARY 4.3. The BVP (4.8) has a maximal solution t?(x) and a 
minimal solution u(x) satisfying 
0 < u(x) < i(x) < c (xyl*-n+c, I4 > 1, 
tf the following conditions hold 
(1) f(x, 090) 2 0, 1x1 a 1; 
(2) g(x) > 07 IxI= 1; 
(3) supf(x, C 1x1*-“+E, C*(2 -n + .e)* ]x]*(‘-“+c)) 
Q eC(n - 2 -E) lx]“-” 
for all Jx I> 1, where C = maximum Ixl=l g(x). Zf~<n-2,andf(x,u,~) is 
non-increasing in u for each Ix] 2 1, p E IR”, and satisfies a Lipschitz 
condition with respect top on each compact subset of a X R X R”, then (4.8) 
has a unique solution u(x) satisfying 
0 < u(x) < c IXl*-“+E. 
Proof Let u,(x) = C Ix]*-~+~. Then condition (3) implies that u0 is a 
supersolution of the BVP 4.8. The conclusions then follow from Theorem 3.4 
and 4.2. 
The above corollary applies, in particular, to the problem 
-Au = p(x)u + K ) Vu I*, 1x1 > 1, 
u=g Ix1 = 1, 
(4.9) 
where K is a constant, and p(x) is continuous and of class Ca[a, b] for all 
b > a. In this case conditions (3) of Corollary 4.3 becomes 
sup p(x) < e(n - 2 - E) r* - KC(n - 2 - E)’ r-“+’ 
IxI=r 
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Let E = (n - 2)/2. Then condition (3) applied to BVP (4.9) becomes 
,yr P(X) G 
(n - 2Y [p 
4 - Kcr-‘“-2”*], (4.10) 
In the linear case K = 0, (4.9) is quite sharp in view of the known 
Hille-Kneser criterion. 
5. DIRICHLET PROBLEMS IN UNBOUNDED DOMAIN 
For the case when 0 is not an exterior domain, we require that 0 allows 
the following decomposition: 
There exists a sequence of bounded domains a,, n = 1, 2,..., with boun- 
daries 80, of class C2+a such that 
(1) Q,~Q,+, co for all n = 1, 2 ,..., and 0 = [ R,, 
II=1 
(2) xEX! and Ixl<n implies that xEX2,. 
Such domains include cylinderical and conical domains. 
Consider the boundary value problem 
Lu = f(x, 24, Vu) = 0 in R, 
u=g on 8R, 
(5.1) 
wherefj g satisfy the conditions below 
(a) f satislies Assumptions A(a), (b); 
(b) g is a real-valued function on fi of class C2+u(fi). 
By replacmg the domains Q,+j in the proofs of Lemmas 3.1, 3.2, 3.3, by 
the domains 52/, j = 1, 2 ,..., we obtain 
THEOREM 5.1. Let f, g, 0 satisfy the conditions of Section 5. If there 
exist a supersolution uO and a supersolution v,, of the BVP (5.1) such that 
v,, < u,, on fi, then there exist a maximal solution u^ and a minimal solution u 
of (5.1), v,(x) < u(x) < z?(x) < u,(x) on 6; i.e., If u is any solution of (5.1), 
with v,(x) < u(x) < u,(x) on 8 then u(x) < u(x) Q u”(x) on d 
The proof is very similar to the proof of Theorem 3.4. The details are left 
to the reader. 
Analogues of the results in Section 3 can be easily written down. 
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