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The multi-phase-field approach is generalized to treat capillarity-driven diffusion parallel to the
surfaces and phase-boundaries, i.e. the boundaries between a condensed phase and its vapor and
the boundaries between two or multiple condensed phases. The effect of capillarity is modeled via
curvature-dependence of the chemical potential whose gradient gives rise to diffusion. The model
is used to study thermal grooving on the surface of a polycrystalline body. Decaying oscillations
of the surface profile during thermal grooving, postulated by Hillert long ago but reported only in
few studies so far, are observed and discussed. Furthermore, annealing of multi-nano-clusters on
a deformable free surface is investigated using the proposed model. Results of these simulations
suggest that the characteristic crater-like structure with an elevated perimeter, observed in recent
experiments, is a transient non-equilibrium state during the annealing process.
I. INTRODUCTION
Diffusion in materials results from random motion of
their constituents (atoms/molecules/voids). Aside from
self-diffusion of atoms or molecules within a homoge-
neous body in thermal equilibrium, diffusion is one of
the most frequent transport mechanisms driven by weak
deviations from the equilibrium state, such as a gradient
in concentration or, more generally, chemical potential.
This latter aspect becomes particularly relevant at sur-
faces/interfaces with spatially varying curvature, which,
due to Gibbs-Thompson relation, exhibit a gradient in
chemical potential along the surface/phase boundary. It
is noteworthy that, while the capillarity driven diffusion
at free surfaces is rather well investigated (see e.g. [1–3]),
much less attention has been payed to diffusion at the
boundaries between two condensed phases. This work fo-
cuses on this issue using the phase-field method. In order
to distinguish this type of diffusive transport from grain-
boundary diffusion, in which boundaries are faster tracks
for diffusion of solute atoms, the term ‘phase-boundary
diffusion’ is introduced here to express the capillarity-
driven diffusion in boundaries. A first investigation of a
conserved phase-field model has been carried out by Cagi-
nalp in [4, 5]. Later, a conserved phase-field method has
been used to simulate the evolution of elastically stressed
films [6, 7]. These models, however, are limited to surface
diffusion between two phases. A comparison of the avail-
able phase-field models for surface diffusion is presented
in [3]. In multiphase multi-grain systems, diffusion in
phase-boundaries requires a treatment of multiple con-
served phases at triple and higher-order junctions.
In this work, we present a conserved multi-phase-
field method which is able to describe the capillarity-
driven surface/phase-boundary diffusion in such complex
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topologies, where multiple junctions may be present. The
current method is based on the works reviewed by Gu-
genberger et al. [3] on the two-phase surface diffusion
models and the non-conserved multi-phase-field model
[8, 9]. For the sake of simplicity, here we consider immis-
cible phases without bulk diffusion and phase transforma-
tion, and solely focus on the effects of surface and phase-
boundary diffusion. The present approach can be used to
investigate complex systems for which it is not possible to
obtain an analytic solution or which are simply too large
to be investigated by atomistic methods. One of these
possible scenarios is the solid-phase sintering of many
particles where we can reach beyond the time and length
scales of atomistic simulations. As an example, we apply
our model to study surface and phase-boundary diffusion
of nano-clusters during annealing on a free surface. This
is similar to the experimental work presented in [10]. Fur-
thermore, the construction of the current model allows
the combination of surface/boundary diffusion with dis-
sipative interface diffusion [11, 12], elasticity [13, 14] and
chemo-mechanical coupling [15, 16] effect in the same way
that they are applied in non-conserved multi-phase-field
methods.
The paper is organized as follows. In Sec. I A, a short
introduction into the thermodynamics of phase-boundary
diffusion is given. The equilibrium solution at triple
junctions is discussed in Secs. I B and I C. The phase-
boundary diffusion model is presented in Sec. II. Sec-
tion III compiles the obtained simulation results. After
a brief discussion of the equilibrium interface profile in
Sec. III A, thermal grooving is addressed in Sec. III B.
The late time profiles obtained from these simulations
are then used in Sec. III C to check whether the method
correctly recovers the von Neumann’s triangle relation.
Section III D highlights that the equilibrium behavior at
the junctions is strongly dependent on the conservation
constraints. The evolution of multiple nano-clusters on a
deformable surface is discussed in Sec. III E. A summary
compiles the main findings in Sec. IV.
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2A. Thermodynamics of Surface Diffusion
We follow an approach similar to Mullins [2] and con-
sider a body of single species surrounded by its vapor
phase at constant temperature. The surface is assumed
to be in equilibrium with a finite curvature, κ, and the
interface energy, σ. The curvature is here considered
as the sum of the principal curvatures, κ1 and κ2, with
κ = κ1 +κ2. The vapor pressure, pV , is given by (assum-
ing ideal gas and incompressible solid),
(1)ln
(
pV
p0
)
=
σVm
kBT
κ ,
where p0 is the vapor pressure for the planar surface, kB
is the Boltzmann constant, Vm is the molecular volume of
the solid phase and T is the temperature. The chemical
potential, µ, of an ideal gas can be approximated as
(2)µ ≈ −kBT ln
(
kBT
pV λ3
)
.
In this relation, λ is the thermal de Broglie wave length.
Inserting the vapor pressure, pV , from Eq. (1) into Eq. (2)
results in an expression for the dependency of the chem-
ical potential on curvature,
(3)µ = −kBT ln
(
kBT
p0λ3
)
+ σVmκ .
Considering a body of arbitrary curvature, this leads to
a flux of particles, j, from regions of high curvature to
regions of low curvature,
(4)j = −µ˜c∇sµ
= −µ˜σcVm∇sκ ,
where µ˜ is the mobility of the particles and c the con-
centration of particles per unit area. Here we treat the
surface, s, as an isosurface of the concentration field with
a constant value of c. In a more general concept of multi-
ple species, the interface energy may depend on the com-
position and thus the concentrations may vary alongside
the surface as well. Equation (4) describes the flux of
particles parallel to the surface. The local increase of
concentration of particles per unit area, c˙, is obtained by
taking the surface divergence of j so that
(5)c˙ =
DsσcVm
kBT
∇2sκ ,
where Ds = µ˜kBT is the surface diffusion coefficient.
By multiplying c˙ with the molecular volume, the surface
normal velocity can be obtained,
(6)vn =
DsσcV
2
m
kBT
∇2sκ .
Equation (6) is the basic equation which characterizes
the dynamics of surface diffusion. In non-conserved pro-
cesses, e.g. phase transition, evaporation and condensa-
tion, the surface velocity is often described by a linear
frictional ansatz
(7)vn = −σMκ ,
σβγ
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FIG. 1. The figure (a) shows the three coexisting phases,
α, β and γ that are in contact to each other. θα, θβ and
θγ are the so called contact angles. σαβ , σβγ and σαγ are
the interface energies acting on the triple point x0 alongside
their interfaces. The von Neumann’s triangle (b) visualizes
the equilibrium condition, where the length of the triangle
sides is given by the value of the interface energies.
where M is a mobility coefficient (see [2]). Usually, con-
served surface diffusion and non-conserved phase transi-
tion processes are studied separately. In principle, how-
ever, one can think of situations in which a combination
of both effects determines the surface normal velocity,
(8)vn = σ
(
M˜∇2sκ−Mκ
)
,
in which a second mobility coefficient has been intro-
duced, M˜ . Equation (8) states that the significance of
the two contributions is determined by the coefficients
M˜ and M , as well as the length scale of the process. For
smaller scales, i.e. larger curvatures, the effect of surface
diffusion becomes increasingly more important. It is to
be noted that the dynamics of surface diffusion, Eq. (6),
for the solid/vapor interface is derived under the assump-
tion of an ideal gas. This is a good approximation for a
capillary driven diffusion at a solid/vapor interface at el-
evated temperatures.
B. Not Deformable Surface
A common example of three phases in contact is a liq-
uid droplet, α, on a flat non-deformable solid surface, β,
surrounded by a gas phase, γ. By minimizing the surface
energy, one can obtain Young’s law for the contact angle,
(9)cos θ =
σβγ − σβα
σγα
.
One can see that Eq. (9) does not have a solution for
all possible values of the interface energies. The droplet
can either detach form the surface,
σβγ−σβα
σγα
≤ −1, or
can completely wet the surface,
σβγ−σβα
σγα
≥ 1. More
frequently, however, one has to deal with the case of
partial wetting, described by the intermediate values,
−1 < σβγ−σβασγα < 1.
3C. Deformable Surface
The above consideration becomes more complex for
three deformable phases in contact. At a triple point in
equilibrium, the sum of all forces acting on the point is
zero and the force vectors form a triangle (see Fig. 1b).
Then the law of sines can be applied to express the rela-
tion between the magnitude of the forces and their angles,
θα, θβ and θγ , to each other,
σβγ
sin θα
=
σαγ
sin θβ
=
σαβ
sin θγ
. (10)
This construction for the interface energies is referred to
as the von Neumann’s triangle relation (see e.g. [17–19]).
A comprehensive derivation of Eq. (10) can be found in
section 8.2 of the seminal textbook on molecular theory of
capillarity by J.S. Rowlinson and B. Widom [20]. In the
case of a junction between more than three phases, the
situation becomes more complex. The general approach,
however, is the same and is based on the idea of interface
energy minimization.
II. THE PHASE-BOUNDARY DIFFUSION
MODEL
In the following, we present a model for phase-
boundary diffusion which is driven by the minimization
of the local interface energy. The present approach com-
bines an existing non-conserved multi-phase-field model
with the conserved phase-field models for surface diffu-
sion at two-phase-boundaries. The description of the
referred multi-phase-field model is detailed in two arti-
cles [8] and [9]. Furthermore, a review of surface diffusion
models is given in [3]. In comparison to existing phase-
field models for surface diffusion, the present model can
describe the capillary driven diffusion of multiple phases.
Since the phase-boundary diffusion is the only process
considered here, the volume of each individual phase is
conserved.
A. The Interface Free Energy Density Functional
It is convenient to start with a suitable description
of the free energy, F . The free energy depends on the
spacial configuration of N phase-fields φα (x, t) with α ∈
[1, N ], the spatial position x and the time t. Each phase-
field φα indicates the location of a thermodynamic phase
α, in a way that φα = 1 means phase α is present and
φα = 0 that it is not. Additionally, a sum constrained
for the phase-fields is used,
∑N
α=1 φα = 1. In the case of
phase-boundary diffusion, the phase-field value may be
interpreted as an indicator function of a thermodynamic
phase with a fixed composition and density.
Following the multi-phase-field approach in [8, 9], the
total free energy can be written as a functional F ({φα}).
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FIG. 2. The potential function |φαφβ | from Eq. (12) which
reduces in the case of two phase-fields to |φ (1− φ)| with φ =
φα = 1 − φβ . The dashed curve corresponds to φ (1− φ). It
has no minimum, but tends to −∞ as φ→ ±∞.
This free energy functional is defined through the free
energy densities, fαβ , of the interface between the phases
α and β. The sum of all interface energy densities is
integrated over the volume of interest, Ω,
(11)F ({φ}) =
N∑
α=1
N∑
β=α+1
∫
Ω
fαβ (φα, φβ) dV .
One may add other energy densities into the concept, in
order to include other physical effects. The energy densi-
ties of the interfaces are proposed in a pair-wise manner
between existing phase-fields,
(12)fαβ =
4σαβ
η
(
− η
2
pi2
∇φα · ∇φβ + |φαφβ |
)
.
Here, η defines the width of the transition region be-
tween two phase-fields, e.g., φα and φβ . |φαφβ | is called
double obstacle potential and restricts the value of the
phase-field to the interval [0, 1]. Figure 2 shows a plot
of the double obstacle potential which can be simplified
to |φ (1− φ)| with φ = φα = 1 − φβ in the case of only
two phase-fields. As it can be seen from Fig. 2, the use
of absolute value is necessary to ensure that φ = 0 and
φ = 1 correspond to two equilibrium solutions.
B. The Dynamics of Phase-Boundary Diffusion
The dynamic equations for phase-boundary diffusion
can now be derived by using the variational derivative of
the free energy functional with respect to the phase-field,
(13)
φ˙α = − 1
N
N∑
β=1
∇ · M˜αβ∇
(
δ
δφα
− δ
δφβ
)
F
= − 1
N
N∑
β=1
∇ · M˜αβ∇ψαβ .
4Here, M˜αβ = M˜βα is a symmetric mobility tensor of
the interface between the phases α and β. It is of
fourth-rank with M˜jiαβ = M˜ijαβ , where i and j indi-
cate Cartesian coordinates, i, j ∈ {x, y, z}. Equation (13)
ensures that each phase-field, φα, is conserved. More-
over, since
∑N
α=1 φ˙α = 0, it follows that the sum rule,∑N
α=1 φα(t) = 1, is fulfilled at all times, t, provided that
it is valid at t = 0. In Eq. (13), ψαβ is a generalized
diffusion potential, defined via
(14)
ψαβ =
(
δ
δφα
− δ
δφβ
)
F
= Iαβ − Iβα +
N∑
γ=1,γ 6=α,γ 6=β
(Iαγ − Iβγ) .
The function Iαβ is a shorthand notation for the func-
tional derivative of the free interface density fαβ ,
(15a)Iαβ =
∂fαβ
∂φα
−∇ ∂fαβ
∂∇φα .
(15b)=
4σαβ
η
(
η2
pi2
∇2φβ + ∂ |φαφβ |
∂φα
)
.
It should be remarked here that Iαβ 6= Iβα. In general,
the interface energy, σαβ (nαβ), is a function of the in-
terface orientation which can be determined by using the
interface normal vector,
(16)nαβ =
φα∇φβ − φβ∇φα
‖φα∇φβ − φβ∇φα‖ .
This leads to additional terms in Eq. (15) such as the
Herring torque [1]. For the sake of simplicity, however,
this study is restricted to the case of a constant interface
energy. A comment is necessary here regarding the use of
a three dimensional ∇ operator in Eq. (13) instead of the
surface gradient ∇s (see Eq. (5)). This is a consequence
of the fact that, in diffuse interface approaches such as
the present multi-phase-field model, a strictly two dimen-
sional interface does not exist. Rather, it is replaced by
an interface layer with a finite thickness, η. In the limit of
a sharp interface (η → 0), however, Eq. (13) approaches
Eq. (5). This is ensured by an appropriate choice of the
mobility tensor, M˜αβ , in such a way as to effectively re-
strict the diffusion flux to the directions tangential to the
interface. Diffusion along the normal direction is only al-
lowed in order to keep the phase-field profile stable and
vanishes in the limit of a sharp interface. An asymptotic
analysis of multiple surface diffusion models is performed
in [3]. Here we set,
(17)M˜αβ = M˜αβ (1− aαβnαβnαβ) .
In this way, the tensorial mobility, M˜αβ , is restricted to
the tangential plane of the interface by using the interface
normal nαβ . In Eq. (17), M˜αβ is the scalar magnitude
of M˜αβ and 1 is the unit tensor. Additionally, the func-
tion aαβ interpolates between a purely isotropic mobility
(aαβ = 0) and a pure tangential one (aαβ = 1). Thus, a
flux across the interface is generated only if the interface
is not in its equilibrium shape,
(18)aαβ = limit1
(
η2
pi2
|∇φα · ∇φβ |
|φα| |φβ |
)
.
The operator limit1 restricts the interpolation function
aαβ to the interval [0, 1] with
limit1 (x) =
{
1 x > 1
x else.
(19)
If the sharp interface limit is not of major interest, it is
tempting to use the simpler isotropic mobility tensor,
(20)M˜αβ = M˜αβ1 .
However, it is shown in [3] that an isotropic mobility ten-
sor is less suitable to model the dynamics of surface diffu-
sion. Therefore, with the exception of a single test shown
in Fig. 3, all the simulations reported here are performed
using the non-isotropic mobility tensor, Eq. (17).
C. Simulation Details
It is noteworthy that the derivatives of the obstacle po-
tential, ∂ |φα| /∂φα and ∂ |φβ | /∂φβ , are not continuous
at φ = 0 and φ = 1. Therefore, a so called bent-cable
model [21] is used in order to piecewise interpolate be-
tween the linear derivative of the double obstacle and the
non-linear interpolation at the minima.
The model is implemented inside the open source soft-
ware project OpenPhase (www.OpenPhase.de). A finite
difference scheme with a 27-point stencil [22] is used for
the discretization of the Laplacian in Eq. (15). This high
number of stencil points is used in order to avoid numer-
ical errors. We also tested the method with a 7-point
stencil and the results showed no significant difference
here. This observation is corroborated by similar studies
with a focus on curvature evaluation [23]. The divergence
and the gradient in Eq. (13) are both discretized with a
3-point first order central finite difference scheme. A first
order explicit Euler method is used for the discretization
of the time derivative. Because phase-boundary diffusion
becomes more significant on small length scales, a spacial
discretization of ∆x = 10−9m and temporal discretiza-
tion of ∆t = 10−13s is considered. The surface/interface
energies used in this study are of the order of σ ∼ 1 J/m2,
which is typical for metallic systems. The mobility coeffi-
cient of Eq. (13) is set to M˜αβ = 10
−25m2/Js. This value
of the interface mobility does not correspond to a real
physical system but is necessary to keep the algorithm
stable. Results obtained in this work are thus of generic
rather than material specific nature. To better reflect
this feature, all lengths and times are reported below in
units of ∆x and ∆t. If not otherwise stated, the inter-
face width is set to η = 10∆x. In order to calculate the
5right hand side of Eq. (14), three additional boundary
grid cells for φ are used around the computation domain.
One way to determine these boundary cells is to use pe-
riodic boundary conditions. The volume of the phases is
in this case conserved up to the machine’s roundoff error.
III. RESULTS AND DISCUSSION
The phase-boundary diffusion model is first tested with
regard to the equilibrium interface profile for a spheri-
cally symmetric phase-field in Sec. III A. A detailed study
of thermal grooving is presented in Sec. III B. Assum-
ing that the late time profile obtained from these sim-
ulations is a good approximation for equilibrium shape
of a three phase boundary, it is examined in Sec. III C
whether these simulations are consistent with the von
Neumann’s triangle relation. As an example for the influ-
ence of periodic boundaries, we simulate a 3D tessellation
with octahedra in Sec. III D. In Sec. III E, the annealing
of nano-clusters on a deformable, initially flat, surface is
investigated. The results obtained from these simulations
are discussed in the context of the available literature.
A. Interface Profile
As a very first test, we consider relaxation of the in-
terface towards its equilibrium profile, similar to the test
performed in [3]. In the case of only two phases and a
planar interface, the analytical solution of the interface
profile is known at equilibrium (see App. A). We show
numerically that the phase-field profile obtained from the
planar interface is also a good approximation for the pro-
file of a spherically symmetric phase-field. For two phase-
fields with φα = 1− φβ = φ,
φeq =

1 if r < R− η2
1
2 − 12 sin
(
pi(r−R)
η
)
if R− η2 ≤ r ≤ R+ η2
0 else,
(21)
in which, r is the radial coordinate and R the radius of
the sphere.
Equation (21) is used as initialization for the phase-
field, but with a wider interface width (ηinitial = 2η).
Figure 3 shows the value of φ along the center line of the
sphere for different time steps. In the current set-up, the
phase-field at the initial time, t = 0, is already in a spher-
ical shape, but the interface is wider than the equilibrium
solution. Thus, diffusion is expected to occur only in the
direction normal to the interface. A survey of Fig. 3 re-
veals that isotropic and non-isotropic tensorial mobilities
result in different relaxation rates towards the equilib-
rium profile. This is closely related to the fact that, in
the case of a non-isotropic mobility tensor, the matrix-
elements are chosen such that the transport is mainly
a0 −7.803 ×10−1
a1 10.000 ×10−1
a2 −2.886 ×10−1
a4 8.130 ×10−3
a6 −2.004 ×10−4
a8 3.625 ×10−6
a10 −4.969 ×10−8
a12 5.339 ×10−10
a14 −4.655 ×10−12
TABLE I. Polynomial coefficients of Eq. (22).
allowed along the tangential direction, while it is rather
restricted along the normal direction. In the present set-
up, where the driving force acts only along the normal
direction, this leads to a slower diffusion as compared to
an isotropic mobility tensor, where the diffusion process
is not restricted along any direction.
B. An Example of Thermal Grooving
Mullins has investigated the mechanisms of surface dif-
fusion and evaporation-condensation which lead to the
formation of surface grooves in a polycrystal that is
heated up to elevated temperatures [2]. An initially flat
surface with a grain boundary perpendicular to the sur-
face is considered. For surface diffusion, a first order
approximation of the surface profile evolution,
yM (x, t) = m(Bt)
1
4
∑
n=0
an
[
x
(Bt)
1
4
]n
+O (m2) , (22)
has been obtained for small slopes m and with the pa-
rameter B = µ˜σcV 2m (see [2]). The values for an are given
in Tab. I. The profile of Eq. (22) is shape invariant and
its amplitude, Bt, can not be changed without stretch-
ing it along the x-axis. This solution suggests that the
groove profile increases its amplitude over time without
changing its shape.
In order to examine the analytically obtained results
of Mullins, we consider a quasi-two dimensional set-up,
where three phase-fields are initialized so that they form
a flat surface with an interface perpendicular to the sur-
face (Fig. 4a,b). The evolution of the surface profile is
shown in Fig. 4c. Two of the three phase-fields repre-
sent the solid grains. The third phase-field stands for the
surrounding gas phase, φgas. The surface profile is taken
as the contour of the gas phase with φgas = 0.5, which
is reconstructed with a fourth-order polynomial and a
bisection method. This is necessary to obtain the equi-
librium angles with a suitable accuracy for the following
analysis.
Between the initial and equilibrium configurations, the
triple junction is moving downwards, causing the inter-
faces to bend upwards. Additionally, one can see that the
maximum of this bended interface travels outwards. In
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FIG. 3. Relaxation of the interface profile, across the center of sphere, towards its equilibrium shape with (a) a non-isotropic
and (b) an isotropic mobility tensor. For this study, a two dimensional disk with a radius of R = η and an initial interface
width of ηinitial = 2η has been initialized with η = 10∆x and ∆x = 10
−9m (see Eq. (21)).
a private communication to Mullins [2], Hillert pointed
out that since the flow of matter immediately beyond
the point of inflection is toward the origin, and since
the curve has a fixed shape with enlarging size, there
must be oscillations of the surface profile about the x-
axis. These oscillations are not predicted in the original
paper by Mullins [2] who did not exclude this possibility
but suspected that it would be difficult to observe these
oscillations, due to the decreasing amplitude of the sur-
face profile [2]. The results obtained in the seminal work
of Mullins, who assumes the shape invariance of the sur-
face profile, has been confirmed by numerical solution
of the underlying partial differential equations [22, 24].
Recently, the above mentioned non-monotonic surface
profile has been reported in experiments in the case of
a tungsten polycrystal (see [25] and references therein).
As seen in Fig. 4, the results of the current multi-phase-
field model for surface diffusion provide an independent
numerical evidence for the oscillatory propagation of the
surface profile during thermal grooving. These results
are also in qualitative agreement with two dimensional
calculations based on a variational approach [26].
A comparison of Eq. (22) with the obtained surface
profile (see Fig. 4) shows that Eq. (22) is a good ap-
proximation for early times of the evolution and near the
triple junction. However, our simulation reveals that, the
more the wave front propagates, the flatter its profile be-
comes in comparison to Eq. (22). A profile similar to the
one obtained in this study and the profile obtained by
Mullins albeit without oscillations has been experimen-
tally observed in [27].
Since the oscillation pattern increases in size with time,
it is more probable that they can be observed in the later
stages of thermal grooving. One can however, also not
fully exclude the possible role of thermal fluctuations in
damping the oscillations. In order to investigate this as-
pect for the time evolution of the phase-field variable,
Eq. (13) shall be extended to a Langevin-type equation
including the effect of thermal noise. In addition, on
the surface of a polycrystalline body which maintains
multi grooving junctions, oscillations interfere with one
another. Thus, spacing between the junctions may also
play an important role. This feature is not considered
in the present simulations as well. A detailed investiga-
tion of the effects arising from thermal noise and multiple
grooving junctions is left for future work.
C. Von Neumann’s triangle relation
In this section, we benchmark our results versus
Young’s law at triple junctions. For this purpose, we
take the example of thermal grooving and investigate
the dependency of the equilibrium groove angle on the
grain boundary energy. Here, the equilibrium state is
defined as the steady and quasi time independent profile,
which establishes during late stages of thermal grooving.
In a sharp interface picture, the groove angle is defined
as the angle between the left and right tangent lines of
the surface profile at the triple junction. In close simi-
larity to this, we use the right and left tangents of the
corresponding dual phase contour lines near the triple
junction. In order to improve numerical accuracy, a high
order polynomial interpolation is used to calculate the
tangent lines.
Since Eq. (10) is derived with the assumption of
straight/planar interfaces, the accuracy will depend on
the boundary conditions in the simulation box. In or-
der to account for this fact, the simulation of thermal
grooving has been repeated for different lengths of the
computation domain along the x-direction.
We find that it is possible to obtain a relation be-
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FIG. 4. Evolution of a groove on a surface at a grain boundary by surface diffusion at (a) t = 0 and (b) t = 3 × 104∆t.
Simulation results are visualized by the isosurface of the phase-field for the gas phase (φgas = 0.5) and the two isosurfaces of
the phase-fields representing the two solid grains (φα = 0.5 and φβ = 0.5). The surface energies of both grains, σsurface, and
the grain boundary energy, σGB, are identical with σsurface = σGB = 1 J/m
2. (c) The upscaled surface profile (φgas = 0.5) with
the grain boundary at x = 0. The surface profile is a reconstructed phase-field contour of φ = 0.5, obtained via a fourth-order
polynomial and a bisection method. For comparison, the solid lines show the analytic solution of Mullins, Eq. (22), with
m = 0.057454 and B = 0.00588. The computation domain is discretized with (a,b) 128× 64× 32 and (c) 512× 64× 3 lattice
nodes. Periodic boundary condition is applied in the x and z-directions. The value of the phase-field is fixed at the boundary
normal to the y-direction. Note that there is no z-dependence in this set-up, so that the obtained results essentially correspond
to a two dimensional problem.
tween the size of the computation domain and the equi-
librium angle (see Fig. 5a). With this knowledge, one
can minimize numerical errors and estimate the effect of
the boundary. If one assumes that the surface energy,
σsurface, is the same for both grains, then the groove an-
gle, θ, can be calculated using Eq. (10),
(23)θ = pi − arctan
(√
4σ2Surface − σ2GB
σGB
)
.
The angles calculated by the simulations with the present
method, and those predicted by Eq. (23), are listed in
Tab. II. The same data is plotted in Fig. 5b, highlighting
the close agreement between numerically obtained results
and Eq. (23).
D. Quadruple Junctions
Although the above simulations of thermal grooving
are performed in three dimensions, they are essentially
equivalent to a two dimensional situation due to the
cylindrical symmetry of the set-up (no z-dependence).
For multi-grain (multi-phase) systems in 3D, however,
vertex points (quadruple and higher order junctions) may
also exist in which more than three grains meet. In order
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FIG. 5. The dependency of the contact angle, between the surface and the grain-boundary at a triple junction, on the size of
the computation domain is shown in (a). The equilibrium contact angle for different grain boundary energies σGB can be seen
in (b). The surface energies are constant with σsurface = 1J/m
2. The error bars in (b) are estimated on the basis of (a).
σGB (J/m
2) θvon Neumann (
◦) θsimulation (◦)
0.25 97.2 96.4
0.50 104.5 103.4
0.75 112.0 109.6
1.00 120.0 118.0
1.25 128.7 125.3
1.50 138.6 134.7
TABLE II. The dependency of the contact angle between the
surface of two grains on the grain boundary energy, σGB. The
surface energy is kept constant at σsurface = 1 J/m
2. Simula-
tion results are listed together with the prediction of the von
Neumann’s relation, Eq. (23).
to investigate this type of scenario, a multi-grain set-up is
constructed by dividing the simulation domain into eight
cubes such that only triple lines and quadruple points
form between the grains (see Fig. 6a). By surface mini-
mization, one can see that the grains arrange themselves
into truncated octahedra (see Fig. 6c). The equilibrium
angle between the triple lines at a quadruple junction
is either 90◦, when the lines are connected by a square
plane, or 120◦, when the lines are connected by a hexago-
nal plane. We find that the dihedral angle at a triple line
between two hexagonal planes of truncated octahedron
is roughly 109◦ and the angle between a hexagonal and
a square plane is ≈ 125◦. These are well in line with the
values of 109◦28
′
16” and 125◦15
′
51” expected from geo-
metrical consideration. However, from a generalization of
the von Neumann’s triangle relation to quadruple junc-
tions, one would expect that the system does not form
truncated octahedra and that all dihedral angles have the
same value. The difference between the simulation re-
sults and the prediction of a generalized von Neumann’s
triangle relation for quadruple junctions is probably due
to the conservation constraint in the periodic set-up of
simulations.
It is quite simple, however, to show that the sum of
forces which act alongside the triple lines on a quadruple
point is zero (see App. B).
E. Droplets on a Deformable Surface
An important application of the phase-boundary dif-
fusion model proposed in this work is the simulation of
nano-clusters on free surfaces. In particular, the model
allows to study the entrenching of nano-clusters, reported
in recent experiments [10].
In order to study the influence of the interface en-
ergy on the equilibrium contact angles between the nano-
clusters and the free surface, we have placed a spherical
droplet on a surface and observed its wetting dynamics.
The equilibrium configurations for different interface en-
ergies are shown in Fig. 7. A complete wetting of the
surface, beyond Eq. (10), is visible in Fig. 7c.
The equilibrium configurations shown in Fig. 7 do
not resemble the geometry of the nano-clusters observed
in [10] where elevated perimeters have been observed
which surround the ‘crater-like’ entrenchments of the
nano-clusters. This perimeter can be explained as in-
termediate state of the entrenching process, in a sense
that the entire system is not in equilibrium. This in-
terpretation is confirmed by our simulations, shown in
Fig. 8, where four initially connected droplets on surface
are simulated with identical interface energies. One can
clearly see that the droplets separate from each other and
entrench into the surface. The perimeter is visualized in
Fig. 8b. Thus, the present model is not only able to re-
produce experimentally observed results but also allows
to uncover the transient character of the elevated perime-
ter in the entrenching process. A full investigation of the
multi-nano-clusters on free surfaces is in progress.
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FIG. 6. The relaxation into a tessellation with truncated octahedra at (a) t = 5×103∆t, (b) t = 5×104∆t, and (c) t = 9×105∆t.
The computation domain is divided into eight cubic phase-fields with the same volume. Periodic boundary condition is used
along all the coordinate directions x, y and z. The cubic phases are shifted in a way that there are only triple lines and quadruple
junctions. The dual interfaces are shown with transparent greyish planes and the triple lines with black lines. Additionally,
one phase is highlighted with less transparent planes. The domain is discretized into 64× 64× 64 lattice nodes.
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FIG. 7. The configuration of multiple solid droplets on a deformable surface after t = 106∆t is shown for different interface
energies with (a) σαγ = 0.5 J/m
2, σβγ = 0.75 J/m
2, and σαβ = 1 J/m
2; (b) σαγ = 0.5 J/m
2, σβγ = 1 J/m
2, and σαβ = 0.75
J/m2; and (c) σαγ = 0.5 J/m
2, σβγ = 10 J/m
2, and σαβ = 0.5 J/m
2. The computation domain is discretized by 64× 64 lattice
nodes, periodic boundary condition in x-direction and fixed boundary conditions in y-direction are applied.
IV. SUMMARY
A conserved multi-phase-field model is proposed to de-
scribe the physical effect of surface/phase-boundary dif-
fusion. Starting from the non-conserved multi-phase-field
model [8], a pairwise continuity equation is proposed for
temporal evolution of the surface/phase-boundaries by
curvature-driven diffusion.
The model is applied to investigate the dynamics of
the surface profile during thermal grooving. Simula-
tion results indicate that the shape invariant solution of
Mullins [2] is a good approximation to the early stages
of the thermal grooving process. Moreover, new evidence
is provided for the oscillations of the surface profile, first
proposed by Hillert. Additional simulations of thermal
grooving at variable interface energies are then performed
in order to gain further confidence on the reliability of the
present approach. This is achieved by a check of the late
time profiles obtained from these simulations against the
von Neumann’s triangle relation for equilibrium angles
at a triple junction.
As a forecast on future applications of the proposed
model, the annealing dynamics of nano-clusters on ini-
tially flat surfaces is investigated. The reported crater-
like structure with an elevated perimeter [10] is found to
be a transient non-equilibrium state during nano-cluster
annealing, thus shedding light onto this complex process
from a dynamic perspective. The proposed multi-phase-
field method is generic and can be used to study any
type of surface and phase-boundary phenomena which
contains conserved fields.
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(a) (b)
(c)
FIG. 8. The entrenching of multiple nano-clusters α into a deformable surface β by surface/phase-boundary diffusion with (a)
t = 0, (b) t = 5 × 103 ∆t, and (c) t = 1.5 × 105 ∆t. The interface energies are set to σαβ = 1.4 J/m2, σαγ = 1.4 J/m2 and
σβγ = 2 J/m
2 (γ is the phase surrounding the phases α and β). One of the four clusters has been removed in the plot in order
to show the base area which is colored according to its curvature. The simulation domain is discretized into 128× 128×64 grid
cells.
Appendix A: Static Equilibrium Solution
In the case of two phase-fields with φα = 1 − φβ = φ,
the generalized diffusion potential introduced in Eq. (14)
simplifies to
(A1)ψ =
8σαβ
η
[
η2
pi2
∇2φ+ 2φ− 1
]
,
where we assumed φ (1− φ) ∈ [0, 1] so that the partial
derivate of the obstacle potential (2nd term in Eq. (15b))
reduces to ∂ |φ (1− φ)| /∂φ = 2φ− 1.
Using this information, one finds that the equilibrium
solution of Eq. (13) for a planar interface, situated at
x = 0 between two phases, is identical to Eq. (21) with
the difference that the radial distance r shall be replaced
by the Cartesian coordinate along the direction normal
to the interface, say x.
11
Appendix B: Forces at a quadruple junction of a
tessellation with truncated octahedra
If one considers a quadruple in a tessellation with trun-
cated octahedra as in Fig. 6c, one sees that four triple
lines are connected to that quadruple junction. The con-
figuration of the phase-fields at each of these triple lines
is the same. So it is reasonable to assume that the mag-
nitude, m, of the forces alongside the triple line is the
same and only their orientation differs. These forces can
be written as follows:
(B1a)F1 =
m√
2
(−1,−1, 0)T
(B1b)F2 =
m√
2
(1,−1, 0)T
(B1c)F3 =
m√
2
(0, 1,−1)T
(B1d)F4 =
m√
2
(0, 1, 1)
T
.
One can easily check that the sum of F 1, F 2, F 3 and F 4
is zero, and the angles between the forces are either 90◦
or 120◦.
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