In the blind equalization of multi-input multi-output (MIMO) finite impulse response communication channels, co-channel interference (CCI) is typically cancelled by exploiting the properties of digital modulations, such as their finite alphabet (FA). This contribution takes advantage of the mutual independence of the users' signals through the application of independent component analysis (ICA). We demonstrate that ICA-based CCI suppression remarkably improves m FA-based approach. In addition, proposed ICA-assisted minimum mean square error receivers are shown to enhance the conventional detection capabilities of M M O equalization methods relying on channel identification. The particular shucture of the MIMO model yields a simplified detection scheme with improved perfonnance at a reduced computational cost.
INTRODUCTION
Owing to their fundamental relevance in current as well as future wireless networks, communication systems where multiple users simultaneously transmit digital information through a common transmission medium have become a major focus of research attention. In such scenarios, co-channel interference (CCI) caused by other users adds to the intersymbol interference (ISI) generated by multipath propagation. hindering the reception of the sign a b ) of interest. Space-time equalization techniques are required to mitigate the channel effects, in terms of both ISI and CCI, thus improving signal detection at the receiving end. Although mining sequences can be used, proceeding blindly proves clearly advantageous [I] , which gives rise to the blind channel identification and equalization (BIE) problem.
When spatio-temporal diversity is exploited in the form of multiple antennas and/or time oversampling, the sensor output adopts the so-called multi-input multi-output (MIMO) signal model. Typically, the multipath propagation effects are well approximated by h i t e impulse response (FIR) filters. and then the MIMO model is characterized by a channel matrix composed of the polyphase coefficients. Hence, one can first identify the channel matrix and then employ a conventional detector, such as zero-forcing or minimum mean square error (MMSE), to obtain the s o m e symbols from the channel estimate [Z, 3, 41 . The main drawback of this approach is the requirement of estimating a 'nuisance' parameter such as the channel matrix, when the actual parameters of interest are, in most cases, the users' symbols. As a result, inaccuracies in the channel estimate have a detrimental effect in the detection performance. Direct symbol detection without channel estimation 0-7803-7946-2/03/$17.00 02003 IEEE is also feasible [I, SI. This type of methods treat the source data as deterministic sequences, and so the benefit of sparing the channel estimation is attained at the expense of a loss of consistency with respect to the sample size [SI.
A two-stage processing is necessary for space-time equalization [I, 5, 61. In the first stage, second-order statistics (SOS) [I, 71, even in the absence of noise [IO]. In techniques relying on previous channel identification, the above ISUCCI-removal steps are implicitly carried out when estimating the channel matrix. and actually take effect at detection.
The present contribution exploits another very plausible property: the statistical independence of the users' signals. We demonstrate by computer simulations that benefiting from source independence through the use of an independent component analysis (ICA) tool can lead to dramatic improvements in CCI-cancellation performance, compared to an FA-based method. In addition, it was recently proved [ I I ] that an ICA-based refinement can enhance the robustness of conventional data detection in a particular directsequence code-division multiple access (DS-CDMA) model. We verify in this paper that analogous conclusions apply in the more generic FIR-MIMO framework, where ICA-assisted MMSE detection schemes are shown to compensate for channel estimation errors, yielding remarkable performance gains relative to the conventional MMSE receiver.
Notarions Symbol I,, refers to the n x n identity matrix; 
SIGNAL MODEL
Let us consider a digital communications system where: (Al) K users transmit, at a known constant rate I/Ts, zero-mean unit-variance mutually-independent information-bearing i. 
(A4) the zero-mean additive noise v ( n ) E CL at the sensor output has covariance matrix c21r. and is independent of the transmitted symbols.
Under the above assumptions, the MlMO model can be expressed as: 
H(0) ... H(M)
Xn = [x(n + N -l)T, x(n + N -Z)', . .. , x(n)']',
Symmetric decorrelation:
The orthogonal projection on the set of unitary matrices of Step 2 cian be efficiently carried out as QI. + UV" from the SVD Qk = UEVH. As termination criterion we choose
In our experiments, less than 2C iterations are typically required for convergence in high SNR environments. For low SNR or insufficient sample length, the algorithm may not converge, so we set the above maximum number of iterations as an additional termination test. Afier convergence (or termin?tion othemip), the channel estimate can be updated as H + H (IAI+N 8 4) . I 
ICA-AIDED SYMBOL DETECTION

MMSE-ICA Detection
Let H be the channel estimate obtained hy a blind identification method. TheJinear MMSE detector is given by S, = GHx,, with G = R;'H, where R, = E[x,xE] is the sensor-output covariance matrix. The so-called subspace MMSE detector is derived from the eigenvalue decomposition of the sample estimate of R, [lo] . Let W E C K ( M + N ) x L N bethewhiteningmatrix, i.e., alinear transformation such that zn = Wx, fulfils R, = IK(A,+N). II is a simple algebraic exercise to prove that_the MMSE detector adopts the equivalent alternative form S , = GHz,, with G = WA.
(6)
The idea developed in [ 1 I] for a DS-CDMA signal model copsists of canying out the detection with the sepapting matrix G' provided by an ICA algorithm initialmd with G. The rationale behind this notion is to refine the MMSE solution by exploiting the independence of the source components. This objective is reasonable because, as pointed out in [ I I], the conventional MMSE only exploits (implicitly) SOS, whereas ICA also takes into account HOS in its search for independence. Indeed, this MMSE-ICA detection scheme is shown to mitigate performance dmps caused by timing, channel or model-order estimation errors in the conventional receiver [ I I] . The simulations of Sec. 5 demonstrate analogous features in the more general signal model of eqn. (2).
Simplified MMSE-ICA Detection
The peculiarities of the FIR-MIMO model enables the simplification of the hybrid MMSE-ICA detector. In particular, the components of the vector s,, are stacked time-shifted versions of the source symbols s(n), and thus it suffices to estimate its first I< components. By virtue of eqn. (6), s(n) can be MMSE-detected via e(,) = e",,, where
and Hti-represents the first K coluinns of the estimated channel.
Matrix G K can then be used as the initial point of the ICA algorithm. Looking at the structure of the true channel matrix H in (3). eqn. (7) could be further simplified into GK = WKH(O), where W K corresponds to the first K columns of the whitening matrix and H(0) is an estimate of matrix tap H(0). Although the effects of this further simplification are worth investigating, we only consider the form (7) hereafter. The relevant fact is that the number of columns to be updaLed is now reduced by a factor of hf + N with respect to matrix G, with the consequent decrease in computational complexity. This simplified MMSE-ICA detection scheme is not only more computationally efficient, but also outperforms the full MMSE-ICA detector. as it will be illustrated in Sec. 5.
Note that the choice of the fin1 K columns of H to COnStNCt matrix GI< is somewhat arbitrary and may indeed be statistically suboptimal. Its advantage over other I<-column block choices needs to be analyzed. Nevertheless, simulation results indicate that the beneficial effects of the above selection are already significant.
Switching Strategy
In low SNR or short sample size scenarios, the application of the ICA refinement may actually worsen the results of the conventional detector. In the CDMA environment [ I I] , the MMSE-ICA solution was only chosen when the prior infonnation provided by the conventional receiver was fairly preserved in the ICA refinement. i.e., when the initial and h a 1 vector^ of the ICA algorithm were sufficiently correlated. We extend this criterion to the MIMO model by switching to the MMSE-ICA solution of Sec. 4. I if
where Re(.) denotes the real part of its complex argument, and using the conventional MMSE detector otherwise. Using a threshold of O.Sh', this switching rule is made applicable to the simplified MMSE-ICA solution of Sec. 4.2.
SIMULATION RESULTS
We simulate a wireless communication system in which I< = 5 users transmit QPSK-modulated information across a Frequencyselective channel with a maximum delay spread of hi + 1 = 5 symbol periods. A smoothing factor of N = 5 combined with a spatio-temporal diversity level of L = 10 result in a 50 x 45 channel matrix with a condition number of around 100. Since, by construction, the simplified detector only estimates s(n) for ILSF is initialized at the identity matrix. The case ofperfect channel estimation is also considered. After identifying the channel, the transmitted symbols are estimated by one of the three detection schemes explained in Sec. 4 subspace MMSE, MMSE-ICA and simplified MMSE-ICA. The latter two detectors include the switching strategy of Sec. 4.3. The results of Fig. I show that ICA-based CCI cancellation proves consistently superior to the FA-based approach, with up to IO-dB improvements for the simplified MMSE-ICA receiver. In addition, ICA-based CCI removal seems to effectively compensate for channel identification errors, since it reaches the performance obtained under perfect channel knowledge. Also, the ICA-assisted detectors notably improve the conventional MMSE receiver, with gains exceeding the 15 dB in the simplified MMSE-ICA method with ICA-based CCI suppression.
The effects of additive white complex-Gaussian noise are assessed in Fig. 2 , with an average SNR per sensor component of trace(HHH)/(a2LN) and fixed Nd = 500 symbol periods. The optimal MMSE curve corresponds to the MMSE receiver with perfect channel and sensor covariance matrix estimates. Again, a superior behaviour of the ICA-based CCI-cancellation and detection techniques is evidenced.
Figs, 3-4 consider the extended direct symbol estimation algorithm of [5] ('LIU95'), followed by the ILSFnCA CCI-removal stage. The ICA-based approach seems to overcome the lack of consistency observed in the results of the ILSF method. Remark that the appropriate use ofICA enables channel-identification based blind equalization reach the performance of direct symbol estimation. This latter technique surpasses the optimal MMSE receiver over certain SNR range, which is an interesting outcome worthy of further investigation.
CONCLUSIONS
We have considered the exploitation of the mutual statistical independence between the users' signals for CCI cancellation and data detection in the BIE of FIR-MIMO channels. The use of ICA for CCI cancellation outperforms the FA-based ILSF algorithm, both in direct symbol estimation and channel-identification based methods. In the latter, the ICA-assisted MMSE detection strategy further increases the robusmess, relative to the conventional MMSE receiver, against channel-estimation inaccuracies, The peculiar structure of the FIR-MIMO model leads to a simplified ICA-aided MMSE detector, with improved perfonnance at a lower computational cost. As an added advantage ofthe ICA-based BIE methods, the prior knowledge of system parameters such as users' modulations or signature sequences is spared, with the consequent increase in versatility. These features make ICA-based techniques very promising not only in future commerCial wireless systems, but also in non-cooperative military scenarios. 
