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Abstract 
Support Vector Machine (SVM) is a machine learning classification technique that supports binary classification. In the recent 
years, efforts are made to extend the SVM algorithm to support multiple classifications. This paper presents a SVM based multi-
knowledge-based system (SMK) design that supports multiple classifications.  The proposed design is successfully tested on a 
classification problem. The benchmark car evaluation dataset from UCI machine learning repository is used for training and 
testing the SMK. The SMK shows good performance on this classification and shows good promise for the future. 
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1. Introduction 
A support vector, multi-knowledge based system design (SMK) proposed in this paper shows a multiple 
classification approach. SMK is designed to support classification through extracting patterns from datasets. In the 
SMK design (Figure 1), the dataset is divided into multiple groups on the basis of output class. Suppose that the 
dataset contains four output class, the dataset is divided into three groups, where the first group contains data that 
falls under the first and second output classes, the second group contains data that falls under the second and third 
output classes and the third group contains data that falls under the second and third output classes. SVM [1] is used 
to extract patterns from the divided datasets groups. The patterns extracted from different datasets groups are used in 
terms of rules in different knowledge bases systems (KBS) [2]. The SMK connects these different KBS through a 
main KBS to support multiple classifications.  
In the SMK design, the main KBS checks the output of KBS which contains the rules that classify the data into 
first and second class, if output is the second class, the main KBS checks output of the KBS which contains the rules 
that classify the data into second and third class, and if the output is third class, the main KBS finally checks the 
output of the KBS which contains rules that classify the data into third and fourth class and deliver the final output 
class. Below gives small introduction about SVM, KBS before describing the SMK.  
 
 
 
 
 
 
 
 
Fig.1. SMK Architecture. 
2. SVM 
SVM is primarily a classier method that performs classification tasks by constructing hyper planes in a 
multidimensional space that separates cases of different class labels. SVM consists of a learning module (svm-learn) 
and a classification module (svm-classify). The training model takes the input file, target file and trains the network. 
In the classification model, the various class labels like class l, 2, and 3 ....., 247 are given. Thus the SVM learns and 
produces correct labels of the classes [3]. For the SMK, SVM is used to extract patterns from the datasets.  
3. KBS 
KBS is a computer program and uses a knowledge base to solve complex problems. KBS was first developed by 
artificial intelligence researchers. It is essentially composed of two sub-systems: the knowledge base and the 
inference engine. The knowledge base represents facts about the world. The inference engine is an automated 
reasoning system that evaluates the current state of the knowledge-base, applies relevant rules, and then asserts new 
knowledge into the knowledge base [4].  Forward chain KBS method is used to build the SMK. 
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4. Dataset 
Car evaluation dataset used for the classification is a benchmark dataset from [3]. It contains 1728 instances. The 
input attributes are buying price, maintenance price, number of doors, capacity in terms of persons to carry, size of 
luggage boot, estimated safety of the car. The output classes are unacceptable, acceptable, good, very-good. For the 
SMK, only three inputs: buying price, maintenance price and estimated safety are used. SVM deals with binary 
inputs, so the available six inputs have to be grouped into possible binary inputs which will be more complex. So 
only three inputs are chosen for the SMK which will be simple for grouping and training the SVM, also the main 
focus is to investigate whether the SVM can support multiple classifications through KBS.  
The dataset is grouped into three groups of datasets where the first group contains data that falls under the categories 
“unacceptable” and “acceptable”, the second group contains data that falls under the categories “acceptable” and 
“good” and the third group contains data that falls under the categories “good” and “very good”. 
Out of 1728 instances from the dataset, the first 1678 instances are used to train the SVM and the remaining 50 
instances are used to test the SMK design.  
         Table 1. Sample Dataset [3]. 
Buying Price Maintenance Price Estimated Price Output 
Low Med High Good 
Med High Low Acceptable 
Vhigh Vhigh Med Unacceptable 
 
Table 1 shows sample data from the car evaluation dataset. The inputs buying price and maintenance price have 
four possible data: low, medium, high and very high. The input estimated safety has three possible data: low, 
medium and high. The output is either unacceptable, acceptable, good or very good.  
Using this dataset, the main research question that is asked from the proposed SMK design is  
 Can a SVM algorithm be extended to use in a multiple KBS to support multiple classification? 
 Can such a system design show good classification accuracy? 
 
5. SMK Algorithm 
 
Below is the SMK algorithm. 
Step 1. Get input. 
Step 2. Divide dataset based on output class 
Step 3. SMK() 
First KBS () 
Train SVM using first group dataset (); 
For all possible combination of inputs  
SVM Classification (); 
Add SVM Results to rules (); 
Second KBS () 
Train SVM using second group dataset (); 
 For all possible combination of inputs 
SVM Classification ();  
Add SVM Results to rules ();  
Third KBS ()  
 Train SVM using third group dataset (); 
 For all possible combination of inputs 
 SVM Classification ();  
 Add SVM Results to rules (); 
 Main KBS ()   
First KBS (); 
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If (output (First KBS) == “unacceptable”) 
 then Print output (First KBS); 
Else Second KBS (); 
If (output (Second KBS) == “acceptable”)   
Then Print output (Second KBS);                                                                                                                                                                                                                                                               
Else Print output (Third KBS); 
As described in the above steps, the multiple output class datasets is divided into different dataset groups based 
on the output class. For the car evaluation dataset which has four output classes, the dataset is divided into three 
groups. SVM is used to train these different groups of dataset. Then the SMK design checks the classification results 
from the trained SVM for all possible combination of inputs. Then these results are stored in terms of if-then rules in 
different KBS such that the rules containing the SVM classification results from pattern extraction of first group 
dataset is stored in first KBS and so on. Likewise three KBS are formed for storing the rules extracted from three 
groups of datasets respectively. The main KBS in SMK design checks and compare the output of different KBS as 
shown in the above algorithm and prints the result of the output class. MATLAB [6] is used for implementing the 
SMK algorithm. 
6. Implementation 
MATLAB is used for training the SVM using different datasets and SVM classification is tested for all possible 
combination of binary inputs. Figure 2 shows the SVM training from different datasets. 
Fig.2. SVM training for inputs (a, d, e) buying price and maintaining price, (b, e, g) maintaining price and estimated safety, (c, e, h) buying price 
and estimated safety under the output class 
In the Figure 2, the first row shows SVM training for three possible combinations of inputs using the first dataset. 
The second, third rows shows SVM training from the other two datasets which are grouped from the original dataset 
for different datasets training as described in the section 4. The results from the SVM training using different 
datasets are stored separately. These results are used in terms of rules using a multiple KBS. Three KBS is designed 
as three types of class that uses forward chaining approach in terms of if-then rules. The results from the SVM 
training of the first group dataset are stored in one KBS, and similarly the other two KBS contains the results 
extracted from the other two groups of datasets. The main KBS is designed to check and compare the results of 
different KBS and displays the results.   
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7. Performance of SMK 
The performance of SMK is estimated using classification accuracy. The classification accuracy is calculated 
using true positive (TP), false positive (FP) [8] and using true negative (TN), false negative (FN) [9]. 
Classification Accuracy = (TP+TN) / (TP+TN+FP+FN). 
TP: These are the positive tuples that were correctly labeled by the classifier. If outcome from a prediction is p 
and the actual value is also p, then it is called TP. 
TN: These are the negative tuples that were correctly labeled by the classifier. 
FP: These are the negative tuples that were incorrectly labeled by the classifier. However if the actual value is in 
then it is said to be false positive. 
FN: These are the positive tuples that were mislabeled as negative. 
The SMK is tested using the testing dataset (Section 2) which gave a classification accuracy of 98%. When  
testing, out of 50 input data, 49 showed correct classifications resulted from the system. Each of three knowledge 
base system showed similar classification accuracy similar to the final output from the program. 
8. Conclusion and Future Work 
SMK design shows 98% of accuracy in classification. SVM algorithm supports binary classification. But through 
SMK design proposed in this paper, the SVM shows four types of classification by using multiple KBS. Although 
previously various techniques were proposed to support SVM multi-class classification such as one-against-all 
method [10], one-against-one method [11], Directed Acyclic Graph SVM [12] and extreme learning machine [13], 
these techniques lacks in handling large amounts of unstructured data in an intelligent fashion. To overcome these 
drawbacks, SMK design is proposed in this paper that uses SVM in multiple knowledge based system to handle 
large amounts of unstructured data and to support multi-class classification. The future work will be improving 
SMK design to handle incomplete data by using fuzzy logic.  
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