In this study, to reflect the effect of large-scale climate signals on runoff, these indices are accompanied with rainfall (the most effective local factor in runoff) as the inputs of the hybrid model.
INTRODUCTION
By investigating the results, it showed that the ARIMA model could be used for forecasting an appropriate monthly inflow for the next 12 months, and dynamic autoregressive ANN model with sigmoid activity function could be used for forecasting discharge of the next five years.
All of the studies which were done showed that ANN and time series models have excellent ability to forecast the flow, but each of the studies used the models singly and did not use the abilities of these models for increasing the ability of forecasting. The data which were used in these models were streamflow data while in this study we attempted to use rainfall and precipitation data and also large-scale signals to reduce the uncertainty of forecasting. There were other indices for investigating for this purpose, such as water temperature of the Caspian Sea, but we did not find any research about the impact of it on the study area. Moreover, the Pacific Decadal Oscillation (PDO) is another large-scale index, but we did not use it because past investigations did not show the impact of it in the study area. Indeed, we are trying to use indices that previous reports have declared their impact on in the study area on some hydrological factors, i.e., rainfall.
Over the past year, in advance forecasting of reservoir inflows has offered essential data to operate reservoirs optimally. Reviewing the studies indicates we still require more accurate models which can include active parameters such as large-scale climate signals to achieve more forecasting accuracy than traditional linear models (ARMA and ARIMA). Consequently, the effect of using large-scale climate signals was studied for improving the monthly inflow forecasts with ARMA-NARX hybrid model for the following one-year horizon. and Dez basin (Azimi et al. ) . As well, the effect of sea surface temperature of the Persian Gulf and the Red Sea on rainfall near the basin was observed (Rahimi Khoob ). However, the most effective factor on the inflow had not been evaluated. Therefore, this paper applies these data as a forecaster and assesses the effect of them singularly or in sets of two, three, and four in improving the accuracy of flow forecasting.
MATERIALS AND METHODS
In this study, to forecast the reservoir inflow, the flow data of hydrometric stations in the upstream of Dez reservoir www.noaa.gov/). These data are dimensionless.
Research method
In this study, first, the flow discharge is forecasted through ARMA time series model. Then, the residuals of the model and other input data (rainfall, SOI, NAO, PGSST, and RSST indices) were entered into the NARX neural network model to forecast in the final stage.
The flowchart shows the research procedures ( Figure 2 ).
The data should be normalized before being employed as input for ARMA. In this article, the data were normalized by using the Neper number. Autocorrelation function (r k ) and partial autocorrelation function (∅ k ) were used for recognizing stationary and nonstationary data with the k delay and average x.
where x iþk is the values of the parameter in temporal stage i and time delay k (Cryer & Chan ).
If r k is attenuating with the proper trend and remains within limits in the ACF graph, the time series will be considered stationary; else, it will be considered nonstationary:
The ARIMA modeling approach involves the following three steps: model identification, parameter estimation, ACF is a useful statistical tool that measures the relation between the earlier values in the series to following values.
PACF is the amount of correlation between a variable and a lag of itself that is not explained by correlations at all low order lags.
In the next step, to remove the seasonal trend, the mean and standard deviation of the data were calculated using Fourier series. Fourier series is defined as Equation (3). Assume that u τ is the estimation of a sample from alternating factors of population v τ . In the formula, u is the mean of u τ (Equation (6)). A j and B j are Fourier series ratios (Equations (4) and (5)). j is harmony and h is the sum of harmonies that equals w=2 alternatively, (w À 1)=2, based on w being an odd or an even value. The variable w is correlated to the type of temporal scale. In monthly scale, w ¼ 12 and h ¼ 6 (Salas ).
The Fourier series formula was used for the average and also the standard deviation calculations. Forecasting was done using time series models, after preparing the data. Autoregressive and moving average models are among the most important models derived from the total linear process, and by combining these models, ARMA model is produced.
ARMA is formed by combining regressive and moving average process and includes p sentences of autoregressive average and q sentences of moving average, as shown in Equation (7):
where x t is the value of the variable in time t, z t expresses the pure random process with an average of 0, and σ 2 z is variance, and β tÀq is the moving average parameter in delay step q and σ p is the autoregressive coefficient in delay step p. The maximum likelihood, moment or other methods are used to calculate the model parameters. In this paper, the ARMA model parameters were calculated using maximum likelihood method and log-likelihood, shown in Equation (9) (Wang ) . When ε t is the forecasting error in every temporal step, the variance of forecasting error using σ 2 , the variance of model errors (residuals), and f t , the scale parameter can be calculated by Equation (8) (Wang ):
Maximum likelihood or least square error were used for estimating the parameters of time series model and using each of them is permitted (Van Calster et al. ). The use of ML is common in studies such as Amiri ().
Among the fitted models, the model with the least value of the Akaike information criterion (AIC) was selected.
When this criterion was similar for several models, the most suitable model, based on parsimony principle, was the one with the least number of parameters. Equation (10) shows the parsimony principle (Wang ):
where ML is the maximum likelihood, and k is the number of used parameters in the model.
To investigate the independency and stationarity of residuals, the goodness test was calculated with the statistics of Ljung-Box, Equation (11), was used to ensure selecting the model:
Using the Ljung-Box test in time series models is common and has been reported by previous researchers 
where d y !1 equals the number of delays in the output, u(t)
is the value of the input to the network in time t, y(t) is the forecasted output in time t, which is dependent on previous values of output or input. Figure 3 shows the structure of NARX dynamic ANN with d y output delays and d u number of input delays. NARX ANN has two different series and series-parallel structures. In the parallel structure, the estimated output is back propagated with a specified number of delays to the input of the feed forward neural network, shown in Equation (13) 
Moreover, in the series-parallel structure, the NARX neural network output is calculated based on observed output with specified number of delays as well as the input delays (Equation (14) 
Indices for evaluating the models
The following indices are used to select the best structure between ARMA and hybrid ARMA and ANN (ARMA-NARX 
where Q ci is the calculated discharge in the month i (m and maximum relative error (MAXRE) with equal weighting for all the three indices. TOPRE is calculated by subtracting the number of the month of observed and forecasted peak flow, divided by the number of the month of observed peak flow. In other words, it shows a temporal delay in calculating peak flow. Moreover, MAXRE is calculated by subtracting the observed and forecasted discharge values, divided by the observed peak flow. In other words, it is the relative error of calculating peak flow. In calculating IIFFE, each of the indices above is normalized through being divided to its maximum value (Equation (20)): 
RESULTS AND DISCUSSION
In this paper, forecasting was primarily accomplished with ARMA model, then it enters the neural network and afterwards, the effect of adding rainfall, SOI, NAO, PGSST, and RSST indices on forecasting accuracy were evaluated. The impact of rainfall data, SOI, NAO, PGSST, and RSST on the accuracy of the model was measured in single, binary, and triplet and its result was the comparison of 80 models.
In Table 1 , ten choices of models are presented in order to
show how the indicators are introduced into the model.
In the time series analysis, it is necessary to investigate the normality of the data. The importance of normalized data is because of the time series theory which is developed by normality and when the data are not standard it is necessary to normalize them by some methods like the Log of them. According to the qq-plot diagram, and also fitting unsuitable data on the normal index line, we decided to normalize these abnormal data, and because of the fluctuations of current data, logarithmic based on the number of Neper was used.
After normalizing the data and removing the seasonal trend, the ACF and PACF graphs were examined. Since ACF and PACF graphs were both attenuating within the allowed limits, ARMA (p,q) was the proper model. The ARMA model with 28-year flow discharge (1982-83 to 2009-10) for
Telezang station was trained in monthly scale and forecasting for 12 months of 2010-11 was examined using various inputs.
Using this period is due to lack of access to the newer data.
However, the changes in the new data can be a component of uncertainty in results for future research.
Among forecasting models, ARMA(1,1) with the least amount of AIC and the number of parameters was selected.
Then the auto-regressive parameter in delay step one is 0.8396 (α 1 ) and the moving average parameter in delay step one is À0.2851 (β 1 ).
After selecting the best model, the goodness of fit test was tested to demonstrate independency and stationarity of residuals through investigating the Ljung-Box statistics.
The results of the statistics for ARMA(1,1) are shown in Figure 4 . Considering that the results were within the allowed limits, the residuals were steady, and since the forecasting monthly temperature and precipitation, and they showed that monthly temperature and precipitation could be forecasted acceptably which could be enhanced applying other methods.
The result of comparing the forecasting with the observed hydrograph is shown in Figure 5 . It is observed that the forecasted values in most points are significantly distant and peak flow has been estimated with an error in the amount and with a one-month delay. To find the amount of error, MARE index is calculated, that is 0.55 for the forecast when using ARMA.
In the following step, the ARMA model residuals were inputted to NARX neural network to forecast the inflow to Dez reservoir using hybrid ARMA-NARX model. As the in this paper that is calculated from the average of MARE, the error in forecasting peak and the error in estimating the amount of peak flow (shown in Equation (19)). MARE is a suitable index in calculating the amount of error. However, it has not been able to consider time delay error and peak flow value. The index IIFFE was calculated for the 80 models, and the eight top models with the least IIFFE are shown in Table 2 the models with large-scale climate signals and rainfall data.
Considering Table 2 , the assemblage of large-scale climate signals and rainfall data had a positive effect on decreasing Therefore, the spatial proximity of the selected indices can cause a positive effect on increasing the forecasting accuracy. In what follows, the best forecast is discussed based on comparing ARMA and MARMA-NARX models.
As seen in Figure 15 , the results of the best ARMA forecast have a significant difference with observed hydrograph, and considerable error is seen on forecasting the peak There are a great many linear pattern and non-linear models used for monthly flow forecasting. ARMA is an example for linear and NARX is a good example for nonlinear. Each of these models has advantages and disadvantages which we mentioned in the Introduction. There are many studies which show these models' abilities for flow forecasting, but because the flow is one of the components of the hydrological cycle which follows linear and nonlinear patterns during the different periods of the year, it is necessary to use the advantages of both models for flow forecasting. Thus, the hybrid model has been used to increase the accuracy of the flow.
In this article, we have intended to enhance the accuracy of flow forecasting in time series models and also ANN with a hybrid model.
In this research, we used all the data that were available for our research. However, to improve the accuracy of the estimations, adding more data is suggested for future works. Lack of more data is the limitation of this study. Hence, using more and recent data could improve the accuracy of the models. Moreover, employment of modern hybrid models such as ANN-Fuzzy-ARIMA and quantum models is suggested for future work.
CONCLUSION

