Abstract. Given a vector space V over a field (of size at least 1), we find a sharp bound for the minimal number (or in general, indexing set) of subspaces of a fixed (finite) codimension needed to cover V . If V is a finite set, this is related to the problem of partitioning V into subspaces.
Subspaces of finite codimension in vector spaces
1.1. Introduction. Consider the following well-known problem in linear algebra (which is used, for example, to produce vectors not on root hyperplanes in Lie theory):
No vector space over an infinite field is a finite union of proper subspaces.
There exist several variants of this problem; we mention a few of them, before writing down our main result.
(1) No finite-dimensional vector space over R (hence, also over C) is a union of countably many subspaces. We were told a measuretheoretic proof of this by S. Chebolu: suppose V = n>0 V n , with V n V ∀n ∈ N. Let µ be the Lebesgue measure on V ; recall that µ is countably subadditive. We now get a contradiction:
since each V n has measure zero, being a proper subspace.
(2) On the other hand, suppose V is a finite-dimensional vector space over a finite field F = F q (with q elements); how many proper subspaces would cover it? The answer is the same for all V ; we mention a proof (by R. Walia; also in [11] ) for the simplest example of V 2 = F 2 q .
Lemma 1.1. V 2 is a union of q + 1 lines (but not q lines). Proof. Consider the lines spanned by (1, α) (for each α ∈ F q ) and (0, 1). These are q + 1 lines, and each pair of lines has only the origin in common (since two points determine a line). Since each line has q points, the union of all these lines has size 1 + (q + 1)(q − 1) = q 2 (where the "1"counts the origin). This counting argument also shows that a smaller number of lines can not cover all of V 2 .
Remark 1.2. Thus, we should really think of q + 1 as F {∞} = P(F 2 ) = FP 1 , the set of all possible slopes (of lines in F 2 ).
(3) One can also generalize the original problem as follows: given k ∈ N, how many subspaces of codimension at least k are needed to "cover" V ? (The questions above deal with k = 1.) This is the question that we will completely answer in this section. For this, we will need a different generalization of Lemma 1.1, which we now mention.
(4) Note that the q + 1 lines actually provide a partition of the finite vector space V 2 -namely, a set of subspaces that are pairwise disjoint except for the origin, and cover all of V . The theory of partitions of finite vector spaces has been extensively studied -see, for instance, [2, 3, 5, 9, 10] . We remark that this theory of partitions keeps track of the dimensions of the subspaces involved. Moreover, it has applications in error-correcting codes and combinatorial designs -see [5, §1] for more references on this.
(5) A related, but rather trivial, setup is that of vector spaces over "the field with one element"; these are better known as finite sets.
(6) An analogous problem, which we will solve in a later section, is:
Given a finitely generated abelian group G, how many proper subgroups are needed to cover it?
(See Proposition 3.12 for the solution.) This problem generalizes to covering an arbitrary direct sum M of cyclic R-modules (by proper R-submodules of M ), where R is a field, or a local ring, or a PID. Later, we will state the technical condition that we need on R; we call such rings Chinese, because they generalize the Chinese Remainder Theorem (e.g. in Dedekind domains).
(7) Other variants include covering an arbitrary direct sum of cyclic monoids (i.e. "Z 0 -modules") by proper submonoids, or working in the setting of A-modules, where A is a finite-dimensional algebra over an infinite field.
1.2.
The results. Since we will need it below, we state the following result (found in [3, Lemmas 2, 4] , though the first part was known even before [2] ).
Lemma 1.3. Suppose V is an n-dimensional vector space over the finite field F = F q (for some q, n ∈ N), and we also fix d ∈ N.
(1) V can be partitioned using only d-dimensional subspaces, if and only if d|n. (The number of such subspaces is (q n − 1)/(q d − 1).) (2) Let 1 < d < n/2. Then V can be partitioned into one (n − d)-dimensional subspace, and q n−d subspaces of dimension d.
To state our main result, we will need some notation.
Definition 1.4.
(1) Compare two sets I, J as follows: J > I if there is no one-to-one map f : J → I. Otherwise J ≤ I. (2) Now suppose that V is a vector space over a field F. Define P(V ) to be the set of lines in V ; thus P(V ) is in bijection with (V \ {0})/F × . (3) Define FP k := P(F k+1 ) (also called projective k-space).
Remark 1.5.
(1) We will need the following fact: If I ′ ⊂ I < J, then I ′ < J.
(2) We will freely interchange the use of (cardinal) numbers and sets while comparing them by inequalities. For instance, I ≥ A/B (resp. I ≥ n) means that I × B ≥ A (resp. I ≥ {1, 2, . . . , n}). Similarly, dim F V may denote any basis of V -or merely its cardinality. We also write ∼ = below, for bijections between sets (in other contexts and later sections, ∼ = may also denote bijections of F-vector spaces, or isomorphisms of R-modules for a ring R). where all α i are in F. In other words, FP k is in bijection with F k F k−1 · · · F {∞}. If F is infinite, then by set theory, this is in bijection with each of the following sets: F, F k , F {∞}, F k {∞}.
We are now ready to state our main result. Theorem 1.6. Suppose V is a vector space over a field F, and I is an indexing set. Also fix
(1) Let S be the collection of isoclasses ([F], [V ], k) of fields F, vector spaces V over them, and k ∈ N. Then the following (set-valued) functions defined on S are "isomorphic" (or in bijection):
(Here, we understand n ≤ dim F V to also mean n ∈ N, and we have fixed some k-dimensional subspace F k ⊂ V .) (2) V is a union of "I-many" proper subspaces of codimension at least k, if and only if
We first prove the first part of the theorem. For this, we require a lemma, whose proof is straightforward. Lemma 1.7. Fix k < n in N and q = |F|. Now define a n := (q n −1)/(q n−k − 1). Then the a n 's form a strictly decreasing sequence with limit q k . (Hence the ⌈a n ⌉'s form a non-increasing sequence that stabilizes at q k + 1.)
Proof of part 1 of Theorem 1.6. There are only three cases to consider:
(1) F and dim F V are finite (equivalently, |V | < ∞).
The infimum in ν 2 is now over a finite set, and by Lemma 1.7, its value equals ν 1 as claimed.
In this case, the infimum in ν 2 is inf n>k
In this case, apply the final part of Remark 1.5.
The second part of Theorem 1.6 looks simpler when we rephrase it in the following way -and this is how we shall prove it (in stages). Theorem 1.8. F, V, k, I as above.
(1) If V is a finite set, then V is a union of "I-many" proper subspaces of codimension at least k, if and only if
as a union of "I-many" proper subspaces of codimension at least k. (3) If I or dim F V is finite, the converse (to the previous part) is true. (4) If dim F V = ∞, then V is a union of countably many subspaces (each of infinite codimension).
Remark 1.9.
(1) Straightforward (and perhaps longwinded!) arguments (similar to the proof of part (1) of Theorem 1.6) can be used to show that each of the above theorems implies the other, so we shall not prove this. (2) The converse to part (2) of Theorem 1.8 can fail when F and dim F V are both infinite, as shown by the following example (cf. [14] ). Let V be the set of sequences with entries in F, almost all of them zero, and let V n be the set of sequences {b m : m ∈ N : b m = 0 ∀m > n}. Then V = n∈N V n , and they are all vector spaces of infinite codimension. Thus, the converse fails when F is uncountable. 
β j v j , with β j ∈ F ∀j, and v ′ in the span of B ′ . Now if β i is the first nonzero coefficient, then v ∈ V x , where x = (0, . . . , 0, 1, β
with the 1 in the ith coordinate.
V cannot be written as a union of "I-many" subspaces of codimension ≥ k.
Proof. This proof is long -and hence divided into steps.
(1) The first step is to show it for k = 1. Suppose we are given V and {V i : i ∈ I}. Suppose the result fails and we do have V = i∈I V i . We then seek a contradiction.
(a) We first find a subcollection {V i : i ∈ I ′ ⊂ I} of subspaces that cover V , such that no V i is in the union of the rest.
If I is finite, this is easy: either the condition holds, or there is some V i that is contained in the union of the others; now remove it and proceed by induction on |I|.
If V is finite-dimensional, this is just a bit trickier. (The rest of this (sub)step is from [14] .) We need to use induction on d = dim F V to prove the result. It clearly holds if V = F 1 ; now suppose that it holds for all d < dim F V . We first reduce our collection {V i : i ∈ I} to a subcollection indexed by I ′ ⊂ I, say, as follows: Every chain of proper subspaces of V is finite (since dim F V < ∞), whence its upper bound is in the chain (note that this fails if |I| = dim F V = ∞). So for every chain of subspaces, remove all of them except the upper bound. We are left with
. Now use the induction hypothesis: no V j is a union of "I-many" (hence "I ′ -many") proper subspaces. So
whence no V j is contained in the union of the others, as desired.
(b) Having found such a subcollection, we now obtain the desired contradiction:
There are at least two such, so choose v 1 = v i 1 , v 2 = v i 2 , with i 1 = i 2 in I ′ . Now consider S := {v 1 + αv 2 : α ∈ F} {v 2 }. Since V = i∈I ′ V i , for each vector v ∈ S, choose some i such that v ∈ V i . This defines a function f : F {∞} → I ′ , and this is not injective by assumption (and the first part of Remark 1.5). Thus some two elements of S are in the same V i , and we can solve this system of linear equations to infer that both v 1 and v 2 are in V i . Hence i 1 = i = i 2 , a contradiction.
(2) We now show the result for general k. We have two cases. If F is infinite, then we are done by the previous part and the final part of Remark 1.5. The other case is when F is finite -say F = F qwhence I is finite. In this case, take any set of subspaces V 1 , . . . , V i of codimension ≥ k, with i = |I|; we are to show that j V j V .
(a) The idea is to reduce this situation to the case when V is also finite-dimensional quotient V ′ of V , for then if dim F V ′ = n and V ′ could have been covered by l proper subspaces, then their lifts to V would cover V . Now, suppose we are to cover q n − 1 nonzero vectors in V ′ by proper subspaces, each with at most q n−k − 1 nonzero vectors. Then the number of subspaces needed, is at least ≥
So given a cover {V i } of V , how do we reduce the situation to that of a finite-dimensional quotient V ′ of V ? First, we may increase each V i to a codimension k subspace. Next,
and one proceeds inductively, to show that
So we quotient by V 0 , and are done. Proof. This is where we use the results from [3] , as given in Lemma 1.3. By assumption, both |F| and dim F V are finite. Suppose dim F V = n; we are then to cover F n by (n − k)-dimensional subspaces. If (n − k)|n, then we are done by the first part of Lemma 1.3, since there exists a partition.
In the other case, we illustrate the proof via an example that can easily be made rigorous. We first fix F = F q ; now suppose n = 41 and k = 29. We must, then, find ⌈(q 41 − 1)/(q 12 − 1)⌉-many subspaces to cover F 41 . This is easily computed to equal q 29 + q 17 + q 5 + 1. Now set d = 12 and apply the second part of Lemma 1.3; thus
In other words, we have q 29 12-dimensional subspaces, and one extra subspace of dimension 29. Now apply the same result again (with d = 12 and replacing n = 41 by 29) to get
(For a general n, k, apply the result repeatedly with d = n−k and n replaced by n − d, n − 2d, . . . , until there remains one subspace of dimension between d and 2d, and "almost disjoint" subspaces of codimension k.)
To conclude the proof, we are to cover V 1 = F 17 q with q 5 + 1 subspaces of dimension 12. To do this, fix some 7-dimensional subspace V 0 of V 1 , and consider V 1 /V 0 ∼ = F 10 q . By the first part of Lemma 1.3, this has a partition into (q 5 + 1) 5-dimensional subspaces. Lift this partition to V 1 ; this provides the desired (remaining) q 5 + 1 subspaces of codimension 29 in F 41 .
We are now ready to finish the proof of the main result.
Proof of Theorem 1.8.
(1) The "if" part was proved in Proposition 1.13 above, and its converse inside part (2)(a) of the proof of Proposition 1.11 above (since both F and dim F V must be finite here).
(2) If F is infinite, then apply the final part of Remark 1.5 to Lemma 1.10. If F = F q is finite, then dim F V must be infinite. Now given n > k, choose a codimension n subspace V n ⊂ V , and define V ′ n = V /V n . Then dim F V ′ n = n, whence by Proposition 1.13, V ′ n can be written as a union of ⌈a n ⌉-many codimension k-subspaces, where a n = (q n − 1)/(q n−k − 1) as in Lemma 1.7. Hence so can V itself (by lifting these subspaces to V ), for each n > k.
By Lemma 1.7, choose n ≫ k such that a n ≤ q k + 1; the above construction finishes the proof. (4) By Proposition 1.11, if |F| = dim F V = ∞, then V is not a union of finitely many proper subspaces. We show now that V is a union of countably many subspaces, assuming only that dim F V = ∞. Choose any (infinite) basis B of V , and any surjection π : B ։ N. Let B n := π −1 (n), and define the subspace V n of V to be the span of n j=1 B j . Then the V n 's provide an increasing filtration as well as a cover of V (and each V n has infinite codimension in V ).
1.5. Variants. We now mention a couple of variants.
(1) Firstly, there is a school of thought that considers vector spaces over "F 1 (the field with one element)", to morally be defined -and more precisely, they are finite sets. The way to get results using this philosophy, is to work the analogous results out for finite fields F q , and take q → 1 (though it is a non-rigorous procedure, given that there usually is more than one generalization to F q ). As for our two problems, the results are clear: a set of size > 1 (which is analogous to dim Fq (V ) > 1) is a union of two proper subsets -where 2 = 1+1 = q+1 -but not of one proper subset. The analogue for codimension k subspaces, is: how many subsets W ⊂ V with |V \ W | ≥ k, does it take to cover V ?
The answer to this question is 2 if V is infinite, and if |V | = n, then the answer is n n − k . Recall that this is exactly the statement of Proposition 1.13 for finite vector spaces V , if we inter-
V is infinite, then our result here fits in with the previous results, since for all 0 < n, k,
2) The next variant involves finite-dimensional algebras A over an infinite field F.
, for a set I, to be F if I is finite, and N otherwise. Now if M = i∈I Am i is any direct sum of cyclic A-modules, then M is a union of "J-many" proper submodules if and only if it M is not cyclic and J ≥ ν 3 (I).
Proof. If M is cyclic, the result is clear, since some submodule must contain the generator. So now assume that M is not cyclic; note that each cyclic A-module is a quotient of A, hence finite-dimensional. So if I is finite, then dim F M < ∞, and every submodule is a subspace of codimension between 1 and dim F M . We then need at least |F|-many submodules; on the other hand, |M | = |F|, and for each m ∈ M , we have the proper submodule Am containing it. Hence we are done.
On the other hand, if I is infinite, then we can repeat the proof of the last part of Theorem 1.8 above, to produce a countable cover by submodules. Evidently, finitely many submodules will not do, since F is infinite, and each submodule is a subspace as well.
Chinese Rings
A related problem to the one that we solved above, is in the category of abelian groups. Namely:
How many proper subgroups can cover a finitely generated abelian group?
Note that no group G is a union of two proper subgroups
However, for any prime p ∈ Z, the group
p ; now cover this plane by p + 1 lines as above, and lift these to proper subgroups of G.
As it turns out, the general strategy involves doing something quite similar. Moreover, given the Structure Theorem for finite abelian groups, we can generalize this problem to arbitrary direct sums of cyclic modules over a principal ideal domain R. The result for vector spaces in the previous section can also be generalized to local rings. Thus, we now provide a setup which combines these two cases. (Note: In these proofs, we will only localize at maximal ideals.) 2.1. Basics from commutative algebra. We first gather a few wellknown results from commutative algebra, that we will need below. All references inside the statement of the next result, are from [1] .
Theorem 2.1. Suppose R is a commutative ring with unit, and M is an R-module.
(1) (Proposition 3.3.) For any prime ideal p in R, localization at p, 
Artinian ring is a finite direct product of Artinian local rings.
Next, we use these results to prove some small facts that we will need.
Lemma 2.2. Suppose R is a commutative ring with unit, and M an Rmodule.
(1) If m n M = 0 for a maximal ideal m and some n ∈ N, then M m = M .
(2) If m is a maximal ideal in R and M = 0 is finitely generated, then the following are equivalent:
Proof.
(where the last equality is by the previous part, and the second by exactness of localization). We now prove a cyclic chain of implications.
We will now reinterpret what the Chinese Remainder Theorem says. We start with the following easy lemma.
Lemma 2.4. Given ideals I 1 , . . . , I s of a commutative ring R with unit, the following are equivalent:
Proof. First, (1) ⇔ (2), because all I j 's are contained in m if and only if j I j ⊂ m. Next, it is easy to see that (4) ⇒ (3) ⇒ (2). Moreover, (3) ⇒ (4) because we can take n := max j n j . Then since R is unital, R = j I n j ⊂ j I n j j ⊂ R. Finally, we prove that (2) ⇒ (3). Consider the equality R = R s(n−1)+1 = ( j I j ) s(n−1)+1 . Clearly, any monomial on the right has, by the pigeon-hole principle, at least n terms of a given kind, and hence is contained in I n j for some j. Hence R ⊂ s j=1 I n j ⊂ R, so equality is attained everywhere.
This lemma implies that given pairwise distinct maximal ideals m 1 , . . . , m s of R, (since m i + m j = R for i = j), m n i + m n ′ j = R for all i = j and all n, n ′ ∈ N. Hence the Chinese Remainder Theorem applies:
Consider this equation as R-modules, and replace × by ⊕. By Lemma 2.2 (and the exactness of localization), if we localize at a maximal ideal m, then only at most one of the factors in the last product is nontrivial, and we are left with R/m j equals the direct sum of its localizations m maximal M m (note that this sum is nonzero for any R and R-module M , by the local-global principle). We will generalize this now.
Chinese rings -definition and examples. Recall that our goal is to answer the following question:
Given a commutative ring R with unit, and a direct sum M = i∈I Rm i of cyclic R-modules, how many proper submodules are needed to cover M ?
We now define the rings over which we will prove the main results of this section, once we have shown them for local rings.
Definition 2.5. Suppose R is a commutative ring with unity.
(1) Define Specm(R) to be the set of maximal ideals of R.
(2) We say that R is Chinese if the following generalization of the Chinese Remainder Theorem holds:
For any nontrivial ideal 0 = I ⊂ R, the corresponding cyclic torsion module M = R/I equals the direct sum of its localizations:
where M m := {m ∈ M : R \ m acts by units on Rm}.
Note that by Lemma 2.2, in the defining equation for a Chinese ring, we only sum over those maximal ideals m in R, which contain I. We now conclude this subsection with some examples. Lemma 2.6. Each of the following is a Chinese ring:
In particular, PIDs are Chinese.
Proof. That a local ring (R, m) is Chinese is trivial: every module M equals M m , since R × = R \ m. That Artinian rings are Chinese, follows from the Structure Theorem for Artinian Rings, together with a result below, which states that finite direct sums of local rings are Chinese.
Finally, for Dedekind domains, every nonzero ideal I is a finite product of powers of nonzero prime (or maximal) ideals, so by the Chinese Remainder Theorem, we can write
i , for pairwise distinct maximal ideals m i , and n i ∈ N ∀i.
Given the first part of Lemma 2.2, we now claim that (R/m n i i ) m = 0 if m i = m -which will complete the proof. But this follows from the last part of Lemma 2.2.
2.3. Functoriality of Chinese rings. We now prove several (functorial) properties of Chinese rings. To do this, we need a small result.
Lemma 2.7. Suppose M is a direct sum of cyclic torsion modules over a Chinese ring R.
(
Proof. Throughout this proof, we assume that R is not local, otherwise the results are trivial.
(1) Given the decomposition of Rm into its localizations, we first note that each summand is an R-module, hence a quotient of Rm, and hence cyclic. Say it is generated by m ′ i ; then
which is a contradiction. Thus r i / ∈ m i , whence it acts by a unit on
Replacing each m i by m ′ i , we are done, for since m was a finite direct sum (of m i 's), hence so is M .
(2) Note that M = i∈I Rm i , and each summand splits into its localizations because R is Chinese. Hence so does all of M . Now given n ∈ N , write n = ⊕ i m i with m i ∈ M m i for each i. By the previous part, m i ∈ Rn, and Rm i = (Rn) m i ⊂ M m i . Hence we are done.
Proposition 2.8.
(1) R is a Chinese ring if and only if for all nonzero ideals I, R/I is a direct sum of finitely many local rings.
(2) If R is Chinese, and I = 0 a nontrivial ideal, then R/I has only finitely many maximal ideals (i.e. R/I is quasi-local) -but the converse does not hold.
(1) If M is a finite direct sum of cyclic torsion R-modules (for R Chinese), then M is itself a Chinese ring, by the first and last parts. Thus, finite abelian groups are Chinese, when viewed thus as rings. (2) We cannot talk of ideals being Chinese, since they are not unital. (3) We can also ask the following questions:
(a) If R is Chinese, is every integral extension of R Chinese as well?
for some field F? (A related question can be found in [15] .) (d) (A "converse" to a part of the proposition.) If R is semilocal (i.e. a Noetherian commutative unital ring with only finitely many maximal ideals), then is R Chinese? We will provide a common counterexample to all these questions.
Proof.
(1) Suppose R is Chinese, and I = 0 a nontrivial ideal. Then R/I splits as a finite direct sum of cyclic torsion modules by Lemma 2.7, hence of quotient rings R/J, say. But each of these is also local, as desired. Conversely, if R/I is a finite direct sum of local rings, then R/I necessarily surjects onto each of these rings, whence each of them is a cyclic torsion R-module as well. This gives the desired decomposition for R to be Chinese.
(2) By the previous part, R/I as a product of finitely many local rings.
That the converse does not hold, is demonstrated below. In fact, we will produce a semilocal ring which is not Chinese. (5) Given any direct sum j∈J R j of rings, we claim that any ideal decomposes in the usual way: I = j (I ∩ R j ). This is because if r = r j 1 ⊕ · · · ⊕ r j k ∈ I, with r j l ∈ R j l ∀l, then r j l = 1 j l r ∈ I as well. Now, given any ideal
, and each summand is a local ring with maximal ideal m i /(I ∩ m i ).
Counterexample. A. Tikaradze mentioned to us the following counterexample to the first question in Remark 2.9 above -and it turns out to negatively answer the other three questions too. Let F be a field, and define the local F-algebra R := F[X, Y ] m , where m is the maximal ideal (X, Y ). Now consider S := R[t]/ t(t + 1) − X . This is clearly a finite integral extension of R.
We first claim that S is not Chinese (but R, being a local ring, is). This would answer negatively the first question -but also the second and third 
Thus S/(Y ) ⊂ F(t) is an integral domain, hence not a (nontrivial) product of local rings. The only other option is that S/(Y ) is local (if S was to be Chinese). However, we claim that both t and t + 1 are nonunits here (and in a local ring, any two elements differing by 1, cannot both be non-units, so we are done). The claim itself follows from the above "rewriting" of S/(Y ).
Finally, we also claim that S answers negatively the fourth question -it is semilocal, but not Chinese. To see this, since R is the localization of F[X, Y ] at a maximal ideal, R is Noetherian, whence so is S, being a quotient of R[t]. Finally, S is a finite integral extension of R, so it is quasi-local, hence semilocal -but not Chinese, from above.
2.4.
Further examples: finite-residue Dedekind domains. We now present a large class of rings that provide examples of the above theory, and are somewhat nicer, in the sense of possessing certain "finiteness properties" (we make this precise later). Definition 2.10. A commutative unital ring R is finite-residue if it satisfies the following two conditions:
(1) Every residue field R/m is finite, for all 0 = m ∈ Specm(R).
(2) For all n ∈ N, the set {m ∈ Specm(R) : |R/m| ≤ n} is finite.
Remark 2.11.
(1) The motivation behind this definition is found in Proposition 3.12 below: we need the first assumption in order to satisfy the condition that no matter what N C(M ) is, q(M ) is always finite. The use of the other condition is in solving our problem of covering M ; for such rings, the case N C(M ) = ∅ can also be addressed. (2) We could introduce analogous concepts for any cardinal number n, but finite numbers are special because they are smaller than N, which was used in the last part of Theorem 1.8 (and since the proofs over Chinese rings reduce to the vector space setup, via local rings).
We now have three results. Firstly, the first condition in the first definition can be rephrased.
Lemma 2.12. The following are equivalent for a Noetherian ring R:
(1) R/m is finite for all maximal ideals m = 0.
(2) R/m n is finite, for all maximal ideals 0 = m and all n ∈ N. (3) R/I is finite, for all nonzero products I of maximal ideals. If R is a Dedekind domain, then these are also equivalent to (4) Every finitely generated torsion R-module M is finite.
Proof. Clearly, (3) ⇒ (2) ⇒ (1), and given (1), we claim that I/mI is finitedimensional over the (finite) field R/m, for any ideal I and any maximal ideal m. (This concludes the proof of (1) ⇒ (3), by proceeding inductively.) To see the claim, note that I is finitely generated, say I = k i=1 Rm i . Then we have the obvious surjection π : R k ։ I ։ I/mI of left R-modules, via (r 1 , . . . , r k ) → i r i m i . Then m k is in the kernel of π, so (R/m) k surjects onto the (R/m)-vector space I/mI. Now assume that R is a Dedekind domain. Then (4) ⇒ (1), and conversely, every finitely generated R-module M = Rm 1 + · · · + Rm k is a quotient of R ⊕k . But if we write this as ⊕ k i=1 Re i , with e i → m i , then each m i has torsion 0 = T i = Ann R (m i ), and the surjection :
It is now enough to show that each R/T i is finite. But this follows from (3), because every nonzero ideal is a finite product of powers of nonzero prime (and hence maximal) ideals.
Secondly, examples of finite-residue Chinese rings abound in mathematics.
Proposition 2.13. Each of the following is a finite-residue PID:
(1) Z. Proof. This is in various steps. For R a PID (but not a field), we will freely identify Specm(R) with nonzero prime elements p (up to unit), via: p ↔ (p).
Step 1. Each example above, except the second one, is a Euclidean domain, hence a PID. The second example is always a Dedekind domain, and a UFD since K has class number 1. But any Dedekind domain that is a UFD is also a PID.
Step 2. The finiteness of every residue field R/(p) (p = 0) is obvious in all cases except for the second one (since the last two examples are local rings, and prime ideals in F q [t] are vector subspaces with finite codimension). We now claim that any nonzero prime (i.e. maximal) ideal m in O K contains a unique prime number p m ∈ Z. Moreover, this finishes the proof, because given an integral Q-basis {b 1 , . . . , b n } of K (i.e. a Z-basis of O K ), we have |O K /m| ≤ p n m . To prove the claim, consider any algebraic number ζ = 0 in m; then ζ satisfies k i=0 a i ζ i = 0, where a i ∈ Z and we may assume (cancelling powers of ζ) that a 0 = 0. Thus ζ|a 0 , so a 0 ∈ m. In particular, a 0 is not a unit. Since m is prime, some prime factor (in Z) of a 0 must lie in m; call it p m . (That p m is the only prime number in m is clear, otherwise m would contain two distinct prime numbers, whence 1 ∈ m, contradiction.)
Step 3. It remains to check the second (technical) condition in all casesand it is enough to count nonzero prime ideals in R (with residue field of size at most n). The last two cases are trivial since R is local; the condition is also trivial for Z or for any field. For F q [t], the set of primes p = 0 with |R/(p)| ≤ n, would be the set of irreducible polynomials with degree at most log q (n) -and this is finite.
Finally, we check this condition for rings of algebraic integers in number fields. Given a number field, it has an integral basis, which constitutes a Z-basis of O K . Thus O K ∼ = Z m , say; every ideal is now a subgroup. But the number of subgroups of a lattice with index bounded above, is known to be finite; see e.g. [8, Equation 4 ]. Hence we are done.
Step 4. Finally, O K is finite-residue for all number fields K (it is standard that it is a Dedekind domain), because we proved in Steps 2 and 3 above, that the two technical conditions (for being finite-residue) are satisfied -and without using there, that O K was a PID.
Finally, finite-residue rings also have functoriality properties: Lemma 2.15. Quotients and finite direct sums of finite-residue rings are finite-residue.
Proof. Suppose R is finite-residue and J is an ideal. Then Specm(R/J) = {m ∈ Specm(R) : J ⊂ m}, and for each such m, we have that (R/J)/(m/J) ∼ = R/m. This easily shows that R/J is finite-residue if R is.
Next, if R 1 , . . . , R k are all finite-residue, then a maximal ideal in R = × i R i is of the form m i ⊕ j =i R j , where m j ∈ Specm(R j ) ∀j. This easily shows that R is also finite-residue.
Modules over Chinese rings
We start with a digression on unital commutative rings, all of whose modules are direct sums of cyclic modules. There have been several papers on this subject; we mention a few of them as references, after stating a theorem that combines results from most of them.
Theorem 3.1. Given a commutative unital ring R, the following are equivalent:
(1) Every module is a direct sum of cyclic modules.
(2) Every module is a direct sum of finitely generated modules. (3) Every module is a direct sum of indecomposable modules. (4) Every module is a direct sum of copies of ideals of R.
(5) There is some cardinal number n so that every module is a summand of a direct sum of modules, each with at most n generators. (6) R is an Artinian principal ideal ring.
(It is understood that "is" may stand for "is isomorphic to".) See [4, 6, 7, 16] for more details and references.
Remark 3.2.
A condition similar to the definition of a Chinese ring, can be found in [6, Theorem 2.1]: R is said to be restricted uniserial if for all nonzero ideals I, R/I is a direct sum of cyclic modules (equivalently, R/I is a direct sum of principal ideal rings).
We can now ask if this is equivalent to R being Chinese, given Lemma 2.7. Another question is: in a local Chinese ring (R, m), is every ideal a power of m? The answer is no in both cases: consider the local ring
] (as rings), whence m = xR + yR. However, xR is an ideal, that is not any power of m -and modulo x 2 R + y 2 R, the ideal m/(x 2 R + y 2 R) ∼ = Fx ⊕ Fy ⊕ Fxy (as F-vector spaces) is not principal (this is not hard to show).
3.1. Preliminaries, and the first result. We now explore the original question of covering direct sums of cyclic R-modules, by proper submodules, with R now a Chinese ring. We need some notation. (1) The minimum (in the definition of q(M )) is attained because of [13] . (2) Since R m = 0 by Lemma 2.2, {m i : Rm i ∼ = R} are also to be considered in N C(M ).
We now have some preliminary results; the first suggests that "N C" stands for "not cyclic". Lemma 3.5. Suppose R is a commutative unital ring, and M is as above. We now give an example when M is not finitely generated, to show that the above assertion can then fail. Let (R, m) be any local ring such that m contains a non-zerodivisor p, and consider M = n∈N R/m 2 = n∈N Rm n , say. Now define N to be spanned by {m n −pm n+1 : n ∈ N}. This is a proper submodule, since m n / ∈ N for all n. However, m n ∈ N + mM ∀n, whence N + mM = M . (7) This is straightforward (we may prefer to use Lemma 2.7 first, to decompose each cyclic summand of M ).
We now present our first result; this corresponds to (a part of) the case when N C(M ) = ∅, for M a direct sum of cyclic torsion R-modules as above. (1) If I is finite, then M is cyclic, and not a union of proper submodules.
(2) If I is infinite, and for all n ∈ N, the set {i ∈ I : |R/m i | ≤ n} is finite, then M is a countable union of proper subspaces, but not a finite union.
For example, the theorem applies to M = i R/m n i i (n i ∈ N) by Lemma 2.2 -in particular, a direct sum of "distinct" cyclic torsion modules over a Dedekind domain (by the Chinese Remainder Theorem). The second part is tailormade for finite-residue Dedekind domains (or perhaps it is vice versa!). Also note that such a direct sum decomposition of M is related to Lemma 2.7, if R is Chinese.
Proof. For i ∈ I, let J i be the annihilator of M m i ; thus M m i = R/J i ∀i. We claim that J i + J j = R if i = j in I. By Lemma 2.4, we need to show that no maximal ideal m contains J i and J j . But this is clear by Lemma 2.2.
(1) If I is finite, we now use the Chinese Remainder Theorem to conclude that M is cyclic. The second part is now obvious.
(2) If M is an infinite direct sum of modules, then we can imitate the proof of the last part of Theorem 1.8 to prove that M is a countable union of proper submodules. It remains to show that a finite union of proper submodules cannot cover M . Suppose not; we will then arrive at a contradiction.
Firstly, consider the cyclic generators m i = 1 inside M m i =: Rm i -or more precisely, I 0 := {i ∈ I : m i ∈ C j ∀j}. If I \ I 0 is finite, then we can quotient M by the submodule generated by {m i : i ∈ I 0 }, and this leaves us with a finite direct sum of cyclic torsion M m 's. But this is cyclic by the previous part, hence has no (finite) subcover, and this is a contradiction.
Thus we may quotient by i∈I 0 m i , i.e. we may assume that (no m i is in every C j , but) M is still an infinite direct sum as above. Since one or two proper submodules cannot cover any module, suppose M = n j=1 C j is the smallest possible such cover of M . By the given data, there exists m 0 ∈ Specm(R) so that |R/m 0 | > n and Rm 0 := M m 0 occurs as a direct summand of M . We claim that the C j 's containing m 0 , which form a proper subset of the set of all C j 's, already cover M . This contradicts the minimality of the set {C 1 , . . . , C n } (or of n), and the proof is complete.
To see the claim, lift the residue field to a set {r x : x ∈ R/m 0 } ⊂ R. Now fix m ∈ M , and consider the set {m + r x m 0 : x ∈ R/m 0 }. By the pigeonhole principle, two of these must lie in some C j , whence (r x − r y )m 0 ∈ C j (for some x, y). But since Rm 0 is an R m 0 -module, r x − r y acts invertibly on m 0 , so m 0 ∈ C j , whence m ∈ C j as well.
3.2.
The main results. We now show two theorems for Chinese rings R, in the spirit of Theorem 1.6 above. The first has an analogous proof (to that of Theorems 1.6 or 1.8). Also, we use the symbol ν 4 just to remind the reader of the ν 1 and ν 2 used in Theorem 1.6 (and the ν 3 used above as well) -and we will use a ν 5 later on too.
Theorem 3.7. Say (R, m) is local, and M = i∈I m i is a direct sum of cyclic R-modules (with |I| > 1). Define R/m = F, and ν 4 (F, I) to be N if |I| = |F| = ∞, and F {∞} otherwise. Then M is a union of "J-many" proper submodules if and only if J ≥ ν 4 (F, I).
We will need the following lemma for this theorem (and for later).
Lemma 3.8. If n ≤ |F| is a finite integer (irrespective of whether or not F = R/m is finite), and M is any R-module, then M is not a union of n proper R-submodules.
Proof. The proof here follows part (1)(b) of the proof of Proposition 1.11 above. Say C 1 , . . . , C n M ; we consider their union. We may assume that the C i 's are an irredundant set, in that no C i is contained in the union of the rest. Since n > 1, choose m i ∈ C i \ j =i C j for i = 1, 2. Also choose a lift to R of each element of F = R/m, say {r x : x ∈ R/m}. Now define
Thus, these elements are in bijection with the projective line FP 1 . We claim that any m x (x ∈ FP 1 ) is in at most one C j , whence at least one of them is not in j C j , as desired.
To see this, suppose x ∈ F and m x , m ∞ = m 2 are in some C j ; then we can solve this system to get that m 1 , m 2 ∈ C j , whence 1 = j = 2, a contradiction. On the other hand, if m x , m y ∈ C j for some j, and x, y ∈ F, then (r x − r y )m 2 ∈ C j . But r x − r y ∈ R \ m = R × , so m 2 ∈ C j , whence m 1 ∈ C j too -so once again, we get a contradiction: 1 = j = 2.
Proof of Theorem 3.7. We prove this result in various steps.
Step 1. We claim that M is a union of FP 1 -many proper submodules.
To see this, first note by Lemma 2.2, that for all i, Rm i = mm i , since (Rm i ) m = Rm i = 0. Now choose any i, j ∈ I, and quotient M by
Write this as a union of |F| + 1 lines, and lift each of these back to M , to get the submodules that cover all of M .
Step 2. Lemma 3.8 and the previous step prove the theorem when |F| < ∞. There are two cases left; in this step we prove the first of them. Suppose |I| = |F| = ∞. Then M is not a finite union of proper submodules; however, imitating the proof of the last part of Theorem 1.8, we can show that M is a countable union, as desired.
Step 3. It remains to prove the result when |I| < ∞ (= |F|).
Step 1 proves half of this result, and for the other half, we appeal to Lemma 3.5. Since M is finitely generated, hence we can replace any cover {C j : j ∈ J} of M (even for infinite J), by {C j + mM : j ∈ J}. Now quotient everything by mM . This reduces us to the case of a finite-dimensional vector space F I , covered by a collection of "J-many" proper subspaces. By Proposition 1.11, we have J ≥ |F|(= ∞).
We are now ready to state and prove our main result. By Lemma 2.7, we have M = R S 0 ⊕ m∈Specm(R) K m , with each K m a direct sum of cyclic torsion modules. We will only prove the result for S 0 finite. Theorem 3.9. Suppose R is a Chinese ring, and M = i∈I m i is any direct sum of cyclic R-modules so that N C(M ) = ∅ and S 0 is finite. Also assume that R is an integral domain if S 0 is nonempty. Define ν 5 (M, I) to be N if I and q(M ) are infinite, and q(M ) + 1 otherwise.
(1) If I is finite, q(M ) and Specm(R) are infinite, and S 0 is nonempty, then M can be covered by q(M )-many proper submodules, but not finitely many. Remark 3.10.
(1) Thus, two of the incomplete results are in the first part, for infinite cardinal numbers between 0 and q(M ) -and when N C(M ) = ∅. We briefly address the first question after the proof of this theorem, and for finite-residue integral domains, we will solve the second problem; see Proposition 3.12 below. (2) That same result will also show that for R = Z, the finiteness of S 0 is not needed in the above theorem; thus we have a complete answer to covering abelian groups by proper subgroups. (3) The finiteness (or not) of I is independent of the explicit presentation of M as a direct sum, by Lemma 2.7. (4) Note the similarity to Theorems 1.6 and 3.7: if F = R/m has size q(M ) for m ∈ N C(M ), then
This reflects the fact that the proof reduces to vector spaces.
Proof of Theorem 3.9. Firstly, if R is a field, all results hold from previous theorems, so henceforth we will assume that this is not the case. Next, the first part of part (1) follows by applying Lemma 3.5 to any m ∈ N C(M ) such that q(M ) = |R/m|. That M does not have a finite cover if q(M ) is infinite, will be shown below. Similarly, if I and q(M ) are infinite, then M is a countable union of proper subspaces, seen by imitating the proof of the last part of Theorem 1.8. We now show the remaining parts of the theorem in steps.
(1) The first step (analogous to using Lemma 3.8 in proving Theorem 3.7) is
Claim. If n ∈ N is at most q(M ) (irrespective of whether or not q(M ) is finite), then no n proper submodules can cover M .
This will be the longest step in the entire proof. Suppose we start with proper submodules C 1 , . . . , C n , and assume that they cover M ; we may assume that no C j is contained in the union of the rest. Fix m 0 ∈ Specm(R) with |R/m 0 | = q(M ). We now prove the claim, by obtaining a contradiction -in "substeps". Substep 1. We first "get rid of" S 0 while preserving the "q-value". If S 0 = ∅, fix i ∈ S 0 , and consider C j ∩ m i for i ∈ S 0 , and each j. First, suppose that C j ∩ m i = 0. We then claim that C j ⊕ m 0 m i = M , otherwise (1 − r)m i ∈ C j for some r ∈ m 0 . So we now replace
Since S 0 is finite, we repeat this procedure for each such i. Thus, we now have C j ∩ m i = I ij m i for some nonzero ideal I ij . Define
This is a nonzero ideal of the integral domain R. Moreover, I ′ i m i ⊂ C j for all j, so we now quotient everything by 
, and M is torsion, as desired.
Substep 2.
(From now on, S 0 = ∅, and we will not use the assumption that R is an integral domain.) Apply Lemma 2.7 above, to each C j ⊂ M (as well as to M ). Hence for each j, fix some m j with C ′ j = (C j ) m j = M m j , and now increase C j to
for each j. Then quotient everything by j C j .
Substep 3.
We are now working inside a finite direct sum M = ⊕ k i=1 M m i of R-modules, where each M m i is a direct sum of cyclic torsion R-modules. By Lemmas 2.7 and 3.5, the q-value of this M is at least the original q(M ), and each C j is of the form C ′ j ⊕ i =i(j) M m i , for some 1 ≤ i(j) ≤ k. We now claim that for some i, the set {C ′ j : i(j) = i} is a cover of
, and this is a contradiction.
Substep 4.
Starting with a cover C 1 , . . . , C n of M , we have produced (via a series of reductions that leaves n unchanged, and the q-value at least q(M ),) a cover of some (quotient of) M m (with m ∈ N C(M )) by proper submodules. This cover has size at most n, hence also ≤ q(M ) ≤ |R/m|. This is a contradiction by Lemma 3.8, and the claim is proved.
(2) The previous step, together with (a part of) Lemma 3.5 above, prove the last part when q(M ) < ∞, or q(M ) and I are both infinite. Thus, we assume henceforth that q(M ) is infinite but I is finite. We now show all the parts of the theorem in this setup. By the previous step, M is not a union of finitely many proper submodules, and the first part follows. Otherwise, in general we have that M is a union of q(M ) + 1 proper submodules; it remains to show that a fewer number cannot cover M .
Next, we show the case S 0 = ∅. The arguments will be similar to the previous part of this proof, but not the reasons.
Firstly, note that M = l j=1 m j for some l, whence there are only finitely many maximal ideals m i 's so that M = k i=1 M m i . Thus, we may now switch, by Lemma 2.7, to the notation whereby M is written in the latter form, and each M m i is a finite direct sum of cyclic torsion modules. Now suppose that {C j : j ∈ J} is a (infinite) cover of M by proper R-submodules. By Lemma 2.7, each C j splits as k i=1 C j,m i . Now, for each j there is at least one i = i(j) such that C j,m i = M m i . Since M m i is finitely generated, we use Lemma 3.5 to increase C j to
Now quotient everything by i m i M m i ; then we are reduced to vector spaces M m i /m i M m i over F i := R/m i . Keeping essentially the same names, we write M = i M i , and
We now claim that for some i, the set {C ′ j : i(j) = i} is a cover of M i by proper vector subspaces. (This finishes the proof, since by Theorem 1.6, the number of subspaces must exceed |F i(j) | ≥ q(M ), whence the original number of submodules was at least this size.)
To see the claim -if it fails to hold, choose m i ∈ M i \ j:i(j)=i C ′ j for each i. Then i m i is in some C j , whence m i(j) is also in that C j , hence in C ′ j , which is a contradiction. Since S 0 is finite, we repeat this procedure, and get that N := N + M 00 is also a proper submodule. Thus, given M = l∈L C l , we "increase" each C l to C l := C l + M 00 by the above procedure. Now quotient everything by M 00 ; we thus get k i=1 M m i ⊕ i∈S 0 R/J(R). Now say Specm(R) = {m 1 , . . . , m k }, whence J(R) = k i=1 m i . Then by the Chinese Remainder Theorem, R/J(R) = k i=1 (R/m i ), and one shows that q(M/M 00 ) = q(M ). We now work with the torsion module M/M 00 , which is a finite direct sum of cyclic torsion modules, each inside some (M/M 00 ) m i . But now we are done by the last part of this theorem, since S 0 = ∅.
We conclude this subsection with a possible counterexample that lies in the situation of the "missing case" in (the first part of) Theorem 3.9 above.
Lemma 3.11. Suppose R is a commutative unital ring with Specm(R) R × < q(R 2 ), and q(R 2 ) infinite. Then R 2 can be covered by J-many submodules, for some J < q(R 2 ). M (m)| > 1} This is an "equivalent" definition to the one above, because localizing at any maximal ideal m means that we only "retain" π −1 (0) ∪ π −1 (m).
3.4. Subgroups (submodules) of large index. A natural generalization of the above, given the variant in §1, is: given a direct sum G of cyclic groups, and k ∈ N, how many subgroups of index > k are needed to cover it? The above problem that we solved for Chinese rings, was the k = 1 case. Guess 1. If p is the smallest prime > k, then the minimal number is p + 1.
For example, for k = 61, we look for the next largest prime p such that |π −1 (0)| + |π −1 (p)| > 1. Then G has a quotient (Z/pZ) 2 , by Lemma 3.5.
The guess is wrong, however, since the group G = F 2 64 ⊕F 2 67 can be written as a union of 65 lines (each times F 2 67 ) over the finite field F 64 (and 65 < 68). This suggests our next guess: Guess 2. If q is the smallest prime power p l > k so that F 2 q ( ∼ = F 2l p as abelian groups) occurs as a summand, then the minimal number is q + 1.
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This guess is also wrong. For example, consider G = F 11 2 ⊕ F 2 67 , and k = 61. Since the 2-component is smaller than F 2 64 ( ∼ = F 12 2 as F 2 -vector spaces), we would expect that the cover (of the quotient F 2 67 , but lifted to G) by 68 lines over F 67 , is the minimal one. However, there is also a cover by 67 5-dimensional subspaces over F 2 (use Proposition 1.13).
We now mention a small result in this spirit, for modules M over finiteresidue Dedekind domains R (as above). Firstly, the results are easy if R is a field. Otherwise, finitely generated torsion modules over finite-residue Dedekind domains are finite, by Lemma 2.12 above. Thus, we can talk of the index of a submodule, to denote the (possible infinite) cardinality of the quotient module. F(τ ).
Then F(τ ) > k ∀τ . Moreover, we now have the following result.
Lemma 3.14. Say R is a finite-residue Dedekind domain, but not a field.
(1) If S(M, k) is nonempty, then M is a union of N (M, k) submodules, each of index larger than k. by m i -dimensional subspaces C i,j i as in Proposition 1.13 above. Now take the submodules to be the lifts of i C i,j i (for all possible values of the tuple of j i 's). This is a cover of M by precisely N (M, k) submodules, each with index > k (because τ ∈ S(M, k)).
