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The oscillation and nonoscillation properties of the solutions of selfadjoint fourth order differential equations ðpðtÞx 00 ðtÞÞ 00 þ qðtÞxðtÞ ¼ 0; (1.1) and ðpðtÞx 00 ðtÞÞ 00 À qðtÞxðtÞ ¼ 0; (1.2) were the subject of an extensive study in the fundamental paper of Lighton and Nehari [25] where the coefficients p and q are continuous positive functions. The investigation of the oscillatory behaviour of this type of equations originated with the vibrating rod problem of mathematical physics (see Ref. [38] ). If the rod is clamped at its two endpoints t ¼ a and t ¼ b, it is well known that the deflection of the rod at time zero is an eigenfunction for the (1.2) with the boundary condition xðaÞ ¼ x 0 ðaÞ ¼ xðbÞ ¼ x 0 ðbÞ ¼ 0:
Later these equations and their general forms have been studied extensively by other authors, we refer the reader to the papers [4,15,17e20,23,24,26,27,31,32,34e36 ] and the book [33] and the references cited therein. By a solution of (1.1) or (1.2) on the interval J4Ih½a 0 ; NÞ, we mean a nontrivial realvalued function x˛C 3 (J), which has the property that pðtÞx 00 ðtÞ˛C 2 ðJÞ and satisfies equation (1.1) or (1.2) on J. In this paper, we assume that (1.1) or (1.2) possesses such a nontrivial solution on I. The nontrivial solution x of (1.1) or (1.2) is said to be oscillate or to be oscillatory, if it has arbitrarily large zeros.
An equation of the form (1.1) or (1.2) is said to be disconjugate on an interval I if no nontrivial solution has more than three zeros on I counting multiplicities. If (1.1) or (1.2) is not oscillatory (i.e., if all solutions have only finitely many zeros), then the equation is disconjugate on some interval [a 1 ,N) for a 1 ! a 0 (see Ref. [25] ). In general, an nth-order differential equation
x ðnÞ ðtÞ þ a 1 ðtÞx ðnÀ1Þ ðtÞ þ . þ a n ðtÞxðtÞ ¼ 0; (1.4) is said to be (k, n À k) disconjugate on an interval I if no nontrivial solution has a zero of order k followed by a zero of order n À k. This means that, for every pair of points a, b˛I, a < b, there does not exist a nontrivial solution of (1.4) which satisfies x ðiÞ ðaÞ ¼ 0; i ¼ 0; .; k À 1; x ðjÞ ðbÞ ¼ 0; j ¼ 0; .; n À k À 1:
The least value of b such that there exists a nontrivial solution which satisfies (1.5) , is called the (k,n À k)-conjugate point of a.
For equation (1.1) , disconjugacy is equivalent to (3,1)-disconjugacy (which, since equation (1.1) is selfadjoint, is also equivalent to (1,3)-disconjugacy), and for equation (1.2) , disconjugacy is equivalent to (2,2)-disconjugacy (see Ref. [25] ). The equation (1.2) is said to be (2,2)-disconjugate on [a,b] if there is no nontrivial solution x(t) and c, d˛ [a,b] , c < d such that xðcÞ ¼ x 0 ðcÞ ¼ xðdÞ ¼ x 0 ðdÞ ¼ 0:
Our motivation in this paper comes from the old paper by C. de la Vallé e Poussin [30] and the papers [10, 12, 14, 28] . In Ref. [30] the author considered the linear nth-order differential equation (1.4) with real continuous coefficients a j and asserts that the equation holds, then (1.4) is disconjugate. In Ref. [37] it is shown that if x is a solution of the fourth order differential equation In Ref. [10] the author proved that if x is a solution of (1.7) which satisfies xðaÞ ¼ xðbÞ ¼ x 00 ðaÞ ¼ x 00 ðbÞ ¼ 0, then
In this paper, we obtain new lower bounds for the spacing (b À a) subject to the following boundary conditions: which correspond to a rod clamped at t ¼ b and free at t ¼ a.
The paper is organized as follows: In Section 2, we present some inequalities of Hardy, Opial and Wirtinger types. In Section 3, we prove several results for the equations (1.1) and (1.2) subject to the above boundary conditions. In particular, the results for the equation (1.1) will be proved in Section 3.1 subject to the boundary conditions (1.8)e(1.10). The results for the equation (1.2) will be proved in Section 3.2 subject to the boundary conditions (1.3), (1.8) and (1.11) when p(t) < 0. The case when (1.12) holds similar to the case when (1.11) holds and will be left to the interested reader. In Section 4, we give some illustrative examples.
Hardy, Opial and Wirtinger inequalities
In this section, we present the inequalities that we will need to prove the main results. For more details, we refer the reader to the books [2, 21, 22] . The Hardy inequality [21, 22] of the differential form that we will need in this paper is given in the following theorem.
Theorem 2.1. [21, 22] . If y is absolutely continuous on (a,b) with y(a) ¼ 0 or y(b) ¼ 0, then the following inequality holds
where q, r the weighted functions, are measurable positive functions in the interval (a,b) and m, n are real parameters satisfy 0 < n N and 1 m N and the constant C satisfies C kðm; nÞAða; bÞ; for 1 < m n; Note that the inequality (2.1) can be considered when y(a) ¼ y(b) ¼ 0. In this case, we see that (2.1) is satisfied with
Aða; bÞ ¼ sup The Opial inequalities that we will use in this paper are given in the following theorems.
Theorem 2.2. [2] . Assume that the functions w and f are nonnegative and measurable on the interval (a,b), m, n are real numbers such that m/m > 1, and 0 k n À 1 (n ! 1) fixed. Let x˛C ðnÀ1Þ ½a; b be such that x 
absolutely continuous on (a,b) then (2.7) holds with C a is replaced by C b where 
Note that the inequality (2.8) can be considered when 
and G is the Gamma function.
In the following, we present a special case of the Wirtinger type inequality proved by Agarwal et al. in Ref. [1] . 
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Also, the inequality (2.14) holds if p(t) ¼ Q(t). In this case the function p(t) satisfies the differential equation
for any function l(t) satisfies lðtÞs0.
Main results
In this section, we will prove the main results. Throughout this paper in most of the results we will assume that p(t) and q(t) are positive function and in the case when p(t) < 0, we will indicate it. We will also assume throughout the paper that p is absolutely continuous on [a,b] and the appropriate integrals exist. Also, we assume throughout that there exists a differentiable function Q(t) with qðtÞ ¼ Q 0 ðtÞ:
The results for equation (1.1)
For simplicity, we introduce the following notations: ; P 1;2 ðtÞ ¼ Z t a 1 pðsÞ ds; ; P 2;2 ðtÞ :¼
Theorem 3.1. Suppose that x is a nontrivial solution of (1.1). If x (i) (a) ¼ 0, for i ¼ 0,1,2 and x 00 ðbÞ ¼ 0; then 
where F 1 (Q, p, P 1,0 ) is defined as in (3.1). Applying the inequality (2.4) again on the integral Z b a jQðtÞjjx 0 ðtÞjjx 00 ðtÞjdt; 
which is the desired inequality (3.3). The proof of (3.4) is similar by using integration by parts and the constants F 1 (Q, p, P 1,0 ), J 1 (Q, p, P 1,1 ) and L 1 (P, p, P 1,2 ) will be replaced by F 2 (Q, p, P 2,0 ), J 2 (Q, p, P 2,1 ) and L 2 (P, p, P 2,2 ) which are defined as in (3.2).
The proof is complete.
Remark 2. Note that when p(t) is a constant then the third term L i for i ¼ 1,2 will disappear from the results in Theorem 3.1.
In the following, we apply the inequality in Theorem 2.3 to obtain a new result by using the maximum value of jQj: In this case J 1 (Q, p, P 1,1 ) and J 2 (Q, p, P 2,1 ) will be replaced by C 2 and C Ã 2 that we will determine below. As in the proof of Theorem 3.1, we suppose that the solution x(t) of (1.1) If instead Now, we can use the inequality (3.14) in the proof of Theorem 3.1 to obtain new results but in this case the constant 4 in front of the coefficient J will be replaced by D
2
. The details will be left to the interested reader.
In the following, we will apply the Boyd inequality in Theorem 2.4. By applying the Schwarz inequality Using this inequality and proceeding as in the proof of Theorem 3.1, we obtain the following result. þ L 2 ðp 0 ; p; P 2;2 Þ ! 1:
In the following, we apply the Opial inequality due to Bessack and Das [5] to obtain new results for (1.1) subject to the boundary conditions (1.10). This inequality is a generalization of the classical Opial inequality [29] Note that the inequality (3.19) can be considered when y(a) ¼ y(b) ¼10. In this case we will assume that there exists s˛(a,b) such that : e g y p t i a n j o u r n a l o f b a s i c a n d a p p l i e d s c i e n c e s 1 ( 2 0 1 4 ) 4 9 e5 9 Theorem 3.5. Assume that p(t) is a non-increasing function.
Suppose that x is a nontrivial solution of (1.1 where Q 1 (t) is the antiderivative of p(t)q(t). Integrating by parts the last term in the right hand side, we see that
Using the assumption x 00 ðbÞ ¼ x 00 ðaÞ ¼ 0, we see that
Hence we obtain One can apply the inequalities in Section 2 to establish new results. This will be left to the interested reader.
3.2.
The results for equation ( Integrating by parts the right hand side, we see that
Integrating by parts the left hand side of (3.35), we see that In the following, we consider the boundary conditions xðaÞ ¼ x 0 ðaÞ ¼ x 00 ðbÞ ¼ x 000 ðbÞ ¼ 0 which correspond to a beam hinged or supported at both ends. The proof will be as in the proof of Theorem 3.6, by using these boundary conditions and gives us the following result. which are defined as in (3.1) and (3.48). The proof is complete.
Examples
The following examples illustrate the results. 
