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Abstract
In the surgery theory of smooth smooth manifolds, it is often difficult to determine the existence
or the non-existence of a smooth normal map with nontrivial surgery obstructions. We present and
prove a simple relation over the mod 2 Steenrod algebra between two smooth Kervaire classes in
different dimensions. This formula enables us to compute the Kervaire surgery invariants for various
manifolds.  2002 Elsevier Science B.V. All rights reserved.
AMS classification: 55R55; 55R67; 57S10; 57S12
Keywords: Surgery; Kervaire class
1. Introduction and result
Let Mn be a smooth closed manifold. Then a normal cobordism class of a normal map
with target M can be represented by a map
f :Mn → F/O
where
F/O → BSO → BSF
is a fibration of infinite loop spaces. Here BSO is the classifying space of the oriented stable
orthogonal vector bundles and BSF is the classifying space of stable oriented spherical
fibrations.
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Under these circumstances, the Kervaire obstruction of the surgery datum f is given by
c(f )=
〈
V (M)2
∑
i2
f ∗K2i−2, [M]2
〉
,
where V (M) is the total Wu class of Mn,K2i−2 is the smooth Kervaire class which lies in
H 2
i−2(F/O;Z/2), and [M]2 is the mod 2 homology fundamental class of M .
When we study the Kervaire obstruction map for a given manifold Mn, it is important
to know whether the the Kervaire obstruction map
c :
[
Mn,F/O
]→ Z/2
is trivial or not. The most difficult case is when M is a sphere; the so-called Kervaire
invariant conjecture is still an open question in dimensions 2k − 2. In some cases of
manifolds, the answers are known. When Mn is the real projective space of dimension
4k+ 2, the Kervaire obstruction map is always nontrivial [1]. When Mn (n= 4k + 2) is a
product of an odd-dimensional sphere S2p+1 and an odd-dimensional real projective space
RP
2q+1 (p  q), the Kervaire surgery obstruction map is trivial unless n+ 2 is a power
of 2. This result was obtained by making use of a relation between two Kervaire classes:
Sq2
r−1
Sq2
r−2 · · ·Sq2s−1Sq2s−2K2s−2 = Sq2s−1Sq2s−2K2r−2 (r > s  2).
As a geometric application of this result, we were able to prove that the connected
sum of a real projective space RP4k+1 with a Kervaire homotopy sphere that bounds a
framed manifold with Kervaire invariant one is not diffeomorphic to the original projective
space [2]. This relation, however, can be deduced from the following stronger but simpler
new formula:
Theorem 1.1. For the smooth Kervaire classes we have a relation
Sq2
r
Sq2
s
Sq2
t
K2r−2 = Sq2sSq2t K2r+1−2.
where r , s and t are integers that satisfy r > s > t  0.
2. Preliminaries
Before we go into the details of proofs, we present the machineries which will be used
in the proofs. In this paper all homologies and cohomologies are in coefficients mod 2 and
will be omitted from the notation.
The mod 2 homology and cohomology of the classifying space of surgery F/O were
studied by Milgram [5] and others. The notation we adopt in this paper is contained
in [4]. The mod 2 Steenrod squaring operations on the cohomology group H ∗(F/O) is
not directly calculable. However, when we consider its dual H∗(F/O), using the infinite
loop space structure of the classifying spaces, we know its algebra generators as follows.
Let I = (i1, i2, . . . , in) be a finite sequence of non-negative integers. We shall write QI
to be the composite of mod 2 Dyer–Lashof homology operations Qi1Qi2 · · ·Qin . We say
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that I or QI is allowable if ij  2ij+1 holds for all j , 1  j  n − 1. Define its length
l(I )= n and its excess e(I) by
e(I)=
n−1∑
j=1
(ij − 2ij+1)+ in = i1 − i2 − · · · − in.
The Pontrjagin ring of SF is known as follows.
Theorem 2.1 (Madsen–Milgram).
H∗(SF) = E
{
Qi [1] ∗ [−1] | i  1}⊗P{QiQi [1] ∗ [−3] | i  1}
⊗P{QI [1] ∗ [1− 2n] | I : allowable, l(I )= n 2, e(I) 1, in > 1}.
Here the Dyer–Lashof operation Qi s is based on infinite loop structure of Ω∞S∞
and not the H -space structure of SF induced by composition of maps, and H∗(SF) is
considered as a subalgebra of H∗(Ω∞S∞). There is another choice of generators; one can
take elements of the form
Q̂ i1Q̂ i2 · · · Q̂ in−2(Qin−1Qin [1] ∗ [−3])
as alternative generators as well, where Q̂ i is based on the composition product on SF.
However, this choice of generators does not affect the arguments that follow.
The natural map SF → F/O in the sequence of fibrations
SO → SF → F/O → BSO → BSF,
allows us to identify H∗(F/O) with the subalgebra of H∗(SF):
H∗(F/O) = P
{
QiQi[1] ∗ [−3] | i  1}
⊗P{QI [1] ∗ [1− 2n] | I : allowable, l(I )= n 2, e(I) 1, in  1}.
As to the homology operation, we have Adem relation
QaQb =
∑
i
(
i − b− 1
2i − a
)
Qa+b−iQi for a > 2b
and Nishida relation [6]
Sqa∗Qb =
∑
i
(
b− a
a − 2i
)
Qb−a+1Sqi∗,
where Sqi∗ denotes the dual of the Steenrod squaring operation Sqi .
In what follows, given a sequence I = (i1, i2, . . . , in) (not necessarily allowable), we
shall also write u(i1, i2, . . . , in) to represent the element QI [1] ∗ [1− 2n] either in H∗(SF)
or H∗(F/O).
As to the characterization of the cohomology smooth Kervaire classes, we have the
following theorem.
Theorem 2.2. For I = (i1, i2, . . . , in), 〈K2q+1−2, u(i1, i2, . . . , in)〉 is nonzero if and only if
n= 2, i1 + i2 = 2q+1 − 2 and i2 = 2k − 1 for some k, 0< k  q .
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All the binomial coefficients in this paper are considered mod 2. In the proof of our
main theorem, we shall encounter many binomial coefficients. The following is the most
fundamental criterion for determining the modulo 2 value of the binomial coefficient [7,
I.2.6. Lemma].
Lemma 2.1. Let
a =
∑
i0
ai2i , b =
∑
i0
bi2i
be 2-adic expansions of non-negative integers a and b, where ai and bi ’s are 0 or 1. Then
the binomial coefficient (a
b
)
is 0 if and only if there exists an i such that ai = 0 and bi = 1.
For a, b not satisfying a  b  0, we use the convention
(
a
b
)= 0.
From Lemma 2.1 we have two lemmas below:
Lemma 2.2. The mod 2 binomial coefficient (a
b
)
(a  b  0) is characterized by the
following properties:
(1) (a
b
)= 1 if b = 0.
(2) (a
b
)= 0 if a is even and b is odd.
(3) else (a
b
) = (a′
b′
)
where a′ = [a/2] and b′ = [b/2], where [x] denotes the largest
integer not exceeding x .
Lemma 2.3. Let a = c2n + d and b < 2n, where c is a positive integer and d satisfies
0 d < 2n. Then we have
(
a
b
)= (d
b
)
.
The following lemmas will be frequently useful in the proofs. All the proofs are
performed by inductions.
Lemma 2.4. Let a  0.
(2a+i
2i+1
)
is nonzero if and only if i = 2a − 1.
Proof. We use induction on a. The case a = 0 is easy. Let a > 0 and assume the
conclusion is true for a − 1. We assume that (2a+i2i+1) = 0. If i is even, then we have(2a+i
2i+1
) = 0 by Lemma 2.1. Hence i should be odd. Put i = 2j + 1. Then we have(2a+i
2i+1
)= (2a+2j+14j+3 )= (2a−1+j2j+1 ). By inductive assumption, we have j = 2a−1−1. Therefore
we have i = 2a − 1. ✷
Lemma 2.5. Let a  0.
(2a+i
2i
)
is nonzero if and only if i = 2a − 2k (0 k  a) or i = 2a .
Proof. The result is true for a = 0. Assume that a > 0 and the conclusion holds for a − 1.
Case i = 2j : (2a+i2i ) = (2a+2j4j ) = (2a−1+j2j ). This is nonzero if and only if j = 2a−1 −
2l (0 l  a − 1) or j = 2a−1. That is i = 2a − 2k (1 k  a) or i = 2a .
Case i = 2j + 1: (2a+i2i ) = (2a+2j+14j+2 ) = (2a−1+j2j+1 ). By the previous lemma, we have
j = 2a−1 − 1. Therefore i = 2a − 1 = 2a − 20. ✷
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Lemma 2.6. Let a  0.
(2a−1+i
2i
)
is nonzero if and only if i = 2a − 2k (0 k  a).
Proof. Induction on a: For a = 0, the assertion is clear. Suppose that the assertion holds
below a with a  1.
Case i = 2j : We have (2a−1+2j4j ) = (2a−1−1+j2j ) which is nonzero if and only if j =
2a−1 − 2l for some l, 0  l  a − 1, by the inductive assumption. That is i = 2a − 2k
(1 k  a).
Case i = 2j + 1: We have (2a−1+(2j+1)4j+2 ) = (2a−1+j2j+1 ) which is nonzero if and only if
j = 2a−1 − 1 by Lemma 2.4. That is i = 2a − 1. ✷
Lemma 2.7. Let a  0.
(2a−1+i
2i+1
)
is nonzero if and only if i = 2a − 2k (1 k  a).
Proof. Induction on a: The case a = 0 is clear. Let a  1, then (2a−1+i2i+1 ) is zero for i odd.
Put i = 2j , then we have (2a−1+i2i+1 )= (2a−1+2j4j+1 )= (2a−1−1+j2j ), which is nonzero if and only
if j = 2a−1 − 2l with 0 l  a − 1, by Lemma 2.6. That is i = 2a − 2k (1 k  a). ✷
Lemma 2.8. Let a > b 0.
(2a+2b+i
2i+1
)
is nonzero if and only if i = (2a − 2k)+ 2b− 1 (b+
1 k  a) or i = 2a + 2b − 1.
Proof. Induction on b: When b = 0, i should be even. So we may put i = 2j . We have(2a+1+2j
4j+1
) = (2a−1+j2j ) which is nonzero if and only if j = 2a−1 − 2l (0  l  a − 1) or
j = 2a−1 by Lemma 2.5. That is i = 2a − 2k (1  k  a) or i = 2a . So the result holds
for b = 0. Let b  1. If i is even, (2a+2b+i2i+1 ) is zero. So we may put i = 2j + 1. We have(2a+2b+2j+1
4j+3
)= (2a−1+2b−1+j2j+1 ), which is nonzero if and only if j = (2a−1 − 2l)+ 2b−1 − 1
or j = 2a−1+ 2b−1− 1 by the inductive assumption. That is i = 2a − 2k+ 2b− 1 (b+ 1
k  a) or i = 2a + 2b − 1. ✷
Lemma 2.9. Let a > b  0.
(2a−2b+i
2i+1
)
is nonzero if and only if i = (2a − 2k) + 2b − 1
(b+ 1 k  a).
Proof. Induction on b: The case when b= 0 is Lemma 2.7. Let b  1 and since (2a−2b+i2i+1 )
is zero for i even, we put i = 2j + 1. We have (2a−2b+2j+14j+3 ) = (2a−1−2b−1+j2j+1 ), which is
nonzero if and only if j = (2a−1 − 2l ) + 2b−1 − 1 (b  l  a − 1) by the inductive
assumption. That is i = (2a − 2k)+ 2b − 1 (b+ 1 k  a). ✷
Lemma 2.10. Let a > b  0.
(2a−2b+i
2i
)
is nonzero if and only if i = (2a − 2k) + (2b −
2l) (b+ 1 k  a,0 l  b) or i = 2a − 2b.
Proof. When b = 0, the result follows from Lemma 2.6. Let b 1.
Case i = 2j : We have (2a−2b+2j4j ) = (2a−1−2b−1+j2j ) which is nonzero if and only if
j = (2a−1 − 2p) + (2b−1 − 2q) where b  p  a − 1, 0  q  b − 1 by the inductive
assumption. That is i = (2a − 2k)+ (2b − 2l ) where b+ 1 k  a, 1 l  b− 1.
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Case i = 2j + 1: We have (2a−2b+2j+14j+2 ) = (2a−1−2b−1+j2j+1 ), which is nonzero if and
only if j = (2a−1 − 2p) + 2b−1 − 1 (b  p  a − 1) by Lemma 2.9. That is i =
2a − 2k + 2b − 1, (b+ 1 k  a). ✷
Lemma 2.11. Let a > b 0.
(2a+2b−1+i
2i
)
is nonzero if and only if i = (2a−2k)+(2b−2l ),
i = 2a + (2b − 2l) or i = 2a − 2b where b+ 1 k  a, 0 l  b.
Proof. Induction on b: When b= 0, (2a+i2i ) is nonzero if and only if i = 2a−2k (0 k  a)
or i = 2a by Lemma 2.5. Let b 1.
Case i = 2j : We have (2a+2b−1+2j4j )= (2a−1+2b−1−1+j2j ), which is nonzero if and only if
j = 2a−1 − 2b−1, j = 2a−1 − 2p + 2b−1 − 2q or j = 2a−1 + (2b−1 − 2q) where b  p 
a−1, 0 q  b−1 by the inductive assumption. That is i = 2a−2b, i = 2a−2k+2b−2l
or, i = 2a + 2b − 2l where b+ 1 k  a, 1 l  b.
Case i = 2j + 1: We have (2a+2b+2j4j+2 )= (2a−1+2b−1+j2j+1 ), which is nonzero if and only if
j = 2a−1 + 2b−1 − 1 or j = (2a−1 − 2p)+ 2b−1 − 1 where b  p  a − 1 by Lemma 2.8.
That is i = 2a + 2b − 1 or i = (2a − 2k)+ 2b − 1 where b+ 1 k  a. ✷
Lemma 2.12. Let a > b  0.
(2a+2b−1+i
2i+1
)
is nonzero if and only if i = 2a − 2b, i =
(2a − 2k)+ (2b − 2l) or i = 2a + (2b − 2l ) where b+ 1 k  a, 1 l  b.
Proof. Induction on b: The assertion holds for b = 0 by Lemma 2.4. We let b  1,
then we have only to consider the case when i is even. Putting i = 2j , we have(2a+2b−1+2j
4j+1
) = (2a−1+2b−1−1+j4j ), which is nonzero if and only if j = 2a−1 − 2b−1, j =
2a−1 − 2p + 2b−1 − 2q or j = 2a−1 + 2b−1 − 2q where b  p  a − 1 and 0 q  b− 1
by the inductive assumption. That is i = 2a − 2b , i = 2a − 2k + 2b− 2l or i = 2a + 2b− 2l
where b+ 1 k  a and 1 l  b. ✷
Lemma 2.13. Let a > b 0.
(2a−2b−1+i
2i
)
is nonzero if and only if i = (2a−2k)+(2b−2l)
or i = (2a − 2m)+ 2b for b+ 1 k  a, 0 l  b, b+ 2m a.
Proof. Induction on b: If b= 0 the result follows from Lemma 2.10. Let b  1.
Case i = 2j : We have (2a−2b−1+2j4j ) = (2a−1−2b−1−1+j2j ), which is nonzero if and only
if i = 2a−1 − 2p + 2b−1 − 2q (b  p  a − 1, 0  q  b − 1) or i = 2a−1 − 2µ +
2b−1 (b + 1  µ  a − 1). That is i = 2a − 2k + 2b − 2l (b + 1  k  a, 1  l  b)
or 2a − 2m + 2b (b+ 2m a).
Case i = 2j+1: We have (2a−2b+2j4j+1 )= (2a−1−2b−1+j2j ), which is nonzero, by Lemma 2.9,
if and only if j = 2a−1 − 2p + 2b−1 − 1. That is i = 2a − 2k + 2b − 1 where b+ 1 k 
a. ✷
Lemma 2.14. Let a > b > c 0.
(2a+2b−2c+i
2i+1
)
is nonzero if and only if i = 2a − 2b+ 2c−
1, i = (2a − 2k)+ (2b − 2l )+ 2c − 1 or i = 2a + (2b − 2l )+ 2c − 1 where b+ 1 k  a
and c+ 1 l  b.
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Proof. Induction on c: The result for c = 0 is immediate from Lemma 2.12. So we let
c 1. We have only to consider the case when i is odd and put i = 2j + 1. Then we have(2a+2b−2c+2j+1
4j+3
)= (2a−1+2b−1−2c−1+j2j+1 ), which is nonzero if and only if j = 2a−1 − 2b−1 +
2c−1 − 1, j = 2a−1 − 2p + 2b−1 − 2q + 2c−1 − 1 or j = 2a−1 + 2b−1 − 2l + 2c−1 − 1
where b  p  a − 1 and c  q  b − 1 by the inductive assumption. That is i =
2a − 2b + 2c − 1, i = 2a − 2k + 2b − 2l + 2c − 1 or i = 2a + 2b − 2l + 2c − 1 where
b+ 1 k  a and c+ 1 l  b. ✷
Lemma 2.15. Let a > b > c  0.
(2a+2b−2c+i
2i
)
is nonzero if and only if i = (2a − 2k)+
(2b − 2l) + (2c − 2m), i = 2a + (2b − 2l) + (2c − 2m), i = 2a − 2b + (2c − 2m), i =
(2a − 2k)+ 2b − 2c or i = 2a + 2b − 2c where b+ 1 k  a, c+ 1 l  b, 0m c.
Proof. Induction on c: The result for c = 0 follows from Lemma 2.11. We consider the
case c 1.
Case i = 2j : We have (2a+2b−2c+j4j )= (2a−1+2b−1−2c−1+j2j ). By the inductive assumption
this is nonzero if and only if
j =


2a−1 − 2p + 2b−1 − 2q + 2c−1 − 2µ,
2a−1 + 2b−1 − 2q + 2c−1 − 2µ,
2a−1 − 2b−1 + 2c−1 − 2µ,
2a−1 + 2b−1 − 2c−1,
2a−1 − 2p + 2b−1 − 2c−1,
where b p  a − 1, c q  b− 1 and 0 µ c− 1. That is
i =


2a − 2k + 2b − 2l + 2c − 2m,
2a + 2b − 2l + 2c − 2m,
2a − 2b + 2c − 2m,
2a + 2b − 2c,
2a − 2k + 2b − 2c,
where b+ 1 k  a, c+ 1 l  b and 1m c.
Case i = 2j + 1: We have(2a+2b−2c+2j+14j+2 )= (2a−1+2b−1−2c−1+j2j+1 ). By Lemma 2.14, this
is nonzero if and only if
j =


2a−1 − 2b−1 + 2c−1 − 1,
2a−1 − 2p + 2b−1 − 2q + 2c−1 − 1,
2a−1 + 2b−1 − 2q + 2c−1 − 1,
where b  p  a− 1 and c q  b− 1. That is i = 2a − 2b + 2c − 1, i = 2a − 2k + 2b −
2l + 2c − 1 or i = 2a + 2b − 2l + 2c − 1. ✷
Lemma 2.16. Let a > b > c 0.
(2a+2b−2c−1+i
2i
)
is nonzero if and only if i = (2a − 2k)+
(2b − 2l) + (2c − 2m), i = 2a + (2b − 2l) + (2c − 2m), i = 2a − 2b + (2c − 2m), i =
2a−2b+2c, i = (2a−2k)+(2b−2q)+2c or i = 2a+(2b−2q)+2c where b+1 k  a,
c+ 1 l  b, 0m c and c+ 2 q  b.
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Proof. Induction on c: The result for c= 0 follows from Lemma 2.15 and we consider the
case c 1.
i = 2j : We have (2a+2b−2c−1+2j4j ) = (2a−1+2b−1−2c−1−1+j2j ) which is, by the inductive
assumption, nonzero if and only if
j =


2a−1 − 2α + 2b−1 − 2β + 2c−1 − 2δ,
2a−1 + 2b−1 − 2β + 2c−1 − 2δ,
2a−1 − 2b−1 + 2c−1 − 2δ,
2a−1 − 2b−1 + 2c−1,
2a−1 − 2α + 2b−1 − 2γ + 2c−1,
2a−1 + 2b−1 − 2γ + 2c−1,
where b α  a − 1, c β  b− 1, 0 δ  c− 1 and c+ 1 γ  b− 1. That is
i =


2a − 2k + 2b − 2l + 2c − 2m,
2a + 2b − 2l + 2c − 2m,
2a − 2b + 2c − 2m,
2a − 2b + 2c,
2a − 2k + 2b − 2q + 2c,
2a + 2b − 2q + 2c,
where b+ 1 k  a, c+ 1 l  b, 1m c and c+ 2 q  b.
Case i = 2j + 1: We have (2a+2b−2c+2j4j+2 )= (2a−1+2b−1−2c−1+j2j+1 ). By Lemma 2.14, this is
nonzero if and only if j = 2a−1−2b−1+2c−1−1, j = 2a−1−2α+2b−1−2β+2c−1−1,
2a−1 + 2b−1 − 2β + 2c−1 − 1 where b  α  a − 1 and c  β  b − 1. That is i =
2a − 2b + 2c − 1, i = 2a − 2k + 2b − 2l + 2c − 1 and i = 2a + 2b − 2l + 2c − 1 where
b+ 1 k  a and c+ 1 l  b. ✷
3. Proofs of theorems
We begin with the proof of Theorem 2.2.
Let I = (i1, i2, . . . , in) (in > 0) and consider uI = u(i1, i2, . . . , in). When I is allowable,
then we already know that the pairing 〈K2q+1−2, uI 〉 is nonzero if and only if n = 2 and
i1 = i2 = 2q − 1 [2,3]. Suppose that I is not allowable. Then we can use the Adem relation
and express uI as a sum of allowable terms uJ . Since the Adem relation preserves the
length of the indices, 〈K2q+1−2, uI 〉 is zero if l(I ) = 2. Let I = (i1, i2) be non-allowable.
In this case, by the Adem relation we have
u(i1, i2)=
∑
j
(
j − i2 − 1
2j − i1
)
u
(
2q+1 − 2− j, j).
The pairing 〈K2q+1−2, u(i1, i2)〉 is nonzero if and only if the binomial coefficient(
j−i2−1
2j−i1
)
is nonzero for j = 2q − 1. Then we have (j−i2−12j−i1 ) = (2q−i2−2i2 ) = ( 2q−i2−22q−2i2−2) =(2q−1−1+(2q−1−i2−1)
2(2q−1−i2−1)
)
. By Lemma 2.6, this is nonzero if and only if 2q−1 − i2 − 1 =
2q−1 − 2k for some k  q − 1, i.e., i2 = 2k − 1. This completes the proof.
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The term of the form u(2q+1 − 2k − 1,2k − 1) that appeared in the above proof will be
called a Kervaire dual in this paper.
The proof of Theorem 1.1 is much more complicated. We shall make a few observations.
The statement
Sq2
r
Sq2
s
Sq2
t
K2r−2 = Sq2sSq2t K2r+1−2
is equivalent to the statement that〈
Sq2
r
Sq2
s
Sq2
t
K2r−2, u
〉= 〈Sq2sSq2t K2r+1−2, u〉
holds for any u ∈H2r+1+2s+2t−2(F/0).
We may assume that the homology class u is non-decomposable since the Kervaire
classes are primitive and the Steenrod squaring operation maps primitives to primitives.
Thus the above statement is equivalent to〈
K2r−2,Sq2
t
∗ Sq2
s
∗ Sq2
r
∗ uI
〉= 〈K2r+1−2,Sq2t∗ Sq2s∗ uI 〉,
where Sqi∗’s are the dual operations on homology and uI is the generator of the polynomial
algebra H∗(F/O). By the Nishida relation, we see that Sqi∗ preserves the length of uI and
therefore we may assume that the length of I is two.
Let I = (a, b) be allowable, i.e., 0 < b  a  2b and a + b = 2r+1 + 2s + 2t − 2. We
have to count the occurrences of Kervaire duals of the form u(2r − 2m − 1,2m − 1) in
Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) and u(2r+1 − 2k − 1,2k − 1) in Sq2
t
∗ Sq2
s
∗ u(a, b) and show that the
occurrences in both cases coincide for all u(a, b).
Let r > s > t  0 and a + b = 2r+1 + 2s + 2t − 2 with allowability condition 0 < b 
a  2b.
First, repeated use of the Nishida relation shows that
Sq2
t
∗ Sq2
s
∗ Sq2
r
∗ u(a, b)=
∑
i,j,k
ABCDEFu(c, d)
where
A =
(
a − 2r
2r − 2i
)
=
(
2r + 2s + 2t − 2− b
2r − 2i
)
,
B =
(
b− 1
i
)
,
C =
(
a − 2r − 2s + i
2s − 2j
)
=
(
2r + 2t − 2− (b− i)
2s − 2j
)
,
D =
(
b− i − j
j
)
,
E =
(
a − 2r − 2s − 2t + i + j
2t − 2k
)
=
(
2r − 2− (b− i − j)
2t − 2k
)
,
F =
(
b− i − j − k
k
)
,
c = a − 2r − 2s − 2t + i + j + k, d = b− i − j − k.
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We count the occurrences of u(c, d) with d − 2m − 1 (m  r − 1). From 3b  a + b =
2r+1 + 2s + 2t − 2, we have 3(2m − 1+ i + j + k) 2r+1 + 2s + 2t − 2, that is,
3(i + j + k) 2r+1 + 2s + 2t + 1− (2m+1 + 2m). (3.1)
If F = 0, then we have 0  k  2m − 1. If A = 0, then we have i  2r−1. If C = 0, then
we have j  2s−1. Combining these, we have from (3.1),
3
(
2r−1 + 2s−1 + 2m − 1) 2r+1 + 2s + 2t + 1− (2m+1 + 2m).
Therefore we get
2m+2 + 2m+1 + 2s−1  2r−1 + 2t + 4.
This inequality is impossible if m  r − 5. Thus we may limit the range of m as
r − 4m r − 1.
Lemma 3.1. If r  t + 3, there are no occurrences of Kervaire duals with m= r − 4.
Proof. Let r  t + 3 and m= r − 4. From (3.1) we have
3(i + j + k)  2r+1 + 2s + 2t + 1− (2r−3 + 2r−4)
= 2r + 2r−1 + 2r−2 + 2r−4 + 2s + 2t + 1.
On the other hand, we have
3(i + j + k)  3(2r−1 + 2s−1 + 2t−1)
= 2r + 2r−1 + 2s + 2s−1 + 2t + 2t−1.
From these two inequalities we have
2r + 2r−1 + 2s + 2s−1 + 2t + 2t−1
 2r + 2r−1 + 2r−2 + 2r−4 + 2s + 2t + 1,
that is
2s−1 + 2t−1  2r−2 + 2r−4 + 1.
However this is impossible since
2s−1 + 2t−1  2r−2 + 2r−4. ✷
We shall count the occurrences of Kervaire duals in three different cases. First we begin
with the case when r  s + 2.
Lemma 3.2. Let r  s + 2. Then a Kervaire dual appears for m= r − 1 if and only if
(a, b)=


(
2r + 2s − 1,2r + 2t − 1)(
2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1)
(t + 1 x  s − 1, 0 y  t).
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Proof. We look for the condition for ABCDEF = 0. F = 0 if and only if 0  k 
2r−1 − 1. E = (2r−1−1−k2t−2k ) is nonzero for k = 0.
Case t = 0: E is nonzero if and only if k = 0.
Case t  1: We see by Lemma 2.13 that
E =
(
2r−1 − 2t−1 − 1+ (2t−1 − k)
2(2t−1 − k)
)
is nonzero if and only if
2t−1 − k =
{
(2r−1 − 2µ)+ 2t−1 (t + 1 µ r − 1)
(2r−1 − 2κ)+ (2t−1 − 2l) (t  κ  r − 1, 0 l  r − 1).
Hence k = 0 or k − 2l (0 l  t − 1). Next we consider the condition for D = (2r−1+k−1
j
)
to be nonzero. When k = 0, D = 0 if and only if 0 j  2r−1 − 1. When k = 2l (0 l 
t − 1), D = 0 if and only if 0 j  2l − 1 since we may assume that j  2s−1 in view of
C. To find the condition for C = 0, we must consider several cases.
Case k = 0 and 0 j  2r−1 − 1:
C =
(
2r−1 + 2t − 1− j
2s − 2j
)
=
(
2r−1 − 2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2r−2 + 2r−3 + · · · + 2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
and by Lemma 2.3
=
(
2s + 2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
.
C vanishes for j = 0, so we may assume j > 0. Since 2s−2j < 2s , we see by Lemma 2.11,
that C = (2s−1+2t−1+(2s−1−j)2(2s−1−j) ) is nonzero if and only if j = 2t or j = 2x + 2y − 2t , where
t + 1 x  s − 1 and 0 y  t .
Case k = 2l (0  l  t − 1, 0  j  2l − 1): We have C = (2r−1+2t−2l−1−j2s−2j ) which is
zero for j = 0 and we only consider j > 0. Then we have
C =
(
2r−1 − 2s−1 + 2t − 2l − 1+ (2s−1 − j)
2(2s−1 − j)
)
.
Subcase when s  t + 2: We have j  2l − 1  2t−1 − 1  2s−3 − 1 and 2s−1 − j 
2s−2 + 2s−3 + 1. Therefore by Lemma 2.3, we have
C =
(
2r−2 + 2r−3 + · · · + 2s−1 + 2t − 2l − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2s−1 + 2t − 2l − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2s + (2t − 2l − 1− j)
2(2s−1 − j)
)
.
Since j  2l − 1, we have 2t − 2l − 1− j  2t − 2l+1  0. Thus by Lemma 2.3, we have
C = (2t−2l−1−j2s−2j ). If C is nonzero, we should have 2s − 2j  2t − 2l − 1 − j . But this is
impossible because j  2s − 2t + 2l + 1 > 2s − 2t  2t contradicts j  2l − 1.
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Subcase s = t + 1: By Lemma 2.13, C = (2r−1−2l−1+(2s−1−j)2(2s−1−j) ) is nonzero if and only if
j = 2s−1−2l or j = 2s−1− (2l−2λ) where 0 λ l. This is impossible since j  2l−1.
Summing up, we have C = 0 if and only if k = 0 and j = 2t or j = 2x + 2y − 2t where
0 y  t and t + 1 x  s − 1.
We want the condition for B to be nonzero. When k = 0 and j = 2t , we have B =(2r−1+2t−1
i
)
which is nonzero if either 0 i  2t − 1 or 2r−1  i  2r−1 + 2t − 1. When
k = 0 and j = 2x + 2y − 2t , we should have
B =
(
2r−1 + 2x + 2y − 2t − 1
i
)
= 0. (3.2)
Finally we consider the coefficient A.
Case k = 0, j = 2t and 0 i  2t−1: This case conflicts with the allowability condition
(3.1).
Case k = 0, j = 2t and 2r−1  i  2r−1 + 2t − 1: Clearly we have A = 0 if and only if
i = 2r−1.
Case k = 0, j = 2x+2y−2t where 0 y  t and t+1 x  s−1 with condition (3.2):
Let A= (2s+2t+1−2x−2y−1+(2r−1−i)2(2r−1−i) ) be nonzero. From 2s + 2t+1 − 2x − 2y − 1+ (2r−1 −
i)  2(2r−1 − i), we have i  2r−1 − 2s + (2x + 2y − 2t − 1) − 2t + 2. Since 2x +
2y − 2t − 1  2t , we have i  2r−1 − 2s + 2  2s + 2. But for such i , (3.2) does not
hold unless i = 2r−1. Thus we have proven that a Kervaire dual appears if and only if
k = 0, i = 2r−1 and either j = 2t , (a, b)= (2r + 2s − 1,2r + 2t − 1) or j = 2x + 2y − 2t ,
(a, b)= (2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1), where t + 1 x  s − 1,
0 y  t . ✷
Lemma 3.3. Let r  s + 2. There are no occurrences of Kervaire duals for m= r − 2.
Proof. Suppose that there exists an occurrence of a Kervaire dual. Then we have b − i −
j−k = 2r−2−1. F = (2r−2−1
k
)
is nonzero for all k with 0 k  2r−2−1. We next consider
E = (2r−2r−2−1−k2t−2k ). When t = 0, E = 0 if and only if k = 0 since r − 2 > 0. When t  1,
E is also nonzero for k = 0. Hereafter we assume that k > 0. Then we have
E =
(
2r−1 + 2r−2 − 2t−1 − 1+ (2t−1 − k)
2(2t−1 − k)
)
=
(
2r−1 + 2r−3 + 2r−4 + · · · + 2t−1 − (2t−1 − k)
2(2t−1 − k)
)
.
We can remove higher 2-powers by Lemma 2.3 since 2t > 2(2t−1 − k) and obtain
E = (2t−1−1+(2t−1−k)2(2t−1−k) ). This is nonzero if and only if k = 2l where 0  l  t − 1. Thus
we have shown that E = 0 if and only if k = 0 or k = 2l (0  l  t − 1). It is easy
to see that D = (2r−2+k−1
j
)
is nonzero if and only if 0  j  2r−2 − 1 when k = 0 and
0 j  2l − 1 or 2r−2  j  2r−2 + 2l − 1 (0 l  t − 1) when k = 2l . We next consider
C = (2r−1+2r−2+2t−1−j−k2s−2j ).
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Case k = 0, 0  j  2r−2 − 1: When j = 0, C is nonzero only if s = r − 2. Hereafter
we assume that j > 0. Then by 2.3, we have
C =
(
2r−1 + 2r−2 − 2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2r−1 + 2r−3 + · · · + 2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2s−1 + 2t − 1+ (2s−1 − j)
2(2s−1 − j)
)
.
Subcase s = t + 1: C = (2s−1+(2s−1−j)2(2s−1−i) ) is nonzero if and only if j = 2s−1 = 2t by
Lemma 2.6.
Subcase s  t + 2: By Lemma 2.12, C is nonzero if and only if either j = 2t ,
j = 2µ − (2t − 2λ) where t + 1 µ s − 1, 0 λ t or j = 0 (only when r = s + 2).
Case k = 2l (0 l  t −1), 0 j  2l−1: We have C = (2r−1+2r−2+2t−2l−1−j2s−2j ), which
is nonzero for j = 0 if and only if r = s + 2. Assuming j > 0 and by Lemma 2.3, we have
C =
(
2r−1 + 2r−2 + · · · + 2s−1 + 2t − 2l − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2s−1 + 2t − 2l − 1+ (2s−1 − j)
2(2s−1 − j)
)
=
(
2s + 2t − 2l − 1− j
2s − 2j
)
.
Since 1 j  2l − 1, we have 2s  2s + 2t − 2l+1  2s + 2t − 2l − 1 − j . Therefore by
Lemma 2.3, we have C = (2t−2l−1−j2s−2j ), which is nonzero only if 2t − 2l − 1− j  2s − 2j ,
i.e., j  2s − 2t + 2l + 1. This is incompatible with 1 j  2l − 1. Thus we have shown
that C is nonzero if and only if k = 2l (0 l  t − 1), j = 0 and r = s + 2.
Case k = 2l (0  l  t − 1) and 2r−2  j  2r−2 + 2l − 1: This case is incompatible
with 0 j  2s−1 and is discarded.
So far we have shown that CDEF is nonzero if and only if either
k = 0, j =


2t
2µ − (2t − 2λ) (t + 1 µ s − 1, 0 λ t),
0 (only when s = r − 2),
or
k = 2l (0 l  t − 1), j = 0 (only when s = r − 2).
We turn to B . There are four cases:
Case k = 0, j = 0, r = s + 2: We have B = (2s−1
i
)
which is nonzero for all i with
0 i  2s − 1 = 2r−2 − 1.
Case k = 0, j = 2t : We have B = (2r−2+2t−1
i
)
which is nonzero for 0  i  2t − 1 or
2r−2  i  2r−2 + 2t − 1.
Case k = 0, j = 2x + 2y − 2t (t + 1 x  s − 1, 0 y  t): We should have
B =
(
2r−2 + 2x + 2y − 2t − 1
i
)
= 0. (3.3)
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Case k = 2l , j = 0 (only when r = s+ 2): We have nonzero B = (2r−2+2l−1
i
)
if and only
if 0 i  2l − 1 or 2r−2  i  2r−2 + 2l − 1.
Finally we consider A= (2r−1+2r−2+2s+2t−1−i−j−k2r−2i ).
Case r = s+ 2, k = j = 0, 0 i  2r−2 − 1. This contradicts the allowability condition
(3.1).
Case k = 0, j = 2t , 0 i  2t −1: In this case we have i+j+k = 2t+1−1 2r−2−1.
This does not satisfy allowability either.
Case k = 0, j = 2t , 2r−2  i  2r−2 + 2t − 1: We have i + j + k  2r−2 + 2t+1 − 1.
By allowability (3.1), we have
3
(
2r−2 + 2t+1 − 1) 3(i + j + k) 2r + 2r−2 + 2s + 2t + 1.
This yields
2t+2 + 2t  2r−1 + 2s + 4 2t+2 + 2t+1 + 4,
which is impossible.
Case k = 0, j = 2x + 2y − 2t (t + 1  x  s − 1 and 0  y  t) together with (3.3):
From (3.3), we have i  2r−2 + 2x + 2y − 2t − 1 and we have i + j + k  2r−2 + 2x+1 +
2y+1 − 2t+1 − 1. From (3.1) we have
3
(
2r−2 + 2x+1 + 2y+1 − 2t+1 − 1) 2r + 2r−2 + 2s + 2t + 1.
This reduces to
2x+2 + 2x+1 + 2y+2 + 2y+1  2r−1 + 2s + 2t+2 + 2t+1 + 2t + 4.
This inequality together with
2s+1 + 2s + 2t+2 + 2t+1  2x+2 + 2x+1 + 2y+2 + 2y+1
yields the inequality 2s+1  2r−1 + 2t + 4 which is impossible since r  s + 2.
Case k = 2l (0  l  t − 1), j = 0, s = r − 2: If 0 i  2l − 1, we have i + j + k 
2l+1 − 1  2t − 1. This contradicts (3.1). Therefore we may assume that 2r−2  i 
2r−2 + 2t − 1. Also by (3.1), we have 3(2r−2 + 2t − 1) 2r + 2r−2 + 2s + 2t + 1. This
inequality is equivalent to 2t+1  2r−1 + 2s + 4 which is a contradiction.
Thus we have shown that the composition of coefficients ABCDEF of Kervaire duals
always vanish. ✷
Lemma 3.4. If r  s + 2, there are no occurrences of Kervaire duals with m= r − 3.
Proof. Let m= r − 3. By allowability (3.1), we have
3(i + j + k) 2r + 2r−1 + 2r−3 + 2s + 2t + 1.
From the condition F = 0, we have 0 k  2r−3 − 1. From the condition C = 0 we have
j  2s−1. B = (2r−3−1+j+k
i
)
is nonzero only if
i  2r−3 − 1+ (2r−3 − 1)+ 2s−1 = 2r−2 − 2+ 2s−1.
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Therefore we have
i + j + k  (2r−2 − 2+ 2s−1)+ (2r−3 − 1)+ 2s−1 = 2r−2 + 2r−3 + 2s − 3.
From allowability (3.1),
3
(
2r−2 + 2r−3 + 2s − 3) 2r + 2r−1 + 2r−3 + 2s + 2t + 1.
This gives 2s+1  2r−1 + 2t + 10, which is impossible. ✷
We have obtained the possible Kervaire dual occurrences in
Sq2
t
∗ Sq2
s
∗ Sq2
r
∗ u(a, b)
for r  s + 2. The result is as follows:
Lemma 3.5. Let r  s + 2, then a Kervaire dual of dimension 2r − 2 occurs in
Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) if and only if
(a, b)=


(2r + 2s − 1, 2r + 2t − 1),
(2r + 2s + 2t+1 − 2x − 2y − 1, 2r − 2t + 2x + 2y − 1)
(t + 1 x  s − 1, 0 x  t).
Next we consider the Kervaire dual occurrences when r = s + 1 and s  t + 2.
Lemma 3.6. When r = s + 1 and s  t + 2, a Kervaire dual for m= r − 1 occurs if and
only if
(a, b)=


(2r + 2s − 1,2r + 2t − 1),
(2r + 2r−1 + 2t+1 + 2t − 2l − 1,2r−1 + 2s − 2t+1 + 2l − 1),
(2r + 2s + 2t − 2l − 1,2r + 2l − 1),
(2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1),
where 0 l  t − 1, 0 y  t and t + 1 x  s − 1.
Proof. F = 0 if and only if 0 k  2r−1 − 1. E = (2r−1−1−k2t−2k ) is nonzero for k = 0. When
t = 0, E is nonzero only if k = 0. Hereafter we assume that t > 0. Clearly we should have
k  2t−1 and we see that
E =
(
2r−1 − 2t−1 − 1+ (2t−1 − k)
2(2t−1 − k)
)
is nonzero if and only if k = 0 or k = 2l (0  l  t − 1) by Lemma 2.13. We shall
study D under the condition EF = 0. If k = 0 we have D = (2r−1−1
j
)
which is nonzero
for any j with 0 j  2r−1 − 1. When k = 2l , then D = (2r−1+2l−1
j
)
is nonzero if either
0  j  2l − 1 or 2r−1  j  2r−1 + 2l − 1. We next consider C = (2r−1+2t−1−j−k2s−2j ). If
C = 0, then we have j  2s−1.
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Case k = 0 and 0  j  2s−1: We have C = (2s−1+2t−1+(2s−1−j)2(2s−1−j) ) which is nonzero if
and only if
j =


2t ,
0,
2x − (2t − 2y) (t + 1 x  s − 1, 0 y  t),
by Lemma 2.12.
Case k = 2l , 0  j  2l − 1 (0  l  t − 1): C = (2s+2t−2l−1−j2s−2j ) is nonzero for
j = 0. For 1  j  2l − 1, since 2s + 2t − 2l − 1 − j  2s and by Lemma 2.3, we
have C = (2t−2l−1−j2s−2j ). C is nonzero only if 2t − 2l − 1 − j  2s − 2j , which means
j  2s − 2t + 2l + 1. This is impossible since j  2l − 1. Thus we have shown that
CDE = 0 if and only if either
k = 0, j =


2t ,
0,
2x + 2y − 2t (t + 1 x  s − 1, 0 y  2t ),
or
k = 2l (0 l  t − 1), j = 0.
We turn to
B =
(
2r−1 − 1+ j + k
i
)
and
A =
(
2r−1 + 2s + 2t − 1− i − j − k
2r − 2i
)
=
(
2s+1 + 2t − 1− i − j − k
2s+1 − 2i
)
.
The allowability condition (3.1) is
3(i + j + k) 2r−1 + 2s + 2t + 1. (3.4)
Case k = 0, j = 2t : B = 0 if and only if 0 i  2t − 1 or 2r−1  i  2r−1 + 2t − 1. If
i  2t −1, then we have i+ j +k  2t+1−1 and this contradicts (3.4). So we may assume
that 2r−1  i  2r−1 + 2t − 1 and by considering A, we have i = 2r−1.
Case k = 0, j = 0: B = (2r−1−1
i
)
is nonzero for i  2r−1 − 1 = 2s − 1. For A we have
A=
(
2s+1 + 2t − 1− i
2s+1 − 2i
)
=
(
2s + 2t − 1+ (2s − i)
2(2s − i)
)
,
which is, by Lemma 2.11, nonzero if and only if i = 2t , i = 0 or i = 2x + 2y − 2t
where t + 1  x  s, 0  y  t . If i = 2t or i = 0, (3.4) is not satisfied. The allowability
condition (3.4) for i = 2x + 2y − 2t is given by 2x+1 + 2x + 2y+1 + 2y  2s+1 + 2t+2 + 1.
This is possible only for x = s and we should have i = 2s − 2t + 2y (0  y  t − 1).
Remark that we removed l = t since i  2s − 1.
Case k = 0, j = 2x + 2y − 2t where t + 1 x  s − 1, 0 y  t : We assume that B =(2r−1+2x+2y−2t−1
i
)
and A are nonzero. Then we have i = 2r−1 or 0 i  2x + 2y − 2t − 1.
When 0  i  2x + 2y − 2t − 1, from (3.4) we have 2x+2 + 2x+1 + 2y+2 + 2y+1 
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2s+1 + 2t+2 + 2t+1 + 2t + 4 which is satisfied only if x = s − 1. So we divide this case
into two subcases:
(a) k = 0, j = 2s−1 + 2y − 2t , 0 i  2s−1 + 2y − 2t − 1 (0 y  t)
(b) k = 0, j = 2x + 2y − 2t (t + 1 x  s − 1, 0 y  t), i = 2r−1 = 2s .
Subcase (a): If A= (2s+2s−1+2t+1−2y−1−i2s+1−2i ) = 0, we have 2s+2s−1+2t+1−2y−1− i 
2s+1 − 2i , i.e., i  2s−1 − 2t+1 + 2y + 1. If B = (2s−1−2t+2y−1
i
) = 0, we have i = 2s−1 −
2t +2y−1. From these two inequalities, we have 2t −2y+1 2s−1− i  2t+1−2y−1 <
2s−1. By Lemma 2.3 we have A = (2t+1−2y−1+(2s−1−i)2(2s−1−i) ). Therefore by Lemma 2.13, we
have either i = 2s−1 − (2t+1 − 2ν) − 2y or i = 2s−1 − (2t+1 − 2µ) − (2y − 2λ), where
y + 2  ν  t + 1, y + 1  µ  t + 1, 0  λ  y . If i = 2s−1 − (2t+1 − 2ν) − 2y ,
then we find that B = ( 2s−1−2t+2y−12s−1−2t+1+2ν−2y) vanishes by watching the 2y components of B .
Only the case i = 2s−1 − 2t+1 + 2µ − 2y + 2λ remains. If y = t then µ = t + 1 and
i = 2s−1−2t+2λ. If λ= t , this is impossible for then we have i = 2s−1. Therefore we have
i = 2s−1 − 2t + 2l (0 l  t − 1). If y  t − 1, again by considering the 2y components
of B , we should have λ= y . Hence we have i = 2s−1−2t+1+2µ where y+1 µ t+1.
However µ= t + 1 is impossible since i < 2s−1. Similarly for B to be nonzero, the only
possible value of µ is µ= t . Thus we get i = 2s−1 − 2t .
Subcase (b): For all values of k = 0, i = 2s, j = 2x + 2y − 2t , ABCDEF is nonzero.
This case may be summarized as follows:

k = 0, j = 2s−1, i = 2s−1 − 2t + 2l ,
k = 0, j = 2s−1 + 2l − 2t , i = 2s−1 − 2t ,
k = 0, j = 2x + 2y − 2t , i = 2r−1 = 2s ,
where 0 l  t − 1, t + 1 x  s − 1 and 0 y  t .
Case k = 2l (0  l  t − 1), j = 0: We have B = (2r−1+2l−1
i
)
. If i  2l − 1 then
allowability (3.4) is not satisfied. Hence i = 2s is the only value for i .
Here is a summary result of the possible values for ABCDEF = 0 in this proof.
Remark that the admissible (a, b) for second and the third line in Table 1 coincide. This
shows that the two occurrences of the Kervaire duals in for pairs (a, b) cancel out. ✷
Table 1
(0 l  t − 1, t + 1 x  s − 1, 0 y  t )
(k, j, i) (a, b)
(0,2t ,2r−1) (2r + 2s − 1,2r + 2t − 1)
(0,0,2s − 2t + 2l ) (2r + 2s + 2t+1 − 2l − 1,2r − 2t + 2l − 1)
(0,2s−1,2s−1 − 2t + 2l ) (2r + 2s + 2t+1 − 2l − 1,2r − 2t + 2l − 1)
(0,2s−1 + 2l − 2t ,2s−1 − 2t ) (2r + 2s + 2t+1 + 2t − 2l − 1,2r − 2t+1 + 2l − 1)
(0,2x + 2y − 2t ,2r−1) (2r + 2s + 2t+1 − 2x − 2y − 1,2r + 2x + 2y − 2t − 1)
(2l ,0,2r−1) (2r + 2s + 2t − 2l − 1,2r + 2l − 1)
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Lemma 3.7. Suppose that r = s + 1 and s  t + 2 and m= r − 2. Then a Kervaire dual
occurs if and only if
(a, b)=
{
(2r + 2s + 2t − 2l − 1, 2r + 2l − 1),
(2r + 2s + 2t+1 + 2t − 2l − 1, 2r − 2t+1 + 2l − 1),
where 0 l  t − 1.
Proof. Note that the allowability condition in the present case is
3(i + j + k) 2s+1 + 2s + 2s−1 + 2t + 1.
F is nonzero if and only if 0  k  2r−2 − 1. If k = 0 we have E = 0. When k > 0,
E = (2r−1+2r−2−2t−1−1+(2t−1−k)2(2t−1−k) ) = (2t−1−1+(2t−1−k)2(2t−1−k) ) and by Lemma 2.6, we have k =
2l (0 l  t − 1). Therefore EF = 0 if and only if k = 0 or k = 2l where 0  l  t − 1.
We have D = (2r−2−1+k
j
)
and C = (2r−1+2r−2+2t−1−j−k2s−2j ). We study the condition for
CDEF = 0.
Case k = 0: If j = 0, C is nonzero. We assume that j > 0. Then we have C =(2s−1+2t−1−j
2s−2j
) = (2t−1+(2s−1−j)2(2s−1−j) ) and Lemma 2.6, C is nonzero if and only if j = 2s−1 +
2l − 2t (0 l  t − 1). Here we removed l = t since j  2r−2 − 1.
Case k = 2l (0 l  t − 1): We have
D =
(
2s−1 + 2l − 1
j
)
, C =
(
2s + 2s−1 + 2t − 2l − 1− j
2s − 2j
)
.
This shows that j must satisfy 0 j  2l − 1 or j = 2s−1. Remark that 0 j  2l − 1
is not a sufficient condition for C = 0.
Finally we want the condition for ABCDEF = 0.
Case k = 0, j = 2s−1 + 2l − 2t where 0 l  t − 1: We have
B =
(
2s − 2t + 2l − 1
i
)
, A=
(
2s + 2t+1 − 2l − 1+ (2s − i)
2(2s − i)
)
.
By Lemma 2.16, if A = 0, we have
i =


(1) 2α − (2t+1 − 2β)− (2l − 2δ),
(2) 0,
(3) 2t+1 − (2l − 2δ),
(4) 2t+1 − 2l ,
(5) 2α − (2t+1 − 2γ )− 2l,
where t + 2  α  s, l + 1  β  t + 1, 0  δ  l, l + 2  γ  t + 1. We shall check
each of the five cases closely.
First note that if i  2s−1, then the allowability condition is not satisfied. Therefore
cases (2), (3) and (4) should be removed and in cases (1) and (5) we should limit the value
of α as α = s.
(1): We can easily see that B vanishes unless δ = l by Lemma 2.1. Then we also see
that B = (2s−2t+2l−12s−2t+1+2β) is zero unless β = t . These observations show that i = 2s − 2t .
The allowability condition is satisfied only for i = 2s − 2t . Cases (2), (3) and (4) do not
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Table 2
0 l  t − 1
(k, j, i) (a, b)
(0,2s−1 + 2l − 2t ,2s − 2t ) (2r + 2s + 2t+1 + 2t − 2l − 1,2r − 2t+1 + 2l − 1)
(2l ,2s−1,2s ) (2r + 2t + 2t − 2l − 1,2r + 2l − 1)
satisfy allowability and should be eliminated. (5): We have i = 2s − 2t+1 + 2γ − 2l where
l + 2  γ  t + 1. In this case we have B = 0. Thus we have shown that in this case
ABCDEF = 0 if and only if k = 0, j = 2s−1 + 2l − 2t and i = 2s − 2t .
Case k = 2l , j = 2s−1 where 0 l  t − 1: We have
B =
(
2s + 2l − 1
i
)
, A=
(
2s + 2t − 2l − 1+ (2s − i)
2(2s − i)
)
.
If 0  i  2l − 1 the allowability condition is not satisfied. Therefore ABCDEF = 0 if
and only if i = 2s . We summarize the result of the proof. See Table 2. ✷
Lemma 3.8. If r = s + 1, s  t + 2 and m= r − 3, there are no occurrences of Kervaire
duals.
Proof. We see that E = (2s+1−2s−2−1−k2t−2k ) is nonzero for k = 0 if s  t + 3 and is zero
if s = t + 2 by checking the 2t components of E. For k > 0, by Lemma 2.3, we have
E = (2t−1+(2t−1−k)2(2t−1−k) ). Hence E = 0 if and only if k = 2l (0  l  t − 1). D = (2s−2−1+kj )
is nonzero only if j  2s−2 − 1+ k  2s−2 + 2t−1 − 1, and B = (2s−2−1+j+k
i
)
is nonzero
only if i  2s−2−1+ j +k  2s−1+2t −2. Therefore we have i+ j +k  2s−1+2s−2+
2t+1 − 3, which is incompatible with the allowability. ✷
We here summarize the result for r = s + 1 and s  t + 2 by Lemmas 3.6, 3.7 and 3.8:
Lemma 3.9. If r = s + 1 and s  t + 2, a Kervaire dual of dimension 2r − 2 occurs in
Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) if and only if
(a, b)=
{
(2r + 2s − 1,2r + 2t − 1),
(2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1),
where t + 1 x  s − 1, 0 y  t .
Finally we deal with the case when r = s + 1 and s = t + 1. Although this case is a
special case of the result of [2], we shall give its proof here.
Lemma 3.10. If r = s + 1 and s = t + 1, a Kervaire dual occurs in Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b)
for m= r − 1, if and only if
(a, b)=
{
(2r + 2s − 1,2r + 2t − 1),
(2r + 2s + 2t − 2l − 1,2r + 2l − 1) (0 l  t − 1).
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Proof. First we note that the allowability condition is 3(i + j + k)  2s+1 + 2s−1 + 1.
Considering F = (2s−1
k
)
, we have 0 k  2s − 1. Next consider the case when s = 1, and
we have E = 0 if and only if k = 0. If s  2, we have E = (2s−1+2s−2−1+(2s−2−k)2(2s−2−k) ). If k = 0,
we have E = 0. For k > 0 we have k = 2l where 0 l  t − 1 = s − 2. Hence EF = 0 if
and only if either k = 0 or k = 2l where 0 l  s − 2.
As to D, if k = 0, then D = (2s−1
j
)
is nonzero if and only if 0 j  2s − 1. If k = 2l ,
then D = (2s+2l−1
j
)
is nonzero if and only if 0 l  2l − 1 or 2s  j  2s + 2l − 1.
Next we go to C = (2s+2s−1−1−j−k2s−2j ).
Case k = 0, 0 j  2s − 1: We have C = (2s−1+(2s−1−j)2(2s−1−j) ) and C is nonzero if and only
if j = 0 and j = 2s−1.
Case k = 2l , 0  j  2l − 1 (0  l  s − 2): We have C = (2s−2l−1+2s−1−j2(2s−1−j) ) and by
Lemma 2.13, we find that C is nonzero if and only if j = 0.
We shall check the non-vanishing condition for
B =
(
2s − 1+ j + k
i
)
and A=
(
2s+1 + 2s−1 − 1− i − j − k
2s+1 − 2i
)
.
Case k = 0, j = 0: IfB = 0, then 0 l  2s−1 holds. FromA= (2s+2s−1−1+(2s−j)2(2s−i) ), we
have i = 2s−1, i = 0 or i = 2λ where 0 λ s−1. However in each case, the allowability
condition fails.
Case k = 0, j = 2s−1: B = (2s+2s−1−1
i
)
nonzero only if 0 i  2s−1 − 1 or i = 2s . A=(2s−1+(2s−i)
2(2s−i)
)
is nonzero if and only if i = 2κ for 0 κ  s. If 0 i  2s−1 − 1, then we
have i = 2l for 0 l  s−2. This does not satisfy the allowability. Thus there is no choice
for i but i = 2s . In this case, k = 0, j = 2s−1, i = 2s and (a, b)= (2r+2s−1, 2r+2t−1).
Case k = 2l , j = 0 (0 l  s − 2): We have B = (2s+2l−1
i
)
. If 0 l  2l − 1, then the
allowability condition is not satisfied. Thus we have i = 2s , and the corresponding (a, b)
is (2r + 2s + 2t − 2l − 1, 2r + 2l − 1) where 0 l  s − 2. ✷
Lemma 3.11. Suppose that r = s + 1 and s = t + 1. Then a Kervaire dual occurs in
Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) form= r−2, if and only if (a, b)= (2r+2s+2t−2l−1, 2r+2l−1)
where 0 l  t − 1.
Proof. The allowability condition is 3(i + j + k)  2s+2 + 1. From F = 0, we have
0  k  2s−1 − 1. If s = 1, we find that E = ( 2−k1−2k) is always zero. So we may assume
that s > 1. Since E = (2s+2s−1−1−k2s−1−2k ) is zero for k = 0, we assume that k  1. Then E is
nonzero if and only if k = 2l (0 l  s − 2). We have D = (2s−1+2l−1
j
)
, which is nonzero
for 0 j  2l−1 or 2s−1  j  2s−1+2l−1.C = (2s+1−2l−1−j2s−2j ) is nonzero for j = 0, but
j = 0 does not satisfy the allowability. Let j > 0, then by removing the higher 2-powers,
we see that C = (2s−1−2l−1+(2s−1−j)2(2s−1−j) ) is nonzero for j = 2β − 2l or j = 2α − (2l − 2λ)
where l + 2 β  s − 1, l + 1 α  s − 1 and 0 λ l. All these values do not satisfy
j  2l − 1 and should be dismissed. The only remaining case is j = 2s−1. B = (2s+2l−1
i
)
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is nonzero for 0 i  2l − 1 or i = 2s . But 0 i  2l − 1 does not satisfy the allowability.
Therefore we have i = 2s and we get the assertion. ✷
Lemma 3.12. If r = s + 1 and s = t + 1, then there are no occurrences of Kervaire duals
for m= r − 3.
Proof. The allowability condition is 3(i+ j + k) 2s+2 + 2s−1 + 2s−2 + 1. From F = 0,
we have 0 k  2s−2 − 1. By Lemma 2.3 we have
E =
(
2s + 2s−1 − 1+ (2s−2 − k)
2(2s−2 − k)
)
=
(
2s−1 − 1+ (2s−2 − k)
2(2s−2 − k)
)
,
and E = 0 only for k = 0 since k  2s−2 − 1. Then D = (2s−2−1
j
)
is nonzero for 0 j 
2s−2− 1. If B = (2s−2−1−j
i
) = 0, we have i  2s−1− 2. These conditions do not satisfy the
allowability. ✷
Lemma 3.13. If r = s + 1 and s = t + 1, then there are no occurrences of Kervaire duals
for m= r − 4.
Proof. Considering F we have k  2s−3 − 1. From E = (2s−3−1+(2s−2−k)2(2s−2−k) ) = 0 we have
k = 0 or k = 2s−3 + 2α where 0 α  s − 3. This is impossible since k < 2s−3. ✷
We summarize the case when r = s + 1 and s = t + 1.
Lemma 3.14. If r = s + 1 and s = t + 1, a Kervaire dual of dimension 2r − 2 occurs in
Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) if and only if i = (2r + 2s − 1,2r + 2t − 1).
The results of Lemmas 3.5, 3.9 and 3.14 show.
Lemma 3.15. Let r > s > t  0 and 0 < b  a  2b, then a Kervaire dual of dimension
2r − 2 occurs in Sq2t∗ Sq2
s
∗ Sq2
r
∗ u(a, b) if and only if (a, b)= (2r + 2s − 1,2r + 2t − 1) or
(2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1) (t + 1 x  s − 1, 0 y  t).
We now go to the right hand side of our main theorem. Let 0 < b  a  2b and consider
Sq2
t
∗ Sq2
s
∗ u(a, b)=
∑
i,j
A′B ′C′D′u
(
c′, d ′
)
, (3.5)
where
A′ =
(
a − 2s
2s − 2i
)
, B ′ =
(
b− i
i
)
,
C′ =
(
a − 2s − 2t + i
2t − 2j
)
, D′ =
(
b− i − j
j
)
,
c′ = a − 2s − 2t + i + j, d ′ = b− i − j.
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We look for the condition for (a, b) when Kervaire duals with d ′ = 2k − 1 occur. That is,
we want to find (a, b) such that A′B ′C′D′ is nonzero for some k  r .
Lemma 3.16. Let r > s > t  0 and 0 < b  a  2b. Then a Kervaire dual of dimension
2r+1 − 2 occurs in Sq2t∗ Sq2
s
∗ u(a, b) if and only if
(a, b)=
{
(2r + 2s − 1,2r + 2t − 1),
(2r + 2s + 2t+1 − 2x − 2y − 1,2r − 2t + 2x + 2y − 1),
where t + 1 x  s − 1, 0 y  t .
Proof. We note that when d ′ = b− i − j = 2k − 1 (k  r), we have
A′ =
(
a − 2s
2s − 2i
)
=
(
2r+1 + 2t − 2k − 1− i − j
2s − 2i
)
,
B ′ =
(
b− i
i
)
=
(
2k− 1+ j
i
)
,
C′ =
(
2r+1 − 2− (b− i)
2t − 2j
)
=
(
2r+1 − 2k − 1− j
2t − 2j
)
,
D′ =
(
2k − 1
j
)
with allowability condition 3(i + j) 2r+1 + 2s + 2t − (2k+1 + 2k)+ 1.
First note that if k = r , the allowability condition is always satisfied. However if
k  r − 1, A′C′ = 0 implies i + j  2s−1 + 2t−1 which fails to satisfy the allowability.
Therefore we have only to consider the case k = r . Then we have b− i − j = 2r − 1 and
from D′ = 0, we have 0  j  2r − 1. Thus we get C′ = (2r−1−j2t−2j ). If t = 0, C′ = 0 if
and only if j = 0. If t  1, then we have C′ = (2r−2t−1−1+(2t−1−j)2(2t−1−j) ) and by Lemma 2.13
we have j = 0 or j = 2l where 0  l  t − 1. We next consider B ′ = (2r−1+j
i
)
and
A′ = (2r+2t−1−i−j2s−2i ).
Case j = 0: From B ′ = 0 we have 0  i  2r − 1 and A′ = (2r−2s−1+2t−1(2s−1−i)2(2s−1−i) ). If
i = 0, then we have A′ = 0. So we may assume that i > 0. Then by deleting higher 2-
powers we obtain A′ = (2s−1+2t−1+(2s−1−i)2(2s−1−i) ). If s  t + 2, we have, by Lemma 2.11, i = 2t
or i = 2s + 2y − 2t where t + 1  x  s − 1, 0  y  t . On the other hand, if s = t + 1,
from A′ = (2s−1+(2s−1−i)2(2s−1−i) ) = 0 we have i = 2s−1 = 2t .
Case j = 2l where 0  l  t − 1: If A′ = (2r+2t−2l−1−i2s−2i ) is nonzero, we have i  2s−1
and i = 0. Therefore B ′ = (2r+2l−1
i
)
is nonzero for 0  l  2l − 1. From the expression
A′ = (2s−1+2t−2l−1+(2s−1−i)2(2s−1−i) ) and by Lemma 2.16, we have the following possibilities for i:
i =


2α − (2t − 2β)− (2l − 2δ),
2t − (2l − 2δ),
2t − 2l,
2α − (2t − 2ε)− 2l ,
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where t + 1  α  s − 1, l + 1 β  t , 0  δ  l, l + 2  ε  t . Every case contradicts
i  2l − 1. Thus the case j = 2l should be deleted. And the proof is completed. ✷
Proof of Theorem 1.1. Lemma 3.15 shows that a Kervaire dual of dimension 2r − 2
occurs in Sq2t∗ Sq2
s
∗ Sq2
t
∗ u(a, b) if and only if (a, b) = (2r + 2s − 1,2r + 2t − 1) or
(2r + 2s + 2t+1− 2x − 2y− 1,2r − 2t + 2x + 2y − 1) where t + 1 x  s− 1, 0 y  t .
Of course the latter case should be removed if s = t + 1. According to Lemma 3.16,
this coincides with the case when a Kervaire dual of dimension 2r+1 − 2 occurs in
Sq2s∗ Sq2
t
∗ u(a, b). Thus the proof of our main theorem is completed. ✷
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