We describe the problem of simultaneous determination of hypocentre locations and velocity structure, using data from microearthquake networks, and briefly discuss some of the techniques which have been proposed for its solution. In particular we examine the method of Thurber, as implemented in his program SIMUWL, where the problem is formulated as a non-linear least-squares problem. A new program SINEW is proposed which is a modification of SIMUL3L in which a somewhat different algorithm is used t o solve the underlying least squares problem. At each iteration, the vector of parameter adjustments is calculated inexactly via an iterative scheme which avoids explicit factorization of the (sparse) Jacobian matrix.
Introduction
In this paper we consider the problem of inverting first p-arrival time data from a microearthquake recording network to obtain information about event location and earth structure under the network. A number of authors have proposed solution methods for this problem over the last decade. Generally these methods involve choosing values of the unknown parameters (hypocentre coordinates and velocity structure of the region) in such a way that the observed data are adequately fitted. Thus the problem can be mathematically formulated as a least squares problem in data fitting.
The velocity model is usually approximated by some 3-D function which contains a finite number of unknown parameters (to be determined in the inversion). The number of data is assumed t o be large enough that the problem is overdetermined. Some of the velocity modelling techniques which have been used by previous authors include:
(i) a model consisting of horizontal homogeneous layers;
(ii) a model consisting of rectangular blocks (see Aki & Lee 1976) . Unlike (i) this technique allows for lateral heterogeneity;
(iii) a block model with interpolation across block boundaries s o that velocity varies smoothly over the region (see €lawley, Zandt & Smith 1081);
(iv) an analytic function with a small number of unknown parameters (such an approach is used by Spencer & Gubbins 1980, and Wesson 1971 , who base their model functions on prior knowledge of the region): ( v ) the model of Thurber (19x1) . in which a 3-D grid is set up over the region and the unknown paranietet-s are the velocities at points of the grid. Velocities at intermediate points are found by interpolation.
We use the last-mentioned method. which is described further in subsequent sections. Practical considerations make this probleni very difficult t o solve. Given a hypothetical set of event parameters and a hypothetical velocity structure, accurate calculation of the resultan t seismic data predicted by this model is very time-consuming. The sheer siLe of the problem may restrict the accuracy with which the predicted data and their partial derivatives with respect to the unknown parameters are found, and may also lead t o storage difficulties.
The first least squares formulation of which we are aware is due to Aki & Lee (.1976 ) who solved a damped linear least-squares problem (i.c. just one iteration) starting froin an initially homogeneous velocity model. This approach was easily generaliLed to a non-linear least squares formulation, as in Hawley, Zandt & Smith (1981 ) , Spencer & Gubbins (1980) and Thurber (1981) . Firbas (1981) and Wesson (1971) use non-linear least-squares t o solve the simpler problem in which only the velocity model is assumed unknown. All these authors obtain the parameter adjustment at each iteration either by solving the norinal equations o r by computing a factorization of the Jacobian and apPlying the parameter separation technique of Pavlis & Booker (1 980).
This paper describes modifications which were made to Thurber's (198 1) progratn S I M U U L. The framework of the program (i.e. the velocity modelling technique, ray tracing routine, and input and output routines) was left largely intact. However, the section in which the parameter adjustments were computed was replaced by a set of routines based on the inexact Levenberg-Marquardt method of Wright & liolt (1985) . The modified program, SINEW, was in some cases more efficient and gave more reliable results than SIMUUL.
Formulation of the problem
Given a set of source and medium parameters. the calculated first arrival time of a p-wave from event k a t station 1 can be written as
(ii) t k is the occurrence time of event k , ( i i i ) a l , a 2 , . . . , a p are the medium parameters.
Our aim in solving the seismic inversion problem is to choose values of the source and medium parameters so as to minimize the sum-of-squares objective function rk, = t i l ~ t" t i l = the observed arrival time of the p-wave from event k at station 1.
We use the mediuni modelling technique of Thurber (1081) which uses a 3-I) grid of points over the study area arid lets the set of medium parameters be the velocities of propagation at points of the grid. Spacing between layers arid rows of the grid need not be regular. Velocities at intermediate points are found by performing linear interpolation between grid points in each of the three axial directions, and forming the tensor product.
To find the values of til. we need t o perform ray tracing between the source and the station. Pereyra, Lee & Keller (1 0 8 0 ) and Pereyra (.I 980) have presented algorithms for ray tracing between two arbitrary points in a 3-D heterogeneous medium. Their routines are only suitable. however. when the velocity varies smoothly over the region (i.e. is twice continuously differentiable with respect to the medium parameters). Since our chosen velocity model does not satisfy this criterion, we use instead one of the fast ray-tracing methods of Thurber ( 1 981, 1983) . This method. known as ART3 (for Approximate Ray Tracing) is impleinented in Thurber's program SlMUL3L. I t works by assuming that the ray path between source and receiver can be approximated by an arc of a circle. A number of different arcs with different radii of curvature are tried. The dip of the plane containing the arcs is also varied. From all the arcs tried, the one is selected which gives the fastest travel titiie. This method gives travel times which are accurate to within station reading error in most situations. The authors claim that it is almost two orders of magnitude faster than the Pereyra method for exact ray tracing.
Travel time along a ray path is given by the integral
where s denotes the arc length along the path, S denotes the total arc length and LL is the sknc~rress (reciprocal of velocity). For practical travel-time calculations. the path is divided into N segments, each of length As, and (3) is approximated by N where idi is the value of the slowness a t the midpoint of the i t h line segment. To solve the least squares probleni (3). it is necessary to calculate derivatives of the computed arrival times t i l with respect t o the source and rnediurn parameters. We find that the matrix of partial derivatives, or Jacobian, is sparse, with special structure.
The partial derivative of t i 1 with respect to the occurrence time t k is easily determined. Since t i l can be written as where t & is the travel time from event k to receiver 1. then clearly 
where all the rhs's are evaluated at the source; dxlds, dylds anddzlds are the direction cosines of the cay at the source. Since we assume that ART?, gives a good approxiination not only to the travel time, but also to the ray path itself, we use (6) directly to calculate the derivatives.
Partial derivatives with respect to velocity parameters can be seen from (3) where ui is the velocity at the midpoint of the ith line segment, and a j is the jth velocity parameter . From a computational point of view, the ordering of variables and equations is important. The most convenient ordering for the variables is ( f t , x , , y l , z1, t 2 , x 2 , . . . ,zn; a , , . . . ,ap) .
The residuals are best ordered as T r = ( r l t , r~~, . . . ,rim, rZ1, . . . , r 2 m , . . . , rnmIT (9 1 (see, for example, Lee & Stewart 1981; Spencer & Gubbins 1980; Pavlis & Booker 1980) . Since
ayi azi the columns of the Jacobian which correspond to source parameters have a block diagonal structure (see Fig. 1 ). That part of the Jacobian which consists of velocity parameter derivatives d l be sparse, because each ray path samples only a small subset of the velocity parameters. 
Solutions method of SIMUL3L
The seismic inversion problem has some interesting computational features. First, residual vector evaluations are almost as expensive as Jacobian evaluations. This is because ray tracing, which accounts for most of the computer time, is necessary in both cases. Secondly, only approximate derivatives are available. Thirdly, storage requirements could create difficulties on some computers. A typical run could involve one or two thousand residuals and hundreds of parameters.
In the parameter separation technique of Pavlis & Booker (1 980) as used by Thurber (1981 Thurber ( , 1983 in S I M U U L , the residual vector (9) is linearized about the current iterate.
This suggests that the parameter adjustment vector, y be obtained by solving the linear least-squares problem inin 11 Jy + r 1 1 ; at each iteration, where J is the Jacobian. y can be partitioned as Y where Sx is the vector of hypocentre parameter adjustments, and 6 a is the vector of velocity parameter adjustments. The Jacobian J can be correspondingly partitioned as
where A is block diagonal, and M (the matrix of derivatives with respect t o velocity parameters) is sparse. Instead of ( 1 0), SIMUL3L effectively solves a linear least squares problem of the form the size of the velocity parameter adjustments in Sa. In the standard Levenberg-Marquardt technique for non-linear least squares. damping is applied to all components of the solution vector y ; in (.I 1 ), the hypocentre adjustments 6 x are not damped.
Expression ( 1 I ) is solved by applying an orthogonal transformation to the first part of the system. yielding
S. J. Wright arid J. N. Holt
where I/ consists of 4 x 4 upper triangular block diagonal elements. This can now be partitioned as and then 6x is obtained from (13) by back-substitution.
The program SIMUL3L does not use parameter separation at every iteration. In between these 'complete' inversions. it carries out 'hypocentre' inversions in which the velocity parameters are held fixed (.i.e. 6a is taken t o be zero). 6 x is obtained by solving
(.cf. 13). Conceptually, this corresponds t o setting h = m i n ( I I ). For simplicity. we have assumed in the above discussion that each event is recorded at all of the recording stations. This is not usually true in practice, and both SlMUL3L and SINEW require only that the niiniber of readings for an event is not less than the number of unknown source paramcters for that event.
Solution method of SINEW
The program SINt-W uses a Levenberg Marquardt approach to solve the problem ( 2 ) . The linearued rubproblem has the form min 11 J y t r 1 1 ; t h 2 11 y 112
The damping parameter h controls the length of the whole step y . In a standard LevenbergMarquar'dt implementation. the suhprobleni ( 14) is solved exactly to dctermine the step y h . which can be expressed analytically as
(.IS)
If y h produces a substantial reduction in the sum of squares. i t is accepted. Otlierwisc the value of h is increased and yh is recomputed. -Iolt (,1985) have shown that it is not necessary to find the exact solution y h
The value of ~( 0 G q < 1 ) is fixed at the star1 of each iteration. Clearly if q = 0, then y h = yh.
To find Y h . we solve (.14) using the LSQR algorithm of Paige & Saunders (1981,) for large sparse linear least squares problems. This is an iterative method which produces a sequence of approximations to y h . N o explicit decomposition of J is required at eacll iteration of LSQK; the major computational task is the formation of two matrix -vector products Ju and J ' L , where u and u are arbitrary vectors. Hence it is necessary to store a representation of J . As a by-product of the computation. LSQR estimates the Ihs of (,16) The smaller the value of q in ( 1 6). the more iterations of LSQR will be required, and the more closely y A will approximate y h . in general. Since in the seismic inversion problem residual evaluations are very expensive. it is worthwhile t o solve ( 1 1 ) fairly accurately. so there is a better chance of obtaining ;L successful step. A suitable choice is q = 0.05 for early iterations. and a larger value (7) = 0.25, say) for later iterations to avoid an excess of LSQR iterations as the solution is approached. We found that the total CPU time used by LSQR amounted to between just 5 and 8 per cent of the total time used by residual and J ;i co b ian ev a I u a ti on s .
The two parts of the Jacobian A and iZ.1 are stored separately. A , wliich consists of / I submatrices of size IPZ x 4 arranged block diagonally, can be easily stored in an ( H U I ) x 4 matrix. In fact. because the first column of each of the submatrices is just the vector (1. 1, 1, . . . , an {mn) x 3 storage matrix will suffice. M can be stored using standard sparse matrix storage techniques. Like SlMULjL, SINEW does not necessarily carry out a 'complete' inversion at every iteration. Instead it sometimes holds either the hypocentre coordinates or the velocity parameters constant and minimizes (14) over all vectors y which have the form of either at each step. Rather, an approximation Y h will often suffice, where jih satisfies 11 (J7J + h2 f ) y h + J' r 11 < 77 11 J"'r I\. Wright arid J. N. HoIt = 6a. Similarly, if we take 6x from (1 7) and set (16) may not be satisfied. Clearly then we can only perform these 'partial' inversions when 7) is large enough to allow them.
To analyse this further, use the partition to decompose the Ihs of (1 6) as
Then (16) 
I12].
If & = 6 x is found exactly from (17), and % is set t o zero, (20) To determine a priori whether it is possible t o satisfy ( 2 2 ) , the limiting case X + m can be considered. Since 6x = 0 in the limit, (22 (24) is satisfied, a 'velocity parameter inversion' (&= 0) is carried out. If both fail, a complete inversion is performed. This contrasts with the strategy of SIMUL3L, where each complete inversion is separated by a fixed number of hypocentre inversions.
For the data sets we have tried, the value 7) = 0.1 is usually too small t o allow any partial inversions.
Scaling and weighting
In SlMUL3L, rows of the residual vector are weighted according to such criteria as the distance between hypocentre and receiver coordinates and size of the residual. Since these weights are varied from iteration to iteration, the sum-of-squares objective function is distorted. This form of weighting is not used in SINEW.
Scaling of the variables can, however, be done without distortion of the sum of squares. If we scale the ith element of the vector y in (14) by a, the ith column of the Jacobian J must be correspondingly scaled by
We use scaling to alter the effect of the damping parameter X on individual variables. In SIMUL3L, the j t h column of M (which corresponds to the j t h velocity parameter) is scaled by a-' = ui. Since, in practice, a, usually exceeds 1 km s -l , the size of h relative to each column of M is diminished and so its damping effect on velocity parameter adjustments is decreased. This velocity parameter scaling is retained in SINEW, with the additional feature of a user-supplied relative scale factor s, which is also used to scale the columns of M .
Resolution and uncertainty
It is usual practice to perform calculations aimed at estimating the accuracy of the solution obtained by damped least squares methods such as those implemented in SIMUL3L and SINEW. The current version of SINEW does not include these calculations as our focus is on the development of the minimization method itself. The purpose of this section is to outline the estimation procedures and to indicate how they could be incorporated to SINEW. SIMUL3L certainly contains code for computing resolution and covariance matrices. This issue is discussed, for example, in Aki & Lee (1976) and Thurber (1981 Thurber ( , 1983 . It is shown that if y A is the solution of the least squares problem (14), then it is related to the solution yo of the undamped problem by YA = (JTJ + h 2 1 ) -' J T J y , .
The resolution matrix is taken to be
where the size of the diagonal elements of R reflect the resolution of the corresponding model parameters. When the data errors are uncorrelated, with variance u', the covariance matrix C is given by
SIMUL3L calculates R and C directly from the formulae (25) and (26). A Cholesky factorization of (JTJ t h Z I ) is formed, i.e.
( J l j t h21) = LLT, so R is found by solving N linear systems of the form
by forward-and back-substitution, where ri and b i are the ith columns of R and J T J respectively, and N is the number of columns in J . A total of about N 3 operations is required for (27) . We note that a reduction in the workload can be obtained by writing (25) 
we note that zii = 0 for j < i. and hence the first i ~ 1 steps are not needed. This observation leads t o an overall saving of about Savings can also be made in the determination of C. We need to solve N systems of the form N 3 operations in the determination of R .
L L~~~ = u2ri.
( 7 9 ) Since only the diagonal elements cii are required, the second phase (back-substitution) can be terminated at stage i. Once again about 1i3N3 operations are saved, leading t o a total workload reduction of about In SINEW, resolution and covariance matrices could be calculated as suggested above. Explicit formation of J'J will be necessary, but substantial savings can be made because of the known sparsity of J .
Computational results
We examine the relative performances of SINEW and SIMUL3L on a medium-sized data set supplied by Lee ( 1083) . These data were from the Coyote Lake area of Central California, in the vicinity of the San Andreas and Calaveras faults. The study area measured about 15 by 30 k m , and formed part of the study area of Thurber (1981) . Different data from the same set of seismic stations were examined in detail by Aki & Lee (1976) . Our data contained recordings made by 60 seismic stations of 11 earthquakes and one explosion (for which the location and occurrence time were known). The coordinate origin was placed at 36" 36.3' N, 120" 59.3'W. and the Y-axis pointed in the general direction of the faults (N 43" W).
Most of the events were recorded at most of the stations. giving a total of 554 observations. A plot of the recording stations and approximate fault locations can be seen in Fig. 2 .
The medium parameter grid consisted of six layers, each with 49 points arranged in a square pattern. However, only internal points of the grid were allowed to vary; velocities of points in the t o p and bottom layers and on the perimeter of intermediate layers were held fixed. This left a total of 100 medium parameters. The grid spacings which were used are given in Table 1 . Initial velocity values were constant within each layer of the grid: they are given in Table 2 Layer I n i t i a l Velocity (km/s) The two programs were run with the hypocentres positioned initially about 1 km to the west of the San Andreas fault (see Table 3 ). The parameter q k was chosen small enough a t each iteration t o force a 'complete' inversion in SINEW. Tables 6 and 7 show the final hypocentre locations obtained by SIMUL3L and SINEW respectively. Hypocentre niovements are plotted in Fig. 3 . Tables 8 and 9 show the final velocity parameter values from the two programs. Run profiles appear in Tables 4 and 5 , and the results are summarized in  Tables 10 and 11 .
Both programs tended t o move the hypocentres further away from the fault line (SIMUL3L more so). This trend is strikingly similar t o that observed by Aki & Lee (1976) for a different set of events. Those authors speculated that this tendency could be due to the lateral homogeneity of the initial model, which did not model the known density structure of the region well enough. However, our results show that this tendency occurred even when the velocity parameters were iteratively adjusted to reflect the higher density on the left (western) side of the fault.
From the results it can be seen that SIMUL3L tended to move the hypocentres almost twice as far on average as SINEW. Also, it is worth noting that both programs tended t o 0 .5388
Change i n Location Change i n Depth Change i n T i m e Change i n V e l o c i t i e s Other sets of results were obtained from these data by varying the initial hypocentre locations. In all cases SINEW ran faster than SIMUWL, moved the hypocentres less and produced a substantially smaller final R M S residual. The solutions from SIMUL3L appeared to be less sensitive than those from SINEW to changes in the initial locations. Given the improved rms error with SINEW, this may imply that SINEW is resolving local minima in the objective function which SIMUL3L is not. Because of the complexity of the model, it is to be expected that there may be many local minima. No practical algorithm exists for determining global minima for these problems. This emphasizes the importance of choosing initial locations well. Lee & Stewart (1981) discuss some techniques for making these first estimates.
Conclusions
We conclude that SINEW provides a viable alternative to SlMUL3L as a seismic inversion solver. Besides its theoretical advantages, it offers the practical advantages of shorter times on some problems and greater flexibility. The user can interactively choose values for qk, and hence decide between 'complete' and 'partial' inversion at each iteration.
