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With increased use of radiofrequency 
(RF) wireless communication devices, 
the related possible health risks have 
been widely discussed. One safety 
aspect is the interaction between medi-
cal implants and RF devices like mobile 
phones. Since implants like screws and 
plates are widely used in surgical oper-
ations, it is important to understand the 
effect of metallic implants on RF energy 
absorption and temperature changes in 
the surrounding tissues. In this thesis 
the effect of the implants was surveyed 
for RF sources which represented mo-
bile phone type exposures.
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ABSTRACT: 
With increased use of radiofrequency (RF) wireless communication devices, the related 
possible health risks have been widely debated and studied. One safety aspect is the 
interaction between medical implants and RF devices like mobile phones. Since 
passive metallic implants like screws, wires, nails, bolts, stents and plates are widely 
used in surgical operations to provide substitutes or support for tissues, it is important 
to understand the effect of metallic implants on RF energy absorption and temperature 
changes in the surrounding tissues. The main established quantitative effect of 
electromagnetic (EM) RF fields on biological tissues is heating. The temperature 
changes induced in the tissues constitute the basis for the setting of RF exposure limits 
and safety recommendations. 
Theoretically the presence of a conductive, metallic implant in RF field has a direct 
effect on the electric field distribution and hence on the amount of absorbed energy as 
well as on the induced temperature change in the nearby tissues. This was the 
motivation of this thesis which is a collection of number of separate studies focusing 
on this topic. The scope was to study the RF exposed head region at frequencies used 
by mobile phones (900, 1800 and 2450 MHz) using electromagnetic and thermal 
simulations for simplified and authentic models of tissues and implants. The applied 
numerical method throughout all studies was the finite difference time domain 
method (FDTD) which is widely used for simulations of complicated models such as 
the human body. The specific absorption rates (SARs) and the induced steady state 
temperatures were compared in the cases with and without an implant. The main aim 
was to conduct worst case estimates of SAR enhancements and to evaluate the 
associated temperature changes caused by the presence of metallic implants. 
Moreover, a secondary aim was to study systematically common factors which affect 
the SAR enhancements and the induced temperature changes near to the implants. 
The results show that some metallic implants may cause notable enhancement in 
the amount of energy absorbed by nearby tissues under unusual, but plausible 
exposure conditions. However, the presence of an implant is very unlikely to cause 
excess heating (more than 1 °C) in tissues at the power levels used by mobile phones. 
At higher power levels of 1 W, notable temperature rises (as much as 8 °C) may occur 
in some cases, due to presence of an implant in the RF near field. The results indicate 
that when the effect of metallic implants is being studied, SAR1g values correlate better 
with the changes in temperature than SAR10g. The effect of the thermal properties of 
implant material is mild but should not be ignored in simulations. 
In order to draw more general conclusions from this study, the thermal results should 
be verified experimentally. Furthermore, worst case estimates of the induced 
temperature changes should be conducted taking factors like impaired blood perfusion 
close to the implant into account. Moreover, as the frequency range that is used in 
everyday communication devices expands, similar simulations should be performed to 
evaluate the safety of implant carriers. 
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1. Introduction and 
objectives 
Along with increased use of wireless communication devices 
operating in the radiofrequency (RF) range, concern has been 
raised about the related possible health risks. The current 
consensus is that the principal and best established quantitative 
effect of electromagnetic (EM) fields on biological tissues is 
heating due to vibrational movements of water molecules. 
Standards and recommendations have been established to 
assure that the heating of tissues due to (non-medical) RF fields 
does not exceed 1 ˚C. The most commonly used dosimetric 
quantity is specific absorption rate (SAR) which describes the 
amount of energy absorbed in a dielectric material (i.e. tissue) 
per unit time per unit mass. 
Among other concerns, interaction between wireless 
communication devices and medical implants has been studied 
in order to be able to assure the safety of implant carriers under 
a variety of exposure conditions. In particular, the interaction 
with electrically active implants like pacemakers [1, 2, 3, 4], 
defibrillators [5, 6, 7], deep brain stimulators [8] and cochlear 
implants [3, 9] has been the focus of many studies. In contrast, 
the effect of electrically passive, highly conductive implants on 
the energy absorption and temperature increases in tissues has 
not been well documented and only a few studies (e.g. [10, 11, 
12, 13]) have been published investigating this issue. 
The exposure scenario involving conductive, metallic 
implants is not trivial since implants like screws, stents and 
plates are widely used in surgical operations to provide 
substitutes or support for the tissues. In theory, a metallic object 
embedded in tissues can modify the induced EM flux density 
and consequently SAR. The degree of enhancement may be 
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affected by several factors like implant-source distance and the 
size and shape of the implant. Knowledge of the factors that 
affect the enhancement and an estimation of the expected degree 
of enhancement is essential when the safety of implant carriers 
in RF fields is evaluated. Although the safety margins in applied 
SAR-limits are large, it must be assured that the limits are not 
breached due to the presence of conductive objects within 
tissues under any condition. Moreover as the fundamental 
quantity behind the current safety regulation is temperature, 
also the thermal effect of implants must be evaluated in order to 
draw conclusions about the safety of implant carriers exposed to 
RF fields. 
The hypothesis of this study was that the presence of a 
conductive, metallic implant in RF field could possibly affect the 
amount of energy absorbed as well as induced temperature 
changes in nearby tissues. The hypothesis was investigated in 
the head region at frequencies used by mobile phones using 
electromagnetic and thermal FDTD simulations for simplified 
and authentic models of tissues and implants. The SARs and the 
induced steady state temperatures were compared in the cases 
with and without an implant. The main aims were to conduct 
worst case estimates of SAR enhancement and to evaluate the 
associated temperature changes evoked by the presence of a 
metallic implant. A further aim was to examine systematically 
the common factors which affect the degree of SAR 
enhancement and temperature changes near to the implants. 
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2. Radiofrequency and 
microwaves 
The electromagnetic fields in the frequency range from 3 kHz to 
300 GHz are called radiofrequency (RF) fields [14], referring to 
the original use of the frequency range for radio transmission. 
The radiofrequency range varies in the literature and limits like 
100 kHz-300 GHz [15] are also used. The higher end (up from 
about 300 MHz) of radiofrequency range is called microwaves 
[16]. 
In this thesis work, the focus is on certain frequencies that 
are commonly used by mobile phones (900, 1800 and 2450 
MHz). The basic theory and dosimetry introduced in this 
chapter applies, however, to the whole RF range (up from 100 
kHz).  
2.1 MAIN SOURCES OF RADIOFREQUENCY EXPOSURE 
Here the essential, common sources of exposure to 
radiofrequency EM fields are described briefly. Natural sources 
of RF EM fields, like radiation from earth and space are not 
discussed here. Also medical sources like the fields used in 
magnetic resonance imaging are excluded. 
For the general public, the most significant source of 
radiofrequency field exposure is a mobile phone operating close 
to the head [17]. In February 2009, ninety-nine percent of 
Finnish households owned at least one mobile phone according 
to Statistic Finland [18]. In mobile phones, the RF EM fields are 
used for signal transmission between the base station and the 
phone. The phones generally operate at the GSM frequencies 
around 900 and 1800 MHz or at the UMTS frequencies close to 
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2000 MHz [19]. The maximum (peak) transmit powers are 2 W 
for GSM900 and 1 W for GSM1800 and UMTS (Table 2.1). The 
average transmit power for GSM900 is 250 mW and for 
GSM1800 and UMTS 125  mW, at maximum [17].  
The base stations for mobile phones cause only minor 
exposure to general public who have no access to the strongest 
part of the field. The maximum radiated power of a GSM900 
base station is typically about 30 W and somewhat lower for 
higher frequencies (Table 2.1) [20]. In Finland, the highest 
exposure that was measured in an apartment near a base 
station, was about one percent of the allowed limit [17]. 
Generally the exposures from base stations range from 0.002 to 2 
percent of the levels of international exposure guidelines, which 
is lower or comparable to RF exposures from radio or television 
broadcast transmitters [21]. The exposure of the general public is 
minimal because the radiated power is relatively low and 
because the power density decreases very rapidly (inversely 
proportional to the square of the distance) with increasing 
distance. 
Not only mobile phones but also wireless networks are 
common sources of radiofrequency fields. Prevailing techniques 
in wireless communication are Wireless Fidelity (WiFi) (for 
which the term wireless local area network, WLAN is also used) 
and Bluetooth. They both use frequencies between 2.4 and 2.485 
GHz. The highest transmit power is 1 W for WiFi (Table 2.1) and 
100 mW for Bluetooth [19]. The equipment connected to wireless 
network causes exposure only when sending information to the 
network. Similarly to the other sources, the exposure is strongest 
close to the equipment (and antenna) and decreases rapidly 
with distance. It has been estimated that the RF field exposure to 
a user of a laptop with wireless network connection, is about ten 
percent of the allowed limit [17]. Furthermore, the worst case 
exposure levels are lower than those encountered in the case of 
mobile phones [22]. 
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Table 2.1: Examples of RF sources, their frequencies (f), maximum powers (Pmax ) and 
typical exposure levels for general public. 
 
Source f (MHz) Pmax (W) Typical exposure 
Mobile phone 900 2 40 % of the allowed limit 
 1800 1  
 2450 1  
Base station 900 30 0,002-2 % of the allowed limit 
WiFi 2450 1 10 % of the allowed limit 
 
Other common RF field sources are electronic article 
surveillance (EAS) and radio frequency identification (RFID) 
systems and radars. The exposure of the general public caused 
by them is occasional and thus they are not significant sources 
of exposure. 
2.1.1 The half-wave dipole antenna  
The fundamental source of electromagnetic radiation is a dipole 
antenna which consists of a power source (i.e. feed point) that 
creates an alternating voltage between two (often equally long) 
conductive filaments. A half-wave dipole has a total length that 
is equal to half a wavelength (L≈air/2 or L=0.475air to be exact) 
[23]. At the ends of the dipole, the current is zero and for the 
sinusoidal feed point voltage, the current is at its maximum at 
the feed point (Figure 2.1) [24]. For a linear dipole, the 
maximum of radiation is in the plane normal to its axis [16]. 
20 
 
 
 
Figure 2.1: A half-wave dipole and its current (I). 
 
The field of an antenna can be divided into the near and far field 
regions. The transitions between the regions are not distinct and 
changes between them are gradual. The near field is the region 
close to the antenna where the electromagnetic field does not 
substantially have a plane wave character, but the electric and 
magnetic field vary considerably from point to point [14]. The 
near-field region can be further subdivided into the reactive 
near-field region, which is closest to the radiating structure and 
contains most of the stored energy [14], and the radiating near-
field region where the propagated energy dominates over the 
stored counterpart. For most antennas, the reactive near field 
exists up to a distance of about sixth of a wavelength (5.3 cm at 
900 MHz, 2.7 cm at 1800 MHz and 2.0 cm at 2450 MHz) [14]. The 
outer boundary of radiating near field region extends to the 
boundary of the far field region. If the maximum dimension of 
an antenna is not large compared with the wavelength, the 
radiating near-field region may not exist [16]. In the far field, the 
electromagnetic field can be considered as a plane wave with 
electric and magnetic fields perpendicular to each other and the 
direction of propagation. For an antenna with the largest 
dimension L, the far field begins from distance of 2L2/λ (16.7 cm 
at 900 MHz, 8.3 cm at 1800 MHz and 6.1 cm at 2450 MHz for a 
half-wave dipole) [14]. In the literature, the definitions for the 
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distances of near field and far field from the antenna are not 
definite but diverse. 
2.2 MAXWELL EQUATIONS  
A time-varying electromagnetic field is created when a changing 
magnetic field flux density induces an electric field and vice 
versa. The fundamental sources for electric and magnetic fields 
are electric charges and currents and they interact with the 
environment through the fields. The interactions and a complete 
theory of classical electromagnetism can be described using the 
Maxwell's equations, which were combined together to a 
unified theory by James Clerk Maxwell in 1873 [25]. The 
equations relate the electric ( E ) and magnetic fields ( H ) to each 
other and their sources. Maxwell's equations can be written in 
point form as: 
 
   
t
B
E


     (2.1) 
   
t
D
JH


     (2.2)
   fD      (2.3)
   .0 B     (2.4) 
 
Here  and  are the curl and the divergence operators, 
respectively, t /  the partial derivative with respect to time, B  
the magnetic flux density, J  the current density, D  the electric 
flux density and f  the free charge density. In addition to the 
differential form (above), Maxwell's equations can also be 
written in an integral form. The differential form is often more 
convenient for performing mathematical operations. [24] 
Equation (2.1) is called Faraday’s law of induction. It 
describes the phenomenon where a time-varying magnetic field 
flux density creates an electric field. Equation (2.2) is called 
Ampère’s law and the second term on the right is the 
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displacement current density (measured in A/m2). It does not 
represent real physical current as flow of charge but is the rate 
at which the electric flux density varies with time *24+. Ampère’s 
law describes a phenomenon where the displacement current or 
the current density of free charges J  creates magnetic fields. 
Equations (2.3) and (2.4) are the Gauss’s law. Equation (2.3) can 
be stated as “lines of electric flux emanate from any point in 
space at which there exists a positive charge density” *24+. 
Equation (2.4) states that the divergence of magnetic field is zero 
or that magnetic monopoles do not exist. 
2.2.1 The constitutive equations 
Most materials contain particles that may interact with the 
imposed electromagnetic field and thus in a material media, the 
electromagnetic fields are different than in a vacuum. In 
dielectrics, the physical parameter describing the material 
interaction is the electric flux density D . It is a sum effect of the 
initial electric field and induced material polarization. The 
electric flux density in a medium having relative permittivity r  
is: 
EEEPED roeoo   )1( .  (2.5) 
 
Here o  is the permittivity of free space, P  the polarization 
vector, e  the electric susceptibility and   the permittivity of 
the medium. The polarization is a result of the interaction 
between dipole moments of material particles and the electric 
fields [25]. Due to interaction, a charge distribution or 
polarization is created in the medium, which further generates a 
secondary field that affects the total field both inside and 
outside the dielectric.  
Similar to electric fields, also magnetic fields affect charges in 
media. Magnetic fields, however, interact only with moving 
charges [25]. In a media with relative permeability r the 
magnetic flux density B  is:  
 
HHHMHB romoo   )1()( , (2.6) 
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where o  is the free space permeability, H  the magnetic field in 
the media, M the magnetization vector, m  the magnetic 
susceptibility and   the permeability. The magnetization vector 
describes the secondary magnetic field induced in a material by 
magnetic currents.  
Moreover the (volume) current density J  is related to the 
electric field by material conductivity  . The equation known as 
Ohm's law is: 
 
    EJ  .   (2.7) 
 
The equations (2.5-2.7) are called the constitutive equations and 
they define the relationship between the field quantities in a 
linear, homogenous and isotropic medium [24]. 
2.3 THE DIELECTRIC PROPERTIES OF TISSUES 
The constitutive parameters (  permittivity,   permeability and 
  conductivity) of most materials are real and independent of 
frequency, at low frequencies. At higher frequencies, the 
parameters often vary with frequency and become complex, 
which indicates that the vectors to which they relate, 
(like HBE,D  , , ) differ in phase. The complex values of 
permittivity and permeability also indicate that the medium is 
lossy (dissipates power). In addition to frequency dependence, 
the constitutive parameters may also depend on position 
(inhomogeneous) and direction (anisotropic) in the material and 
also on field strengths (non-linear). [23] 
Since most materials (e.g. tissues) are non-magnetic (relative 
permeability=1) [15] only dielectric properties (permittivity and 
conductivity) are discussed here. 
2.3.1 Permittivity 
Permittivity measures the material ability to store and consume 
the energy of the electric field as it indicates the extent to which 
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charge distribution can be polarized when an electrical field is 
applied. In a lossy medium, the permittivity is complex and can 
be expressed as: 
 
,,,,,, )(  jj rroro  .  (2.8) 
 
Here ,r  is the real part and 
,,
r  the imaginary part of the relative 
permittivity. The real part of permittivity ,  indicates the 
storing of the electric field energy and the imaginary part ,,  
reflects the losses in the medium. The real part of complex 
relative permittivity is often called relative permittivity or 
permittivity [26], omitting the complex nature of the quantity. 
The imaginary part of relative permittivity is called the 
dielectric loss factor, and it reflects the losses of the field 
associated with ionic currents and polarization. The dielectric 
loss factor is related to total medium conductivity  and angular 
frequency   of the electrical field by [27]: 
 
o
r


 '' .   (2.9) 
 
The equation implies that at a certain frequency, the losses 
increase with increasing conductivity.  
Permittivity describes the polarization induced in the 
material and the associated losses. The fundamental 
phenomenon behind polarization is that an applied electric field 
affects the charged particles so that positive and negative 
charges are attracted to opposing directions. Thus permanent or 
induced atomic or molecular dipole moments align with the 
field, which is called polarization [28].  
Three main types of polarization are electronic, ionic and 
orientation. In electronic polarization, the centre of the electron 
cloud is shifted away from the positive nucleus, creating an 
electric dipole moment. Electronic polarization may be induced 
in all atoms at some strength. Ionic polarization occurs only in 
ionic materials, where cations and anions are shifted in 
opposing directions, which results in a net dipole moment in the 
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material. In orientation polarization, materials have permanent 
dipole moments which rotate in the direction of the applied 
field. The thermal vibrations in the material oppose the rotation, 
causing the orientation polarization to decrease with increasing 
temperature. [28] 
In tissues, the determinant factors for dielectric properties are 
water content and cell structure [15, 29, 30]. Consistently the 
most important polarization types are the orientation 
polarization and Maxwell-Wagner dielectric polarization. The 
water molecules have high permanent dipole moments so they 
align easily with the field. In Maxwell-Wagner polarization (or 
interfacial polarization) the dielectric properties differ at an 
interface within the material resulting in a charging of the 
interface [26]. Opposite charges are gathered for example at the 
boundaries of macromolecules and cell membranes, which 
makes the whole particle act as a dipole [15]. 
In tissues the magnitude of permittivity is mainly dependent 
on the polarization mechanism, which further depends on the 
frequency. When the frequency of the applied field is increased, 
the dipoles tend to orient with the field each time its direction is 
reversed. This process requires some finite time and at some 
point by the increasing frequency, the dipoles are too slow to 
orientate with the field. This frequency is called the relaxation 
frequency and at frequencies higher than that, the orientation 
process in question no longer contributes to total polarization.  
In tissues at high frequencies, the real part of relative 
permittivity decreases with increasing frequency (Figure 2.2) 
[27]. At the same time, the conductivity increases. Consequently 
the fields of higher frequency attenuate faster than those with 
lower frequency. The frequency-dependency is also manifested 
as dispersion; the waves with different frequencies propagate at 
different speeds in medium. 
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Figure 2.2: Relative permittivity () and conductivity (◊) of muscle at frequencies (f) 
between 100 kHz and 10 GHz [27, 31, 32, 33, 34]. 
2.3.2 Conductivity 
Conductivity  (S/m) describes the ease with which free charges 
in the material can be moved by an electric field [25]. The 
moving free charges are typically electrons or in some cases 
ions. The field losses associated with the friction that opposes 
charge movements, are conductivity losses. At high frequencies 
for good conductors, the total loss is often specified in terms of 
an effective conductivity [23] 
 
   ,, eff     (2.10) 
 
and effective (real) permittivity  
 
   roeff   ' .   (2.11) 
 
The conductivity (and permittivity) of tissues, like those of 
many other materials, are temperature dependent. The change 
in parameters is highest at low radiofrequencies, about 1-2 %/C 
[27]. In the temperature range 20-40 C, the conductivity and 
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permittivity increase with increasing temperature in most 
frequencies, the change being typically about 2 %/C for the 
conductivity and about 1.5 %/C for the permittivity [35]. At 
frequencies above 400 MHz, the permittivity starts to decline 
with increasing temperature and the same happens for 
conductivity at frequencies above 1000 MHz. The largest 
temperature dependent changes in conductivity are expected for 
tissues with a high fat content [35]. 
2.4 SAR AND RF DOSIMETRY 
The current consensus is that thermal effects are the generally 
well established adverse effects of radiofrequency fields on 
tissues [36]. Accordingly, the dosimetry of RF EM fields is based 
on the induced temperature rise in tissues which should not 
exceed one degree Celsius in the head and torso [37]. The 
warming in tissues is fundamentally caused by forces resistant 
to dielectric polarization and the movements of free charges. 
At frequencies higher than 100 kHz, the most important 
dosimetric quantity is specific absorption rate SAR (W/kg) 
which describes the amount of energy absorbed in the dielectric 
material per unit time (dt) per unit mass (dm). 
 
   






dm
Energy
dt
d
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It is generally evaluated either as a pure spatial distribution or 
as averaged over a certain mass (e.g. SAR1g and SAR10g) or 
volume.  
SAR is related to the electric field and the temperature 
change (dT) at a given point by: 
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where E  is the root mean square (RMS) electric field strength, 
eff  the effective conductivity (S/m),  the mass density (kg/m3), 
 the angular frequency (rad/s), εo the permittivity of the free 
space, εr’’ the frequency-dependent material dielectric loss factor 
and c the specific heat capacity (J/kgC) of the material. From 
equation (2.13) it can be seen that energy or power absorbed in 
tissues is directly dependent on the conductivity () and 
dielectric loss factor (ε’’) of the material (i.e. how lossy the 
material is) for a given electric field (E). Generally, tissues with a 
larger water content (e.g. muscle and skin) absorb more power 
than those with a lower water content (e.g. bone and fat). The 
relation (2.13) to temperature is limited to “ideal” non-
thermodynamic circumstances with no heat loss by thermal 
diffusion, heat radiation or thermoregulation [14].  
By definition, RF exposure means exposure of an individual 
to electromagnetic fields (or to induced and contact currents) 
other than those originating from physiological processes in the 
body and other natural phenomena [14]. To quantify and limit 
the RF exposure, standards like those devised by the Institute of 
Electrical and Electronics Engineers [14] and the guideline from 
the International Commission on Non-Ionizing Radiation 
Protection [37] have been established. ICNIRP recommends that 
SAR should be averaged over ten gram mass (SAR10g) and the 
general limit is 2 W/kg for the body, excluding limbs [37]. IEEE 
has recently harmonized its limit value (1.6 W/kg for SAR1g for 
the general public) as that of ICNIRP [14]. The limits are based 
on wide surveys of the available scientific data of the effects of 
RF fields. They are intended to apply to all people, with the 
exception of patients undergoing medical diagnoses or 
treatment procedures. For occupational exposure or exposure in 
“controlled environments”, the safety margins are lowered and 
the SAR limits are less rigid. 
Several factors affect the strength and extent of exposure to 
RF EM fields. The properties of the field source such as 
frequency, power, field distribution and position with respect to 
the exposed object determine the properties of the field imposed 
on an object. In addition, the properties of the object affect the 
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strength of the induced electromagnetic field in tissues. For 
example in the case of a human head, its shape and size and the 
dielectric properties and distribution of tissues are influential 
factors [38].  
2.4.1 Effect of a field source on SAR 
In Figure 2.3, the penetration depths at frequencies from 3 MHz 
to 3000 MHz in fat, cortical bone and muscle are presented. The 
penetration or skin depth is the distance at which the field 
strengths or current densities are 1/e (36.8 percent) of their 
surface value or where the power density (and SAR) is 1/e2 (13.5 
percent) of the surface value [14]. With increasing frequency, the 
penetration depth decreases. The values in the figure were 
calculated by a reputable website of the Italian National 
Research Council [39], which is based on the work of Gabriel et 
al. [27, 33, 34]. 
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Figure 2.3: Penetration depth (cm) in fat (□), cortical bone (+) and muscle (ο) at 
frequencies (f) between 3 and 3000 MHz [27, 31, 32, 33, 34]. 
 
In addition to frequency, the distance between the source and 
the exposed object and design of the exposure device are 
significant factors for exposure [38, 40]. When different phone 
models are compared, the frequency band is the main general 
characteristic that is responsible for differences in the SAR 
distribution [41]. For a certain mobile phone model, the RF 
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current distribution inside the phone and the distance to the 
head dominate the exposure [40].  
2.4.2 Effect of the properties of head on SAR 
The size, shape and anatomy of the head are factors affecting the 
near field exposure of the head [38]. The effect of head anatomy 
is relevant [38, 42, 43], but minor compared to the effect of other 
major factors like distance to the source [40]. It has been found 
that the effect of head size and shape for peak averaged SAR 
(SAR10g) is marginal for a fixed source distance [38, 44]. It has 
also been postulated that in the case of mobile phone exposure, 
the effect of the ear shape is a more significant factor for the SAR 
distribution than the head shape [45]. The effect is governed by 
the fact, that the ear shape and particularly thickness of the 
pinna, substantially influence the distance between the antenna 
feed point and the lossy tissues of the head [40]. 
The dielectric properties of tissues affect the energy 
absorption in different ways. In the close near field, SAR is 
mainly caused by surface currents induced in tissues [44] and 
hence conductivity is of major importance [40]. In the far field, 
reflections and matching effects have a high impact on the 
power absorption and there both conductivity and permittivity 
must be considered [40].  
The effect of the dielectric properties is on average relatively 
small compared to effect of head anatomy [46, 47]. Among 
tissues, the properties of skin are of particular importance for 
near and far field exposures [48]. It has been evaluated that for a 
near field exposure of 900, 1800 and 2450 MHz, change in 
dielectric properties up to twenty percent causes typically a SAR 
deviation of about 5 % [47]. For many tissues, the conductivity 
and (real part of) relative permittivity change with age, mainly 
due to changing water content [40]. The effect of the age 
dependent variation on peak averaged SAR (SAR10g) in the case 
of mobile phone exposure is less than 10 percent [29]. 
In addition, the environment of the exposed object can affect 
exposure. For example when exposed to the electromagnetic 
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fields of a mobile phone, the proximity of a conducting wall can 
increase SAR levels in the eye by up to fifty percent [49]. 
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3. On the thermal effects 
of RF fields 
3.1 TEMPERATURE REGULATION IN HUMAN BODY 
Temperature regulation stands for the maintenance of the body 
temperature within a prescribed range while the thermal load 
on the body may vary [50]. Maintaining a relatively constant 
body temperature is essential as the speed of chemical reactions 
and functions of enzyme systems are optimal within narrow 
temperature ranges [51]. The traditional normal oral 
temperature is 37 ˚C. The oral temperature is normally 0.5 ˚C 
lower than the rectal temperature, which represents the 
temperature of the body core. The normal temperature of the 
human core undergoes a regular circadian 0.5-0.7 ˚C fluctuation 
[51]. In women of fertile age, there is also a monthly cycle in the 
variation of core temperature.  
Environmental factors like temperature, relative humidity of 
the air, air velocity and clothing may alter the temperature of 
the skin. Furthermore solar heating (radiation and convection) 
and RF exposure may cause additional heat load. In general, 
different parts of the body are at different temperatures and the 
extremities are cooler than the rest of the body [51]. The 
temperature differences between body parts vary with the 
ambient temperature [51]. The environmental factors are 
normally counterbalanced by behavioral or autonomic 
(physiological) thermoregulation [50].  
The temperature of the body is determined by the balance 
between heat production and heat loss [51]. The heat is 
produced by muscular activity, digestion and basic metabolic 
processes (Table 3.1). Heat is lost by radiation, convection and 
vaporisation of water on the skin and in respiration. A small 
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amount of heat is also lost in urine and faeces. At rest, most of 
the heat is generated in the core of the body (trunk, viscera and 
brain) and the heat is conducted to other body tissues [52]. The 
basal metabolic rate is altered by changes in active body mass, 
diet and endocrine levels [52]. The total endogenous heat 
production is affected by the level of activity, physical fitness 
and physiological variables like age, gender and size and is 
roughly 1-21 W/kg for a “standard” man. 
The most important forms of heat loss are conduction, 
convection and radiation. At ambient temperature of 21 ˚C they 
account for 70 percent of the lost heat in the body [51]. In 
conduction, the substances are in contact with one another and 
heat is transported from a substance or region of higher 
temperature to one with lower temperature. The heat flux (and 
consequently the amount of heat transferred) is proportional to 
the temperature gradient between the substances [53]. 
Convection means heat conduction combined with mass 
transfer [50] so that molecules move away from the area of 
contact [51]. Good examples of convection are heating or cooling 
of tissues through blood flow and convection of heat from skin 
to surrounding (cooler) air. In radiation, heat is transferred by 
infrared electromagnetic waves from a warmer subject to a 
cooler one such that the objects are not necessary in contact. The 
net transferred heat between the objects is independent of the 
ambient temperature and related to their respective surface 
temperatures [50]. Another important form of heat transfer is 
vaporisation of water on the skin and in respiration. At ambient 
temperature of 21 ˚C, these two processes account for 29 percent 
of the heat lost by the body [51]. With increasing ambient 
temperature, vaporisation losses increase and radiation losses 
decrease [51]. 
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Table 3.1: Heat production and heat loss in the body (after [51]). 
 
Body heat is produced by  
Basic metabolic processes 
Food intake 
Muscular activity 
 
Body heat is lost by Percentage of heat lost at 21 ˚C 
Radiation and conduction 
Vaporisation of sweat 
Respiration 
Urination and defecation 
70 
27 
2 
1 
 
The regulation of the body temperature functions through 
thermal sensors distributed around the body. The most 
important thermal sensors are located in the skin [50]. The 
sensors detect thermal perturbations and relay information to 
the brain (hypothalamus) where the information is integrated 
[51]. This is followed by appropriate responses to return the 
temperature to the proper level. The smallest temperature 
change that can be sensed is about 0.07 ˚C. The most precise and 
responsive method to control heat loss and retention is fine 
tuning of vasodilatation [50]. In cold surroundings, 
vasoconstriction of blood vessels in skin increases peripheral 
insulation and decreases heat loss from the body core to the skin 
[50]. In warm condition, peripheral blood flow increases 
allowing heat loss on the skin. To remove greater amounts of 
heat, sweating is a further mechanism supplementing 
vasodilatation [50]. Generally vasodilatation is activated in 
thermally neutral temperature and sweating in warm 
surroundings and during exercise. 
3.2 THERMAL EFFECTS OF LOCALIZED HEATING 
Excess heating is harmful to the tissues but the temperature 
thresholds for damage vary among the different organs. Tissues 
can tolerate brief temperature rises up to tens of degrees, if it 
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lasts only for a few seconds [54]. If the temperature increases 
more than 5 ˚C (to over 42 ˚C) for a longer time, the necrosis of 
cells increases. 
In the (rabbit) eye, the temperature threshold for the 
induction of cataract is 41 ˚C [55] and it has been postulated that 
temperatures close to or exceeding 41 ˚C could be expected to 
cause cataract in humans as well [56]. In skin, the threshold 
increase for thermal damage is at least 10 ˚C [57]. Goldstein et al. 
[58] have concluded that below 43 ˚C the likelihood for thermal 
injury in skin is practically nil, even with several hours of 
exposure. Furthermore, it has been reported that a temperature 
increase of 0.2-0.3 ˚C in the hypothalamus of a monkey leads to 
altered thermoregulatory behavior [59]. Moreover if the body 
temperature rises beyond about 40.5 ˚C, heatstroke is likely to 
develop with several symptoms and this can cause damage to 
brain tissue [60]. In the literature, thresholds of 3.5-4.5 ˚C (for 
more than 30 minutes) for temperature increase causing neural 
damage have been quoted [57, 61].  
The human thermoregulatory response to the significant 
amounts of thermal energy deposited by RF fields does not 
substantially differ from the response to heat generated in body 
tissues generally [52]. Some studies [62, 63] have shown that 
despite the excess heat provided by (even strong) local RF 
exposure, the temperature of the core is kept stable and heat is 
removed locally by increasing the local sweating and elevating 
blood flow to the skin. The maximum induced temperature 
increase in the skin was 4 ˚C [62] (on the upper back which was 
directly exposed) with an exposure (70 mW/cm2) that notably 
exceeded the limits of IEEE guidelines [64].  
3.3 THERMAL MODELS 
An awareness of temperature distribution in human body is an 
important issue in RF dosimetry. Since tissue heating is the main 
and commonly recognized effect of radiofrequency 
electromagnetic fields, the temperature rise due to EM energy 
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absorption is the fundamental limiting factor for allowable field 
strengths.  
The general mathematical expression that describes the net 
rate at which a subject generates and exchanges heat with its 
environment is the body heat balance equation [65]. It is 
fundamentally based on the first law of thermodynamics about 
the conservation of energy. At a steady state, the heat generated 
in the body is balanced by heat lost and storage of heat is 
minimal [52]. The generalized heat balance equation can be 
written as [52]: 
 
  bevenvenvbmb SECRWE  .   (3.1) 
 
Here mbE = rate at which thermal energy is produced through 
metabolic processes, bW = power or rate at which work is 
produced by or on the body, envR = rate of radiant heat exchange 
with the environment, envC = rate of convective heat exchange 
with the environment, evE = rate of evaporative heat transfer 
with the environment and bS = rate of heat storage in the body. 
With respect to the thermal response of tissues, several 
models can be chosen, depending on whether the total heat load 
to the body or the local temperature rise is the limiting thermal 
effect [66]. The first case typically occurs under conditions of 
total body heating, for example in exposure near whole-body 
resonance, and will not be discussed here at length. The body 
heat balance equation above is a general example of the thermal 
models concerning the thermoregulatory effects on the whole 
body. The second case where local temperature rise is the 
limiting factor occurs in situations where the penetration depth 
is small (e.g. microwaves above 1 GHz) [66]. In this case, 
excessive local temperature elevations may occur although the 
total thermal load to the body is small [66]. The thermal model 
that is often adequate for local heating effects is the bioheat 
equation [67] developed by Harry H. Pennes in 1947 [68].  
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3.3.1 Pennes’ bioheat equation 
Pennes’ bioheat equation *67+ is a model for the relationship of 
arterial blood temperature and the temperature of surrounding 
tissues. It was originally developed for describing the transverse 
temperature profile in forearm. The equation can be written as: 
 
     oartbb ASARTTwcTk
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where  is the mass density (kg/m3), c  the specific heat capacity 
(J/kgC), k  the thermal conductivity (W/mC), w the blood 
perfusion rate (kg/m3s) and oA  the basal metabolic heat 
generation (W/m3). The subscript b stands for blood and art for 
arterial blood.  
Pennes’ main theoretical contribution was his proposal that 
the rate of heat transfer between blood and tissue is 
proportional to the product of volumetric perfusion rate and the 
temperature difference between arterial blood and the local 
tissue [69]. From equation (3.2) it can be seen that the local tissue 
temperature  tzyxT ,,,  is dependent on  
 spatial thermal gradients in the tissue (the first term 
on the right) and thermal conductivity 
 difference in the temperatures between the tissue and 
the flowing blood (second term) and blood perfusion 
rate 
 power deposition by electromagnetic fields i.e. SAR 
(third term) 
 metabolic heat generation rate of tissue (the last term). 
The Pennes’ bioheat equation is a general differential equation 
of heat flow, where the following postulates have been used. 
Firstly it is assumed that the tissues contain two natural heat 
sources: heat produced by metabolism and the heat transferred 
from blood to tissue. Secondly the heat generation rate and 
blood perfusion per unit volume are assumed to be uniform and 
isotropic in each particular tissue. Assuming uniform blood 
perfusion means that in the model, all blood-tissue heat 
39 
 
exchange takes place in the small capillaries [70]. Furthermore, 
the thermal conductivity of each tissue is taken as uniform.  
The Pennes’ bioheat equation does not consider 
thermoregulatory responses but the model can be refined to take 
these effects into account [71]. Moreover the equation has been 
criticized for making a rough approximation about a complex 
three dimensional process, heat convection by blood flow, by 
using one dimensional blood flow parameter [68]. In some 
studies [70, 72, 73], discrete models of vasculature have been 
embedded. Furthermore it is now known that the arterial blood 
temperature artT  is not a constant (as Pennes assumed) due to 
heat transfer between smaller vessels that supply the capillary 
beds [69, 74]. Nonetheless, despite some oversimplifications and 
a lack of knowledge at the time, the model is a good 
approximation for heat transfer in tissues and has been 
successfully used in several applications [68].  
For times that are shorter than those needed for significant 
heat transfer or conduction, the bioheat equation reduces to a 
simple equation: 
 
SAR
c
t
dT
t
 .    (3.3) 
 
Here dT  is the local temperature rise, t  the exposure time, tc  
the specific heat capacity of tissue and SAR is the specific 
absorption rate. For short times, the temperature rise in certain 
tissue is simply proportional to the total energy deposited into 
the tissue, which is SAR multiplied by the exposure time. [66] 
3.3.2 Applications 
As direct measurement of temperature inside biological bodies 
is often difficult or impossible, computational thermal 
simulations are commonly used to obtain an estimate of the 
thermal distribution. Frequently the simulations are based on 
the Pennes’ bioheat equation (3.2) from which a steady state 
temperature distribution is solved using numerical methods. In 
the field of RF dosimetry Pennes’ equation has often been used 
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for studying heating of tissues due to dipole or mobile phone 
near field exposures (e.g. [61, 68, 70, 75]). It has also been 
exploited in studies of whole body exposure (e.g. [71]) and far 
field exposure (e.g. [76]). Furthermore it has been applied in the 
design of RF hyperthermia treatments and applicators (e.g. [77]). 
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4. FDTD-method 
The finite difference time domain –method [78] is a numerical 
method for solving the Maxwell’s differential equations in a 
discrete calculation domain. It was introduced by Kane Yee in 
1966 [79] and is currently one of the most frequently used 
techniques for solving the electromagnetic fields in highly 
inhomogeneous bodies. This is due to its efficiency in 
discretization and simulation of complex, irregular structures 
such as the human body. The method is based on a rectangular 
grid where the components of electric and magnetic fields are 
interleaved. The components can be explicitly solved from one 
another in discrete time steps when the initial conditions are 
known.  
4.1 THE GRID 
The calculation domain is divided into rectangular three 
dimensional cells, voxels, by gridlines. In the corners of voxels 
are nodes, the locations of which are indicated as: 
 
      ),,,, zkyjxikji  .   (4.1) 
 
Here x , y and z  are the (possibly variable) spatial increments 
in x, y and z. For each cell conductivity, permittivity, 
permeability and density are assigned according to the material 
where (the center of) the cell is located. 
The components of the electric field vector lie in the middle 
of the voxel edges and the magnetic field components lie in the 
center of the voxel faces (Figure 4.1). Thus the electric and 
magnetic field components are located at intervals of 2/ . In 
this way, each electric field vector component is surrounded by 
42 
 
four circulating magnetic field vector components and vice 
versa.  
 
 
 
Figure 4.1: Positions of field components in the Yee’s grid. 
 
4.1.1 Staircasing 
When a rectangular grid is used for representing objects that are 
not rectangular, not aligned with the grid or have small-scale 
geometrical details, staircase errors regularly follow. This is 
because typically the properties of the object are assigned to the 
entire voxel if its centre is embedded inside the object and 
otherwise it is treated as if it was entirely outside the object [80]. 
This causes errors in the representation of the object boundaries 
(Figure 4.2). 
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Figure 4.2: a) Original object (in grey) and b) its staircase approximation. 
 
The accuracy of the modelling of objects can be enhanced with a 
grid that has high spatial resolution [81]. This however, also 
increases the computational requirements. To overcome the 
inaccuracies with lower memory requirements, present-day 
techniques like conformal voxels [82, 83, 84] that incorporate 
geometric information in the conventional FDTD algorithm can 
be used. In thermal simulations, the conformal voxels also 
confer the benefit that the thermal fluxes across boundaries are 
scaled properly, since the associated error cannot be reduced 
using a denser grid [85]. 
4.1.2 Mesh truncation 
The finite calculation domain requires a method for terminating 
the mesh. Often an ideal boundary condition is such that it 
minimizes wave reflections from the boundary. Commonly used 
boundary conditions are the absorbing boundary condition 
described by Mur [86] and the perfectly matched layers 
introduced by Berenger [87, 88] and uniaxial perfectly matched 
layers introduced by Gedney [89]. Perfectly matched layers can 
be described as an anisotropic absorbing material inserted at the 
edges of a computational domain. They have the advantage that 
they are efficient absorbers for the incoming waves at all 
frequencies and for all incident angles [90] even though Mur 
boundaries require less memory and are faster to simulate. 
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4.1.3 Inhomogeneous grid 
In the calculation of the electromagnetic field, the dielectric 
properties of objects work as local coefficients for the field 
components and their finite differences. If the simulated object is 
inhomogeneous, average permittivity and permeability are used 
at boundaries of dielectrics. They are calculated by weighting 
the material parameters for example, with the cross-sections of 
the voxels surrounding the edge of the boundary. For the 
magnetic field that is located along the line joining the centers of 
two adjacent voxels, a weighted average of the properties of the 
two voxels is used. For the calculation of the electric field 
component, magnetic field components from four voxels are 
needed and hence the weighted average of their properties is 
used as a coefficient [91]. 
For inhomogeneous objects, a non-uniform mesh (variable 
increment of gridlines) is often used. In most applications, a 
constant voxel size is impractical and smaller voxels are used in 
the regions where the fields are expected to change rapidly, 
such as at the material boundaries. A consequence of a non- 
uniform voxel size is that the update equations for electric field 
are no longer second order accurate. This is because the electric 
field component does not necessarily lie in the centre of two 
magnetic field components. However this error may be reduced 
using a grid where the voxel size varies progressively and 
abrupt changes between adjacent voxels are avoided [91]. 
4.2 YEE’S FINITE DIFFERENCE ALGORITHM 
For solving the space and time derivatives of Maxwell’s curl 
equations, central differences are employed. A central difference 
approximation for a derivative of function f  with respect to 
variable h  in the point oh  can be written as [92]: 
 
h
hhfhhf
h
h
f oo
o





2
)()(
)(
.
  (4.2) 
 
45 
 
The error of this approximation is of the second order, which 
follows from presentation of the difference in the form of 
Taylor’s series. The series is truncated so that the remaining 
error represents terms smaller than  2h . The truncation error 
is an inherent error in the FDTD method. 
In the rectangular coordinate system, Ampère’s law (2.2) 
and Faraday’s law of induction (2.1) for x-components of the 
fields  xx HE ,  are: 
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According to Yee [79] a grid point (node) of the space is denoted 
as in (4.1) and a function of space and time as: 
 
 ),,(),,,( kjiFtnzkyjxiF n .  (4.5) 
 
Applying the notation and half stepping for time and space 
 2/,2/ xhth  , the central difference approximations (4.2) 
for time and space derivatives in Yee’s grid are: 
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For example, by utilising the central-differences (4.6-4.7) and 
Ampère’s law (2.2) for the x-component of the electric field one 
obtains: 
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Hence the electric field components at a certain time step are 
explicitly solved from the known values at the previous time 
steps. Similar equations can be constructed for the y- and z-
components. 
Likewise using the central-differences and Faraday’s law (2.1) 
for the x-component of the magnetic field one obtains: 
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In this way the interlaced components of electric and magnetic 
fields can be evaluated at alternate half-time steps and assumed 
to be constant in between these steps. Time-stepping is 
continued until the desired time has been reached or until a 
steady state is achieved. For a sinusoidal wave, the steady state 
is reached when all the field components of the calculation 
domain exhibit sinusoidal repetition [78]. 
4.2.1 Time stepping and stability 
To ensure the stability of the time-stepping algorithm, the time 
step t must satisfy the following stability condition: 
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Here maxv  is the maximum electromagnetic wave phase velocity 
within the model. The condition (4.10) is often called CFL-
condition or Courant condition [91] according to Courant 
Friedrichs and Lewy. The stability condition implies that the 
time step of the algorithm is strongly affected by the smallest 
voxel size of the grid. 
4.2.2 Numerical dispersion 
The numerical FDTD algorithm for Faraday’s and Ampère’s 
laws causes dispersion of the electromagnetic waves in the 
calculation domain [78]. The phase velocity of the waves can 
vary with wavelength, direction of propagation and grid 
discretization. This may cause numerical pulse distortion, 
artificial anisotropy and pseudo-refractions in the model. This 
error is a function of voxel size and can be reduced by using a 
dense grid [91]. Usually minimum spatial sampling is ten 
increments per wavelength [59, 92]. 
4.3 PERFECT ELECTRIC CONDUCTORS 
Perfect electric conductor (PEC, σ → ∞) is an idealization of a 
good conductor which is used when the effect of electrical 
resistance is negligible compared to other effects. By definition, 
PEC is a material which allows charges to move freely through 
its body and on its surface so that the charges move to the 
configuration of least energy [93]. The field components inside 
the PEC are zero and the boundary conditions between a PEC 
and a dielectric material are [94]: 
 
    0En     (4.11) 
indJHn     (4.12) 
 indDn     (4.13) 
 0Bn .    (4.14) 
 
According to the first boundary condition (4.11) the tangential 
component of the electric field vanishes. Thus all the electric 
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field lines enter the surface of a PEC at an angle of 90°. As stated 
by Ampère’s law (2.2) a current density indJ  is induced on the 
surface by the tangential magnetic field component which 
encounters the surface (4.12). As third condition (4.13), the 
vanishing normal component of the electric flux density induces 
a charge density ind on the surface, which follows from the 
Gauss’s law (2.3) *93+. The fourth condition (4.14) states that the 
normal component of the magnetic flux density vanishes on the 
surface. 
In the study of De Bruijne et al. (2007) the effect of modelling 
metallic structures with high conductivity instead of the PEC-
approximation was utilized [95]. Only a small effect was seen on 
results of the FDTD computations of EM fields. 
4.4 CALCULATION OF A MASS AVERAGED SAR IN HEAD AREA 
There are several ways to compute the mass averaged SAR 
values in the head area. The main differences are in the shape of 
the volume containing the averaging mass and in the tissue 
types allowed for averaging. According to the ICNIRP guideline 
[37], the average should be calculated in a cube for SAR1g and in 
a contiguous volume of tissue for SAR10g. In the IEEE standard 
C95.3-2002 [16], averaging over a cube containing the respective 
mass (1g or 10g) is recommended. The cube is constructed such 
that it does not extend beyond the exterior surfaces of the body 
and the mass is within 5 percent of the averaging mass. 
Significant differences in averaged values may occur due to the 
different averaging methods [96]. It has been shown that in a 
homogeneous tissue-equivalent sphere, different criteria for 
accumulation of the averaging mass may cause differences as 
high as 20-30 % in maximal averaged SAR10g [97]. 
According to the IEEE standard [16], only the SAR values of 
the respective tissue type (body or extremity) may be considered 
for averaging. The pinna is treated as an extremity and should 
be treated separately from other head tissues (which are 
considered as body tissues). If some voxels of pinna are 
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included in averaging volume for body tissues, they are treated 
as air and vice versa. In the ICNIRP guideline [37] and in the 
earlier C95.1-1999 IEEE standard [98], the pinna is not 
considered to be an extremity. In the extremities higher limits 
for allowable SAR apply. 
In the IEEE standard [16], the issues related to calculating the 
averaged SAR values are discussed in depth. Congruent 
averaging methods are an essential condition for accurate 
comparisons of the numerical results of different studies as the 
resultant SAR has been shown to be dependent, on the number 
of electric field components used in the field averaging as well 
as on volume of air within the cube, for example [99].  
4.5 THERMAL COMPUTATIONS 
In thermal FDTD computations the Pennes’ bioheat equation 
(3.2) is solved in a discrete calculation domain using the explicit 
time-stepping scheme. The temperature is calculated in the 
centers of voxels and a linear variation for temperature is 
assumed between them *100+. The Pennes’ bioheat equation can 
be written in the form: 
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Hence the update equation for a given voxel is [100]: 
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Here t  is the time step, p  the voxel length (perpendicular to 
the voxel face between the neighbors) and s  the distance 
between the voxel centre and the centre of the neighboring voxel 
(Figure 4.3). 
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Figure 4.3: The voxel-related variables in thermal update equation (after [100]). 
 
The last term of the update equation stands for the temperature 
fluxes through the faces of the voxel. According to Bernardi et al 
[71] thermal conductivity at the voxel face should be calculated 
as: 
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Other methods have also been suggested. However, it has been 
shown that modelling of tissue interfaces is not a very critical 
issue in the overall numerical accuracy [85]. 
4.5.1 Thermal boundary conditions 
To solve the Pennes’ bioheat equation in a finite calculation 
domain, boundary conditions must be applied. In its general 
form, the boundary condition is [100]: 
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When 0a , the Dirichlet boundary condition is used and the 
temperature at the boundary is set to a constant value. When 
0b  the Neumann boundary condition implies that the heat 
flux over the boundary surface is fixed. On a convective (mixed) 
boundary, the flux over the boundary is dependent on the 
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temperature difference at the boundary between the materials. 
For example, by setting ka  , hb  and ambhTC  , the convective 
boundary condition can be written in the form: 
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Here h  is the convective heat transfer coefficient (W/(m2C)) 
between the boundary and the surroundings. The value of the 
heat transfer coefficient depends on factors like geometry, 
materials and the constant reference temperature  ambT  at the 
boundary. For example on the skin-air boundary, the coefficient 
may vary broadly as it is dependent on humidity of the air as 
well as the wetness and insulation of the skin [101]. However 
the uncertainty caused by the heat convection coefficient on the 
maximal temperature increase in the human head is at most 10 
percent [75]. 
4.6 EXPERIMENTAL VALIDATION OF THE METHOD 
4.6.1 Validation of SAR simulations 
The SAR values calculated with the FDTD method have been 
validated experimentally against either temperature or electric 
field measurements. In studies of Mason et al. (2000) [102] and 
Gajsek et al. (2002) [103], the simulated SAR values have been 
compared with SAR values evaluated from infrared 
thermographs in homogeneous spheres at 2060 MHz far field. In 
addition simulated SAR values in a heterogeneous rat model 
were compared to those evaluated from thermistor probe 
measurements in anaesthetized rats. The SAR values were 
calculated from measured temperatures with the linear 
relationship (3.3) which neglects heat transfer and conduction. 
The results showed good agreement except for locations with 
high local SAR gradients. Schuderer et al. (2004) [104] have also 
derived SAR from temperature that was measured with a 
developed high-resolution thermistor probe in a Petri dish. The 
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comparison with FDTD simulations showed good agreement 
(less than 20 percent on average) between SAR measurements 
and simulations. 
Gandhi et al. (1999), as well as others, have compared FDTD 
simulation results with the electric field measurements [105]. In 
that study, five real mobile phones operating at 835 and 1900 
MHz were used. The agreement between the calculated and 
measured data was excellent (generally within ± 20 percent for 
SAR1g) despite the fact that a heterogeneous anatomically based 
model was used for simulations and a simple two-tissue 
phantom was used for measurements. Christ et al. (2005) have 
also compared SAR results with electric field measurements for 
four different phone models operating at 900 or 1800 MHz [106]. 
They used two different head shaped homogeneous phantoms 
and found that the deviation between simulations and 
measurements was generally less than 12 %. 
4.6.2 Validation of temperature simulations 
The temperatures simulated with Pennes’ bioheat equation and 
FDTD code, have been validated against experimental 
measurements or against cases for which the analytical solutions 
are known. In the study of Van Leeuwen et al. (1999), simulated 
temperatures were compared to the temperatures measured on 
the skin of a volunteer, at 915 MHz near field [70]. In the FDTD 
simulations, the heterogeneous head model contained a discrete 
vascular model (DIVA). The expected stationary temperature 
rise deduced from the thermocouple measurements (2.0 ˚C at 2 
W) was somewhat higher than the value obtained from 
simulations (1.3 ˚C at 2 W). Nonetheless the order of the 
magnitude was the same and it was concluded that simulations 
provide a reasonably accurate description of the temperature. 
Bernardi et al. (1998) have validated the SAR and temperature 
simulations against analytical solutions for a plane wave (2450 
MHz) exposure of a muscle cylinder [76]. The numerical results 
from the bio-heat equation were in good agreement with the 
analytical counterparts. The same group has also validated 
thermal simulations which include thermal regulatory 
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responses in the human body, against experimental data 
recorded on human volunteers at 450 MHz plane wave 
exposure [71]. The simulations reproduced the experimental 
results with good accuracy. 
Samaras et al. (2006) have compared the numerical FDTD 
solution of the bioheat equation to the analytical solution and to 
results given by finite element method (FEM) [85]. The problem 
studied was a thin square plate cooling down in an environment 
with a constant temperature. The FEM, FDTD and analytical 
results were found to be very consistent and the numerical error 
of FDTD was less than 0.7 percent. They also compared the 
results of FEM and FDTD when they studied the effect of a 
staircasing grid on the steady-state temperature of a muscle-like 
infinitely long cylinder. The difference in results was less than 
0.4 ˚C. 
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5. Metallic implants and 
RF fields 
Implants (prosthesis) are foreign bodies, materials or devices 
that are set within or upon the body tissues for a medical 
purpose. They serve as substitutes or support for tissues and 
may replace a part or a function of the body. Common, well-
known implants are for example hip prostheses, dental implants 
and pacemakers. According to the Finnish Dental Implant 
Yearbook 2007 [107], about 128 000 dental implants were placed 
during 1994-2007 in Finland. Other common implants are 
cochlear implants, screws, nails, rods, bolts, stents, catheters and 
reconstruction plates. Since implants are foreign bodies within 
the human body, they may cause unwanted reactions like 
scarring and inflammation in tissues. To minimize the adverse 
reactions, biomaterials that are optimized for tissue 
compatibility, are used. Current biomaterials can be roughly 
classified as polymers, ceramics, metals, composites and natural 
materials on the basis of their chemical structure [108].  
In this study, the focus is on metallic implants due to their 
high electrical conductivity as compared to the other materials. 
In most metals, conductivity is high because of free charge 
carriers in the material lattice. For example, the conductivity of 
stainless steel is about 2*106 S/m whereas that of electrical 
insulators is in the range 1*10-10-1*10-20 S/m [28]. Furthermore in 
this study, the focus is on the superficial implants of the head 
area, i.e. on the implants that are located near to or upon the 
surface of the head. The superficial implants are likely to be 
located close to radiofrequency sources like mobile phones 
when they are used by the ear. More specifically, the focus is 
only on passive metallic implants, which means that the 
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implants that measure or send electrical energy in the body are 
excluded.  
5.1 METALLIC IMPLANTS IN THE AREA OF HEAD 
Implants that are located close to skin or body surface can be 
situated in almost any part of the body. In addition to implants 
used for medical purposes, piercings and jewellery may be 
attached to skin. For example, medical metallic implants are 
installed in the head area in dental, vascular, craniomaxillofacial 
and otological interventions. Fracture plates, screws, wires, 
stapes prostheses, dental implants and mandible trays are some 
of the general metallic implants in the facial area [109]. 
Examples of dental and oral implants are shown in Figure 
5.1. The most common metallic dental implants are probably a 
dental brace and root form implants. In vascular operations, 
netlike stents and aneurysm clips are commonly used to support 
blood vessel walls. In maxillofacial operations, different kinds of 
metallic plates, screws and wires are used to substitute and 
support structures as well as to help bone recovery. Examples of 
implants in the field of otology include metallic middle ear 
implants, stapes prostheses and metallic fixtures for ear 
prostheses. 
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Figure 5.1: Dental root implants and bone plates. 
5.2 METALLIC IMPLANT MATERIALS 
Metals are used as biomaterials due to their excellent electrical 
and thermal conductivity as well as mechanical properties [110]. 
The typical mechanical properties of metals are good bending, 
tensile and compression strength and good fatigue resistance. 
The corrosive characteristics of metals prevented their 
widespread use until the 1930s, when corrosion-resistant cobalt-
chromium alloys such as vitallium became popular in dental 
and orthopedic implants [109]. Today most common metallic 
biomaterials are titanium and its alloys, cobalt-chromium alloys 
and stainless steel alloys like AISI 316 and AISI 316L.  
The titanium used for implantation is essentially either pure 
(99.75 %) or composed of a Ti6Al4V –alloy [110]. Except for the 
use of gold in some indications, such as upper eyelid springs or 
in dentistry, titanium has become the metal of choice for long-
term implantations in the facial area [109]. For example, 
titanium is frequently used in dental implants, prosthetic 
implants, mandibular and facial skeletal plating systems and 
orbital floor plate meshes.  
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In general, the cobalt-chromium alloys are approximately 60 
% cobalt, 30 % chromium, and 10 % nickel [109]. Nowadays 
extensively used cobalt-chromium alloys for surgical implants 
are CoCrMo, CoNiCrMo and vitallium, which all have excellent 
corrosion resistance [109]. CoCrMo and CoNiCrMo are used for 
example in orthopedic implants for facial fractures and for trays 
in cancellous bone in mandibular reconstruction [108]. Vitallium 
is a highly popular metal for rigid fixation and is also used in 
dentistry. 
Stainless steel is primarily composed of iron with lesser 
amounts of chromium, nickel, molybdenum, and manganese 
[109]. In medical use, austenitic stainless steels 316 and 316L, 
which are nonmagnetic, minimize corrosion and minimize 
scatter on radiographs, have been most widely used [110]. 
Recently for example in the field of facial plating, there has been 
a shift away from stainless steels to vitallium and titanium 
because of the ease of contouring and osseointegrative 
properties that outweigh the need for the structural strength of 
stainless steel [109]. 
5.3 METALLIC IMPLANTS IN THE RF FIELDS 
A metallic object within or upon tissues can affect the RF field in 
several ways. The interaction mechanisms have been reviewed 
in study II and will be briefly summarized here with some 
complementary information and the results of more recent 
studies. 
The fact that the electric properties (i.e. conductivity) of 
metallic implants differ highly from the properties of dielectric 
tissues has a major effect on the EM field distribution near to 
metals. The electric field lines bend perpendicular to the surface 
of the metal which creates a dense EM field flux especially near 
corners and tips where the surface area is small (study II).  
Correspondingly, in the other parts of the field the flux is less 
dense. 
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In high frequency RF fields, surface currents may be induced 
on metals. The currents further induce secondary EM fields 
which may cancel or enforce the initial field [111, 112]. The 
theoretical resonant length inside a dielectric material is t /2 and 
can be calculated from:  
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In numerical studies resonant lengths of 0.42 (in air) [112], 0.4-
0.44t [113] and t /3 [10, 114, 115] (study I) have been reported 
for SAR enhancements due to linear metallic implants. An 
explanation for the differences between the theoretical and 
observed resonance lengths is that also other factors than the 
induced current affect the calculated (averaged) SAR. 
Metallic implants may also affect the properties of an RF 
source. The presence of metallic objects in the body near to the 
source may decrease antenna performance [116]. In particular, 
objects of resonant size may affect the directivity of a dipole so 
that a greater proportion of energy is absorbed in tissues [112]. 
According to simulations and measurements in a homogenous 
head phantom, the total power absorbed in the head may be 
increased by up to 30 percent [112]. 
5.3.1 The effect of implants on SAR distribution  
The size and shape of the implant are important factors 
influencing the SAR. Large implants may scatter the EM field 
which redistributes the energy of the incident field and may 
produce significant peak SAR concentrations in tissues [10]. On 
the contrary, implants that are small compared to the 
wavelength do not have a strong effect on SAR distribution 
[112]. In the case of pins in front of the face, lengths smaller than 
0.2t or greater than the resonant length have a negligible effect 
on SAR1g [112]. Generally linear implants may act as electric 
dipoles while circular structures act as induction loops 
(magnetic dipoles) for the current. Gaps or holes in the implants 
may also affect their electric behavior [117] (study I). 
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The location of the implant within or upon the body exposed 
to RF fields is a major factor when implants effect on SAR is 
concerned. The location governs partly the distance of the 
implant from the RF source as well as the effect of surrounding 
tissues and the orientation of the implant with respect to the RF 
source. It has been shown [118] that the same metallic object 
may behave differently on different parts of the head. For pins 
next to the head it has been noted that having a gap of air or a 
plastic coating in between the tissue and the implant leads to 
higher SAR values than a case where the implant lies directly on 
the surface of head [112]. It was concluded that on the surface of 
the head, the currents induced on the implant are out of phase 
with the currents induced on the tissues and they cancel each 
other out [112, 119]. On the other hand if the implant is moved 
further away from the head (closer to the source) its effect on 
SAR decreases [112]. This results from decreased coupling 
between the pin and the head [112, 119]. Therefore SAR is at its 
maximum when the distance between the pin and tissues is 
optimal [112].  
The SAR enhancements due to implants are likely to be 
greatly overestimated in a homogenous tissue cube [112]. Also 
in a homogeneous head shape phantom, the SAR enhancements 
are higher than in a heterogeneous anatomically realistic head 
[112, 120].  
 
Dental implants, studs, coins, rings and zips 
The SAR enhancements due to dental implants have been the 
focus of a few studies albeit a thermal effect in mouth is very 
unlikely to be problematic [110]. In a study of tongue piercings 
and metallic dental braces with frequencies in the range 500-
4600 MHz, a negligible effect on SAR10g due to tongue piercings 
was reported [12]. However due to metallic braces, SAR1g and 
SAR10g doubled at certain frequencies [12]. In study III at 900, 
1800 and 2450 MHz, no noteworthy SAR enhancements were 
detected due to dental braces. In addition, in [12] no effect was 
seen at those frequencies. Dental caps (crowns) have also been 
studied [121] but only a marginal effect on SAR was reported.  
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With respect to piercings of the ear, measured and simulated 
SAR1g enhancements of 19 and 25 percent have been reported 
[116]. In study III, an earring caused likewise an enhancement 
on SAR1g (27-64 %) and SAR10g (14-27 %). 
In most of the implant studies, the effect of one implant on 
SAR has been studied but a cumulative effect of several 
implants has been rarely reported. In one study it was found 
that the cumulative effect of three metallic objects (a coin, a ring 
and a zip) close to waist was more evident than the effect of any 
of the objects alone [122]. The same group has also reported that 
the choice of metal had only a negligible effect on SAR values 
[118].  
 
Metallic rims of eyeglasses 
Also metallic spectacles can re-distribute the energy produced 
by an RF antenna and modify its efficiency and SAR in tissues 
[123, 124, 125]. According to measurements with phantoms and 
metal-framed spectacles, the level of electric fields near the eyes 
is affected significantly by the presence of frames [126] and the 
SAR-level in the eye can be enhanced by 9-29 % [127]. In 
addition, numerical simulations show that depending on the 
spectacle shape and especially their size and the frequency of 
the source, the SAR averaged over the eye can increase by up to 
160 % and decrease by up to 80 % [125]. In another numerical 
study, decrease of SAR due to metallic frames was reported for 
adults as well as children aged 9-10 at 900 MHz whereas 
increased SAR was seen at 1800 MHz [128]. However in an 
extensive study of spectacles [124], numerous sizes, shapes and 
locations were surveyed and it was concluded that the 
standards for safety (SAR) were unlikely to be breached.  
 
Cochlear implants 
In two recent studies [11, 129], the effect of the presence of 
cochlear implant on the SAR induced by RF fields, has been 
considered. In the near field, a cochlear implant had a notable 
effect of SAR10g which increased from 1.02 W/kg to 1.31 W/kg 
but it was concluded that the wearer complies with safety limits 
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at 900 and 1800 MHz [11]. Under plane wave exposure, the 
implant evoked negligible variations on mass averaged SARs 
and notable effects were seen only for local SAR values [129]. 
The results suggest that one would not expect to detect any 
harmful effects in cochlear tissues [129]. 
5.3.2 The effect of implants on induced temperature changes  
Heating near to metallic implants due to RF waves has been 
studied in several medical applications such as during magnetic 
resonance imaging [130, 131] and hyperthermia treatments. 
Moreover, heating in tissues due to electrically active 
components of implants and sensors like implanted retinal 
stimulators [132] has also been under consideration, partially 
due to increasing complexity of the biomedical implants [133]. 
However, only a few studies (Table 5.1) have examined the RF 
thermal effects near inactive implants for sources beyond 
medical applications.  
In one study [111] SAR enhancements and associated thermal 
effects have been estimated for a RF worker who had wires 
securing his sternum. The study used a planar model (with 
thermally insulated upper and lower surface) for the sternum 
and solved the induced SAR and temperature distributions 
using the method of moments (MOM) and the finite element 
method (FEM) at 3-3000 MHz. The resulting temperature 
elevations in tissues were most pronounced at 1650-3000 MHz 
(2.4 ˚C for the power density of 5 mW/cm2) and at 80 MHz (1.3 
˚C for the power density of 5 mW/cm2). In another occupational 
exposure study [134], the temperature rises due to ankle and 
knee pin have been simulated for a plane wave exposure of 1 
mW/cm2. In the bone surrounding the pin, the maximum 
temperature rise was 0.51 ˚C in ankle and 0.18 ˚C in the knee. 
Two more recent studies [10, 11] have applied the 
heterogeneous Visible Human body models and FDTD for 
solving the SAR and temperature distributions near implants. In 
the earlier study [10] a cranioplasty plate was modelled under 
the surface of the forehead and the RF induced temperature 
changes in surrounding tissues were surveyed using FDTD. It 
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was found that the maximum temperature rise due to RF plane 
wave exposure (100-3000 MHz, 1-10 mW/cm2) was 0.46-0.8 ˚C. 
The cooling effect of the plate volume, which has a high thermal 
conductivity and no metabolic heat production, was significant 
and on average the resultant temperature in tissues around the 
plate was lower than in the head without an implant.  
In a recent study [11], SAR and temperature increases due to 
a cochlear implant system were studied in the near field of a 
dipole antenna. In the cochlear implant, a metallic hook that was 
hanging upon the ear lobe, and a metallic ball electrode 
embedded in tissues behind the ear, were of particular interest. 
The continuous wave exposure (900 MHz, 250 mW) induced a 
maximum temperature rise of 0.33 ˚C in skin adjacent to the 
hook. At 1800 MHz (125 mW), the maximum temperature rise 
was 0.16 ˚C in pinna. In these studies, the thermal properties of 
the implant materials were included in simulations. It was 
concluded that enhanced mass-averaged SAR values were not 
associated with any relevant temperature increases. 
In one study [13], temperature rises caused by SAR 
enhancements near to metallic resonant size wires embedded in 
homogeneous tissue box have been calculated for plane waves 
at 900 and 1800 MHz. In these simulations, no convection was 
included and the only contribution to the heat transfer was 
conduction. The results showed slight temperature increases of 
about 0.25 ˚C and less than 0.1 ˚C at 900 MHz and 1800 MHz, 
respectively, at the implant tip. 
Table 5.1 summarizes the studies of the thermal effects of 
metallic, inactive implants (for sources beyond medical 
applications). In all the reports, the implants have had only local 
effects on temperature. The studies indicate that high 
temperature increases (over 1 ˚C) are unlikely to be encountered 
due to the presence of a metallic implant at allowable power 
limits. Moreover substantial temperature increases in tissues 
seem more likely to occur in the far fields than near fields but 
even then an exposure close to allowable occupational exposure 
level is needed if one were to expect any noticeable effect 
(temperature increase close to or exceeding 1 ˚C). 
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6. Aims of the present 
study 
In theory, a metallic object embedded in tissues affects the EM 
flux density and consequently SAR and temperature changes 
induced by RF fields. However, the factors that affect the field 
enhancement and the impending SAR increases are not well 
understood, particularly for near field exposures as in the case 
of mobile phones. Moreover it is not known whether the SAR 
enhancements near implants are likely to cause relevant 
temperature rises (exceeding or close to 1 ˚C) in tissues as the 
induced temperature distribution cannot be directly deduced 
from the calculated SAR distribution. A knowledge of these 
issues is essential for exposure regulating and standard setting 
bodies so that the safety of implant carriers can be evaluated 
and ensured. 
The hypothesis of this study was that the presence of a 
conductive, metallic implant in RF field could affect the amount 
of energy absorbed as well as the induced temperature changes 
in nearby tissues. The specific aims of this thesis work were: 
  
1. To study common factors which affect the degree of SAR 
enhancement near implants. 
2. To make worst case estimates of SAR enhancements near to 
common authentic implants. 
3. To evaluate the temperature changes caused by SAR 
enhancements near to common authentic implants. 
4. To outline the effect of the implant material on the induced 
temperature changes. 
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7. Materials and Methods 
This thesis work consists of four studies (I-IV), three of which (I, 
III-IV) are sequential numerical studies and one (II) is a review 
study, and furthermore the results for rings with gaps of 
different sizes are presented here. In this section, the materials 
and methods used in the studies will be summarized. An 
overview of the study setups is presented in Table 7.1. 
7.1 MATERIALS 
In all studies, the near fields at GSM frequencies (900 and 1800 
MHz) were studied. In studies III and IV also the UMTS-
frequency 2450 MHz was examined.  
In study II, the interaction between radio frequency 
electromagnetic fields and passive metallic implants was 
reviewed. At the same time various metallic implants, phantoms 
and source types were surveyed (Table 7.1), which constituted 
the basis for the selection of materials of studies III and IV. 
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Table 7.1: A summary of the study setups. 
 
Study Phantom Implants 
RF field 
source 
Methods, 
parameters 
I 
A homogeneous 
tissue cylinder 
covered with skin. 
Pins and rings. 
The Generic 
phone, 900 
and 1800 
MHz. 
FDTD, SAR 
     
II 
A homogeneous 
ball, the generic 
Specific 
Anthropomorphic 
Mannequin (SAM), 
the Visible Human 
phantom. 
Mesh 
implants, 
wires, screws, 
nails, ear 
tubes and 
dental 
implants. 
The Generic 
phone, a 
dipole, real 
mobile 
phone 
models. 
- 
     
III 
The 
anthropomorphic 
HREF head 
phantom. 
A skull plate, 
a bone plate, 
fixtures, 
brace, ear ring 
and ear tubes. 
A half-wave 
dipole: 900, 
1800 and 
2450 MHz. 
FDTD, SAR 
     
IV 
The 
anthropomorphic 
HREF head 
phantom. 
A skull plate, 
a bone plate 
and fixtures. 
A half-wave 
dipole: 900, 
1800 and 
2450 MHz. 
FDTD, SAR 
and 
temperature 
 
7.1.1 The phantom 
The phantoms were chosen to model the human head. In 
study I, the phantom was a homogeneous tissue (muscle, fat or 
bone) cylinder (250 mm high, 150 mm in diameter) which had 4 
mm of skin on the surface. The cylinder is a generic model 
which can be used as a model of different curved sections of the 
human body such as a limb. In studies III and IV, a commercial 
heterogeneous High Resolution European Female (HREF) head 
model was used. The model is based on high-resolution MRI-
images from a healthy, 40-year old female, whose ears have 
been gently pressed to the head surface to mimic the ear shape 
of a realistic mobile phone user. From the images (with slice 
thicknesses 1 mm near the ear and 3 mm elsewhere), 27 different 
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tissue types have been recognized and segmented. The dielectric 
and thermal properties assigned for the tissues are presented in 
respective studies (I, III and IV).  
7.1.2 The implants 
In study I, simple basic implant models, pins and rings, were 
studied. The pin was considered as an analogue to an electric 
dipole (an antenna) and the ring as an analogue to a current 
loop. The thicknesses of pins and rings varied from 0.5 to 8 mm 
and lengths or diameters were in the range of 7 to 50 mm. In the 
study which supplemented the results of study I, rings with 
different sized gaps were studied at 1800 MHz. A 2 mm thick 
ring with 30 mm outer diameter was positioned on the phantom 
surface next to the antenna. The gap was located at the lowest 
part of the ring and next to, but sloping downwards from the 
antenna feed point. The size of the gap was varied from a 
random size (5.5 mm) to one third of the wavelength in skin (8.3 
mm) and muscle (7.5 mm). The gap was either empty (filled 
with air) or filled with skin. 
In study III, authentic implant models (a skull plate, a bone 
plate, fixtures, dental brace, an earring and ear tubes) that may 
be located close to the ear were examined. The exact shapes and 
sizes for the implants, except for ear tubes and braces, can be 
found in the study III and will not be repeated here. With 
respect to the ear tubes, a “ball of wool”-like tube was studied 
and modelled so that the tube pierced a tympanic membrane 
which was added to the head model. At its shortest, the 
antenna-implant distance was 17 mm. The brace was a 1 mm 
wire which followed the outer surface of the upper teeth. The 
smallest antenna-implant distance was 49 mm. On the basis of 
study III, a skull plate, a bone plate, and fixtures were chosen for 
study IV. 
All the studied implants were metallic and modelled to be 
perfect electric conductors (PEC, ). This is a good, general 
approximation for materials with high conductivity. Inside PEC, 
the electric and magnetic field components are set to zero while 
on the surface of PEC, surface current density can be induced by 
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the tangential magnetic field component. The effect of PEC-
approximation was examined in study IV. 
In study IV, the thermal properties of the implants were set 
as those of silver (Ag) or titanium alloy (Ti-6Al-4V) as they have 
respectively the highest and the lowest thermal conductivities of 
the clinically used metallic implant materials. The material 
parameters for silver were cAg=235 J/kgK, kAg=428 W/mK, ρAg= 
10490 kg/m3 and for titanium alloy cTi=610 J/kgK, kTi=6.7 W/mK, 
ρTi=4430 kg/m3. 
7.1.3 The RF sources 
The RF sources were chosen to represent mobile phone type 
exposures. In study I, a Generic phone, which consists of a 
metallic box and a quarter-wave antenna, was used. A similar 
generic phone model has been used in several other studies [38, 
57, 135, 136, 137, 138] too. In studies III and IV, a half-wave 
dipole with length scaled to the specified frequency (900, 1800 or 
2450 MHz), was used. In all studies, the source was modelled as 
PEC.  
In all studies, the excitation signal at the feed point was a 
harmonic sine wave of the specified frequency. In all studies, the 
near fields at GSM frequencies (900 and 1800 MHz) were 
studied. In studies III and IV, also the near fields at UMTS-
frequency 2450 MHz were examined. The feed point source was 
a voltage source with internal impedance set to 50 Ω, which is a 
typical impedance for an RF source. The actual (measured) 
impedance of the source varied in the studied cases with 
variable geometries. A voltage source was chosen because, 
unlike a hard source, it does not cause reflections from the 
source region. 
7.2 METHODS 
In all studies, the Finite Difference Time Domain Method was 
used for studying SAR in the phantom. In study IV, also the 
temperature in the phantom was investigated. Modelling and 
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simulations were done with a commercial SEMCAD-software 
(versions 1.6, 2.0 and 13.4, Schmid & Partner Engineering AG, 
Switzerland). In between studies I and IV, the simulation 
software developed remarkably. In addition to factors related to 
increasing computing power, new absorbing boundary 
conditions, more efficient SAR averaging methods as well as 
different EM FDTD solvers became available. 
7.2.1 EM field simulations 
In all studies, the FDTD method was used for simulating the RF 
fields in tissues. The FDTD is well suited for models with 
complex geometrical shapes and inhomogeneous materials [80] 
and is currently the most widely applied method in numerical 
dosimetry [40, 81]. The time step was set at its highest to the 
value defined by Courant Friedrichs Lewy-stability criterion 
and the simulation was run until steady state was reached 
(within 10 periods in all studies). For truncation of the 
calculation domain, the perfectly matched layers (study I and 
III) or the uniform perfectly matched layers (study IV) were 
applied as boundary conditions. 
In all studies, the graded mesh technique was used so that 
the grid close to the implant was very dense and it became less 
dense in the regions further away. The same grids were used in 
simulations with and without an implant, in cases where the 
respective results were compared. 
7.2.2 SAR computations and normalization of the results 
In study I, the mass averaged SAR values (SAR1g and SAR10g) 
were computed in the volume which covered the half of the 
cylindrical phantom which was close to the antenna (and 
contained the implant). The maximum values were compared in 
the cases with and without an implant. Also the highest voxel-
level SAR values were compared. In studies I and III, the 
averaging was done according to IEEE standard C95.1 [98]. 
In study III, the mass averaged SAR values (SAR1g and 
SAR10g) were computed in the box which surrounded the 
implant. The size of the box was 120-160 cm3. The size of the 
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averaging volume was limited in order to save the 
computational resources required for averaging. In study IV, the 
averages were calculated in the volume which covered the 
exposed half of the head. They were computed in accordance 
with the IEEE 1529 draft standard [139]. 
There are two general ways for normalization of the results: 
normalization to the feed point current or to the antenna input 
power. Current normalization is used for investigating the effect 
of the head anatomy [40] and was used in study I. In study I, all 
the results were normalized to a peak input current of 100 mA. 
Power normalization, which takes into account the influence of 
the head anatomy as well as the influence of scattered fields on 
the feed point impedance [40], was used in studies III and IV. 
The results were normalized to 1 W peak source power using 
the real part of the simulated feed point peak power for 
normalization. For a lossless (PEC) source, this corresponds to 
normalization to 1 W peak radiated power. 
7.2.3 Thermal simulations 
In study IV, the Pennes’ bioheat equation was solved using a 
double precision FDTD steady state solver. The calculated SAR 
distribution (normalized to 1 W) was used as an input for the 
equation and the temperature distribution was solved in the 
same grid that had been used in EM simulations. 
The initial temperatures (To) of all the tissues were set to 
37C, except for the ear and skin which are more adapted to 
temperature of the environment (25 ˚C) and were set to the 
initial temperature of 34 ˚C. Furthermore the temperature of the 
arterial blood, which was assumed to be homogeneously 
distributed in each tissue, was set to 36.8 ˚C.  
In the simulations, the temperatures of background (To=25 
˚C), air inside the head (To=36.8 ˚C), blood (To=37 ˚C) and nasal 
cavity (covered by air with To=31 ˚C) were not updated. At the 
respective boundaries, mixed boundary conditions (4.20) were 
applied. At the boundary to the background, the heat transfer 
coefficient was set to hbackground=8 W/(m2˚C). In the literature, a 
value of h=8 W/(m2˚C) has been used for background 
73 
 
temperatures ranging from 20 ˚C [85] to 32 ˚C [140]. At 
boundaries to other deactivated regions, the heat transfer 
coefficients were set as hair=8.3 W/(m2˚C), hblood=80 W/(m2˚C) and 
hnasal cavity=9.3 W/(m2˚C).  
When the fixtures were studied, extra boundary conditions 
were applied for the interfaces between the implant and the 
surrounding deactivated voxels of background and air. At the 
implant–background interface, a Dirichlet boundary condition 
that fixes the temperature to 25 ˚C, was used. At the boundaries 
between the implant and the air that was enclosed in the outer 
ear, the temperature was set to 29 ˚C. For the other studied 
implants, no specific boundary conditions were needed.   
In thermal simulations, the maximum number of iterations 
was set to 40 000 and the maximum residual (error limit for 
iteration) to 1*10-8.  
7.2.4 Temperature analysis 
In the quantitative analysis, the maximum temperature of each 
tissue was compared with the reference case where no implant 
was present in the EM field. The changes in temperatures were 
also compared on a general level with the changes in mass 
averaged SAR values. In the qualitative analysis, the effect of the 
implant on the thermal distribution induced by EM field was 
examined. 
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8. Results 
8.1 THE EFFECT OF GENERIC IMPLANTS ON SAR 
Study I confirmed the hypothesis that metallic implants (like 
pins and rings) may affect the local degree of RF energy 
absorption in tissues. The mass averaged SAR values SAR1g and 
SAR10g increased due to implants by as much as a factor of 3 and 
2, respectively, in the homogeneous phantom. The voxel-level 
SAR values were substantially (even 400-700 times) higher near 
to the implant compared to the reference case where no implant 
was embedded in tissues. It was also shown that conductive 
implants affect the spatial distribution of SAR and thus the 
maximum SAR value may occur in a different position than in 
cases where there is no implant in the field (i.e. on the skin). 
In study I, it was also illustrated that the size, the orientation 
and the location of the implant as well as the field frequency 
and the tissues that surround the implant have a substantial 
effect on the degree of SAR enhancement caused by the 
presence of implant. The effect of the parameters was 
systematically studied in order to assess a worst case scenario 
for the enhancements of mass averaged SARs. It was seen that 
the energy absorption is highest when the longest dimension of 
the implant is parallel to the antenna. Furthermore, SAR 
enhancement was highest with the implant located next to the 
antenna feed point (within a few centimetres) directly under the 
skin (at 4 mm depth) or a little deeper (at 18 mm depth) in the 
tissue. With respect to the implant’s size, a resonance effect on 
SAR was seen for lengths or diameters close to the third of the 
wavelength. It was also noted that SAR was higher near to 
thinner (0.5-4 mm) implants.  
For rings with different sized gaps (Table 8.1) it was noted 
that the maximum SAR1g values were on average at the same 
level as for a solid ring. The ring with a gap size chosen 
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according to the wavelength in skin, caused SAR that was 
higher than that of the solid ring, when the gap was filled with 
skin. In both cases where the gap was filled with skin, the 
highest SAR1g of the whole phantom was reached at the gap.  
 
Table 8.1: The maximum SAR values (SAR1gmax) for rings with different gaps at 1800 
MHz. The values in brackets are their ratios to the reference SAR values in the case 
when there was no ring present. 
 
The gap SAR1g
max (100mA) 
No ring, (reference) 3.7 W/kg 
No gap, a solid ring 8.4 W/kg (2.3) 
5.5 mm at the outer diameter, an empty gap 8.5 W/kg (2.3) 
5.5 mm at the outer diameter, a gap filled with skin 7.5 W/kg (2.0) 
7.5 mm at the outer diameter, an empty gap 8.3 W/kg (2.2) 
7.5 mm at the inner diameter, an empty gap 8.0 W/kg (2.2) 
8.3 mm at the outer diameter, an empty gap 8.4 W/kg (2.3) 
8.3 mm at the outer diameter, a gap filled with skin 9.5 W/kg (2.6) 
8.2 THE EFFECT OF AUTHENTIC IMPLANTS ON SAR 
In study III, it was shown that also in certain authentic but rare 
exposure geometries, SAR enhancements may occur due to 
metallic implants. When authentic implant models like earrings, 
skull plates and fixtures were embedded in an anthropomorphic 
head, the mass averaged SAR values were substantially higher 
than in similar exposures without an implant (Figures 8.1, 8.2 
and 8.3). At their highest, the enhancements caused by implants 
were 162 % for the maximum SAR1g and 64 % for the maximum 
SAR10g. For a tooth brace and ear tubes, no enhancements were 
seen (Figures 8.1, 8.2 and 8.3) and for a bone plate, the 
enhancement was mild and occurred only at 900 MHz (Figure 
8.1). Moreover it was shown that the spatial distribution of SAR 
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was affected also in authentic cases so that the maximum SAR 
value could occur in a different position than in cases where 
there was no implant in the field (i.e. on the skin). 
 
 
 
Figure 8.1: The maximum SAR values in the presence of an implant (SAR1g and 
SAR10g) and in the reference case without an implant (SAR1g ref and SAR10g ref) at 
900 MHz. The results were normalized to 1 W peak source power. 
 
 
 
Figure 8.2: The maximum SAR values in the presence of an implant (SAR1g and 
SAR10g) and in the reference case without an implant (SAR1g ref and SAR10g ref) at 
1800 MHz. The results were normalized to 1 W peak source power. 
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Figure 8.3: The maximum SAR values in the presence of an implant (SAR1g and 
SAR10g) and in the reference case without an implant (SAR1g ref and SAR10g ref) at 
2450 MHz. The results were normalized to 1 W peak source power. 
8.3 THE EFFECT OF AUTHENTIC IMPLANTS ON THERMAL 
DISTRIBUTION INDUCED BY RF EM FIELDS 
According to the simulations conducted in study IV, the 
presence of authentic implants may cause elevated maximum 
temperatures in tissues at the source power of 1 W in certain 
exposure geometries. With SAR scaled to a source power of 1 W, 
the steady state maximal temperatures of some tissues were 
significantly higher (as much as 8 ˚C for the skull plate at 1800 
MHz) than in the absence of the implant. This occurred only in 
cases where also high SAR enhancements (particularly high 
SAR1g enhancements) had been seen in study III. When the 
power scaling of SAR was changed to levels used by mobile 
phones, no discernible elevations in maximum temperatures of 
tissues due to implants were seen. 
In addition, two materials were compared, one with the 
highest (Ag) and the other with the lowest (Ti-6Al-4V) thermal 
conductivity of the clinically used metals. It was observed that 
although the differences in thermal conductivities of implant 
materials were over sixty-fold, the differences in maximum 
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temperatures of tissues were not always large (0.5 ˚C on 
average, 2.7 ˚C at maximum, 0 ˚C at minimum). 
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9. Discussion 
The results show that some metallic implants may cause notable 
enhancement in the amount of energy absorbed by nearby 
tissues under unusual, but feasible exposure conditions. The 
implant also affects the induced thermal distribution. However, 
the results indicate that the presence of an implant is very 
unlikely to cause excess heating (more than 1 ˚C) of tissues at 
the power levels used by mobile phones. At higher power levels 
of 1 W, if there is an implant, then notable temperature rises (as 
much as 8 ˚C) may occur in some cases. The results indicate that 
when the effect of metallic implants is being studied, SAR1g 
values correlate better with the changes in temperature than 
SAR10g. The thermal effect of implant material is mild but should 
not be ignored in simulations. 
9.1 MATERIALS AND METHODS 
The effect of metallic implants on SAR and temperature changes 
induced by RF fields is not a straightforward issue. The 
exposure conditions that may be encountered in real life are 
almost limitless as the exposure sources and geometries, 
anatomy and physiology of the exposed people as well as types 
of implants vary enormously. Thus worst case estimates that 
aim to serve as outlines for the expected effect are needed. At 
the same time the worst case exposure that is evaluated should 
have a correspondence with reality in order to be meaningful. In 
this study, initially a homogeneous phantom was used in order 
to obtain a rough estimate of the exposure and affecting factors. 
However, it is known that in a homogeneous phantom, SAR 
values may be overestimated [120] and additional effects can 
occur in heterogeneous tissue models [30]. In study III, the 
authentic implants were studied using a lifelike geometry, to 
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provide a more realistic estimate of the SAR enhancement which 
may be expected for example in the case of mobile phone users.  
The present safety standards and recommendations for RF 
exposure are based on SAR values averaged over certain mass 
(e.g. 10g) or volume (e.g. whole body). The SAR values that 
should not be exceeded have been derived on the basis of the 
induced temperature rise. In the case of some metallic implants, 
the calculation of averaged SAR values according to current 
safety standards does not necessarily provide a good estimate 
for the exposure. Firstly, the averaging procedure itself may 
distort the SAR values as it is bounded by the boundaries of the 
PEC as well as the body and also by the shape of the averaging 
volume (study III).  Secondly, a metallic implant affects the 
thermal distribution in tissues by introducing a path with high 
thermal conductivity and also by the lack of blood perfusion 
and metabolic heat production at its site, in addition to its effects 
on SAR. These issues are not covered in the SAR calculation and 
thus thermal analyses are needed alongside SAR for dosimetric 
evaluations of tissues near metallic implants. In study IV, the 
temperature elevations due to implants were evaluated for the 
cases where high SAR enhancements had been seen in study III. 
The results indicate that with respect to implants, a smaller 
averaging mass (1g) would provide a better estimate on the 
thermal effect of implants than the method favoured by current 
standards (averaging over 10g mass). 
The use of a general source (dipole) can be considered as a 
drawback in studies III and IV, as its field distribution and 
power level differ from those used by real mobile phones. Thus 
the results are not directly applicable to any real source. 
However the dipole was chosen because the simulations for real 
models of mobile phones are neither defined nor recommended 
in the current RF standards. Moreover real phone models are 
very difficult to construct and are not generally available. 
Furthermore, the use of a dipole allows comparison with the 
results of other studies [112] and does not restrict the 
applicability of the results to a certain phone model. The use of a 
simple source also has the advantage that the differences in 
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absorption can be properly attributed to the implants rather 
than the source [112]. Furthermore it has been evaluated [57] 
that the results for a temperature increase are more conservative 
in the case of a dipole than for real phones.  
One drawback of study IV is the lack of published 
experimental validation for the actual numerical method that 
was used. The reason is the need for a rapid development of 
thermal simulation software to meet the needs of industry and 
associated dosimetric evaluations. In that situation, the 
submission of scientific publications on the method may not 
have a high priority, but the validation studies will eventually 
be published. For a method very closely related to the one used 
in study IV, an experimental validation close to linear metallic 
implants has been recently published [141]. The difference is 
that an implicit time domain calculation was used in [141] 
whereas in study IV, the steady state temperature was solved 
from a linear matrix equation using an iterative, explicit solver 
[142]. Given the relatively simple background of the steady state 
method, the author believes that there are no significant errors 
in the code and the accuracy of the results is at the same level as 
presented in [141] (error less than 20%). However, it is 
acknowledged that the validity of the applied methods is an 
issue which should be addressed in thermal studies including 
study IV and is a relevant topic for future studies. 
9.2 RESULTS 
In the homogeneous phantom (study I), the maximum values of 
SAR1g and SAR10g rose due to model implants by as much as 230 
and 130 percent, respectively. In the case of a heterogeneous 
phantom (study III), the maximum values of SAR1g and SAR10g 
increased due to authentic implants even 160 and 60 percent. 
These changes in the absorption are considerable and as far as 
the author is aware, no other factors which could affect the 
power absorption as dramatically for a certain external 
exposure, have been reported. The reported changes attributed 
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to tissue properties or the size and shape of the head as well as 
ear are substantially smaller. The results of studies I and III 
indicate that if the exposure in the absence of an implant is at or 
close to exceeding the recommended SAR values, then they 
might be exceeded at least in some cases due to presence of an 
implant. 
In studies I and III it was shown that conductive implants 
may change the SAR distribution in tissues remarkably. The 
change of SAR distribution, as well as the location of maximum 
and minimum values affects the dosimetry of RF fields which is 
based on mass averaged SAR values. For example, the general 
assumption of the location of field maxima for a dipole may not 
be valid in the case of implants. In almost all of the studied 
cases, the SAR values were highest near the implant. This 
implies that the possible effects of the field on tissues are likely 
to be strongest in the proximity of the implant. 
In the proximity of most of the studied implants, very high 
local (voxel level) absorption occurred. In some cases, the local 
SAR values were as much as 400-700 times higher than in the 
same exposure scenario without an implant (study I). Although 
the current safety standards do not consider high local SARs or 
high SAR gradients as harmful, the question arises of whether 
the effect of such strong local fields, has been sufficiently 
studied. Generally the studies of the effects of RF fields have 
focused on situations where the field absorption in tissues is 
more homogeneous.  
When the size of an implant was systematically varied (study 
I) it was seen that the thinner the implant, the higher was the 
local (voxel-level) SAR close to it, for any given exposure. It was 
observed that close to implants with sharp edges or corners, the 
local electromagnetic flux density could be enhanced quite 
substantially. This is due to the bending of electric flux 
perpendicular to a conductive surface (4.11). At the same time, 
in some areas a sparse electric flux density was induced. These 
changes in SAR distribution are not necessarily reflected in the 
mass averaged SAR values since these changes are so localized. 
However, potentially this effect could be utilized in some cases 
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where either strong or weak electromagnetic flux density is 
desired to a certain location. It could be used to protect certain 
problematic regions from the electromagnetic fields like areas 
near surgical clips in case of hyperthermia applicators [143]. On 
the other hand strong local fields could potentially be utilized 
for example for heating of arterial stents in order to prevent 
their occlusion [144]. The effect could possibly also be utilized in 
RF exposure studies if a locally strong exposure was desired. 
In study I, a resonant effect on SAR was seen for implants 
with lengths close to a third of the wavelength, which is in 
agreement with some other studies [10, 114, 115]. As most of the 
personal communication devices operate at 800-2450 MHz, the 
sizes of implants that are likely to experience resonant behavior, 
are approximately 5-20 mm (calculated from the wavelengths in 
muscle and skin). Common authentic implants of that size are 
nails, screws, stents and wires. In studies III and IV, the fixtures 
and the bone plate were of that size. However there are also 
other critical implant-related factors that affect SAR, such as the 
shape of the implant, as can be deduced from the results of the 
skull plate (study III) or the results of rings with gaps. For 
example, in a far field, a skull plate that is located at a depth of 
one quarter of the wavelength, may induce a resonant effect in 
the overlying skin [10]. 
When the orientation of implants was varied in study I, it 
was seen that the implant has strongest effect on SAR 
distribution when its longest dimension is parallel to the 
antenna. This agrees well with results of other studies [113, 115]. 
Obviously the mutual inductance and capacitive coupling of an 
antenna and an implant depend on geometrical factors 
including their orientation with respect to each other, and the 
stronger they are the stronger is the interaction (study II). 
Likewise, the effect on SAR is strongest when the implant 
was located close to the RF source (i.e. antenna feed point) 
(studies I and III). This effect was most pronounced at higher 
frequencies (study III). This indicates that superficial implants 
like stents, bone plates, nails and wires are generally most likely 
to have an effect on SAR. The implants that were located in 
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weaker parts of the EM field seemed to have no substantial 
effect on SAR values (especially on mass averaged values) 
(study III). 
The thermal results indicate that when SAR is enhanced 
notably and broadly, the effect of implants on the induced 
temperature rise may be considerable at a power level of 1 W. 
At lower power levels, such as those used by mobile phones, no 
major temperature rises would be expected. Furthermore, the 
results show that in some cases the thermal conductivity of the 
implant can affect the induced temperature sufficiently that it 
should be taken into account in comparable thermal 
simulations. If this is not the case but the implant is modelled as 
a boundary, the choice of a proper boundary condition is not a 
straightforward task. It was seen in the preliminary simulations 
of study IV that the boundary conditions themselves may often 
distort the results obtained close to the boundary. 
9.3 FUTURE CONSIDERATIONS 
In study IV, thermal simulations were performed for implants 
that induced the high SAR enhancements noted in study III. The 
cases studied were the estimated worst cases in terms of SAR 
which does not imply that they were the worst cases in terms of 
induced temperature rise. In order to obtain a worst case 
estimate on the induced temperature rise due to an implant, 
important factors such as significant impairment of blood 
perfusion should be taken into account. Lower blood perfusion 
in superficial tissues could be caused for example by diseases 
like diabetes or by tissue injuries due to surgery or 
radiotherapy. Furthermore in order to produce the strongest 
effect on temperature, the effect of the properties and the 
location of the implant should be systematically studied in order 
to devise a worst case thermal effect of metallic implants. 
Lately, the development of computing resources and 
software has enabled more sophisticated modelling and FDTD 
simulations. The use of conformal FDTD, in particular, would 
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have probably been advantageous for this study as the 
boundaries of objects (PEC-objects above all) could have been 
depicted more accurately [85, 100]. This could have either 
decreased the computing requirements of the simulations or 
further improved the accuracy of modelling and simulations at 
the implant sites. In this study, a very dense grid was used to 
achieve a reasonably accurate representation of the PEC-objects. 
Furthermore, conformal FDTD would improve the modelling of 
thermal fluxes over boundaries [100] which would likely have a 
slight effect, particularly on the temperature rises seen in the 
skin in cases of fixtures and skull plates. 
The effect of metallic implants on dosimetry of RF fields has 
been recently examined in several studies [11, 112]. The results 
indicate that harmful effects due to presence of implants are 
unlikely although the implant does affect the dosimetry in 
several ways. Lately it has also been acknowledged that the 
effect of implants on dosimetry at lower frequencies (i.e. 
induced current density in tissues) should be studied as well, 
and some studies have already been conducted [145]. They have 
also shown notable effects due to the presence of implants at 
lower frequencies. These results indicate that the potential 
presence of metallic objects within human body should be taken 
into account when safety regulations and standards for the use 
of electromagnetic fields are being developed. 
In addition to the effects related to dosimetry, the possible 
effect of fields on implant materials [146] for example, is another 
interesting issue which, as far as the author is aware, has not 
been addressed yet. Furthermore the effect of implants, 
particularly large implants, on the performance of the antennas 
[11] is an issue which would probably be of interest to the 
designers and manufacturers of the associated equipment.  
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10. Summary and 
conclusions 
Metallic implants, such as those widely used in surgical 
applications, in theory, can affect the power absorption of 
radiofrequency fields in tissues. In this thesis, the question of 
how various passive metallic (i.e. conductive) implants of head 
region can affect the amount of EM energy absorbed and 
induced temperature elevations in tissues, was addressed with 
numerical simulations using the frequencies used by mobile 
phones. The main aim was to obtain worst case estimates of SAR 
enhancements and to evaluate the associated temperature 
changes caused by the presence of metallic implants.  
The most important results of this thesis work can be 
summarized as follows: 
 
1. The local power absorption (SAR1g and SAR10g) may be 
enhanced substantially (as much as 160 and 60 percent, 
respectively) due to presence of a metallic implant. The 
presence of an implant may induce very high SAR values 
and strong SAR gradients at its site, which changes 
considerably the SAR distribution.  
2. The SAR enhancements due to implants are not expected to 
evoke any substantial temperature elevations (exceeding 1 
˚C) at the power levels used by mobile phones. At a higher 
power level of 1 W, a considerable change (up to 8 ˚C) in the 
induced temperature may occur in some cases due to the 
presence of an implant. 
3. SAR1g correlates better than SAR10g with the temperature 
increase induced by the presence of an implant.  
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Hanna Matikka
The Effect of Metallic Implants
on the RF Energy Absorption 
and Temperature Changes
in Head Tissues
A Numerical Study
With increased use of radiofrequency 
(RF) wireless communication devices, 
the related possible health risks have 
been widely discussed. One safety 
aspect is the interaction between medi-
cal implants and RF devices like mobile 
phones. Since implants like screws and 
plates are widely used in surgical oper-
ations, it is important to understand the 
effect of metallic implants on RF energy 
absorption and temperature changes in 
the surrounding tissues. In this thesis 
the effect of the implants was surveyed 
for RF sources which represented mo-
bile phone type exposures.
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