Surface removal and internal multiple removal are explained by recursively separating the primary and multiple responses at each depth level with the aid of wavefield prediction error filtering. This causal removal process is referred to as "data linearization." The linearized output (primaries only) is suitable for linear migration algorithms. Next, a summary is given on the migration of full wavefields (primaries + multiples) by using the concept of secondary sources in each subsurface gridpoint. These secondary sources are two-way and contain the gridpoint reflection and the gridpoint transmission properties. In full wavefield migration, a local inversion process replaces the traditional linear imaging conditions. Finally, Marchenko redatuming is explained by iteratively separating the full wavefield response from above a new datum and the full wavefield response from below a new datum. The redatuming output is available for linear migration (Marchenko imaging) or, even better, for full wavefield migration. Linear migration, full wavefield migration, and Marchenko imaging are compared with each other. The principal conclusion of this essay is that multiples should not be removed, but they should be utilized, yielding two major advantages: (i) illumination is enhanced, particularly in the situation of low signalto-noise primaries; and (ii) both the upper side and the lower side of reflectors are imaged. It is also concluded that multiple scattering algorithms are more transparent if they are formulated in a recursive depth manner. In addition to transparency, a recursive depth algorithm has the flexibility to enrich the imaging process by inserting prior geological knowledge or by removing numerical artefacts at each depth level. Finally, it is concluded that nonlinear migration algorithms must have a closed-loop architecture to allow successful imaging of incomplete seismic data volumes (reality of field data).
technology that treats multiples as indispensable signal (from removal to utilization). This major shift in mindset involves two disruptive step changes: (i) the signal-to-noise ratio in seismic recordings is significantly raised; and (ii) the illumination strength of incident wavefields is significantly improved (from above) and extended (from below). It is important to realize that from a data acquisition point of view these advantages are provided free of charge.
In Part I, I start with a review of the traditional seismic migration concept, where primaries and multiples are considered two separate wavefields with an opposite value (useful versus harmful). This theoretical framework leads to the wellknown family of open-loop, two-step algorithms: (i) multiple removal followed by (ii) primary migration. In Part II, I summarize the full wavefield concept of seismic imaging. It treats primaries and multiples as one physical wavefield that is used in its entirety. This full wavefield approach leads to a closed-loop, single-step imaging algorithm: the full wavefields (primaries + multiples) are simultaneously migrated such that the resulting image is consistent with the input data. In addition, the classical imaging conditions are replaced by a local inversion process at each subsurface gridpoint. It is explained and demonstrated that closed-loop, full wavefield migration (FWM) is the next big step forward in seismic imaging. In Part III, the Marchenko approach to full wavefield redatuming (from z There is an abundance of excellent seismic literature on multiple removal and linear migration. I have made a selection of initiating authors, realizing that it leaves out many others who also made a valuable contribution to where we are now. In alphabetical order, I mention Biondo Biondi (wave equation and reverse time migraton), John Claerbout (finite-difference solutions in seismic modelling and migration), Panos Kelamis (multiple scattering in land applications), Roel Snieder and Kees Wapenaar (Interferometry and Marchenko imaging), Art Weglein (multiple removal and linear imaging with the inverse scattering series), Eric Verschuur (estimation and utilization of multiples), and Dan Whitmore and Shoaping Liu (migration of surface multiples).
P A R T I : M U L T I P L E R E M O V A L F O L L O W E D B Y L I N E A R M I G R A T I O N
Let us start with summarizing the theory of surface-related multiples (generally for marine data only). Due to the large surface reflectivity (close to unity), these multiples are very strong, and they cause severe interference with the primary reflections. Therefore, data that include surface multiples cannot be used as input for primary migration: surface-related multiple removal (SRME) is a must prior to linear migration.
Forward modelling of surface-related multiples
If matrix P − 0 (z + 0 ; z 0 ) represents the seismic data without surface-related multiples (surface reflectivity is zero), then we may write (see the direct path in Fig. 1 ):
In equation (1) Fig. 1 closes the loop and shows the well-known "feedback model" that explains how the surfacerelated multiples are generated (Berkhout 1982) . Using this closed-loop wavefield model, it can be easily verified that the upgoing response with surface-related multiples can be written as: 
with matrix R ∩ (z . By combining equations (2b,c) and omitting the indication of the source and receiver levels (both being z 0 ), it follows that: 
. System operators X ∪ (with reflective surface), X ∪ 0 (without reflective surface) and X ∪ 0 (without multiples) are the half-space impulse response matrices ('IR-matrices') of the subsurface (from z 0 to z 0 ).
If we reformulate expression (3c) in terms of a series, we may write:
In equation (4a), surface-related operator A ∩ = (S + ) −1 R ∩ includes compensation for the source matrix in P − 0 , and matrix δM − represents the surface-related multiples. Expression (4a) may be referred to as the surface-related forward scattering series at z 0 . Note from basic expression (3a) that downgoing wavefield δP + = R ∩ P − generates the surface-related multiples:
showing that, in the expression of the multiples the source wavefield is not directly involved. Given P − 0 (data without surface-related multiples), the forward scattering series (4a) makes it possible to include the surface multiples (δM − ) in the data. A practical way of moving from P − 0 to P − is to make use of the iterative version of the surface-related forward scattering series (4a):
where matrix P − 0 A ∩ functions as a causal prediction operator with the multi-offset prediction lag being given by the first arrival times of P − 0 . Each iteration represents one roundtrip and adds one order of scattering. Note that the iterative process is valid for any complexity of the subsurface. What counts is the situation at the surface: acquisition geometry (sampling intervals, missing elements in P 
Removal of surface-related multiples by prediction-error filtering (SRME)
Let us start again with the feedback model at the surface ( Fig. 1 ): 
If we reformulate equation (6b) in terms of a series, we may write:
Equation (7) may be referred to as the surface-related inverse scattering series at z 0 . Given P − (data with surfacerelated multiples), inverse scattering series (7) makes it possible to remove the surface-related multiples (δM − ) from the measured data. A practical way of moving from P − to P − 0 is to make use of the iterative version of the surface-related inverse scattering series, in the literature being referred to as SRME. The basic algorithm is given by (Verschuur and Berkhout 1997) :
or in terms of shot records:
with the unit column vector I j selecting the jth column of the preceding data matrix. Equation (8b) shows that the multiples in one shot record are estimated by a multi-record predictor (P − 0 A ∩ ), making SRME an elaborate process. This is accomplished by minimizing the shot records:
where (P 
. In the iteration process, α (i) converges to the unity matrix. To avoid that output P − 0 functions as the residue of the minimization process (the well-known least-squares subtraction problem in traditional SRME), let us minimize the full shot records after the first iterations have been applied (now, the theoretical residue is zero). This means that for i>1 minimization (9a) is replaced by:
or, using δM
or, removing the influence of P − 0 in each iteration (i>1),
for t > T, where T denotes the first reflection times in P − . After each iteration, the scaled data matrix [ 
−1 transforms first-order multiples into primaries, second-order multiples into first-order multiples, etc. (Berkhout and Verschuur 2006) . As expected, such a focal process allows an in-fill of missing data, and it softens the notorious weakness of the lest-squares subtraction step in SRME. Similar to what we saw in the forward algorithm, it is important to realize that the SRME process is valid for any complexity of the subsurface. What counts is the situation at the surface: incomplete acquisition geometry (coarse sampling and/or data gaps and/or residual ghosts in P − ). Accuracy of the surface reflectivity (angle-dependent, frequency-dependent property of R ∩ ) and good knowledge of the source behaviour (angle-dependent, frequency-dependent elements of S + ) are compensated by making A ∩ a band matrix in data-adaptive minimization (9d). The first successful result of SRME on numerical data can be found in (Berkhout 1982, Fig. 7.6, pp. 215) . In his Ph.D. thesis, Verschuur (1991) showed the first successful field data example by applying minimization process (9a). Application of SRME to field data reveals that the removal of surface-related multiples is very sensitive to missing data, particularly at the near offsets (Dragoset and Jericevic 1998; Verschuur 2006) . It confirms the critical role of band matrix A ∩ in minimization (9d). Note that the sensitivity for missing data in multiple removal is a characteristic for any method that is purely data driven (e.g., the correlation-driven processes in seismic interferometry). It shows the importance of acquisition design for a good performance of such methods (e.g., the use of multi-component sensors). to z + m by upward extrapolation (left-hand side), followed by including the 'surface' multiples at depth level z + m (right-hand side), etc. The triple inclusion process is recursive, starts at the deepest level z M and ends at the real surface z 0 . Finally, at z 0 the source properties are included.
Figure 2b
Re-ordering the output of the recursive forward modeling algorithm, see Figure 2a , by collecting the primary responses from all depth levels (m = 1,2, . . . . . . M) and by collecting the multiple responses from all depth levels (m = 0,1, . . . . . . .M − 1). For m = 0 the predicted multiples are surface related.
To finalize the surface multiple issue, it is important to realize that the multiple prediction operator can be applied to the columns of matrix P − (source gathers):
or to the rows of data matrix P − (receiver gathers):
In the situation of asymmetric sampling (typical for marine data), gathers should be chosen with the best spatial sampling interval. For streamer data, expression (10a) is preferred.
For ocean-bottom node (OBN) data, expression (10b) is preferred.
From surface to internal multiples
Thorough insight in the forward and inverse scattering relationships at the surface (z 0 ) is most helpful in the derivation of the wavefield expressions that contain the internal multiple scattering. If we move through the subsurface by wavefield extrapolation (up for forward modelling and down for inverse modelling), the current depth level (z m ) plays the role of the surface for which the internal multiple scattering is generated (forward version) or removed (inverse version):
(i) Basic relationship in the forward version
(ii) Basic relationship in the inverse version
By applying this recursive concept (m = M, M − 1, . . . . . . , 0 for the forward version and m = 0, 1, . . . . . . , M for the inverse version), we create a transparent algorithm for the very complex multiple-scattering processes in the subsurface. An image-related description of the subsurface will be used, meaning that the description is in terms of scattering and propagation operators and not in terms of velocities and densities. Later in this paper, we will see that the same subsurface description is used for full wavefield forward and reverse modelling and for full wavefield imaging.
Forward modelling of primaries and internal multiple scattering
Let us start at the deepest level z M , where (for simplicity reasons only) we assume that the subsurface (z > z M ) is homogeneous:
One recursive modelling step upwards consists of four sequential wavefield operations (see Fig. 2a ,
1. Add primary scattering generated at z − m+1 ,
where matrix R ∪ represents the angle-dependent reflectivity for downward travelling wavefields at z − m+1 (one column relates to one gridpoint). 3. Add internal multiple scattering generated at z + m (by using the iterative version)
Add wave propagation properties (from z
, and where for small shear contrasts R ∩ = −R ∪ . In situations where reflectivities are very small, one iteration is sufficient (i = 1).
Optionally add transmission properties (from z
where in the acoustic situation (no wave conversion) 
where P − = X ∪ W + S + represents the response of half-space z ≥ z + m that is generated by source wavefield
As expected, expression (13) shows a close resemblance with surface equation (5), When we arrive at z 0 , the actual (blended) source wavefields, represented by the columns of S + (z 0 ), are included, and the 3D total response at z + 0 can be written as the sum of primaries ( P − 0 ), surface-related multiples (δM − ), and internal
where the extended propagation operators W ± include the transmission operators (T ± ) when a depth level is passed. In expression (14a) matrices δP − 0 and δ M − refer respectively to primaries and multiples generated by depth level z m , with level z m being illuminated by
which is equal to the primary response generated by
is equal to the z m -related internal multiples generated by R ∩ at z 
and we may write for the internal multiple scattering (higher order part of P − 0 ):
meaning that all multiples (surface + internal) are represented by 
In the foregoing modelling algorithm, the subsurface has been described by the local propagation operators W − ,W + and the angle-dependent local scattering operators
If we simplify the transmission effects, we may write Utilization of multiple scattering 113 impedance at each gridpoint:
Hence, for the scalar version of the modelling algorithm, it is sufficient to describe the subsurface by a propagation velocity model and an acoustic impedance distribution.
Removal of internal multiples by prediction-error filtering (multi-level SRME)
Similar to the above recursive-modelling algorithm, one recursion step of the removal algorithm also consists of four wavefield operations. However, in the removal algorithm, we start at the surface z 0 with SRME output P − 0 , and we move downward (see Fig. 2 (c) with m = 1, 2, . . . , M − 1):
1. Use the output of SRME (A ∩ ) at z 0 to estimate source
where unit vector I j selects the jth column that is connected to source position j and where it is assumed that R ∩ is known (Berkhout and Blacquiere 2015) . An interesting approach is to make step 1 part of a combined Deghosting-SRME algorithm at z 0 .
2.
Move from depth level z m−1 to depth level z
where 
3. Remove the primary scattering generated at 'surface' z − m by adaptive subtraction:
where operator A ∪ is determined by minimization (see Appendix B):
Bear in mind that a phase term in operator A ∪ indicates a velocity error in layer (z
) that need to be addressed. In addition:
where T − ≈ I − R ∪ , and R ∪ is given by A ∪ .
4.
Remove the multiple scattering generated at 'surface' z + m by prediction-error filtering:
where
compare with SRME at the surface:
In each iteration, A ∩ is estimated by the minimization process (i = 1, 2, . . . ): (20b), input data P − is given by step 3, and [P 
where single-level response (m > 0) equals
In expression (21b), Fig. 2b . Using the estimate of all internal multiples, the primary response is given by with α(z + 0 ) indicating that the subtraction is data adaptive. Bear in mind that this adaptive process is per shot record and may also be carried out in the τ − p domain, allowing angle-dependent adaptation that may be the result of residual transmission errors. The first internal multiple removal example, based on expression (21c), can be found in (Berkhout 1985, Fig.VII-14, pp. 277) .
From the foregoing, it follows that the causal output of multi-level SRME at depth level z + m can be written as a recursive nonlinear focusing process (m = 1, 2, . . . ):
or, writing it slightly differently,
In expressions (22a,b), the two subtractions remove the noncausal part 
In Part III of this essay, we will see that expressions (22a,b) actually explain what really happens in the Marchenko redatuming process (z + m being the new datum). We will also see that in Marchenko redatuming the two wavefield removal processes are not recursive and occur by iterative muting in the time domain. Figure 3 provides a numerical illustration, showing the input (P − ) before linearization and the out-
. This example (a multiplegenerating overburden + a finely layered reservoir) will also be used to illustrate important properties of the full wavefield migration (FWM) technology. Finally, it is worthwhile mentioning that-despite the large complexity-the presented linearization algorithm is very transparent because of its recursive structure, allowing an identical estimation process of δM − 0 at each depth level (multilevel SRME). Due to this transparency, we are reminded that the weakness of the underlying prediction error approach is the multitude of adaptive subtraction processes (at each depth level, there is such a process). If we would prefer to use a nonrecursive prediction error approach, the consequence is that we do not make use of an inverse scattering series for each depth level but that we use one inverse scattering series for all depth levels (volume formulation). This means that we aim at constructing a solution that is directly expressed in the original measurements at the surface (z 0 ). Such a direct inversion algorithm aims at simultaneous generation of the primaries from all depth levels (Weglein et al. 2010) .
Migration of linearized data
After linearization, the primary response (see expression 21c) is input to a primary wavefield migration (PWM) algorithm, such as finite-difference algorithms, wave equation migration (WEM) (Claerbout 1976 ) and reverse time migration (RTM) (Sava and Biondi 2004) . The basic computational diagram of a PWM algorithm is shown in Fig. 4 
is minimum for all shot records j,
whereR In expression (23a), j equals the source position at the surface, and using the formulation with local propagation operators: 
Linear migration of surface multiples
It is important to realize that surface-related multiples (δM − )
can also be used as input to the linear migration algorithm (Berkhout and Verschuur 1995; Whitmore, Valenciano, and Sollner 2010) . If we replace P − 0 by δM − at z 0 (output of SRME) and we replace S + 0 by δP Fig. 4 (b) can also be used to construct an image from the surface-related multiples (in this application, the replacement of the imaging conditions by local inversion is essential). Note that, until today, it is a general practice to neglect the internal multiples in the surface-related multiples (δM
. It is also important to realize that, in surface-related multiple migration, the source properties need not be specified, a fundamental feature that is also true for internal multiples. This new insight may cause a breakthrough in the migration of seismic data that are generated by complex sources with unknown properties (e.g., micro-seismics). It again confirms the importance of utilizing multiples in seismic imaging.
P A R T I I : S I M U L T A N E O U S M I G R A T I O N O F P R I M A R I E S A N D M U L T I P L E S ( N O N L I N E A R M I G R A T I O N )
In the standard migration practice, we have little information about the inconsistency between output and input: mainstream migration has been implemented as an open-loop algorithm (e.g., the popular algorithms WEM and RTM). In particular, if we want to utilize the information in multiple scattering, a simple open-loop approach is no longer acceptable. By taking the estimated seismic image as input to a forward modelling algorithm, we are able to close the loop in migration, meaning that we generate numerically simulated measurements in the feedback path. This is done by a new way of forward modelling, where the image space is transformed back to the data space. Angle dependence and multiple scattering are an integral part of this new modelling process. Next, iterative minimization of the difference between simulated and real measurements allows us to optimize the seismic image (see the basic diagram in Fig. 5 ).
Full wavefield theoretical framework
The theoretical forward model that is underlying FWM was extensively explained by Berkhout (2014a) . In the proposed full wavefield framework, a new scattering formalism was introduced: Each inhomogeneous gridpoint in the subsurface acts as a two-way secondary source (δ S j ) that generates a secondary wavefield down (
. The properties of each secondary source depend on the incident wavefields ( P − j , P + j ) and on the local changes in the rock and pore properties at that gridpoint. Hence, in the full wavefield framework, the seismic measurements (reflections and diffractions, single-and multiple-scattering events) are represented by a blended response that consists of a superposition of millions of wavefields that are generated by the primary ( S + j ) and secondary (δ S ± j ) sources. All these wavefields propagate in a scattering-free(!) medium, described by propagation operators W ± . The involved full wavefield modelling (FWMod) process is based on the following elastic expressions for Pwaves (wavefield superscripts + and -meaning down and up in the coordinate system that has been chosen):
Figure 5 Full wavefield migration is a closed-loop algorithm that makes the subsurface image consistent with the input measurements (primaries + multiples) by using an iterative process. Full wavefield modeling (FWMod) transforms the subsurface depth image into seismic time measurements. Nonlinear imaging transforms the measurements into a depth image (in terms of scattering operators) by minimizing the difference between the modeled ('inverse-image') measurements and the real measurements.
where vectors δ S ± j represent the two-way secondary sources that are situated at the gridpoints of depth level z n and where matrices W ± define the scattering-free forward propagation operators (up and down) between two depth levels. Operators W ± are directly determined by the propagation velocity model. It is important to realize that the velocity model generally will be anisotropic and piecewise continuous. In FWM, this velocity model is provided by the user (in extended version, i.e., joint migration inversion (JMI), however, velocity estimation is an integral part of the FWM migration algorithm). In FWM (and JMI), scattering is always elastic, but in this paper, we model and migrate P-P wavefields only (W ± represents W ± pp ), meaning that converted waves are not addressed. They are not lost but will be present in the residue of the closed-loop FWM process, ready for the next phase of migration.
In expressions (24a,b) the secondary source vectors δ S ± j are given by a linear combination of the up-and downgoing incident wavefields (harmonics are not generated):
representing the elastic interaction equations (bear in mind that δT ± is the scattering part of T ± ). The scattering matrices (R, δT) quantify the dual scattering process (backward and forward) at the gridpoints of depth level z n (n = 0,1, 2, . . . M). It is essential that scattering be considered at the upper side as well as the lower side of inhomogeneities. It is also important to realize that operators R and δT play the same role in the scattering process. Therefore, scattering operators δT ± should not be "hidden" in the propagation oper-
. The more complex the subsurface is, the more important forward scattering will be. In FWM, both R and δT are estimated, both from above (R ∪ , δT + ) and from below (R ∩ , δT − ). For small offsets, we may use the acoustic assumption δT
ing expressions (25a,b), this means that for small offsets, we may use the important simplification δ S
For small to medium offsets, we may write R ∩ ≈ −R ∪ and δT − ≈ −δT + (weak-elastic assumption). For unconsolidated rocks (small shear velocities), these simplifications may also be used for larger offsets. For very large offsets, none of these simplifications are valid, and the exact scattering operators must be used (Berkhout 2014a) . It is interesting to realize that, in the situation of weak elasticity, we may go from four to two scattering operators per gridpoint:
at each depth level,
is an excellent indicator for wave conversion. Without wave conversion, R − = 0.
The theoretical beauty of full wavefield relationships (24a,b) is that the wavefields of the secondary sources (δ S ± j ) travel in a scattering-free medium, described by propagation operators W ± . The theoretical beauty of comprehensive scattering relationships (25a,b) is that they are simple, and at the same time, they represent the very complex angle-dependent exchange of energy between up-and downgoing P-wavefields, as well as the loss of energy due to wave conversion at each gridpoint. It results in angle-dependent scattering operators that are consistent with the physics and with the measurements. In (Berkhout 2014a) , it was shown that this simplicity stays if we include the converted wavefields (P-S).
If we combine equations (24a,b) and (25a,b), it can be easily seen that a hybrid version of the full wavefield forward model can be formulated as follows (see Appendix A):
Note that the simplifications on the secondary sources are at the expense of the simplicity of the propagation operators: W ± include the forward scattering operators δT ± . We will see that hybrid equations (26a,b) are useful in the comparison between linear and nonlinear migration, but they are not suitable for use in FWM. In FWM's full wavefield model (equations 24a,b), scattering and propagation are fully separated: the scattering operators (R, δT) address the amplitude information in the seismic data, and the propagation operators (W ± ) address the phase information in the seismic data. This fundamental separation in amplitude and phase is a disruption compared with the traditional Green's functions and the traditional finite-difference operators. Strict separation in amplitude and phase is essential in successful velocity estimation and migration of incomplete seismic responses from very complex geology (today's challenge). Note for instance the important property that
at each depth level (m=1, 2, . . . . . . ), where I equals the unity matrix. In the FWM recursions, this property allows an effective stability test at each depth level. If we include absorption, matrix I should be enriched to contain the absorption model. 
Full wavefield forward modelling
where P The FWMod process is iterative, allowing in each roundtrip (from z 0 to z M to z 0 ) an update of both the wavefields (P ± j ) and the secondary sources (δ S ± j ) at each depth level (for the latter see expressions (25a,b)). Note the strong interaction between the down and upgoing wavefields at each depth level (indicated in red).
Although the FWMod process is very simple, the result contains a very complex combination of high-order reflections and diffractions. Considering the forward model of surfacerelated multiples, it is easy to understand that the output of FWMod equals the surface-related multiples δM − (z 0 ; z 0 ) if we replace input vector S + by δP + , where δ P
. It is also easy to understand that (i) the primary response ( P − 0 ) is obtained by taking R ∩ = 0 for all depth levels, (ii) the surface-related multiples without internal multiples ( M − ) are obtained if we replace S + by δP + = R ∩ P − and take again in the algorithm R ∩ = 0 for all depth levels, and (iii) the internal multiples are given by M
In the situation that (i) we make the acoustic assumption, (ii) we assume scalar scattering operators (no angle dependence), (iii) we include forward scattering ( δT ± ) in the transmission operator T ± = (I + δT ± ) with δT ± = ±R ∪ , and (iv) we restrict ourselves to 1D media, the iterative FWMod algorithm reduces to the historic series derived by the Dutch mathematician Bremmer (1951) . In the following, we will
show that FWMod has an inverse counterpart being referred to as FWMod −1 .
Full wavefield reverse modelling
In FWMod, the two illuminating wavefields (source vector S To summarize the difference between the forward and the reverse modelling equations, let us reconsider the forward model for the upgoing wavefield at the surface z 0 (see equation 24a): 
where Similarly, the forward model of the downgoing wavefield at maximum depth level z M (see equation 24b) is given by:
with 
where Q + j z + 0 ; z 0 has been estimated, and
If we compare equations (28a) with (28b) and (29a) with (29b), we see that the full wavefield forward modelling process in each roundtrip of FWMod is replaced by the full wavefield reverse modelling process in FWMod −1 : "addition of scattering followed by application of W" is replaced by"application of F = W * followed by subtraction of scattering." If we take into account that application of F means "subtraction of spatial phase," it means that FWMod −1 involves a recursive dual subtraction process. consists of a moving-down and a moving-up full wavefield extrapolation process: a. moving down from z 0 to z m (m = 1, 2, . . . , M)
where P 
where P Fig. 7 with Fig. 6 ). Note again the strong interaction between the down-and upgoing wavefields at each depth level (indicated in red). Of course, in FWMod and FWMod −1 , illuminating wavefields may not only be situated at the depth levels z 0 and z M , but they may also be positioned anywhere in the subsurface. This is particularly true for the response wavefields (e.g., the detector positions in OBN and borehole seismics).
Redatuming with FWMod and FWMod

−1
Finally, in the redatuming application of FWMod and FWMod −1 , we look at the task that P 
Full wavefield migration
In FWM measurements, approximate source properties and local propagation operators (based on a user-specified velocity model) are given, and the unknown scattering operators are computed (operator estimation process). Similar to FWMod and FWMod −1 , this process is again recursive and iterative. It consists of several roundtrips, starting at both the receiver and source locations. In each roundtrip, FWMod −1 and FWMod are simultaneously applied (compare with redatuming). The simulated measurements at the detector locations are compared with the real measurements. After minimizing the difference between the two datasets, the next roundtrip starts. The FWM algorithm has the capability to simultaneously update the scattering operators as well as the source properties. This is an important option as source properties are not well known in practice (for an extensive discussion on FWM, see Berkhout 2014b). In each iteration (representing a roundtrip), the two secondary sources and the four internal wavefields are updated at each gridpoint (Davydenko and Verschuur 2013) . With these updates, better estimates of the scattering operators can be determined. The iterative process stops when the difference between the real measurements and the simulated measurements reaches a user-specified threshold percentage, being the characteristic for a closed-loop algorithm. Moreover, in the last iteration, the estimated source properties no longer change.
Bearing in mind expressions (25c,d) for sediments with weak elasticity, a significant simplification can be introduced in local inversions (33a,b):
is minimum for all j,
is minimum for all j, at each depth level,
where R + = R ∪ + δT + and R − = R ∪ − δT + (see Appendix C). It leads to one unknown operator in each minimization and yields two hybrid scattering operators ( R In FWM the algorithms of FWMod −1 and FWMod simultaneously transform the wavefields from the surface into the subsurface, resulting in four wavefields at each gridpoint. Note that at each gridpoint the algorithm exchanges energy between the blue and the red wavefields in an elastic sense.
for each depth level for each depth level
Figure 9b
Basic computational diagram of full wavefield migration (FWM). The four wavefields in each gridpoint (elements of Q ± and P ± ) are used in a local inversion process for the estimation of the four scattering operators at that gridpoint. Residues steer the iterations (see Figure 5 ). significant). Of course, the FWM algorithm can also be used for iterative primary migration by using P − 0 as input and setting R ∩ = 0 at all depth levels (closed-loop primary migration).
Prior information for FWM
Finally, FWM is very suitable for making use of prior information. This does not only apply to information on the propagation velocity model but it also applies to the scattering operators, e.g., reprocessing, where an image is already available and time-lapse imaging, where the image of the previous survey provides the initial scattering operators of the next survey. The availability of a prior image makes FWM very efficient (see Appendix B). An alternative way of providing initial scattering information is the specification of normal-incidence (small-offset) operators, meaning that the prior versions of R and δT are diagonal matrices, with the diagonal elements being given by the local changes in the acoustic-impedance (see expression 13). Hence, if we provide an estimate of the spatial acoustic-impedance distribution as prior information, the starting wavefields and secondary sources can be computed with FWMod. In this application, we can use FWM for verifying and/or updating acoustic impedance models by focusing on the R + image (full wavefield scenario testing).
In the following, we use the summary of data linearization followed by linear imaging (Part I) and the summary of nonlinear imaging (previous sections in this Part) to demonstrate the important role of multiples in future seismic migration algorithms.
Importance of utilizing multiples
In the foregoing, two principally different approaches to seismic imaging have been summarized. In the linear approach (Part I), being the mainstream in today's industry, the data is linearized first. Data linearization has been explained by prediction of the multiple-scattering events at each depth level (multi-level SRME), see expressions (21a,b), followed by adaptive subtraction (see expression 21c). Next, the first-order response wavefield ( Q To pinpoint the principal difference between the two approaches, let us compare the illuminating wavefields from above (P + vs P + 0 ) and from below (P − vs P − 0 ) at each depth level:
1) Illumination from above
or, neglecting the transmission effects,
where δS + = R ∩ P − + δT + P + and δP
Note that transmission effects actually represent forward scattering (here the forward scattering is downward, given by δT + P + and δT + P + 0 ).
2) Illumination from below
where δP − = R ∪ P + .
Linearized: Utilization of multiple scattering 125 or, neglecting the transmission effects,
where δP
Note again that transmission effects actually represent forward scattering (here, the forward scattering is upward, given by δT − P − and δT − P − 0 ).
In linear migration, the output consists of a one-sided image due to illumination from above (being the direct source wavefield P + 0 = W + S + ), whereas the upgoing wavefields ( P − 0 ) are not used for illumination! Bear in mind that in primary migration illumination may also occur from below (beyond 90°), but these wavefields do not represent multiple-scattering wavefields; they represent turning waves (such waves could be considered the large-offset version of source wavefields
. From equations (35a,b), we see that, in the nonlinear version of migration, the downgoing illuminating source wavefield (P
by the multiple-scattering contributions:
The right-hand side of Fig. 10 illustrates this. Similarly, from equations (37a,b), we see that in the nonlinear version of migration, the upgoing illuminating primary wavefield ( P − 0 ) is strengthened by the multiple-scattering contributions:
The left-hand side of Fig. 10 
and
where δP − = R ∪ P + and δP + = R ∩ P − function as secondary sources (see Fig. 10 ). The outcome allows the generation of dual high-density angle gathers. Equations (39a,b) confirm the fundamental weakness of the linear migration approach: "Removing multiple scattering means reducing illumination strength." For deep reservoirs below complex overburdens, multiples may be the only illumination above the background noise.
Numerical illustration
Let us illustrate the above theoretical differences between linear and nonlinear migration with a numerical example. By choosing a 1D subsurface, the differences can be well explained (see also Fig. 3 ). Figure 11 (a) shows the model with a reflective overburden (above 1000 m) and a thin-layered reservoir (below 1000 m). In addition, it shows the full response:
and the full illuminating wavefield:
In expression (40b):
where M refers to the lowest depth level (1,500 m). Note that the reservoir response is overshadowed by the multiples (coda) of the overburden. This can be better appreciated by looking at Figure 11(b) . Here, the overburden response (z ≤ z m ) is shown only
with m referring to the depth level of 1,000 m, and the reservoir response is shown only (z > z m ):
Figure 11(b) clearly demonstrates the negative role that the overburden multiples have on the reservoir response (coda problem). Next, the illumination advantage is highlighted. Figure 11 (c) shows the source wavefield at 1,000 m, being used in PWM:
and the full downgoing wavefield at 1,000 m, being used in FWM:
Figure 11(c) clearly demonstrates the positive role of the overburden, leading to extra illumination. Finally, in Fig. 11(d) , the output of the redatuming process (from 0 m to 1,000 m) is shown. First, the result of PWMod −1 was generated (showing that this simplification leaves a remaining overburden coda):
, followed by the result of FWmod -1 (showing a zero overburden coda):
Figure 11 (d) shows that PWMod −1 generates false events (generated in the overburden), making the redatuming output noncausal. In FWMod, this is avoided, yielding a causal full wavefield. From the full wavefield forward model (see expression 24a), it follows that the total response of the subsurface can be decomposed into responses of any groups of layers. In Figure 11 Utilization of multiple scattering 129 responses being given by
where depth level z m functions as a new datum. Decomposition (45) will be the base of the summary on Marchenko redatuming (next Part).
P A R T I I I : M A R C H E N K O R E D A T U M I N G F O L L O W E D B Y ( N O N ) L I N E A R M I G R A T I O N
In Part II, we have seen that full wavefield redatuming (transforming the full wavefields P − and Q + at the surface z + 0 to full wavefields Q − and P + at depth level z − m ) can be achieved in FWM if we make an image of the overburden (z < z − m ) first. Apart from the overburden image, the FWM output consists of the full wavefields at z − m as well. In the following, an alternative version of the redatuming process is given, but now, it is achieved without making an image of the overburden (z < z − m ). Such an approach is interesting as it allows full wavefield imaging of the target area without explicitly knowing the overburden (propagation operators between surface and target must be specified only). To explain the principle, we use the multiple technology of Part I: the multiples that are generated in the overburden (surface and internal) are removed first by a linearization step (multi-level SRME). The linearized result is pre-eminently suitable to separate the overburden from the target (separation at z − m is very simple because there exists no multiple tail from the overburden: R ∩ = 0 for z < z m ). Next, a de-linearization step is applied to restore the full wavefields at z
Removal of overburden backscattering by linearization:
see also expression (22b). This is done by multi-level SRME (for n < m). Note that Q − 0 is zero above the first arrivals of P + 0 (the second term removes the overburden primaries as well).
Transformation of reduced illumination (P
In the above linearization process (multi-level SRME for n<m), the illuminating wavefield of the target is implicitly reduced from P + (= G + S + ) to P + 0 (= W + S + ). In the following, we will reconstruct full illumination of the target by delinearization of P + 0 ,
with
where P − is given by expression (46d). The full wavefields 
or, using reciprocity,
From expressions (47a,b), the target response in the data can be easily formulated:
Making use of expressions (47c,d) (see Fig. 12 ), the Marchenko algorithm (Broggini, Snieder and Wapenaar 2012; Wapenaar et al. 2014) can be easily understood. For this alternative explanation, let us start with the following two equations:
r Full wavefield focusing at the source side
where T is given by the first arrivals of W − , and where W Utilization of multiple scattering 131 r Full wavefield focusing at the detector side
T , and where
Using these two equations, the Marchenko redatuming solution is realized by estimating X ∪ and [G ± 0 ] −1 in a dual iterative process. We start with focusing at the source side (focal depth being the new datum) and temporal muting according to expression (48a),
yielding a new estimate of W − X ∪ . In the first iteration
Muting is followed by focusing at the detector side (focal depth being again new datum z m ) and minimization according to expression (48b), from the velocity distribution. It is also interesting to realize that:
This expression could be used to refine minimization (49b). Equations (49a,b,c) formulate "Marchenko redatuming" as a closed-loop process. Moreover, the information in the surface-related multiples is utilized (see minimization 49b). If redatuming is followed by primary migration (Marchenko imaging), the wavefields Q 
Comparing PWM, FWM, and Marchenko
Finally, let us summarize the difference between imaging with linearized data, imaging with full wavefield data and imaging with Marchenko data:
1) Imaging with linearized data (PWM)
Subsurface response contains primaries only ( P − 0 ), illumination occurs by the source wavefield and is one-sided (P + 0 ):
where δP 
2) Imaging with full wavefield data (FWM)
Subsurface response contains primaries and multiples (P − ); illumination occurs by full wavefields and is two-sided
a. Incident and response wavefields at z − m ,
b. Incident and response wavefields at z + m , 
full target response (54b)
Wavefields Q − and P + are used as input for nonlinear migration (FWM).
The above summary reveals the large difference between traditional migration (zero-order, one-sided illumination) and FWM (multi-order, two-sided illumination). To avoid false images, traditional migration requires linearization first. In Part I, it has been shown that linearization separates two wavefield components (δP − 0 , δM − 0 ) at each depth level. The separation process has been explained by splitting the volume integral into a series of interrelated surface integrals, being referred to as multi-level SRME. By following this recursive approach, the extensive experience of the industry with the SRME algorithm can be used. It also reminds us that separating primaries and multiples is a tedious, unphysical process with fundamental weaknesses. Nonrecursive linearization algorithms remove multiples by making directly use of the volume integral (ISS approach); these algorithms apply a direct inversion process to the data (Weglein et al. 2010) . In the ISS philosophy, multiple scattering is considered noise that need be removed prior to migration (Weglein 2014; Weglein 2015) .
In Part II, FWM has been summarized. FWM represents a recursive, closed-loop process that utilizes both the surface and the internal multiples: including all multiples in the incident wavefield obeys the physical reality, it enhances the illumination (from above) and it extends the illumination (from below). Moreover, the imaging conditions are replaced by a local inversion process in each subsurface gridpoint. In FWM, source properties need not be specified, but the velocity model must be provided. From this velocity model, local propagation operators are computed (W ± ). These W-operators are scattering-free! Transmission operators are not part of the propagation operators, but they are treated as forward scattering operators that are estimated as well. The complex internal wavefields are interrelated according to comprehensive scattering relationships (25a,b). The closed-loop architecture (Fig. 5 ) and the scattering relationships allow FWM to image incomplete data volumes. In Part III, the Marchenko algorithm transforms data at the surface (old datum) to data at a new datum without making an image of the overburden. The original Marchenko redatuming algorithm is open loop and assumes that the surface multiples have been removed prior to the redatuming process. It is also assumed that the propagation operators (W ± ) and the source properties (S + ) are available. With these assumptions and the condition that causality can be forced upon the redatumed wavefields by temporal muting, it is possible to transform the target-related events (z ≥ z − m ) in the surface data to a new datum (from z + 0 to z − m ) with an iterative algorithm (Broggini et al. 2012; Wapenaar et al. 2014) . It actually represents a full wavefield extension of redatuming by the common focus point (CFP) technology (Berkhout 1997a) . In this paper, Marchenko redatuming has been formulated by describing the target response at the surface by 
Final example
Finally, let us conclude by considering the asymmetric seismic experiment in Fig. 13(a) , where only four sources (at x = 600 m, 900 m, 4,500 m, 4,800 m) are used to illuminate the subsurface (z > z 0 ) and where receivers are well sampled along the surface (z 0 ). Open-loop, primaries-only migration (representing the result of perfect linearization + PWM) provides the image in Fig. 13(b) . As expected, the middle area is not properly illuminated by the source wavefields (W + S + ).
Application of closed-loop, primaries-only migration-also referred to as least-squares migration (Nemeth et al. 1999 )-will equalize the reflectors somewhat in the illumination area, but still, the middle part is not well imaged due to the lack of illumination by the source wavefields (Fig. 13c) . Next, the multiples are used in the migration process (Fig. 13d) . Note that in mainstream imaging, these shot records are thrown away as noise. First, Fig. 13(e) shows the open-loop multiples-only image. Comparison with Fig. 13(b) clearly demonstrates the impact of the extendedillumination by the secondary sources ( W + δS + ). Figure 13 (f) shows the result of closed loop, multiples-only imaging. Note that the extreme sparsity of the sources can no longer be recognized: multiple scattering works as an "energy blender." Moreover, note the improvement in the image of the diffractors (for separating and imaging diffraction energy, see Moser and Howard 2012) . The asymmetric-sampling example confirms what the full wavefield theory predicts, demonstrating that imaging with multiples benefits from the extended illumination (see concluding Fig. 13g,h ): Gaps due to sparse primary source sampling (W + S + ) are filled up by the illumination of the secondary sources ( W + δS + ). In multiple removal, the response of these secondary sources are removed (from P + to P + 0 ). Hence, as mentioned already several times, multiples should not be removed, but they should be utilized! Finally, the example also indicates that imaging with multiples will have an important influence on future acquisition geometries. Traditional believes, such as symmetric sampling, are based on linear imaging concepts and need to be reconsidered.
The final example illustrates that the inclusion of multiples is the next big step forward in seismic imaging. In terms of the presented multiple scattering theory, utilization of multiples means that the primary sources (generating the primaries) are complemented by secondary sources at the surface (generating the surface multiples) and in the subsurface (generating the internal multiples). Hence, by using multiples, (potential) reservoirs are illuminated from above and from below by millions of secondary sources (δS + ) and (δS − ) respectively. The latter also tells us that recording times must be much larger than for traditional primary migration, particularly for deep reservoirs.
Strategic considerations
In the theoretical situation that the 3D seismic data represents a complete data volume (dense sampling in both the source and the receiver domain) and the recorded data is noise free, primaries are an excellent representation of the subsurface and multiples need not be utilized. After multiple removal and velocity estimation, linear migration yields an excellent image. However, in practice, complete data volumes are economically not an option, and therefore, these volumes do not exist. In addition, in practice, there is always background noise. The result of both realities is that, in practical situations, the level of the primary signal may be significantly below the noise level. This is particularly true if primaries are also geologically defocused in the overburden. This means that, in practice, multiples (being generated by the secondary sources) are needed to "assist" the primary reflections, e.g., the response of deep reservoirs, where the secondary sources in the overburden may provide the only useful information that is present in the seismic response.
To improve our insight in the impact of multiple scattering on our images for different practical situations, we can split the total image into three parts by splitting the incident wavefields (P + at z 
1.
Compute the full wavefield image with FWM (illumination occurs by P + ). 
Extend the last iterations in
3. In addition, extend the last each iterations by computing also the second-order image (illumination occurs by
This is accomplished if we replace in minimization (33a) P
Finally, extend the last iterations by computing also the second-order image (illumination occurs by
This is accomplished if we replace in minimization (33a) P + by
Hence, three sub-images are obtained (first order, second order, and third order), which can be evaluated separately and optionally recombined into a weighted compound image. I do recommend application of this extended FWM version. In addition, for marine data, I recommend the estimation of surface-related multiples (by SRME) as a first step.
Velocity Estimation
In PWM, FWM, and Marchenko imaging, the migration velocity model is considered known; it need to be specified by the user. Recently, it has been shown that velocity estimation can be integrated in the FWM algorithm, leading to a joint migration inversion (JMI) algorithm (Berkhout 2012) . Similar to FWM, in JMI scattering-free propagation, operators play a central role. Different from FWM is that the actual propagation operators (W ± ) are replaced by approximated versions (W ± 0 ), where W ± 0 are based on some user-specified background velocity model. This model may be chosen to be simple, e.g., a continuous 1D model, but if knowledge about lateral changes and specific velocity boundaries are available, this knowledge should be included for efficiency reasons (leading to a piecewise continuous background). The recursive background operators are stored in a table, meaning that, for each subsurface gridpoint k, there is one local background operator available (W 0 I k at z m ). Next, the secondary sources (δS ± ) are extended to δS ± , where δS ± contains an extra scattering term (representing 'B-scattering') that is defined by the relative difference between true and background propagation operator (δW ± I k ) at each gridpoint:
where the transmission operators δT ± have been extended to δT ± = δT ± + δW ± (compare with expressions 25a,b). Note that δW ± gives δT ± a travel-time component. In the JMI iterations, the B-scattering term δW ± P ± j is automatically determined together with the other scattering terms (representing 'A-scattering'), making JMI a combination of closed-loop full wavefield imaging and closed-loop full wavefield tomography (Staal and Verschuur 2012) . It is important to realize that JMI does not directly estimate the velocity distribution, but it updates the local propagation operators (from W 0 to W) first. These updated operators are used to estimate the velocities, including anisotropy and inelastic losses (Berkhout, 2014c) .
In the linearization process, velocity errors influence the separation between primaries and multiples at each depth level. For too low (high) velocity values, primaries and multiples in the response wavefield P − (z (Berkhout 1997b) . Velocity estimation is beyond the scope of this paper, and an extensive comparison of the different velocity estimation methods in the industry will be given in a follow-up contribution.
C O N C L U S I O N S
Multiples should not be removed, but they should be utilized, yielding three major advantages: (i) illumination is enhanced in terms of energy level and angle range; (ii) both the upper side and the lower side of reflectors are imaged; and (iii) the codas of the overburden do not overshadow the reflections of the deeper areas. Hence, application of multiple scattering imaging technology offers enriched illumination (imaging application) and decreased interference (redatuming application). These advantages can be well explained with the concept of secondary sources (δS ± ), being defined by comprehensive scattering relationships (25a,b). Secondary sources compensate weaknesses in the primary source distribution. The secondary source concept also reveals that differential transmission operators (δT − , δT + ) play the same role as reflection operators (R ∪ , R ∩ ). They behave as forward scattering operators and should not be hidden in the propagation operators (W ± ) or, even worse, be left out altogether. Instead, they should be estimated in the same way as the reflection operators. The more complex the subsurface (e.g., responses with an abundance of diffractions and multiples), the more important transmission operators become, and the better they can be determined. Application of the traditional imaging conditions should be replaced by carrying out a local inversion process at each subsurface gridpoint. This fundamental change in estimating angle-dependent scattering operators (R, δT) is a must if we want to migrate multiple scattering in a proper way. It is also a must if we aim at true-amplitude images.
Full wavefield migration (FWM) has a closed-loop architecture (Fig. 5) , and the algorithm is based on forward modelling equations (24a,b) combined with scattering relationships (25a,b), the latter quantifying the exchange of elastic wavefield energy at each subsurface gridpoint. These features make the iterative FWM algorithm very robust to limitations in the acquisition geometry and errors in the pre-specified source properties. This can be easily understood by bearing in mind that the secondary sources 'assist' the primary (man-made) sources in their limited illumination, both down and up. The algorithm also facilitates the estimation of the primary source properties (S + ), being an essential capability in broadband imaging. Prior information on reflectivity is not required, but by providing an already available image the efficiency of FWM is significantly increased (e.g., reprocessing or time-laps imaging). Prior information in terms of acoustic impedance makes from FWM a multi-offset acoustic impedance estimator as well. The inverse scattering series (ISS) approach to seismic imaging represents an open-loop, direct inversion process. It considers multiple scattering as noise that should be removed (linearization of the data) prior to imaging. In this paper, this removal process was explained in terms of multi-level SRME, the advantage being that the SRME algorithm is widely known and widely used in the industry. The resulting primaries are used as input to a first-order migration algorithm for the construction of a linear subsurface image.
The Marchenko approach to seismic imaging presents a combination of redatuming and target-oriented migration. The redatuming process does not require an image of the overburden; it represents an extension of the linear common focus point (CFP) method: Full wavefield focusing is represented by multiple removal followed by linear focusing in one combined process. The algorithm is iterative and driven by a temporal muting operation that forces causality on the focusing result. It is assumed that the propagation operators ( W ± k ) are known between each gridpoint (k) at the new datum (z m ) and each gridpoint (j) at the surface (z 0 ). It is also assumed that the source properties ( S + j ) are known and that the surface-related multiples have already been removed (from
. In this paper, Marchenko redatuming has been explained by describing the target response by means of three transfer operators (
, where inversion of G + 0 means multiple removal followed by inversion of W + (linear focusing). In addition, the algorithm has been extended by utilizing the surface-related multiples. Moreover, it is proposed to use a closed-loop version. Marchenko imaging for all depth levels can be seen as an alternative formulation of ISS imaging. If this process is carried out recursively in depth, an alternative formulation is obtained for multi-level SRME. Note that in FWM, all benefits are accomplished by one integrated algorithm: full-wavefield redatumed data are obtained at all depth levels, and multiples are utilized in the imaging process at each gridpoint by using comprehensive scattering relationships (25a,b) or, in weak elastic areas, scattering relationships (25c,d).
Recommendations
Worldwide, the energy sector has entered a major transition period, leading to a new era with competitive low-carbon energy sources combined with relatively low energy prices. The only way the capital-intensive oil and gas industry can cope with this new situation is (i) to produce high valueadded, environmental-friendly fossil-based products and fuels in the downstream sector and (ii) to realize game-changing cost reductions in the upstream sector. With respect to the first item, consider particularly increasing the number of hydrogen atoms and molecules in the future hydrocarbon fuels (beyond the scope of this essay). With respect to the second item, consider particularly having a significant increase in the recovery factor of the existing producing fields to mitigate "stranded assets." To stimulate disruptive innovation in this area, the first priority is aiming at a new way of communication across the many compartments of our traditional E&P organizations. Such a boundary-crossing communication must take place early in the innovation process and should occur at different levels of abstraction. This means that we require an interdepartmental E&P language with detail-hiding formulations, preventing us from being entangled in the chaos of detail. Of course, detail stays indispensable, but it should be guided by the essentials in a big picture. In this paper on seismic wavefield technology, I have continued my plea to clarify the interrelationships between the different schools of imaging by adopting a system approach to wavefield modelling, wavefield imaging, and wavefield inversion. This can be realized by making use of detail-hiding matrices (data and operators), where essentials are addressed first and where all the detail is contained inside the rows and columns of these matrices. This approach will facilitate a science-industry discussion on critical seismic imaging issues such as: rethinking our theoretical models, replacing open-loop by closed-loop technology, replacing linear by nonlinear imaging algorithms, replacing imaging conditions by a local inversion process, decreasing subjective judgments by intelligent big data analytics and, last but not least, accelerating the integration between the geophysical imaging and engineering communities.
In the foregoing, I showed that traditional migration technology need be enhanced in three fundamental ways: (i) algorithms should be closed-loop, allowing the image to be consistent with the measurements; (ii) multiple scattering should not be considered noise (shot-generated noise) but should be utilized as signal; and (iii) geological boundaries need be imaged from the upper side as well as from the lower side (twosided imaging). Even more important, these three imaging recommendations aIso apply to velocity estimation: closedloop, two-sided velocity estimation with full wavefields. My guestimate is that in current migration technology only one quarter of the information in the seismic data is used! To change this, my message to the seismic imaging community is: "We should not change the data to fit our theoretical models, but we should change our theoretical models to fit the data." If the industry would follow this recommendation, most data volumes being acquired in the past are excellent candidates for reprocessing.
Scattering relationships (25a,b) are the theoretical heart and soul of FWM. The beauty of these dual relationships is that they are both simple and comprehensive. They show the perfect symmetry between upward and downward scattering, as well as forward and backward scattering. Moreover, all these scattering processes are elastic, representing the complex exchange of wavefield energy in each gridpoint. In full wavefield migration, the scattering relationships work as physical constraints, making the algorithm robust for the ever-existing acquisition limitations in practice. Therefore, if we aim at making multiple-scattering imaging also suitable for practical applications, multiple-scattering relationships (25a,b) must be part of the algorithm. In (Berkhout 2014a) , it is shown that these relationships keep their simplicity if they are expanded to converted waves, yielding secondary shear sources. In addition, they keep their simplicity if velocity errors are made explicit (Berkhout 2014c) .
Multiple-scattering algorithms become more transparent if they are formulated in a recursive depth manner. In addition to transparency, a recursive depth algorithm is more flexible, providing at each depth level the possibility to enrich the process by adding geological scenarios and removing numerical artefacts.
In a real subsurface, the scattering operators are always angle dependent. Therefore, scalar assumptions should not be used in the seismic imaging theory, particularly if large offsets are addressed as well. Moreover, because of wave conversion, large-offset transmission operators are not in a simple way related to reflection operators.
In contrary to the estimation of elastic parameters (or velocities and density) in nonlinear inversion, the estimation of propagation and scattering operators in nonlinear imaging appears to lead to a unique solution. This remarkable experience is important for both science and industry. It tells us that inversion algorithms for elastic parameter estimation should not be applied instead of imaging, but they should be applied in combination with imaging. If we do not make the full waveform inversion (FWI) concept an integral part of the FWM concept, future progress in FWI will be below expectation.
In practice, data volumes are always incomplete and source properties are not well known. In addition, the underlying theoretical model of the algorithm may not properly represent the data (e.g., the acoustic simplification or the angle-independence assumption). Therefore, if algorithms are developed with the aim to function in practical situations, it should be avoided to give these algorithms an open-loop architecture (traditional processing). In addition, it should be avoided to make them unconstrained data-driven (direct inversion).
High-resolution seismic imaging becomes of increasing value in the exploitation of reservoirs (particularly, think at time-lapse technology). This means that, in many situations, already a lot of subsurface information is available at the time that an image of the reservoir need be (re)constructed. Imaging algorithms should make use of this prior subsurface knowledge. In closed-loop imaging (such as FWM and JMI), prior knowledge can be easily included by specifying an already available image (generally angle-averaged) and an already available velocity model (often isotropic). In the first iteration(s), the small-offset scattering operators are updated (acoustic assumption allows the use one scattering function per gridpoint), followed by estimating the hybrid mediumoffset scattering operators as well (weak-elasticity assumption allows the use of two scattering functions per gridpoint). As a last step, the large offsets are used without any simplification (full elastic assumption requires the use of four gridpoint functions per gridpoint). In JMI, the large offsets are essential for anisotropic velocity updating. For very large offsets, JMI includes the FWI capability.
Finally, academics and industry may consider skipping further refinement of the traditional elastic inversion algorithms. Instead, it may be more effective to increase the investments in high-resolution full wavefield imaging technology. The information on detailed stratigraphy and angle-dependent reflectivity from full wavefield (time-lapse) images is available for direct use in estimating the rock and pore properties of the geological model.
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The author would like to thank the Delphi sponsors for the stimulating discussions on industry needs during the Delphi meetings and for their continuing financial support. The author also thanks Dr. Eric Verschuur for his most helpful comments and the Delphi imaging team for their assistance in generating the numerical experiments. Therefore, if we aim at true amplitude images, the inclusion of forward scattering operators (δT ± ) in the propagation operators (from W ± to W ± ) is notthe way to go. Note that if we also include backward scattering operators in the propagation operators as well, then the hybrid operators W ± are extended to the complex transfer operators G 
