We suggested an algorithm for searching the recursion operators for nonlinear integrable equations. It was observed that the recursion operator R can be represented as a ratio of the form R = L −1 1 L 2 where the linear differential operators L 1 and L 2 are chosen in such a way that the ordinary differential equation (L 2 − λL 1 )U = 0 is consistent with the linearization of the given nonlinear integrable equation for any value of the parameter λ ∈ C. For constructing the operator L 1 we use the concept of the invariant manifold which is a generalization of the symmetry. Then for searching L 2 we take an auxiliary linear equation connected with the linearized equation by the Darboux transformation. Connection of the invariant manifold with the Lax pairs and the Dubrovin-Weierstrass equations is discussed.
Introduction
In a series of our works we have suggested a method for construction the recursion operators and the Lax pairs for the nonlinear integrable equations (see [1] - [4] ). Let us give a brief explanation of core of the method. For the sake of convenience we first take a class of evolutionary type nonlinear PDE although as it is shown below the algorithm can be applied to any kind of the integrable equations. Let us consider an integrable equation of the form u t = f (u, u 1 , u 2 , ..., u k ),
where
Here D x stands for the operator of the total derivative with respect to the variable x. In what follows we use the linearization of the equation (1) around its arbitrary solution u(x, t):
We look for an ordinary differential equation
H(x, t, U, U 1 , . . . , U m ; u, u 1 , . . . , u m 1 ) = 0
of the order m ≥ 1 compatible with the linearized equation (2) for all values of the dynamical variables u, u 1 , u 2 , ... considered here as parameters. The compatibility condition of the equations (2) and (3) coincides with the equation D t H(x, t, U, U 1 , . . . , U m ; u, u 1 , . . . , u m 1 ) = 0 mod (1), (2) , (3) .
It is supposed that in (4) all of the derivatives are expressed due to the equations (1) and (2) and the variables U s+m with s ≥ 0 are expressed due to the equation (3) .
In this case we say that equation (3) defines an invariant manifold in the space of the variables U, U 1 , U 2 , . . . . By the construction equations (2) and (3) are compatible if u = u(x, t) is a solution of the equation (1) . It is remarkable that for an appropriate choice of the equation (3) the converse is also true: the compatibility of the equations (2) and (3) implies (1) . As it is commonly known just this property is principal for the Lax pairs. Studied examples convince that the ODE (3) might be of two different kinds. Namely function H defining equation (3) 
Here c is an arbitrary constant. We observed that the former case is connected with the recursion operator R for the equation (1) while the latter corresponds to the usual Lax pair for c = 0 and a nonlinear Lax pair for c = 0 from which the well known Dubrovin-Weierstrass equations are derived connected with the finite-gap integration procedure.
Recall that the recursion operator is a solution of the equation (16) (see below). In general it is a pseudo-differential (pseudo-difference for the lattices) operator generating symmetries of the equation (1) . The Lax pair and the recursion operator are very close to each other. As it follows from (16) the operators R and d dt − F * generate a Lax pair:
for the equation (1) (see [5, 6] ). Moreover, as it is demonstrated in [3, 4] by numerous examples the Lax pair (7) is effectively converted into the classical one. A clear expression of this circumstance is that a linear invariant manifold is transformed into a nonlinear one by decreasing order in the corresponding ordinary differential equation (3) . Note that there is a great variety of approaches for searching the Lax pairs from the Zakharov-Shabat dressing [7, 8] and the method of pseudopotentials by Wahlquist and Estabrook [9] to the singular manifold method [10, 11] of Painlevé analysis and 3D consistency approach developed in [12] [13] [14] . We mention also approaches proposed in [5, 15, 16] . We stress that our method uses a close idea but differs from the well-known method of [9] , where both of the Lax equations are assumed to be linear and unknown. In contrast we for a given integrable equation take its linearization as one of the Lax equations and look for the second one which is not assumed to be linear. Actually at the first stage we find a nonlinear Lax pair and then linearize it by an appropriate point transformation. Since we search only one of two equations our method is rather effective.
The problem of finding the recursion operator for an integrable equation is not easily solved. There are several methods to study the task. Some of them use the Lax representation (see, for instance, [5, [17] [18] [19] [20] [21] ). Others are based directly on studying the defining equation (16) . To solve this equation the most authors use the multi-Hamiltonian approach [22] [23] [24] [25] [26] . Their basic aim is to determine two Hamiltonian operators H 1 and H 2 to the given equation. Then the sought recursion operator is given by a simple formula
In the present article we use an alternative representation for the recursion operator
where L 1 and L 2 are differential (difference) operators chosen in such a way that the equations L 1 U = 0 and L 2 U = 0 define linear invariant manifolds . Evidently two representations (8) and (9) of the recursion operator are essentially different. Let us briefly discuss on the content of the article. In §2 we study the close connection between the symmetries of the given nonlinear equation and the invariant manifolds of its linearization which provides an easy way to construct linear invariant manifolds. Then in §3 we give an explanation of the consecutive algorithm for defining the operators L 1 and L 2 used in the formula (9) . In § §3.1-3.4 we illustrate the application of the algorithm with examples of the KdV equation, Volterra type autonomous and nonautonomous lattices and a system of two lattices. A direct method of finding and some applications of the nonlinear invariant manifolds in the integrability theory are demostrated in §4.
Invariant manifolds and symmetries
We observed that there exists a close connection between symmetries and the invariant manifolds. Proposition 1. Any set of the symmetries
of the equation (1) defines an invariant manifold of the form (3) for the linearized equation (2) . Here U (j) is a solution to the equation (2), depending on a finite number of the dynamical variables.
Proof. Let us consider a linear space spanned by the functions U (j) . Then any element U of the space is represented as the linear combination
Here we suppose that the functions U (j) are linearly independent. Let us consider equation (11) as the general solution of a differential equation of the form
By construction U solves also the linearized equation (2), therefore (12) defines a linear invariant manifold. The coefficients of this linear differential equation are evidently found from the equation
The proof is complete. On the other side for any common solution U of the equations (2) and (3) the equation u τ = U defines a symmetry (possibly nonlocal) for the equation (1).
Algorithm for constructing linear invariant manifolds and the recursion operators for integrable equations
Invariant manifolds can be found directly by solving the defining equation (3) which is highly overdetermined and usually effectively solved. However this way becomes rather labor consuming when applied to the systems or higher order equations.
To look for a linear invariant manifold we suggest a novel convenient algorithm. We observed that the linear invariant manifold is closely connected with the recursion operator R of the equation (1). Let us consider the equation of the form
and then bring this equation by multiplying from the left by a differential operator L 1 to the form
where L 2 is also a differential operator. Evidently the operator L 1 is not unique. We require that the order of L 1 is as small as possible. Then equation (15) defines an invariant manifold for arbitrary value of λ including λ = 0 and λ = ∞. Therefore we can easily obtain a linear invariant manifold for the known recursion operator. However, we are going to apply this scheme in the opposite direction.
Here we use an assumption that the recursion operator admits the representation
1 L 2 as a ratio of two differential operators defining the invariant manifolds like L 1 U = 0 and L 2 U = 0. It is well known that usually the recursion operator satisfies the following equation [27] d
Let us replace
where F * is the linearization operator (2). Operator L 1 can easily be found due to the formula (13) above through the symmetries of the equation (1). Let us define a new operator A according to the equation
Then (17) immediately gives rise to the equation
which allows to find the operator L 2 . As a result we obtain the recursion operator
Remark. Equations (18) and (19) generate two Darboux-type transformations U → V = L 1 U and U → V = L 2 U relating linearized equation (2) with one and the same linear equation V t = AV .
Below we approve the efficiency of the algorithm with several examples.
Illustration with the KdV equation
Consider the KdV equation
(20) Its linearization looks as follows
In this case L 1 can be defined by the formula (13) from Proposition 1 with k = 1 and with the symmetry
since this operator evidently annulates u x . Let us define the operator A due to the formula
x +uD x +u x is the linearization operator and evidently L −1
Now we have to look for an operator of the order m > 1:
solving the following equation
It is easily proved that for m = 2 equation (25) has no solution of the form (25) .
Direct computations based on the equalities (22) , (25) convince that the operator
and therefore R is the recursion operator for the KdV equation. Indeed we find from the formula
Evaluation of the invariant manifolds and the recursion operators for nonautonomous Volterra type integrable lattices
Due to the articles [28, 29] we know that integrable lattices of the form
satisfy a sequence of the integrability conditions. Below we mention some of these conditions which have important applications in the symmetry classification
where D is the shift operator, such that Dy(n) = y(n + 1) and q (1) , q (−1) , s (1) , s (2) are some functions depending on the dynamical variables u n , u n±1 , u n±2 , . . . . In the formulas above we used the following commonly accepted abbreviated notations, which are used also everywhere below: u := u n , u 1 := u n+1 , u −1 := u n−1 and so on. Here
The problem of the complete classification for autonomous lattices of the form (27) has been solved years ago (see [15] ). Recursion operators for these equations in the autonomous case are discussed in [30] . Below we show that the method of invariant manifolds can be successfully applied to the integrable lattices in both autonomous and non-autonomous case. Moreover, we derive a general formula for the recursion operator which fits for a subclass of the integrable lattices (27) .
First we find the linearization of the equation (27)
Notion of the invariant manifold introduced above for the evalutionary type PDE is easily adopted to other classes of equations.
We say that an ordinary difference equation of the form
where U = U(n, t) is considered as an unknown function and the variables u j are considered as parameters, determines an invariant manifold for the linearized equation (33) if the equations (33), (34) are consistent for any choice of the solution u = u(n, t) of the equation (27) . The simplest invariant manifold is found very easily, to this end we use the classical symmetry u τ = cu t of the equation (27) . Evidently the function U = cu t determines the general solution of the linear difference equation
defines an invariant manifold for the linearized equation (33) .
Let us first consider only those equations for which the operators L 1 and L 2 are of the form
where the coefficients α, β, γ, δ are functions of the dynamical variables u j . Note that this class contains all of the lattices in the Yamilov's list except the equation V4 for which L 1 is the second order difference operator which annulates u t and the next symmetry of the equation V4. Introduce a notation for the linearization operator of the lattice (27) by setting
Now we look for the operator L 2 from the following equation
Let us rewrite (37) in an explicit form
By comparing the coefficients in front of D 3 and D −2 in this equation we find
Recall that h 1 means D(h). Comparison of the coefficients at D 2 gives rise to the equation
Now we divide (40) by α and get
Let us evaluate l.h.s. of the last equation due to (39) and find
By combining the equations (40), (41) and replacing due to (28) we obtain the equation
In a similar way by gathering the coefficients at D −1 and then applying the conservation law (29) one can derive an explicit expression for γ:
Thus all the coefficients of the sought operator L 2 are found, however to approve that equation (38) is completely satisfied we have to check the last two equations which are obtained by collecting the coefficients in front of D and D
Assume the coefficients α, β, δ, and γ found above to satisfy equations (44) and (45). Then the operator
is the recursion operator for the lattice (27) . Indeed, it is easily verified that the found R solves the following equation
which is nothing else but the defining equation for the recursion operator (see the survey [28] ).
Let us take the Volterra chain
as an illustrative example, then the operators L 1 and L 2 are as follows
,
1 L 2 gives the well known recursion operator
found years ago in [25] . Note that the operators L 1 and L 2 differ from the Hamiltonian operators H 1 , H 2 used in [30] to represent the recursion operator (50) as a ratio R = H 2 H
−1 1
We studied examples of the lattices above under assumption that L 1 is the first order operator (see (35) above). However for some lattices this assumption is too restrictive, such that the needed L 2 does not exist. Then we take L 1 of the order higher than one. The Proposition 1 discussed above can be applied to the case of lattices as well.
Proposition 2. Any set of the symmetries
of the equation (27) defines an invariant manifold of the form (34) for the linearized equation (33) . Here U (j) is a solution to the equation (33), depending on a finite number of the dynamical variables.
We omit the proof of Proposition 2 since it is almost verbatim repeat of the proof of Proposition 1. The searched invariant manifold is defined by the following equation
Example of a recursion operator for the non-autonomous lattice
In this section we consider a non-autonomus lattice of the form
found in [31] as a symmetry in the direction of n of the quad equation
derived in [32] . Here our goal is to find the recursion operator for the lattice (53) according to the scheme above. Let us set for the simplicity m = 0. We first find the linearization of (53)
where f * is the Frechét derivative of f
We take the operator L 1 as in (33) and then find A due to the formula (35):
The next step is to look for the operator L 2 from the equation (36). We find the coefficients of L 2 by using the explicit formulas (38), (41) and the first canonical conservation laws (27) , (28) . As a result we obtain
The important step is to verify whether the corresponding equations of the form (44), (45) are satisfied. We checked that in this case these equations hold. Thus we have the recursion operator
Recursion operator for a coupled lattice
Let us discuss the algorithm for constructing the recursion operator with the example of a system of lattices [33] u n,t = 1
Linearized system can be represented as
where the linearization operator or the Fréchet derivative F * n is given by
In the coordinate representation the linearized equation looks as follows
In order to construct the linear operator L 1 we use the classical symmetry u τ = cu, v τ = −cv which is connected evidently with the following solution to the linearized equation U = cu, V = −cv. By excluding the constant parameter c we arrive at the system of equations (D − 1)
V, defining an invariant manifold. Thus we have
We find the operator A from the equation
Then we look for the operator
Therefore the recursion operator is given by
Let us write it down in an explicit form [3] 
Quadratic invariant manifolds, Lax pairs and Dubrovin-Weierstrass equations
Let us illustrate the application of the nonlinear invariant manifolds for constructing the Lax pairs to integrable models with the example of the KdV equation
By the substitution U = W x we change the linearized equation
and find ODE compatible with the equations above (see also [4] )
i.e. we request that
Eq. (74) must satisfy identically for all values of W , W x , u, u x , u xx , ... The consistency condition is reduced to a huge equation, which splits down into 7 equations and is effectively solved
Compare the coefficients at the independent variables u xx , u x :
Finally we obtain ODE W xx = F (W x , W, u), where:
Parameter c 1 is easily removed by the shiftW = W − 3c 1 , therefore we set c 1 = 0. Denote c 4 = λ.
We have two choices c 3 = 0 and c 3 = 0. 1) If c 3 = 0 then we get a nonlinear Lax pair:
It is linearized by taking W = ϕ 2 and reduces to the usual pair:
2) If c 3 = 0, then we get the well-known equation, connected with the finite gap solutions (see [34] ):
We assume that W and c 3 = c 3 (λ) are polynomials of the form:
Recall that functions r j satisfy the Dubrovin-Weierstrass equations
The potential u is found as follows:
Let us consider the Volterra lattice
Linearization of (80)
is rather complicated, it contains u n , u n+1 , u n−1 . Let us simplify it by the substitution U n = u n (P n+1 − P n−1 ) which is the linearization of the substitution log u n = p n+1 − p n−1 connecting the Volterra lattice with the equation p nt = e p n+1 −p n−1 . Thus we get from (81) the equation
which contains only one parameter u n . Look for the invariant manifold in the form P n+1 = F (P n , P n−1 , u n )
i.e. an ordinary difference equation with the parameter u n . The answer is as follows u n (P n+1 + P n )(P n + P n−1 ) = λP 2 n + c, c = const.
Assume that functions P n and c are some polynomials on λ:
Then for γ j (n) and u n we obtain from (84) difference equations
(γ j (n) − γ i (n + 1))(γ j (n) − γ i (n − 1)) = −2 2m+1 i=1 (γ j (n) − e i ),
γ i (n), j = 1, ..., m.
which are the discrete versions of the Dubrovin-Weierstrass equations (see [34] ). Assume that c = 0 then the invariant surface takes the form u n (P n+1 + P n )(P n + P n−1 ) = λP 2 n .
Now from the linearized equation (86) we obtain the equation P n,t = u n λP 2 n P n + P n−1 − P n − P n−1
describing the time evolution of P . Let us derive the Lax pair for the Volterra lattice. Since the equation (86) is homogeneous it is reasonable to set Z = P P −1
and reduce (86) to the discrete Riccati equation:
We linearize (88) in the standard way by introducing Z n + 1 = ϕn ϕ n−1 : ϕ n+1 = λ u n (ϕ n − ϕ n−1 ).
By differentiating the equality Pn P n−1 = ϕn ϕ n−1 −1 we get after some transformations the following equation ϕ n,t ϕ n − ϕ n−1,t ϕ n−1 = λ − u n + u n−1 − λ ϕ n−1 ϕ n − u n−1 ϕ n ϕ n−1 .
Now we assume that the time evolution of the eigenfunctions is given by a linear system of the form ϕ n,t = a n ϕ n + b n ϕ n−1 , ϕ n−1,t = c n ϕ n + d n ϕ n−1 and substitute this expression into (90). By comparing the coefficients before the powers of the independent variables ϕ n , ϕ n−1 we find equations for the searched functions a n , b n , c n , d n :
b n = −λ, c n = u n−1 , a n − d n = λ − u n + u n−1 .
In addition we have D(ϕ n−1,t ) = ϕ n,t which implies that a n = λ + d n+1 . Summarizing the reasonings above we get:
ϕ n,t = (λ − u n )ϕ n − λϕ n−1 , (92) ϕ n−1,t = u n−1 ϕ n − u n−1 ϕ n−1 .
Change of the variables ϕ n = λ n/2 ∞ j=n u j ψ n−1 , reduces the equations (89), (92) to the usual Lax pair for the Volterra equation ψ n+1 = ξψ n − u n ψ n−1 , ξ = √ λ, ψ n,t = (ξ 2 + u n )ψ n − ξu n ψ n−1 .
