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Halbleiter-Diodenlaser spielen eine wichtige Rolle in allen Bereichen des täglichen Lebens, wie Da-
tenspeicherung, Beleuchtung, Sicherheitstechnik, Markierungs-, Mess- und Drucktechnik. Sie stellen
heutzutage die wichtigste Quelle für Laserstrahlung dar, entweder als direkte Strahlungsemitter oder als
Pumplaser in Laser-Systemen. Hochleistungs-Diodenlaser sind die effizienteste menschgemachte Struk-
tur zur Umsetzung von elektrischer in Strahlungs-Energie. Sie erreichen eine Effizienz von ≤ 73% bei
Raumtemperatur. Dieser hohe Wirkungsgrad führt nicht nur zu Energieeinsparungen, sondern reduziert
gleichzeitig die Erwärmung des Bauelements durch Verminderung der Verluste.
Das Erreichen hoher optischer Ausgangsleistungen ermöglicht die Verwendung der Diodenlaser in
einem breiten Anwendungsfeld. Eine herausragende Bedeutung dabei nimmt die Verwendung als Pump-
Lichtquelle für Festkörper-Laser ein. Bei dieser indirekten Anwendung führt das Erzielen einer höheren
Leistung pro Pumplaser-Emitter direkt zu einer Kosten- und Größenreduzierung des Gesamtsystems
aufgrund der verringerten Anzahl benötigter Pumplaser. Beispiele für eine direkte Nutzung der erzeugten
Strahlung mit hoher optischer Leistung sind die Verwendung als Seed-Laser, Materialbearbeitung, wie
das Plastik-Schweißen, sowie medizinische und kosmetische Anwendungen.
Die Mechanismen, welche die maximal erreichbaren optischen Ausgangsleistung begrenzen, können
in zwei Gruppen unterteilt werden, solche, welche die optische Leistung reversibel reduzieren und die-
jenigen, die zu irreversiblen Degradation führen. Der catastrophic optical damage (COD) gehört zur
letzteren Gruppe. Nachdem viele, die Bauelemente-Lebensdauer bei hohen optischen Leistungen be-
grenzenden Faktoren, wie die Materialqualität, überwunden worden sind, bleibt der COD als ein funda-
mentales Limit. Das Ziel der vorliegenden Arbeit besteht in der Analyse der mikroskopischen Ursachen
des COD und des Verständnisses der damit einhergehenden physikalischen Gesetzmäßigkeiten. Dies soll
zu wissensbasierten Lösungen zur Verbesserung der Bauelemente Effizienz, optischen Leistung und Zu-
verlässigkeit führen. Damit ließen sich Anwendungen erschließen, die entweder auf niedrigen Preisen
beruhen, z.B. ein Produkt für den Massenmarkt wie laserbasierte Zündkerzen, oder Systeme, welche ei-
ne gewaltige Anzahl an Pump-Lasern benötigen, wie Einrichtungen zur lasergestützten Fusion (mehrere
Millionen Laserarrays werden hierfür benötigt). Diese Einsatzfelder haben offenkundig das Potenzial
tiefgreifender Auswirkungen auf die ganze Gesellschaft.
In dieser Arbeit wird der COD zeitaufgelöst untersucht um die beteiligten Mechanismen zu identifi-
zieren. Zu diesem Zweck wird der COD mittels kurzen Pulsen bei hohen Strömen gezielt hervorgerufen.
Die Annäherung an die COD-Schwelle des jeweiligen Bauelements wird durch aufeinanderfolgende kur-
ze Einzelpulse mit sukzessiv steigenden Strömen realisiert. Dieses Verfahren wird Stufentest genannt.
Der prinzipielle Vorteil dieses Verfahrens ist die Möglichkeit den Zeitpunkt des COD-Auftretens relativ
genau vorherzubestimmen. Die Nutzung des Stufentests zielt dabei nicht nur auf die Erforschung des
gepulsten Laserbetriebs ab. Es wird in der Arbeit gezeigt, dass der Stufentest eine besondere Form der
beschleunigten Alterung darstellt und auf den gleichen Mechanismen beruht, welche auch im Dauer-




Der COD Prozess konnte zeitlich in drei Phasen unterteilt werden, die Alterung, der thermische Ru-
naway (ein sich durch positive Rückkopplung selbst verstärkender Prozess) und das Sekundärschadens-
wachstum. Die erste Phase konnte durch den Stufentest auf den Nanosekunden-Bereich reduziert werden.
Die Rolle des Laser-Lichtfelds als wichtigste Energiequelle des COD-Prozesses wurde experimentell be-
stätigt. Die genutzten thermographischen Techniken erlaubten eine in-situ Verfolgung des Defektwachs-
tums, auch wenn das Bauelement nicht, z.B. durch Öffnungen in den Metallkontakten, speziell dafür prä-
pariert wurde. Diese direkte Messung der Ausbreitung, die Modellierung des Wärmeflusses und eine kris-
tallographische Materialanalyse zeigen, dass das Material, welches von der Defekt-Front passiert wurde,
innerhalb von Nanosekunden zu substanziell tieferen Temperaturen zurückkehrt. Verschiedene experi-
mentelle Ansätze bestätigen das Vorhandensein einer Temperatur im Bereich von 1200◦C−1500◦C wäh-
rend des gesamten Degradationsprozesses. Dabei hat sich gezeigt, dass selbst wenn keine Laseremission
mehr vorliegt, die verstärkte spontane Emission ausreicht, um den fortschreitenden Degradationsprozess
mit Energie zu versorgen.
Für den Start des thermischen Runaway muss ein bestimmter Temperaturunterschied zwischen der
späteren COD-Position und dem übrigen aktiven Lasermaterial erreicht werden. Die vorliegende Arbeit
zeigt verschiedene Mechanismen auf, die zu einer solchen Situation führen können. Dabei spielen auch
physikalische Eigenschaften der verwendeten Materialsysteme und Schichtstrukturen eine entscheiden-
de Rolle. Die Positionen dieser COD-Startpunkte haben entscheidenden Einfluss auf das spätere voll-
entwickelte Schadensbild. Ein neu im Rahmen dieser Arbeit entwickeltes Modell zur Beschreibung der
räumlichen Schadensausbreitung nutzt diesen Umstand, um die Defektkinetik ex-post zu rekonstruieren.
Dies ermöglicht das Aufzeigen von Schwachstellen im Bauelement. Aus einer Analyse der Schadensaus-
breitung während der zweiten und dritten COD-Phase konnte der thermische Widerstand des Materials
als bestimmender Parameter für die Schadens-Dynamik identifiziert werden.
Experimentelle Befunde weisen darauf hin, dass der COD nicht am Quantengraben selbst beginnt, son-
dern im Bereich des Wellenleiters und der Mantelschicht. Dies ist überraschend, da die höchste Lichtin-
tensität am Quantengraben als Verstärkermedium zu erwarten ist.
Die vorliegende Arbeit stellt experimentelle Strategien zu Präparation sehr früher Defektstadien vor,
welche zukünftig dazu genutzt werden können gezielt frühe Degradationsstufen zu untersuchen. Dabei
sind vor allem Untersuchungen zur Alterung in Systemen mit externer optischer Rückkopplung ein in-
teressantes Anwendungsfeld. Dies ist eine Fragestellung, welche aufgrund der heutzutage erzielbaren
hohen optischen Leistungen für nahezu alle Diodenlaser-Systeme relevant ist, da eine Rückkopplung
durch teilweise Strahlreflexion an Strahlkombinations- und Formungs-Optiken auftritt.
vi
1 Introduction
Semiconductor diode lasers are present in almost all fields of our daily life, e.g., data storage, marking,
measuring, printing, lighting, security etc. They are the main source of laser light today, either as direct
source or as pump source in laser systems. High-power diode lasers are the most efficient man-made
structures for conversion of electrical to optical energy. Their efficiencies reach values of ≥ 73% [1, 2]
at room temperature. This leads not only to energy savings, but reduces heating by avoiding losses.
Reaching high output power levels opens up a wide variety of application fields. An important example
is the pumping of solid state lasers [3]. For this application, higher power from a pump laser emitter
results in cost and size reduction of the entire system due to a reduced number of necessary pump lasers.
Examples for the direct utilization of diode lasers with high optical output power are the use as seed
lasers, the treatment of materials as plastic welding, as well as medical and cosmetic applications.
The limiting factors for reaching higher output powers can be separated into two groups: Mechanisms
that reduce the output power in a reversible way and irreversible degradation [4, 5]. The catastrophic
optical damage (COD) belongs to the second group. After having sorted out many other factors, e.g.,
material quality, that impairs device reliability at high power levels, the COD remains as one of the
main limitations. This thesis aims at revealing the microscopic origins of the COD and understanding its
physics. This should lead to knowledge-based solutions for increasing the efficiency, output power, and
reliability. This could enable applications that either rely on low prices, e.g., a mass-market product like
laser driven spark plugs [6], or systems that need an enormous amount of pump lasers, as laser induced
fusion facilities (several million laser arrays are required) [7]. Obviously, these options could affect the
entire society.
The strategy followed in this thesis is to time-resolve the COD in order to understand the mechanisms
leading to and being involved in the process. The COD is provoked with individual short high-current
pulses. This addresses directly the pulsed operation regime, but also allows conclusions, as will be
shown, about the COD failure in continuous wave operation representing the primary operation mode.
The main advantage of the single pulse test is the possibility to trigger the start of the COD event. This
is important for all kinds of measurements with high temporal resolution.
The main benefits of the single pulse approach are a direct analysis of the defect growth kinetics as
well as the temperature transients during COD. Moreover, it makes the preparation of extremely early
defect stages possible. By stopping the degradation process at the end of the pulse, the pulse width
determines the temporal resolution of the measurement but not the technique applied to analyze the
defect. Furthermore, this approach allows to study the COD by analyzing the incorporated energies by
the control over the external parameters.
This thesis is organized as follows: After an introduction of the semiconductor diode laser and a review
of existing knowledge about the COD process in Ch. 2, the experimental techniques are presented in
Ch. 3. The analysis of the mechanisms involved in COD follows its three phases which will be introduced
at the beginning of Ch. 4. Chapter 4 is dedicated to the first phase, while Ch. 5 addressed the second, and
Ch. 6 the third. The universality of the uncovered mechanisms is verified in Ch. 7, where special device




2.1 Semiconductor Diode Lasers
2.1.1 Development of the Structure of the Semiconductor Diode Laser
The first semiconductor diode lasers (DL) have been presented in 1962 [8–11]. These structures con-
sisted of a pn-junction formed by zinc diffusion into n-type GaAs. As today’s edge-emitters, they had a
Fabry-Perot-type laser cavity. These lasers suffered from two major problems [12]: Insufficient carrier
confinement and unacceptable high optical losses. The transversal extent of the pn-junction is governed
by the sum of minority carrier diffusion lengths. Additionally the light experiences high losses when
propagating outside this gain region. The optical confinement in lateral direction was defined by the
width of the entire chip. These problems result in a high threshold current (Ith) and make continuous
wave (cw) operation of this structure impossible at room temperature.
An improved transversal carrier confinement is achieved by introducing energy barriers in the band
structure [13]. In this double heterostructure DL, a lower band gap material is surrounded by one with
a wider band gap. Figure 2.1(a) shows a schematic of the conduction band edge for Al(GaAs)-material.
This approach also avoids high optical losses by absorption by using wider band gap material, which is
transparent for the laser light. The use of AlxGa1−xAs material was favored by the almost matching lat-
tice constants of AlAs and GaAs. This allows material growth with low defect densities due to an almost
vanishing built-in strain. Room-temperature cw operation of DLs have been demonstrated employing



































































































































Figure 2.1: Schemes illustrating the various laser layer designs. The conduction band edge in transversal
direction is given for: (a) Double heterostructure. (b) Separate confinement heterostructure.
(c) QW heterostructure. As example, possible compositions of the AlGaAs-system are given.
The idea for the graph is taken from [12, 16].
This idea was developed further in order to achieve separate control of carrier and optical confinement.
Additional layers with even lower refractive index were added on both sides of the double heterostructure.
These additional layers form an optical waveguide. The resulting structure is called separate confinement
heterostructure [17]. Figure 2.1(b) schematically shows the conduction band edge for this case.
The use of molecular beam epitaxy and metalorganic chemical vapor deposition allowed for better
3
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controllable and high quality growth of the DL structures. They allow to reduce the gain region thickness
from ≈ 50nm to a quantum well (QW) of about 5−10nm [18]. A scheme of the conduction band edge
of this structure is given in Fig. 2.1(c). Structures with multiple QWs forming the gain region are used,
too.
Control of the lateral dimension was achieved by restricting the current (I) path to a narrow stripe
[19]. This principle is called gain-guiding. The gain-guided lateral emitter width is influenced by the
current spread under the contact stripe. The final width results from a gain-induced increase of the
refractive index in lateral direction and is distorted by carrier-induced anti-guiding. The latter is a result
of a decrease of the refractive index (n) in the material with increasing carrier density. This behavior is
qualitatively discussed by Bennett et al. [20]; the authors identify the relevant mechanisms that affect
n to be: (i) band-filling, resulting in the Burstein-Moss effect (detected as absorption decrease slightly
above the band gap energy due to conduction band filling), (ii) band gap shrinkage which is an effect of
the many-body interactions of electrons and holes at their band edges, and (iii) free-carrier absorption,
which is, following the Drude theory, proportional to the density of electrons and holes and to the square
of the wavelength.
These mechanisms, however, lead to an unstable lateral mode pattern in broad area (BA) emitters.
A solution for this issue was the application of an built-in lateral refractive index step in the structure.
Two methods became popular to achieve this: (i) the buried heterostructure laser, where after planar
growth of the layers an emitter stripe is formed by completely removing the active layer outside and
embedding the stripe thereafter in a material with lower n, and (ii) the ridge waveguide laser, where only
the cladding layer outside the emitter stripe is thinned after growth. This results in an effective reduction
of the refractive index in the region with thinned claddings due to compression of the optical mode in
transversal direction there.
Other material systems have been used to build DLs for other wavelength than ≈ 800nm. InGaAsP
double heterostructure lasers emitting at 650nm have been realized by Coleman et al. [21] and AlGaInP
around 670nm, also as double heterostructure, by Ikeda et al. [22]. Additionally, Yablonovitch et al.
[23] and Adams [24] came up with the idea to use a strained QW by utilizing the lattice mismatch of
the materials. Lattice mismatched materials allow a good, dislocation free growth as long as the strained
layer does not exceed a critical layer thickness, as demonstrated by Matthews and Blakeslee [25]. In this
growth regime, the lattice mismatched material accommodates to the host lattice constant and therefore
builds up an intrinsic strain. This additional design freedom allows to reach the wavelength range from
980nm to 1100nm, e.g., demonstrated by Beernink et al. [26]. The blue and ultraviolet wavelength
ranges have been accessed by the invention of DLs based on GaN by Nakamura et al. [27]. Wavelength
of 1.3 µm and the important wavelength of 1.55 µm for fibre communication systems are realized in
GaInAs on InP [28].
By further development and understanding of the growth mechanisms, other structures of the active
region became possible. An approach, presented by Arakawa et al. [29], is to use quantum dots (QD) as
the active material. Another approach is the quantum cascade laser (QCL) using intra-band transitions
for lasing. A first successful experimental realization of it was reported by Faist et al. [30] in 1994. They
realized coherent light amplification of the radiative relaxation of electrons from a higher to a lower state
within the conduction band.
Typically, a fraction of ≈ 25%− 50% of the electrical power applied to a DL is converted into heat.
Therefore, cooling of the active region is important. Especially BA lasers are packaged with their epi-
4
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taxial layers close to the heat sink (also denoted as sub-mount). Due to the common use of n-doped
substrates, the p-side of the diode is on top of the grown layer stack. If now placing the epitaxial layers
as close as possible to the heat sink, the p-side is directly attached to it. Therefore this kind of mounting
is called p-down (the vice versa situation is called p-up mounting). In case of p-down mounting, it is
common to package the laser chip with an overhang of some 10 µm with respect to the heat sink. This
is done to protect the front facet from solder material. Furthermore, the soldering techniques provide
challenges, in particular for larger devices where a mismatch of the thermal expansion coefficients is
crucial [31].
A photograph of a mounted DL is given in Fig. 2.2(a). There the GaAs/AlGaAs laser chip is mounted
p-side down on a copper sub-mount. The front facet is directed towards the reader. The n-side metal-
lization is connected by bond wires to a bond pad which is electrically insulated from the heat sink. This
geometry is shown schematically in Fig. 2.2(b). The coordinate system used in the following chapters is
also given – growth (transversal) direction: y, lateral direction: x, longitudinal direction/resonator axis:
z. The layer scheme of the separate confinement heterostructure is shown on an enlarged scale on the
right side. The epitaxial layers have a thickness of . 4 µm in total, while the entire chip has a height of













Figure 2.2: DL on sub-mount. (a) Photograph of a p-down packaged DL on a copper sub-mount. The
bottom contact (p-side) is electrically connected by the sub-mount, while the top-(n)-contact
is connected by bond wires to a bond pad. The front facet is directed towards the reader
and appears dark. (b) Scheme of the p-down packaged laser (parts are labeled accordingly).
The blue arrow indicates the direction of light emission. The layer scheme of the separate
confinement heterostructure is given at the right side. Their position is indicated in the layer
scheme by a dotted rectangle.
2.1.2 Laser Mechanisms
The majority of today’s edge emitting semiconductor DLs are based on QWs as a gain medium. There-
fore, it is worthwhile to discuss the physical properties of those structures with reduced dimensionality.
The relevant case for semiconductor DLs is the so-called type-I QW, where a lower (confining) potential
in the QW is experienced by both electrons and holes. For achieving a reduction in dimensionality from
three dimensions in the bulk semiconductor to a two dimensional confined state in a QW, its thickness
5
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must be on the order of the de Broglie wavelength λB = h/
√
2m?cE (with h: Planck’s constant, m
?
c : ef-
fective electron mass in the semiconductor; E: electron energy). This criterion is fulfilled by 5nm to
10nm thick QWs in DLs. The electrons in a QW can be treated as two-dimensional electron gas. In the
envelope function approximation, the wave function for the electron in the QW can be separated into two
contributions [32–34]:
Ψ(x,y,z) = ζ (y) ei(kxx+kzz) u(k = 0,x,y,z) (2.1.1)
with the lattice-periodic Bloch function u and the wave vector k and its components kxx and kzz. In
the x− z-plane the particle exhibits free dispersion as in the bulk case. The part of the wave function
along growth direction ζ (y) equals the particle-in-a-box-problem for kxx = kzz = 0, and the energy states
become quantized. With this wave function ansatz the possible energies of the system can be calculated
[32]:






















with the conduction band edge Ec0, the quantum-number n = 1,2,3, . . . indicating the sub-band, the
quantized energy in y-direction Ey,n, and the thickness L of the QW. The quantum confinement increases
the ground state energy by ∆E =(h̄2/(2m?c)) ·(π2/L2) compared to the bulk case, because the momentum
is increased by a decrease in spatial uncertainty following the uncertainty relation. Moreover, the excited
state energies become quantized. A similar relation holds for the holes in the valence band.
The reduction of dimensionality by the quantum confinement also impacts the density of states of the
system by reducing the available space of possible wave vectors [35]. The densities of states (ρc) for the
conduction band of bulk material, QWs, and QDs are (with the lowest energy Ec,n in sub-band n):






QW : ρ2Dc (E) =
m?c
π h̄2 L




c (E) = 0
QD : ρ0Dc (E) = δ (E−Ec,n)
(2.1.3)
Figure 2.3: Density of states for bulk material (3D), QWs (2D), and QDs (0D).
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Figure 2.3 depicts the density of states for bulk material (3D), QWs (2D), and QDs (0D) [33]. While
for the bulk material ρ3Dc gives a square root starting from Ec0, it is step like for the QWs with the bulk
ρ3Dc as limit. In case of the QDs ρ
0D
c is a Dirac-Delta function at the sub-band energies. Similar relations







v . This has been calculated for a single quasiparticle, an inclusion of Coulomb mediated
many-body effects modifies the density of states, in particular at small electron energies [36].
When studying laser transitions only the first sub-bands in both conduction (Ec,1) and valence band
(Ev,1) are of interest, caused by selection rules and occupation probability. The laser light frequency ν
is determined by the transition energy between them, i.e., hν = Ec,1−Ev,1 which is the band gap Eg
plus the confinement energies of the carriers. A quasi thermal equilibrium in the conduction and valence
bands can be assumed, caused by the fast intraband thermalization (≈ 100fs) compared to the interband
relaxation (≈ 1ns) [37]. Therefore, Fermi distributions are used to express the occupation probabilities


















with the quasi Fermi energies for electrons Ef,c and holes Ef,v, the Boltzmann constant kB, and the




ρj (hν) ( fc− fv) (2.1.5)
The transition matrix element |M (hν)|2 is almost constant for all III-V-compounds [38]. The quantum
confinement affects the gain by ρj. The Fermi inversion factor finv = fc− fv depends on the electrical
pumping. It gives a sufficient condition for achieving positive optical gain:
from finv
!
> 0 follows Ef,c−Ef,v > Ec,1−Ev,1 = hν (2.1.6)
A second lasing condition arises from the losses in the Fabry-Perot cavity. The modal gain Γg has to
compensate at least the internal (absorption) losses αi and the mirror losses αm:









with the confinement factor Γ which is the ratio between the volume of the gain medium and the volume
of the optical mode (typically ≈ 1% for DLs). Further parameters are the cavity length Lcav and the front
and rear facet reflectivities R1 and R2, respectively.
The impact of ρj on the gain spectrum is shown in Fig. 2.4. The joint density of states for bulk material
and QW are schematically shown in Fig. 2.4(a). The Fermi inversion factor on the same energy scale is
given in Fig. 2.4(b), the zero-crossing of this curve is represents the sufficient lasing condition discussed
above. Figure 2.4(c) gives a comparison of the gain curves for the bulk and QW case. There shapes are
determined by the product of ρj and finv, as demonstrated in Eq. (2.1.5). The gain spectrum of the QW
is narrower than in the bulk case and the peak gain is lower. In order to satisfy the second condition for














































Figure 2.4: Comparison of gain spectra for bulk material and QW lasers. (a) Joint density of states. (b)
Fermi inversion factor. (c) Gain. (d) Evolution of bulk material gain curve with varying
carrier injection. (e) Gain curves of the QW with varying carrier injection. The idea for (a-c)
is taken from [33].
Figures 2.4(d,e) show the evolution of the gain curves for bulk material and QW lasers with variation
of the carrier injection N. The QW lasers satisfy the lasing threshold condition earlier, caused by the
reduced density of states that has to be filled.
In QD lasers the lasing conditions are expected to be satisfied at even lower injection densities, because
of the further reduced number of states to be populated. This is true, as long as the gain material contains
only QDs of one size which have the same confinement energies. Otherwise, the Dirac-Delta peaks
shown in Fig. 2.3 are distributed over a wider energy range negating the advantages of the strong quantum
confinement.
2.1.3 High-Power Diode Lasers
In many fields of application, the optical output power of the DLs is a key parameter. Therefore, there is a
permanent demand for further increasing emission powers. The internal power density of state-of-the-art
devices amounts up to 1010 W/cm3, which is higher than in the core region of the sun. Every success in
pushing the extreme limits of technological feasibility further has an direct impact, e.g., on the size and
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efficiency of laser systems that use DLs as pump source. Two standard applications in this field are the
pumping of Nd:YAG at 808nm and erbium-doped fiber amplifiers at 980nm. For this reason, devices of
these wavelengths cover the main part of the experimental work presented in the following.
Today’s DLs are the most efficient man-made structures for converting electrical power to light with
values exceeding 73% efficiency [1, 2]. Nevertheless, the remaining supplied electrical power remains
in the device, leading to a heating of the semiconductor structure. Therefore, the achievable upper limits
of high-power DLs operation are closely connected to cooling concepts. A common strategy is the p-
down mounting to allow an efficient heat flow from the active region to the heat sink. The latter can be
passively cooled, i.e., via heat conduction, but also actively cooled via a micro-channel water cooler.
Another difference compared to low-power DLs is the gain saturation at high current injection, which
will be discussed in Sec. 3.5. Moreover, a way to extract more power from a single device is to increase
the emitter width. BA DLs are a result of this powerful concept. The main drawback from this approach
is the reduced beam quality by allowing the propagation of several lateral modes in the wide emitters.
This leads to instabilities in the beam, known as filamentation. The characterization and control of it is
still subject to on-going work. However, the maximal width of these structure has also an upper limit
to allow sufficient beam guiding. In order, to achieve an higher output power in the kW-range from one
monolithic device, arrays are formed by integrating several single emitters on one single chip. The most
widespread concept is the parallel alignment of the emitter stripes, but also coupled waveguide structures
have been tested.
Beside the decreased beam quality, high-power DLs face problems with the high internal optical load
in the device. It is reduced by application of an efficient anti-reflective coating on the out-coupling facet.
In order to maintain at the same time the high efficiency and output power level of the device, the cavity
length is increased to compensate the elevated mirror losses and the epitaxial structure is optimized for
low internal optical losses [39].
2.2 The Catastrophic Optical Damage (COD)
Failure mechanisms observed in DLs have been categorized by the time-evolution of the output power
loss during operation with constant current, see Fig. 2.5(a). This leads to three main groups, as discussed
by Jimenéz [40]:
(i) Rapid degradation is characterized by a quick decrease of the optical output power. This failure
mode indicates significant defects, e.g., cracks or large dislocation networks, already present after
device manufacturing.
(ii) Gradual degradation results in a slow output power decrease. This is a characteristic behavior for
regular operation. It includes point defect creation and defect motion through the material, both
on long time scales.
(iii) Sudden degradation, where the device shows regular operation and then experiences an almost
instantaneous power drop. This kind of degradation gets activated when reaching a threshold
condition that triggers the start of a fast degradation process.
The COD belongs to the third group. It is a sudden failure mechanism of edge-emitting DLs and occurs

































Figure 2.5: (a) Three different degradation mechanisms, categorized by the output power evolution dur-
ing operation with constant current: (i) Rapid degradation, (ii) Gradual degradation, (iii)
Sudden degradation. (b,c) The front facet of a pristine 808nm emitting DL (device A8) is
shown. While (b) gives the lasing light emission, (c) is a micro-photograph of the surface.
(d,e) The front facet is shown after COD occurred at the same device as in (b,c). (d) The laser
light emission with COD damage taken under same conditions as (b). (e) Micro-photograph
of the front facet impaired by COD.
An example is shown in Figs. 2.5(b-e). Figures 2.5(b,c) gives the situation for the pristine device – the
emission pattern of the front facet (b) and the microscope image of the facet (c). In Figs. 2.5(d,e),
the same is given for the device impaired by COD. The loss of optical power is clearly visible as dark
areas in the emission pattern (d). Furthermore, the damage at the facet is obvious in Fig. 2.5(e). The
main driving force of the COD is the optical light field, as shown by Chin et al. [41] and Bou Sanayeh
[42]. They demonstrated that the defect growth during COD follows the optical mode direction and
not, e.g., a crystal axis. Therefore, the COD is an optically driven degradation process and should
not be confused with other types of sudden degradation mechanisms such as electrical failures like the
electrostatic discharge etc.
The emission power at which COD starts is commonly called COD threshold power (PCOD). The
optical output power is related to the current I via the DL characteristics. Therefore, a COD threshold
current (ICOD) can be given. In this way, the term COD threshold is for both PCOD and ICOD.
Short after the first realization of the DL, reports were published addressing the observation of COD
by Cooper et al. [43] in 1966 and Kressel et al. [44] in 1967. In 1973 Eliseev [45] characterized it as
thermal micro-explosion. A comprehensive work, also addressing the origins of COD and its kinetics,
has been published by Henry et al. in 1979 [46]. The main findings of this study are still valid for
recent DLs: COD is jump-started by a fast thermal runaway. This process is initialized by reaching a
certain temperature at the later COD site, named critical temperature (Tcrit). The first direct experimental
verification of this has been reported by Tang et al. [47]. In later studies [48–52], the influence of
extrinsic effects was shown such as surface recombination and creation of structural defects.
The precondition for COD is an elevated local temperature. This can be caused by different heating
mechanisms. At the facets, the dominating ones are surface recombination (as demonstrated by Ziegler et
al. [53]) and surface currents (Tang et al. [54]). Moreover, the packaging with overhang, as discussed in
Sec. 2.1.1, results in an elevated front facet temperature in comparison to the bulk. This is due to the lack
of a good thermal coupling to the heat sink in this area. Yoo et al. [55] have found, that this temperature
distribution is rather the ’normal’ case. Furthermore, it explains why the facets are commonly affected by
COD. Nevertheless, defects in the interior of the cavity can also lead to a local temperature rise resulting
in a thermal runaway.
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Higher operation currents or aging induced defect creation in long term operation1 lead to a further
increase of the temperature deviation between the later COD site and the remaining bulk material. This
might be enough to reach Tcrit and to start the thermal runaway by closing a positive feedback loop.
This is characterized by a fast rise of the local temperature, which can be detected as a flash of Planck’s
radiation as shown by Ziegler et al. [56]. The feedback loops can be categorized as intrinsic or extrinsic,
even combinations of both are feasible [57, 58]:
The intrinsic loop, as described by Henry et al. [46], works as follows: The elevated temperature
causes a local shift of the band gap. Therefore, the re-absorption of laser light is increased in this
region. The result is a higher density of non-equilibrium carriers. This leads to a further temperature
increase by non-radiative recombination of these electron-hole-pairs, even if the recombination rate keeps
constant. An elevated temperature increases the re-absorption further, as will be discussed in Sec. 4.2.3,
and therefore closes the feedback loop. In the case of QW lasers, this remains still an issue, although the
modal absorption is about two orders of magnitude smaller than for the double heterostructure devices
(Tang et al. [59]). As shown by Chen et al. [49], the barrier and waveguide materials of the QW DLs are
also involved in the process. Furthermore, free carrier absorption is an additional mechanism supporting
this feedback loop.
The extrinsic feedback loop relies on the fact that an elevated temperature stimulates defect accumu-
lation and creation. This leads to an absorption of laser light via defect-related optical transitions or
to absorption by macroscopic defects. Non-radiative recombination transfers the energy from the light
field to the semiconductor lattice. This acts as additional heat source making further defect creation in-
creasingly likely. The relevance of this kind of feedback is supported by reports about a lowered COD
threshold in aged DLs [60–63]. Another evidence for this is the COD re-ignition by subsequent current
pulses, that will be discussed in detail in Secs. 5.1.2 and 6.1.1.
Much effort was invested to prevent degradation during high power operation. The facets were identi-
fied soon as one substantial bottleneck of the device structure. A major improvement was the application
of facet coatings, allowing to adjust the reflectivities of front and rear facets (for as-cleaved facets it is
about 30% determined by the refractive index change between semiconductor and air). Typically the
rear is coated highly reflective (≈ 99% reflectivity), whereas the front facet has an anti-reflection coating
(≈ 1−5% reflectivity). Common coating materials are dielectrics as Al2O3, applied in single or multi-
layers onto the facets, a comprehensive description is given by Macleod [64]. The mechanism that makes
the as-cleaved facets susceptible to COD was found to be a temperature-activated surface-chemical re-
action, as reported by Latta and Moser et al. [65–67].
In order to shift PCOD to even higher values, additional passivation of the as-cleaved facets became
important. An example is the E2-technology, involving in-vacuum cleaving of the facets and low-energy
deposition of silicon [68]. Approaches following a similar strategy use the deposition of germanium,
aluminum, or antimony [69, 70] instead. An alternative approach is the cleaving of the facets in air and
a subsequent cleaning, e.g., by ion-beam [71] or hydrogen-plasma [53] etching. This is followed by a
passivation via nitridation [72] or sulphation [73–75]. Moreover, processes as InGaP or ZnSe epitaxy are
used as well [76, 77].
1This results in an increased non-radiative recombination rate.
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Beside the improvement of facet stability, a variety of additional methods have been developed to
increase COD threshold:
• Low optical confinement structures: In this devices, the stripe width is widened in vicinity of the
facet [78, 79]. This reduces the optical power density there.
• The large optical cavity concept: The transversal confinement, i.e., the waveguide thickness, is
widened [80, 81]. The aim of this approach is the same – reduction of the optical power density at
the facet.
• The use of alternative material systems help reaching higher PCOD [82, 83]: The sensitivity to
COD varies between them, so that a proper choice, if possible at the desired wavelength, helps to
increase COD threshold.
• The application of non-injecting mirrors where the current density is reduced at the facet [51, 84–
87]: This reduces heating, e.g., by surface recombination. This structure is achieved by packaging
the chip with overhang, cf. Sec. 2.1.1. Moreover, insulating layers can be applied close to the facet
blocking the current flow there.
• In the non-absorbing mirror approach, the aim is a reduction of the modal absorption in vicinity
of the facet [78, 88–95]. Therefore, two common techniques are applied to QW lasers: (i) Ion
implantation or a thermal treatment is used to shift the laser transition to higher energies. (ii) A
tensile strained QW is used. This strain relaxes at the facet and results in a blue shift of the QW
absorption.
The result of such efforts is the state-of-the-art cw PCOD value per aperture width of 285mW/µm as
reported by Petrescu-Prahova et al. [81]. This characterizes COD as a generic mechanism related to high
power densities. After facet technology reached such a high level, COD starting at other locations, e.g.,
in the bulk, became more relevant.
Nevertheless, there is a lack of microscopic understanding of the mechanisms involved in COD. There-
fore, the approaches to avoid COD are partly developed by trial-and-error. In order to achieve a deeper




In this chapter, the experimental techniques are presented that have been employed and in part introduced
to study the COD. In the field of instrumentation, thermocamera- and streak camera-based setups are
discussed in detail. Moreover, an overview is given of the in-house characterization techniques and of
the external equipment.
3.1 Thermocamera Based Setups
The fact that COD is accompanied by a flash of Planck’s radiation (often referred to as thermal flash)
favors the use of a thermocamera. This has been demonstrated by Ziegler et al. [56]. Therefore a couple
of experiments were designed incorporating such a camera into the measurement setup.
3.1.1 Thermocamera
A major advantage of using a thermocamera, compared to a single point detector, is the additional geo-
metric information and the possibility to monitor different parts of the device in parallel. In the experi-
ments, a Thermosensorik CMT384 thermocamera was used. It is based on a HgCdTe focal plane array
with 384pixel× 288pixel of 20 µm size in square, with a pixel-pitch of 24 µm. The detector plane is
cooled down to 80K by a Stirling-cooler. The integration times can be chosen between 10 µs and 5.1ms
in steps of 10 µs. The noise equivalent temperature difference (NETD) is 20mK. This is the temperature
difference necessary to reach a signal-to-noise-ratio of one. The value given by the manufacturer is valid
for a constant signal recorded with an integration time of 1ms.
Two different objectives were used in the experiments. The standard one with a working distance
of 0.1m to infinity and the microscope objective with 2.5× magnification and a working distance of
≈ 20mm. In order to get the highest geometric resolution, the latter one was used. The resolution
obtained with the microscope objective is 8.8 µm× 8.8 µm per pixel. Notice, that the resolution in
thermography is mainly limited by the longer light wavelength, e.g., in comparison to microscopy in the
visible range. Therefore, a magnification of 2.5×, in conjunction with the given detectors’ pixel-size, is
close to the theoretical resolution limit. The depth of focus while monitoring a DL is ≈ 40 µm, as will
be shown in Sec. 6.1.2.
A second thermocamera was used for some of the experiments in collaboration with the Technical
University of Denmark. The CEDIP Titanium 560M is based on a InSb focal plane array. It has
640pixel× 512pixel with a pixel-pitch of 15 µm. In conjunction with the 2.5× microscope objective
this gives a resolution of 4.7 µm per pixel. The spectral sensitivity is in the range from 3.6 µm to 4.9 µm.
The integration times are between 3 µs and 20ms, and the NETD is 20mK. The use of this camera was
analogous to the Thermosensorik CMT384. Results obtained with the CEDIP camera will be indicated,




Figures 3.1 and 3.2 show an overview of the thermocamera-based setups. A frame synchronous output
signal is given by the thermocamera, cf. Fig. 3.3. It triggered a Stanford Research DG535 delay generator
which delivered a delayed trigger signal to the DL driver PicoLas LDP-V50-100 V3, Fig. 3.2. The DL
was directly attached to the driver in order to guarantee fast current rise times of ≤ 10ns. Excited by
the current pulse, the DL emited laser radiation and thermal radiation, Fig. 3.2. A dichroic mirror,
being transparent for thermal radiation and highly reflective for laser radiation, was used under 45◦ angle
to separate this two signals. The laser emission was directed to a fast photo-diode (PD, ThorLABS
DET10A/M, ≈ 1ns rise time); neutral-density filters (ND) were used to damp the signal if necessary.
The PD signal was recorded by a fast oscilloscope (Agilent Infiniium, 2GHz). The thermal radiation
was detected by the thermocamera. Additionally, the current passing the diode was monitored and also
recorded with the oscilloscope.
For mounting the DL, different configurations were used, as shown in Fig. 3.2(b-d). Figure 3.2(b)
shows the typical situation for monitoring the front facet, the location where COD is most likely to start.
The laser emission was pointed directly towards the thermocamera. The cooled background shield gives
an uniform thermal background which is desirable in thermography. In sub-figure 3.2(c) a configuration
is shown that allows for inspection of front facet and top side at the same time, e.g., if the device has
a window in the top-contact materialization. In order to image front and rear facet and additionally the
side of the laser cavity at once, an arrangement as shown in Fig. 3.2(d) was chosen. Here, the DL was
placed in a 90◦ gold-coated corner-mirror.
If no spatial information is needed, the thermocamera can be replaced by a single-point MCT detector.
In this case a configuration as in Fig. 3.1 was used. The laser emission and near-infrared (NIR)-signal
coming from the front facet of the laser were directed via an off-axis parabolic mirror onto point de-
tectors. Both contributions were separated by a dichroic beam-splitter. The emission power transient
was monitored by the fast PD (ThorLABS DET10A/M). The NIR emission was detected by the fast
infrared detector Judson J15D22-M204-S250U-60 that ensures together with a fast preamplifier a time
resolution of better than 100ns. Filters formed a bandpass that allows detecting the 1.5− 2.5 µm NIR
spectral range. The thermocamera was used in parallel to analyze the thermal radiation along the cavity










Figure 3.1: Scheme of setup with thermocamera for inspection of the side of the cavity and two point
detectors analyzing the radiation coming from the front facet in different spectral ranges.
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Figure 3.2: Thermocamera-based setups. (a) Overview of a typical experimental arrangement. The trig-
ger hierarchy is indicated. The area around the DL is marked by a dotted line, here different
configurations as shown in (b-d) are placed. (b) DL mounting for front facet inspection; green
arrow indicates direction of laser emission. (c) Configuration that allows for measuring the
top side of DL chip and the front facet simultaneously. (d) Placing the DL into 90◦ corner
mirror allows imaging of front facet, rear facet and the side of the cavity in parallel; red




For use as thermal detector in COD experiments, the full sensitivity range of 1.5 µm − 6 µm of the
thermocamera was limited by a filter to the 3.4 µm − 5.5 µm wavelength range. This prevented the
recording of the GaAs-substrate-related emission below 2 µm that has been characterized by Ziegler et
al. [96].
Trigger Scheme
The camera is equipped with single-pulse trigger capability. It provides a camera frame synchronous
output trigger signal, as schematically shown in Fig. 3.3(a). Due to the fact that neither the stability
of this trigger nor its relation to the camera integration window were specified by the manufacturer, an
additionally characterization was done. The details will be given in the following subsection. The frame
synchronous output, provided by the thermocamera, is a square wave signal with negative amplitude,
see Fig. 3.3(a). Its negative slope is used as time reference and set to t = 0, see dashed line in Fig. 3.3.
The image integration time tint, i.e., the time window in which the camera-sensor is sensitive to imping-
ing photons, starts with a delay that is determined to be 129.04 µs, see Fig. 3.3(b). Details about the
measurement of this delay will be given later. The delay generator DG535 is triggered by the signal at
t = 0. It provides two trigger pulses, one as trigger for the laser pulse generator (c), and another one as
reference signal (d) at t = 0 in order to trigger further devices, e.g., the oscilloscope. With the help of
these trigger-logic-signals, Fig. 3.3(a-d), the pulse generator is triggered and provides a single current
pulse (e) to the laser diode. The pulse width tPW is defined by the length of this current pulse. The delay
is chosen in a way that the laser pulse is centered in the image integration window of the thermocamera.
It would be desirable, of cause, if tint and tPW match in length and temporal position. But, due to the fact,
that the lowest given integration time of the thermocamera is 10 µs and the preferred1 pulse length for
the used single pulses is around 1 µs, this alignment provided best results.
The output power was recorded by the PD. A typical result in case of COD is shown in Fig. 3.3(f).
The time where COD occurs, i.e., the significant output power drop, is marked by a star and labeled
accordingly. The time interval from the leading edge of the pulse to the point where the power drop starts,
i.e., the COD ignition, is denoted time to COD (tCOD), see Fig. 3.3(f). The time-resolved temperature
profile of the COD site, in conjunction with the scenario shown in (f), is given in Fig. 3.3(g). The shape of
the profile will be discussed in Ch. 4. The expected temperature transient is faster as the time resolution
of the thermocamera. The recorded thermal signal is an average. If we consider only the time in which
an elevated temperature is present an effective integration time tint,eff can be given, see indicated interval
in Fig. 3.3(g).
Image Integration Window of the Thermocamera
In order to determine the camera trigger-timing and the sensitivity during a single pulse experiment,
a fast-switchable mid-infrared light-source was used, namely a quantum cascade laser (QCL). It was
emitting around 4.1 µm and provided, together with the PicoLas LDP-V 50-100 V3 pulse driver, pulses
of (18 ± 1)ns width at I = 5.6A. Details about the device are given in Ref. [34]. This short pulse was
shifted in time by the delay generator with respect to the zero time mark, cf. Fig. 3.3.
1Details will be given in Ch. 4.
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Figure 3.3: Thermocamera setup – basic timing diagram. The trigger signals (a-d) are given, labeled as
’Logic’. The ordinate represents a logic level, e.g., in case of (c,d) TTL signals. The frame
synchronous output trigger (a) is provided from the thermocamera. It has a fixed relation to
the leading edge of the image integration window (tint) (b). The delay generator DG535 is
triggered by the negative slope of (a) and provides a delayed laser trigger (c) and a delay-
free reference trigger (d). The response to the trigger signal is shown in (e-g). (e) The
current pulse delivered by the pulse generator; the ordinate gives the current. The length of
the pulse defines the pulse width (tPW). (f) The optical power output (ordinate) in case of
COD occurrence (marked by the star; after time tCOD). (g) Temporal evolution of the thermal
radiation; the ordinate gives the temperature at the COD site. The effective integration time
(tint,eff) starts with the leading edge of the current pulse. The indicated time intervals will
be discussed in the text. All graphs are aligned in time, as indicated at the bottom. The
corresponding devices are given at the right side.
For every delay interval, the single pulse emission was recorded with the thermocamera and integrated
over all pixels. Due to the short duration of the laser pulse, compared to the integration window, a
mathematical deconvolution of the data sets was proven to be unnecessary.
First, it was checked if the nominal integration times are in agreement with the real ones. The result
for four different values is given in Fig. 3.4. Beside the nominal integration times of tint,nom = 10 µs,
40 µs, and 100 µs, the camera manufacturer provides a setting called ’0 µs’. Its meaning becomes clear
in Fig. 3.4. The integration time can be set in steps of 10 µs, representing the interval between the
leading and trailing edge of the integration window. In case of tint,nom =’0 µs’, the window consists only
of leading and trailing edge without any delay in between.
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Figure 3.4: Thermocamera integration windows. Sum of thermal signal over time. The time reference is
the negative slope of the signal shown in Fig. 3.3(a). The inset shows the relation between
nominal integration time tint,nom and measured integration time tint.
By taking data for different integration times, the relation between the set value tint,nom and the real
window tint was verified to be linear, see inset in Fig. 3.4.
It is obvious, that there is a deviation from a rectangular shape of the camera integration window
around its leading edge, see Fig. 3.4 (≈ 115 µs− 130 µs). This deviation is negligible for integration
times of ≥ 10 µs. However, it is worth to take a closer look at this interval for two reasons:
• to check the temporal stability of the position of the beginning of the integration window, and
• to characterize the camera integration in case of tint,nom =’0 µs’.
Figure 3.5 shows the leading edge of the integration window on an expanded scale. In order to check the
trigger stability not only for different tint,nom values, but also for independent runs, the measurements for
tint,nom =’0’ µs and 10 µs were repeated on another day. The curves of Fig. 3.5 are labeled with ’day 1’
and ’day 2’ (the remaining curves are taken on day 1).
The result is, that the leading edge of the integration window2 is always at (129.040±0.008)µs. The
jitter of the signal of 8ns is thereby mainly caused by the laser current pulse generator. Moreover, the
full width at half maximum (FWHM) of the ’0’ µs integration window has a value of 130ns. Here, the
leading tail of the curve (< 129.04 µs) is relevant in contrast to the longer integration times. For practical
measurements, a more realistic value of 460ns is derived, considering the areas under the curve.
The problem with the use of such short integration times is the small number of photons contributing
to the signal. As long as the NETD is dominated by thermal and shot noise, it scales in accordance with
the integration time. Following this scaling, Tab. 3.1 gives an impression of the NETD-values (based on
the given value for tint = 1ms). However, these values are valid for the average temperature of the area
that is detected by one camera pixel and has to be scaled accordingly if the heat source becomes smaller.
2It is the time, where the signal reaches the half of the value of the constant plateau that starts at ≈ 129.3 µs.
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Delay time (µs) 
      '0 µs', day 1
      '0 µs', day 2
     10 µs, day 1
     10 µs, day 2
     40 µs
   100 µs
 1000 µs
Start at 129.040 µs
FWHM ('0 µs'):
      130 ns
Figure 3.5: Leading pulse edge of data as shown in Fig. 3.4 on an enlarged scale.
tint (µs) 0.46 10 40 100 1000 2000
NETD (K) ≈ 44.00 2.00 0.50 0.20 0.02 0.01
Table 3.1: NETD values for different tint.
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3.1.4 Basic Image Processing
In this subsection, two basic image processing steps for the thermal images will be introduced. An
advantage of the Thermosensorik CMT384 camera is that it records the raw count rates for each pixel
and, thus, gives complete control over the image processing. One has to take into account that the dark
level of each pixel in the array differs. This is no problem as long as the count rate has the same linear
slope independent of the zero level. However, this calls for taking a reference picture to correct for the
offset.
During each measurement campaign an image with long integration time, i.e., in the millisecond range,
is taken. This gives information about the geometry. During a long tint a contrast between different
emissivities of the materials can be detected, even if they have the same temperature. An example is
given in Fig. 3.6(a-c). Figure 3.6(a) represents an image of the raw absolute pixel counts. Figure 3.6(b)
is an image of an uniform area with constant temperature introduced between the object and the lens of
the thermocamera, taken with the same tint as used for (a). These two images were taken with a temporal
delay of just seconds. By taking the difference of (a) and (b) one gets image (c), where the discussed
individual pixel-offset is corrected. In Fig. 3.6(c) one can clearly identify the geometric structure of the
device, with the bond wires (marked by ’A’, one of the wires is additional indicated by a dashed line),
the DL chip (’B’) and the sub-mount (’C’).
The flash of Planck’s radiation that is indicative for a COD event is recorded with much shorter tint of
usually 10 µs. The detection of an emissivity contrast additional to the thermal flash is not possible under
such conditions. However, the pixel-offset has to be taken into account, too. Therefore, an image of the
unpowered device is taken immediately before the single pulse experiment. Both images were subtracted,
Figs. 3.6(d) and (e). This leads to an image that reflects temperature differences, see Fig. 3.6(f). Notice,
that also negative count rates around the zero line can appear, caused by this image subtraction.
In a last processing step, the two images, one giving the geometry [Fig. 3.6(e)], and one indicating the
position of the COD event [Fig. 3.6(f)] can be composed, as long as the device is not moved between
the image acquisitions. A threshold count-rate is chosen up to which the image (f) is set transparent,
i.e., removing the parts of the image that have not changed its temperature during the single pulse.
Afterwards, it is overlaid to the background image. In order to distinguish between the data recorded with
different tint, the background is given in grayscale, while the thermal flash is represented in colorscale,
see Fig. 3.6(g).
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Figure 3.6: Basic image processing of thermal images. As an example the direct observation of a DLs’
front facet is shown. (a) Raw image of absolute count rates of each pixel. The image is taken
with tint = 1ms. (b) Image of an uniform plane of constant temperature taken with tint = 1ms.
(c) Result of the subtraction of (b) from (a). The labeled objects are: bond wires (marked
by ’A’, one of the wires is additional indicated by a dashed line), the DL chip (’B’) and the
sub-mount (’C’). (d) Raw image taken during a COD event with tint = 10 µs. (e) Reference
image taken of the un-powered device with tint = 10 µs. (f) Result of the subtraction of (e)
from (d). (g) Composition of the images in (c) and (f). The area marked red is shown on an
enlarged scale at the right side.
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3.2 Streak Camera Based Setups
There are two reasons to use a streak camera for the present study:
• A temporal resolution of a line image in the picosecond time range, and
• continuous image-acquisition without any dead times.
The basic working principle of the camera is the following: Light enters the lateral entrance slit in
front of the streak-tube. At the cathode, it is converted by the external photoelectric effect to a number
of electrons according to light intensity. The electrons are accelerated in an electric field. They get
deflected by a time-dependent electric field perpendicular to their flight direction and perpendicular to
the lateral direction. This gives the temporal resolution while keeping the information about the lateral
position at least in one dimension. Temporally dispensed this way, the electrons enter a multi-channel
plate electron-multiplier. The resulting bunches of electrons hit a phosphor screen. The image visible on
this screen is recorded by a CCD camera.
The experiments presented in this work used the Hamamatsu C1587 streak camera (with single sweep
module M1953) to monitor the lateral intensity distribution of the lasing nearfield (NF) of the device. The
DL was mounted on a heat sink and directly attached as close as possible to the used pulse driver Picolas
LDP-V50-100 V3 to reduce the current rise time. In dependence on the width of the emitter, a microscope
objective with appropriate magnification was chosen to image the NF onto the lateral entrance slit of the
camera, see Fig. 3.7. In case of a multi-emitter device, e.g., an laser array, a simplified setup with a
single lens was chosen. Two different streak-tubes were used, a S-1 tube which is infrared-enhanced
(280 µm-1550 µm) and a S-20 one (200 µm-900 µm, higher sensitivity compared to S-1 in this range).
Figure 3.7: Scheme of the streak camera based setup.
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3.3 The Step Test Approach
The concept of a step test, used in most of the presented experiments, is explained by the flow chart
scheme shown in Fig. 3.8. The measurement is started by applying a short single pulse (in the range of
tPW = 1 µs) with current I0 to the device. This current is significantly below the COD threshold ICOD for
the used pulse length. During this single pulse experiment, the desired device data are recorded, e.g.,
a thermal image, the lasing NF and/or the integrated optical output power, and additionally the current
passing the laser is monitored. To check if there occurred any (even small) degradation, a test pulse with
I0 is applied and the data are compared to those recorded under same conditions at the beginning of the
test cycle. If a clear sign for a COD event is detected, the test can either be stopped to apply further
analysis in an early damage stage or the COD can be re-ignited by a subsequent current pulse. If no
COD has been detected, the current is increased by a small step ∆I for the next single pulse.
It is important to clarify, if the step test approach is able to address the same degradation mechanisms
as cw tests. It will be shown that this is indeed the case, based on the data analyzed in the following
chapters. Therefore, the findings which are obtained with the step test, are of practical relevance for
improving the device reliability in other operation regimes including cw. Moreover, the step test is
considered a special type of accelerated aging. This issue will be addressed in Sec. 4.1.1.
Figure 3.8: Scheme of device testing strategy denoted as step test.
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3.4 Further Analytical Techniques
Complementary to the thermo- and streak camera measurements, the following methods were applied:
• The measurement of the L-I-V curve or L-I-V characteristic of the device gives the light output
power and the voltage drop across the device in dependence on the applied current. The measure-
ment is done in the cw regime with an integrating sphere.
• A fast inspection of the facet surface of the DL was performed by using a Leica DM4000 optical
microscope. Moreover, the lasing NF (above Ith) and the electroluminescence (EL; below Ith) NF
were imaged, while switching off the external illumination.
• Inspection of the geometry and surface morphology of the COD-related defects by scanning elec-
tron microscopy (SEM) using a JEOL JSM 8400F.
• The spectrum of the DL was measured with a SPEX 1250M monochromator using a 150lines/mm
grating which gives a spectral resolution of 0.2nm. The system is equipped with a Princeton
Instruments PIMAX-2: 1003 intensified CCD camera allowing an exposure time in the range
down to 10ns.
Moreover, the following in-house techniques were used:
The photocurrent (PC) spectrum of the unbiased device was obtained using a Bruker IFS66v Fourier-
spectrometer equipped with a microscope at ambient temperature, as presented in Ref. [97]. PC gen-
eration involves two basic processes, namely absorption and electron-hole-pair generation on the one
hand side, and carrier separation (transport) on the other hand. Thus, both mechanisms are probed in a
PC measurement. This technique was used to analyze defect absorption and in this way the presence of
defects.
For measuring the laser beam-induced current (LBIC), a laser beam was used to generate electron-
hole-pairs. If they can be spatially separated by the pn-junction before they recombine, as necessary
also in PC spectroscopy, one measures a current at the contacts of the device. The wavelength of the
excitation laser can be chosen to be selective for a specific part of the device structure, e.g., the QW
itself or defects, as demonstrated by Tien et al. [98]. Signals obtained with a wavelength in the band
gap of bulk material or below the lowest quantum-confined transmission of the QW are defect related,
as demonstrated by Ropers et al. [99]. In the presented experiments, this technique was used with a
Nd:YAG laser emitting at 1064nm providing 2mW output power. The beam was focused to a spot with
a full width at half maximum (FWHM) of ≈ 4 µm. The excitation was modulated with 454Hz and the
current response was detected by a lock-in amplifier. The sample was moved by a computer-controlled
2-axis stage, so that a 2-dimensional LBIC map was generated at a fixed focus plane, e.g., the QW plane.
Micro-Raman spectroscopy was used to determine the surface temperature of the front facet region.
A SI TriVista TR 557 spectrometer was used. Typical measurement times for a single spectrum were
on the order of 100s. For excitation, a 442nm HeCd laser was used, with ≈ 800 µW focused down to
≈ 1 µm. Due to the strong absorption at this wavelength in the material, the measurement depth was
below 100nm. The temperature was determined by two approaches from the resulting Raman-spectrum:
(i) The intensity ratio of Stokes and anti-Stokes lines of the GaAs-like transverse optical phonon mode,
as shown by Epperlein et al. [100]. The temperature dependence results from the fact that the envelope
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for these peaks is given by the Bose-Einstein statistics. (ii) The phonon frequency is also determined by
the temperature dependent lattice constant. The peak position of the Stokes or anti-Stokes lines is used
as temperature measure. However, a temperature change may also result in strain of the semiconduc-
tor, which additionally changes the phonon energy. A cross check of both methods was made, because
they rely on different mechanisms. In the presented experiments, the second approach was applied and
cross-checked. Both methods need a calibration which was achieved by stabilizing the entire sample on
different temperatures and taking Raman spectra.
In cooperation with external partners, the following measurement techniques were applied:
Measurements of electron beam-induced currents (EBIC) were carried out in collaboration with the
GdS Optronlab at the Universidad de Valladolid, Spain. This method is similar to LBIC. Instead of
a laser beam, an electron beam generates the electron-hole pairs here. EBIC was performed in a field
emission scanning electron microscope (FESEM-Carl Zeiss LEO 1530), with a typical e-beam acceler-
ation voltage of 30kV, and the EBIC signal was collected with a low-noise current amplifier (FEMTO
Messtechnik GmbH model DLPCA-200). This system was used in case of p-up mounted samples with
a thin top-contact metallization of ≈ 400nm. It allowed the electron beam to well penetrate across the
metallization and the laser structure and allowed a sufficient electron-hole-generation at the position of
the pn-junction to image the defective region. If the pn-junction is impaired, the carrier pair cannot be
separated at this location. Therefore, no EBIC signal is obtained and the EBIC map shows a dark re-
gion at this location. The spatial resolution in the QW plane was analyzed with the help of the software
CASINO (Version 2.4.8; Ref. [101]) and estimated to be 1.3 µm (width of Gaussian fit to distribution of
deposed energy in QW plane).
In order to image defect regions, a number of samples were opened and investigated by plane view
cathodoluminescence (CL). This work was done at the Ferdinand-Braun-Institut für Höchstfrequenztech-
nik Berlin, Germany. During the preparation, the top-contact of the p-down mounted samples and partly
the GaAs substrate were removed by mechanical grinding. The remaining substrate was removed by
selective etching. The prepared sample was introduced into a SEM system and cooled down to 80K.
The QW plane of the sample was mapped by an electron beam with an acceleration voltage of 20kV and
a beam current of 10nA. The light that is produced by radiative recombination of electron-hole-pairs
forms the detected CL signal. Areas of non-radiative recombination appear dark in the obtained CL map,
indicating regions where the QW is damaged.
A similar sample preparation as used for CL was done at the Fraunhofer Institut für Angewandte Fest-
körperphysik Freiburg, Germany. These samples were inspected by micro-photoluminescence (µPL)
mapping3 while exciting the QW luminescence, details are given by Baeumler et al. [102]. The optical
excitation energy was above the lowest QW transition. In the defect free case, radiative recombination
is likely and the emitted light is detected. In case of the presence of defect levels (impaired QW), non-
radiative recombination dominates and the detected photoluminescence-light-intensity at this positions
is reduced.
3This means a pointwise measurement which eventually forms the image.
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Defect analysis with high resolution microscopy was performed in collaboration with the EMPA Swiss
Federal Laboratories for Materials Science and Technology in Dübendorf, Switzerland and the Inter-
disziplinäres Zentrum für Materialwissenschaften at the Martin-Luther-Universität Halle-Wittenberg,
Germany. In order to allow defect inspection, the devices were prepared in cross section by focused ion
beam (FIB) preparation. Details about this preparation technique are given by Wirth [103]. A FEI Strata
235 Dual Beam Ga-FIB was used. This system consists of a SEM operating at a maximum of 30kV and
a Ga-FIB operating at 30kV. The two columns are combined in a cross angle of 52◦. The SEM allows
for non-destructive inspection during the FIB cut.
High resolution images were taken by an ORION Helium Ion Microscope from Carl Zeiss (henceforth
referred to as ’He-microscope’) at cross-sections prepared by FIB. The resolution improvement of this
technique compared to SEM is discussed by Ramachandra et al. [104]. The imaging process is com-
parable to that in a SEM, the detected signal consists of secondary electrons excited from the material.
The advantage of using ions to release the secondary electrons is the higher rate of energy transfer which
results in the secondary electron generation close to the point where the ions hit the material. Moreover,
the cleaning and inspection of the cross section is done in-situ during the image acquisition by the ions.
The He-microscope used for the present study is based on a He FIB and was operated with a beam current
of 0.5pA at 30kV.
For transmission electron microscopy (TEM), a lamella of the defective region was prepared and
thinned by FIB. For investigations in diffraction contrast, a JEM 4000 FX was used at an acceleration
voltage of 200kV. As overview of the defect, bright field images in multiple-beam orientation were
recorded. The high-resolution TEM investigations were carried out using a JEM 4010 at an acceleration
voltage of 400kV. Energy dispersive X-ray (EDX) analysis were performed on a JEM 2200FS operating
at 200kV in scanning TEM mode.
3.5 Samples
Basic properties of the DL samples studied are given in Tab. 3.2, such as the emission wavelength λc,
the material system of the QW, the geometry of the emitter stripe, Ith, and the slope efficiency ηd.
The DLs of batches A,B,F,G,H, and K are packed p-down, the remaining batches are processed with
p-up packaging. The emitters have an anti-reflective front facet coating (≈ 1− 5% reflectivity) and a
high-reflective rear-facet coating (≈ 99%), except of batches F and K which are uncoated. The active
region of batch D is formed by a double-QW, the remaining QW DLs are based on a single-QW.
A special sample set is formed by the devices of batches C, D, and E. Figure 3.9 depicts the epitaxial
layer sequences. Two structures C and D have an Al-free active region with GaInAsP barriers. Structures
C and E contain a symmetric GaInAsP single QW, whereas structure D has an asymmetric GaInAs double
QW. In all devices the claddings are made of AlGaAs, in the case of the double QW the Al content on
each side of the QW differs to push the mode apart from p-type material. The facets of all devices
are treated in exactly the same manner and the same mounting technology is used to guarantee highest-
possible comparability. Therefore, this sample set is suitable for comparing different device architectures




Batch λc (nm) Material Width Length Ith (A) ηd (W/A) Ref.
A 808 GaAs/AlGaAs 50 1400 0.21±0.01 1.19±0.01 [105]
B 980 GaInAs/AlGaAs 100 1400 0.224±0.003 1.16±0.01
C 975 GaInAs/GaInAsP 100 2000 0.29±0.01 0.59±0.01 [106]
D 975 GaInAs/GaInAsP 100 2000 0.56±0.01 0.60±0.01 [106]
E 975 GaInAs/AlGaAs 100 2000 0.26±0.01 0.62±0.01 [106]
F 780 GaAsP/GaInP 100 2000 0.88±0.02 0.45±0.02
G 650 InGaP/AlGaInP 100 1200 0.42±0.06 0.95±0.05 [107]
H 808 InGaP/AlGaAs 19×100∗ 1500 5.6±0.1 1.1±0.1 [108]
J 980 InGaAs/AlGaAs 3 to 8∗∗ 3900 0.075±0.005 0.94±0.01 [109]
K 724 InP/(Al)GaInP QD 100 1500 2.7±0.5 – [110]
Table 3.2: Basic properties of the used DLs (λc: emission wavelength; Ith: threshold current; ηd: slope
efficiency). ∗ Laser array with 19 emitters and a pitch of 500 µm. ∗∗ Tapered ridge wave-
















Figure 3.9: Layer schemes of the investigated structures C,D, and E.
All these devices were pre-characterized by measuring the L-I-V curves and inspecting the facets under
the light microscope. During the step test, one additionally obtains the pulsed L-I curves describing the
DL behavior at power levels reachable in pulse operation only. An example from batch A is shown in
Fig. 3.10 (device A14).
At this point it is worthwhile to address the mechanisms that lead to the output power saturation, which
is typical for the pulsed L-I curves, such as the one in Fig. 3.10. A detailed discussion of the physical
mechanisms is given by Wenzel et al. [5] and Wang et al. [111]. For cw operation, they identify the
ohmic heating of the active region, which consumes about 25% (around Ith) up to more than 50% (for
I Ith) of the electric energy used to drive the device, as origin for the power saturation. Additionally,
carrier leakage over the potential barrier formed by the hetero-structure is identified to be a limiting
factor by Pietrzak et al. [112]. The ohmic heating is mostly excluded by operating the device with short
current pulses in the nanosecond to microsecond range.
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Figure 3.10: Pulsed L-I curve of batch A (device A14); single pulses with tPW = 1 µs. The line represents
a logarithmic fit to the data.
Under pulsed operation, saturation can be observed also at higher output powers compared to cw
(Fig. 3.10). For this operation regime, a main limitation is given by the finite carrier capture time from
waveguide to active region, according to Slipchenko et al. [113]. They have shown that this is mainly a
problem of the finite intraband relaxation time. This leads to an accumulation of charge carriers at higher
energies, making their escape from the hetero-barrier more likely. Furthermore, the longitudinal spatial
hole-burning results in a reduced gain, which is a result of the standing wave in the resonator reducing
the carrier concentration particularly around their maxima. As measured by Rinner et al. [114], the
longitudinal spatial hole-burning affects also the carrier concentration in a way that it is reduced near the
anti-reflective coated front facet and enhanced near the high-reflective rear facet. The effect of the inho-
mogeneous carrier concentration along the laser stripe will be discussed in Sec. 4.2.4. Moreover, at high
bias operation, higher order transversal (y-direction) modes can appear leading to a higher absorption by
shifting the intensity maxima towards the edge of the waveguide. Additionally, lateral anti-waveguiding
effects due to the lateral carrier concentration profile [and therefore a change of the refractive index (n)]
have influence on the optical output power, as discussed by Crump et al. [115].
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In order to outline the COD kinetics, the process is sub-divided into three phases [58]:
(i) During the first phase, the future COD site heats up and eventually reaches Tcrit. This is achieved
by long time aging (on the time scale of up to years) or by an accelerated aging using high current
single pulses. The latter reduces the duration of the first phase to a couple of nanoseconds.
(ii) The thermal runaway is the second phase. It involves the fast temperature rise by closing the
positive feedback loops. A small volume is heated up to the materials’ melting point. The further
defect extension starts after this initial defect site has been created.
(iii) In the third phase, the defect site develops to macroscopic size. Its further growth is fed by energy
from the light field.
The temperature dynamics are shown in Fig. 4.1 for these three phases. Furthermore, the typical duration
of each phase is given. These phases will be discussed in detail in the following chapters. In this way,
the analysis of COD follows its temporal dynamics.
Figure 4.1: COD Phases. The temperature evolution is shown during the three COD phases. The typical
duration of each phase is given. The values for Tcrit and Tmax will be discussed in the following
chapters.
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4.1 Experimental Results
4.1.1 Spatially Integrated Transient Data and Thermography
A crucial point in COD experiments is the detection of the event itself. Since COD is related to a
drop in optical output power and a flash of Planck’s radiation, a thermocamera and in parallel a fast
PD monitoring the integrated output power are used to detect the COD event. Results are presented in
Fig. 4.2. In these experiments, a simplified version of the step test approach was used [116, 117]. The
current I0 was above ICOD for the given tPW, i.e., the step test scheme is reduced to a single pulse [116].
Results for devices A14-A17 of batch A are shown. The first (left) column, sub-figures 4.2(a,e,i), gives the
situation where no COD occurs, i.e., I < ICOD. The remaining columns represent cases where I > ICOD.
The first row, Figs. 4.2(a-d), gives current traces for the devices. They verify a sufficiently short current
rise time, i.e., the current reached its designated level before COD sets in. Furthermore, the current keeps
at this level without showing any features like dips or peaks.
The second row, Figs. 4.2(e-h), gives the transients of the PD during the pulse. While no power drop
is visible in Fig. 4.2(e), clearly visible ones in (f)-(h) indicate the sudden device degradation by COD,




















































































Figure 4.2: Results obtained in single pulse experiments with devices of batch A [A14(a), A15(b), A16(c),
A17(d)]. (a)-(d) DL current as function of time. (e)-(h) Optical output power as function of
time. The onset of COD at tCOD is marked by arrows. (i)-(l) Thermal images recorded during
the single pulses. The magnitude of the thermal signal is given in counts. Notice, that the
three figures in each column belong to the same single pulse experiment and device, e.g.,




The third row, Figs. 4.2(i-l), gives thermal images (CEDIP thermocamera, tint = 8 µs, tint,eff ≈ 4 µs) of
the region around the front facet. Thermal backgrounds, recorded before the pulse was applied, have been
subtracted. The detection of a thermal flash and the sudden drop in optical output power are correlated
one-to-one. Furthermore, an inspection of the front facet by optical microscopy after these experiments
confirms this behavior, by revealing surface damage typical for COD.
This approach allows to determine the time when the thermal runaway, the second phase of COD, starts
and makes it possible to categorize experimental findings following the scheme of the three phases.
As discussed, the occurrence of COD is closely connected to the presence of a high temperature seen
as signal detected by the thermocamera. Therefore, it is straightforward to investigate the dependence
of the COD threshold on the heat sink temperature (Ths). Devices from batch A were investigated using
the step test approach with tPW = 1 µs and ∆I = 0.5A. The COD was detected by the power drop during
the pulse and in the test pulse. Furthermore, a local drop of the lasing NF amplitude was detected with
a streak camera based setup. Ths is thermo-electrically stabilized to values between (20.0± 0.2)◦C and
(101.6±0.2)◦C (in particular: device A18 at 20.0◦C, A19 at 40.5◦C, A20 at 60.5◦C, A21 at 101.6◦C).
The result is shown in Fig. 4.3, where the average optical output power during the pulse is plotted
versus the driving current. The one-by-one correlation of power drop and device degradation by COD is
confirmed by the evaluation of the NF data. This data will be discussed in detail in Ch. 5. Here, however,
the COD threshold is of interest for investigating the influence of Ths during device aging. For clarity,
the respective ICOD values are indicated by vertical dashed lines. Comparable results have been obtained
for red emitting lasers (λc ≈ 650nm) under cw conditions by Bou Sanayeh et al. [107]. Obviously,
the optical output power is significantly reduced for temperatures above ambient temperature at a fixed
current and ICOD increases with the heat sink temperature.
























Figure 4.3: Optical output power evolution during step tests for different values of Ths (device A18 at
Ths = 20.0◦C, A19 at 40.5◦C, A20 at 60.5◦C, A21 at 101.6◦C, and all with tPW = 1 µs). The
respective ICOD values are indicated by dashed vertical lines.
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4.1.2 Spatially and Temporally Resolved Data
In order to temporally and spatially resolve the NF in the picosecond time range, the streak camera setup
was chosen [118–120]. As an example for a typical gain-guided device structure, devices from batch
A were used. The NF was imaged by a 25× microscope objective to the horizontal entrance slit of the
streak camera system. In an updated version of the setup, an optical microscope with 50× objective was
used. The experiments followed the step test approach. A tPW value of either 300ns or 1000ns was used.
The starting current was I0 = 2A and the current step ∆I = 0.5A. The currents were kept below COD
threshold. The situation where ICOD was reached will be addressed separately in Ch. 5.
Figure 4.4 shows the NF evolution during 300ns long single pulses for device A1. The behavior is
typical for the investigated batch of devices and also found in reference samples which are purely gain-
guided, but emit at λc = 975nm. The data for three different driving currents are shown in the three rows
of Fig. 4.4. These currents are I = 6.0A (representing approx. 29× the threshold current value), 7.5A
(≈ 36× Ith), and 8.5A (≈ 41× Ith).
Figure 4.4: NF evolution of device A1 during 300ns long single pulses. The actual currents for each
row are given at the right side. The left column gives overviews over the entire pulse, while
the other images show the NF on an enlarged temporal scale at the positions indicated by
dashed lines and letters. The heat sink temperature was always thermo-electrically stabilized




The sub-figures in the left column give overviews over the entire 300ns long single pulses with a
temporal resolution of≈ 680ps per camera pixel. The behavior of subsequent pulses is well reproducible,
so that images inside these pulses were taken on an expanded time scale. These images are shown in
the remaining columns of Fig. 4.4. Their temporal resolution is ≈ 18ps per camera pixel. The temporal
position in the 300ns pulses – shown as overview on the left side – is indicated by the dashed lines and
the specific letters. The changes of the NF pattern and the decreasing overall NF width with increasing
time and current are obvious. Closer to the leading pulse edge and especially for lower I, the NF patterns
show distinctive spikes of higher intensity. In contrast, images recorded at later times and with higher
current feature a stripe like pattern oriented along the time axis.
NFs of device A1 at different times are shown in Fig. 4.5. Lateral cuts through the emission are given
at I = 8.5A, as shown in the bottom row of Fig. 4.4. The area under these curves is proportional to
the optical output power of the DL. Results for this integration at different times along the pulse are
summarized in the inset. The value stays almost constant although the NF pattern and width change
significantly. If one compares this finding with spatially integrated measurements of the output power,
the same result is obtained.




































Figure 4.5: Lateral NF cuts of device A1, averaged over ≈ 8ns around the indicated time in a 300ns
pulse at I = 8.5A. The inset gives the areas under the curves at different times. Ths was
thermo-electrically stabilized to (23.0±0.2)◦C.
A second example for this behavior is given in Fig. 4.6, showing data from device A2. Figure 4.6(a)
gives an overview of the NF of device A2 during the entire 1 µs single pulse at I = 4.5A. The decrease
of the overall NF width saturates around 800ns at a constant width, this approves the use of 300ns long
pulses in order to get a sufficient temporal resolution in the region of fastest NF dynamics. As for device
A1, cuts were taken along x at different times. They are presented in Fig. 4.6(b). This example is slightly
different from the first one – which represents the majority of the batch. It shows a reduced intensity of
laser emission at the left side (between 0 µm and 25 µm) during the first 300ns of the pulse. Figure 4.6(c)
verifies that the optical output power remains constant during the pulse in this case, too. The data points
represent the area under the cuts, as in Fig. 4.5(inset). At this point, it is worthwhile to combine the main
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Figure 4.6: (a) NF evolution of device A2 during a 1 µs long pulse at I = 4.5A. (b) Cuts through the NF
shown in sub-figure (a) at the given times (averaged over 8ns). The temporal positions are
additionally indicated in (a) by dashed lines. (c) Integrated area under curves as shown in
sub-figure (b). Ths was thermo-electrically stabilized to (23.0±0.2)◦C.
aspects of the preceding investigations. This means to address the question, how does Ths influences the
lasing NF. Therefore, the NF measurements with different currents were repeated, but additionally Ths
was varied. Figure 4.7 shows lasing NFs of the entire pulses of device A18 with tPW = 1 µs at currents
between I = 3.0A and 7.5A and Ths = 20.0◦C. The NF for I = 3.0A in Fig. 4.7(a) exhibits almost
no decrease in its overall width. For higher currents as in Figs. 4.7(b-d) with 4.0A, 5.0A, and 7.5A,
respectively, the decrease of the NF width becomes obvious and also saturates at certain times; cf. also
Fig. 4.6(a). The temporal position, where this period of constant width sets in, is marked by the dashed
red line in Figs. 4.7(b-d) at t ≈ 980ns, 470ns, and 260ns, respectively.
Figure 4.7: Lasing NFs of device A18 covering the entire pulse width of 1 µs length. The current is varied
for the individual pulses, i.e., I = 3.0A(a), I = 4.0A(b), I = 5.0A(c), and I = 7.5A(d). The
horizontal dashed red lines in (b-d) give the temporal position where the decrease of the NF
width saturates. Ths was thermo-electrically stabilized to (20.0±0.2)◦C.
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Figure 4.8 shows the results obtained with the same setup for two different currents [I = 5.0A for (a-c)
and I = 7.5A for (d-f)]. Furthermore, three different values for Ths are applied, i.e., 20.0◦C [device A18;
Figs. 4.8(a,d)], 60.5◦C [device A20; Figs. 4.8(b,e)], and 121.1◦C [device A22; Figs. 4.8(c,f)]. The details
of the NF pattern differs slightly due to the fact that different devices were used. The dashed red lines,
however, give the temporal position where the NF width saturates. The remarkable finding is that this
time is almost independent from Ths.
Figure 4.8: Lasing NFs are shown of devices A18 (a,d), A20 (b,e), and A22 (c,f) with Ths = 20.0◦C,
60.5◦C, and 121.1◦C, respectively. The entire pulse width of 1 µs length is shown. The
NFs at two different current settings are given, i.e., I = 5.0A(a-c) and I = 7.5A(d-f). The
horizontal dashed red lines indicate the temporal position where the decrease of the NF width
saturates.
4.1.3 Active Layer Temperature Transient
In order to determine the temperature transient of the active region during the current pulse, two indepen-
dent methods were used. This allows for a cross-check of the results. The two temperature-dependent
parameters that were monitored are:
• the spectral shift of the laser emission and
• the drop in optical output power.
The first method – the spectral shift – will be explained in the following. It is a result of the reduction of
energy of the lowest QW confined transition due the band gap shrinkage with increasing temperatures.
This behavior can be calculated following Allen and Cardona [121]. They take into account two main
influences. One is the thermal expansion of the lattice which changes the lattice constant and therefore
the energy gap. The second major contribution arises from electron-phonon interaction. The latter con-
tribution consists of two effects which have typically opposite signs, i.e., a Debye-Waller term describing
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the coherent electron scattering and a self energy term depending on atom displacement. Lourenço et
al. [122] have shown that the consideration of these contributions is sufficient, even in the case of QWs.
This is valid as long as the band gap shift in barrier and QW is almost similar, otherwise one has to
consider the varied barrier height additionally, as discussed by Olkhovets et al. [123]. This ansatz is
in need of fitting parameters from the experiment. In contrast, a first-principle study based on density
functional theory calculation is possible as demonstrated by Liu et al. [124]. This approach, however,
is only feasible for bulk material. The mean active region temperature transient can be determined by
measuring the wavelength shift of the laser emission during a laser pulse. A calibration is, however,
necessary to link both quantities.
Spectra of the laser emission of device A3 each averaged over 10ns were recorded along the 1 µs long
laser pulse. The single spectra were recorded during successive pulses with a repetition rate of 1Hz, to
allow the DL to cool down to the heat sink temperature of (23.0±0.2)◦C. Each subsequent spectrum
was recorded at a time shifted 10ns towards the trailing edge of the pulse. Figure 4.9(a) shows the result
in case of the pulse current fixed to I = 7.0A.
Figure 4.9: (a) Composition of measured spectra for device A3 each averaged over 10ns at Ths = 23.0◦C.
The spectra are recorded during successive pulses and each subsequent spectrum 10ns later
in the 1 µs long laser pulse, than the previous one. (b) Spectra for calibration, the entire
laser structure is thermo-electrically heated to the given temperature. The emission intensity
is color encoded in (a) and (b) from high intensity (red) to low intensity (blue). (c) The
evaluation of the series of spectra shown in (b) gives an calibration between wavelength shift
and average active region temperature. (d) Summarized results for the average active region
temperature rise at Ths = 23.0◦C as the result of the evaluation of measurements as shown in
(a) for different currents. The curve for I = 10A is extrapolated.
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In order to extract the average active region temperature from this measured shift of the emission
wavelength, a calibration is necessary. It was done by heating the entire structure to a specific temperature
and recording a spectrum as close as possible to the leading edge of the laser pulse. This avoids active
region heating additional to the one applied externally. In the actual case, the spectra were taken 20ns
after the leading pulse edge with an exposure time of 20ns. An overview of the calibration spectra is
given in Fig. 4.9(b). The extracted relation between wavelength of the emission peak and temperature
is shown in Fig. 4.9(c). A linear fit of the data leads to a temperature rise per wavelength shift of
(3.89±0.03) K/nm. Using this and data as shown in Fig. 4.9(a), the time-resolved average active region
temperature rise for different currents can be determined. The result of such an analysis is shown in
Fig. 4.9(d), for I = 1.6A, 6.0A, and 7.0A. The curve for 10A is extrapolated. This current represents
the typical ICOD value of batch A for the used tPW.
The second method to determine the average active region temperature is related to the decrease of
optical output power with increasing temperature. The L-I curves, as given in Fig. 4.10(a), show a
decrease of the output power with time. A comparison of this power loss with L-I curves measured
at different temperatures between 20◦C and 50◦C [Fig. 4.10(b)] allows for an estimate of the average
temperature increase of the active region. The power drop in case of the investigated laser batch is rather
small, cf. inset in Fig. 4.5 and Fig. 4.6(c). However, the collection of power traces recorded during the
step tests, e.g., Fig. 4.10(a), allows an analysis by being sensitive to small deviations in the signal. The
resulting average active region temperature increase in dependence on the drop in optical output power
is given in Fig. 4.10(c).
Evaluating this for a pulse of I = 10A after 1 µs, the result is a temperature increase of ∆T =
(27±6) K. Comparing this with Fig. 4.9(d), which reveals ∆T ≈ 26K for the same current and time,
gives a good agreement of the results of both independent methods and verifies the identified tempera-
tures.
Figure 4.10: Determination of the average active region temperature from the change in optical output
power during the single pulses for device batch A. (a) The temporal evolution of optical
output power of successive single pulses during a step test (device A23). The used currents
ranging from I = 1.6A in ∆I = 0.5A steps to I = 9.6A from bottom to top trace. The power
reduction with ongoing time is visible for higher currents. (b) Temperature dependent L-I
curve measurement (device A24). (c) Result of evaluation of the power drop shown in (a)
with help of temperature dependent L-I curve (b). The curve gives the average active region
temperature rise in dependence of the normalized drop in optical output power (compared
to the peak power value that equals 1.0) for an ambient temperature of 23◦C.
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Figure 4.11: (a) Summarized results for the average active region temperature rise at Ths =(23.0±0.2)◦C
as the result of spectral shift measurements as shown in Fig. 4.9 for different currents for
device batch B (measured at device B1). The curves for I ≤ 12.1A are extrapolated. The
red dots show the positions where the peculiarities, indicated in (b), took place. (b) Optical
output power transients measured for device B2 for different currents. The pulse length was
tPW = 1 µs. The red arrows indicate the presence of kinks in the transients.
After having verified the applicability of both methods, the first – spectral shift analysis – was chosen
for further investigation of devices with another emission wavelength. Figure 4.11(a) shows the active
region temperature rise measured for devices of batch B (λc = 980nm) for a pulse of 1 µs length at
different currents. The transients for 6.1A to 12.1A are extrapolated from the measured data (15.1A
to 25.1A). Figure 4.11(b) gives the integral optical output power transients for device B2 for different
currents [color scheme is the same as for the extrapolated curves in Fig. 4.11(a)]. These transients show
a clearly visible kink, indicated by the red arrows in Fig. 4.11(b). This temporal position shifts towards
shorter times with increasing current. Taking into account the current and time at which the kink occurs,
the temperature can be estimated at which this peculiarity appears from Fig. 4.11(a). There, the respective
values are indicated by red dots. Obviously, the identified temperature rises are all around 9K.
4.1.4 Influence of the Material System
Up to now, all samples experienced a COD that starts exclusively from the front facet. However, scenarios
with a COD starting at other location are likely, too. Here, three batches of DLs (C,D,E) with different
active regions, but the same emission wavelength, coating and mounting – produced at the same facility
– are compared [106, 125]. A brief summary is given in Tab. 4.1, including average values for Ith, ηd,
and calculated optical mode widths (in growth direction).
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Device batch C D E
Waveguide material Al-free Al-free Al-containing
Number of QWs 1 2 1
Effective mode width ( µm) 0.82 1.47 0.66
Ith (mA) 380 720 310
η (W/A) 0.93 0.98 0.92
PCOD (W) 25 45 20
Front facet COD (quantity) 0 1 2
COD at both sides (quantity) 0 1 2
Rear facet COD (quantity) 3 2 0
No COD at any facet (quantity) 1 0 0
Table 4.1: Average data describing performance and COD behavior of 12 devices from 3 batches.
For a study of the influence of the device architecture on COD, 12 devices out of a total of 27 are
subjected to step tests. The thermocamera-based setup with the device in a corner mirror was used.
This makes the inspection of both laser facets in parallel possible and allows detecting a COD event by
recording its thermal signature. The step test was started at I0 = 2A and continued with current steps of
∆I = 1A, tPW was fixed to 1 µs.
Table 4.1 compiles PCOD values and damage locations for the 12 devices tested. The devices of batch
C are demaged, in the cases where the COD site have been located, exclusively at the rear facet. The
other Al-free structure D shows COD starting sites at front and rear facet and additionally combinations,
i.e., COD at both facets. The only DLs that exhibit no exclusive rear facet COD in this study stem from









Figure 4.12: Scanning electron micrographs of typical front (a,b) and rear (c,d) facet damages. Device
E2 is shown in (a), device E3 in (b), device D1 in (c), and device D2 in (d). Notice that the
appearance of the damage pattern do not dependent on the device batch.
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The appearance of the damage pattern at front and rear is very much different, but does not differ
for the three batches. A front facet COD creates an extrusion underneath the almost undamaged facet
coating; see Figs. 4.12(a) and (b). In contrast, rear facet COD leaves obviously thermally damaged facet
coating material; see Figs. 4.12(c) and (d).
4.2 Discussion of First Phase Results
4.2.1 The Time to COD
The recorded optical output power transients allow for determination of tCOD by the presence of a signifi-
cant drop, see Figs. 4.2(f-h). Moreover, the smooth current characteristics indicate that there is no change
in the electrical properties during COD. The latter is reported, e.g., for single pulse COD experiments by
Elliott et al. [126], who found kinks in the current traces of uncoated devices when COD sets in.
The detection of a thermal signal, as shown in Figs. 4.2(j-l), serves as a proof of COD occurrence.
It has been checked that there is a one-to-one correspondence between a high thermal signal, clearly
distinguishable from the background, and a fast output power drop. The relation of the external damage
pattern to the data in Fig. 4.2, will be addressed in Sec. 5.1.2. Furthermore, the determination of the
temperature of the process from images like Figs. 4.2(j-l) is discussed in Sec. 5.2.2.
In the following the time prior to COD, i.e., the aging phase, is discussed. It is obvious that for higher
ICOD the values for tCOD become smaller, cf. Fig. 4.2. Figure 4.13 gives the experimental relation between
the two. In this diagram, the data of provoked COD events (full circles) are complimented by data where
no COD occurs (open circles), i.e., I < ICOD or P < PCOD. In the latter case, the pulse width tPW is taken
instead of tCOD. The two abscissas, current and average optical power before COD, are connected via
the L-I curve for the pulsed high-current regime of this laser batch. Two regions, with and without COD
occurrence, can be identified [116]. The border line between the two is somewhat blurred, because of the
fluctuations of device properties (coating homogeneity, growth-related point defects, deviations in the
mounting process etc.), even within the batch. That is why, the COD threshold is not sharp but follows
a certain distribution. The ’square root law’ empirically discovered by Eliseev [45] and Kappeler et al.
[127] for devices with lower emission powers is indicated as dashed line in Fig. 4.13. They took the
solution for the three-dimensional heat conduction equation of a point heat source [128] and integrated it
over the facet area. The heat spread is calculated for a semi-infinite solid, its thermal properties depend
only on temperature. They yield a relation between the maximal heat flux qmax necessary to melt a
portion of the laser facet and the needed time tCOD. For short pulses, i.e., when the heat dissipation is
small compared to the size of the heat source, they found a square-root-like behavior qmax ∝ 1/
√
tCOD and
demonstrated that the calculated heat flow linearly depends on the optical output power, i.e, qmax ∝ PCOD
at COD ignition. This characteristic is confirmed by the data obtained for batch A in the short-pulse-
length region, i.e., where heat dissipation from the defect site is indeed negligible. The graph clarifies
that the specification of an ICOD value for a device requires information about the corresponding tPW.
Figure 4.13 gives the maximal achievable optical output power for a given tPW. It demonstrates, that the
limits can be pushed to higher currents in pulsed mode operation, while the border line approaches the
cw case on the left side (lower output power).
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Figure 4.13: Pulse width tPW (in case of no COD detection, open circles) or tCOD (if COD occurred, full
circles) plotted versus the average optical output power in the pulse or before COD, respec-
tively. The diagram shows the regions of COD (red background) and no COD (blue) for
device batch A. The gray borderline is blurred because of the scatter in devices properties.
The dashed line represents the ’square-root law’ that has been reported for devices with
lower emission powers [45, 127].
This allows to perform experiments focused on a particular point in the temporal evolution of COD
and therefore to address a phase of COD explicitly. Shorter tCOD values at higher emission power levels
indicate an optically induced defect process. Moreover, knowledge about this functional relationship
enables analysis where the heating of the active region can be adjusted by varying tPW and I along the
border line. The aspect of temperature contributions, however, will be discussed in detail in Sec. 4.2.3.
The data presented in Fig. 4.13 can also be displayed in an Arrhenius plot, Fig. 4.14. This is possible,
if the temperature for activating the thermal runaway is assumed to be proportional to the actual optical
power when it starts. Moser and Latta [67] proved that this is valid for the investigation of DLs. There-
fore, the value of PCOD per facet width (PCOD/µm) is used as equivalent to temperature. A straight line
in an Arrhenius plot is typical for thermally activated mechanisms [129]. A similar dependence has been
found by Moser et al. [65–67] in long term cw experiments. This indicates that both processes, single
pulse high-current excitation and long term cw tests, are thermally activated. This is one experimental
argument, why the step test approach is considered as special type of accelerated aging without changing
the principal degradation mode.
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Figure 4.14: Arrhenius plot of data from batch A.
4.2.2 Beam Properties en route to COD
The lasing NF of a DL is influenced by different mechanisms. Following an analysis by Crump et al.
[115], the most important are: (i) Lateral waveguiding structures introduced during the device processing,
e.g., the processing of ridge structures by introducing a step in the lateral refractive index (n) profile in
the material. (ii) The current flow through the device builds up a non-uniform temperature profile by
ohmic losses. This causes a temperature-induced change of n. The heat diffusion forms a lens-like n(x)-
profile. Therefore, this effect, as described for example by Nash [130], Andrews [131], and Bawamia
et al. [132], is widely known as thermal lensing. (iii) Current spreading can result in a lateral gain
profile that can lead to stable guided lateral modes. Eventually, this effect or a combination of all lead to
filamentation of the mode pattern, e.g., reported by Nash [130].
A striking feature considering the NF evolution during a high-current pulse is the decrease of the
overall NF width. This is especially visible in the NF images covering an entire pulse of 300ns to
1000ns length, as in Figs. 4.4 (left column), 4.6(a), and 4.7(b-d). This behavior is closely connected to
the temperature of the active region, as reported by Lang et al. [133]. The authors report, that lasing in
higher order lateral modes can be favored by a temperature-induced change of the refractive index profile
along x-direction. The impact on degradation, however, results from the fact, that the output power keeps
constant, Figs. 4.5(inset) and 4.6(c), while the NF width decreases. This leads to higher optical power
densities at the facet, favoring degradation mechanisms that depend on high light intensities, as the COD.
In addition to the decreasing width of the NF addressed above, Figs. 4.4 and 4.6(a) show fundamental
changes in the spatio-temporal structure of the NF. For lower currents and times closer to the leading
pulse edge, a zig-zag motion of spots of higher intensity is visible, see Fig. 4.4, while for higher currents
and later times a stripe-like pattern (stripes along the temporal direction) can be observed. This is due to
an increase of the frequency of main filament motion caused by the rise of the active region temperature
as discussed by Fischer et al. [134] and Adachihara et al. [135]. Eventually, the spots of high intensity
become imperceptible according to the limited temporal resolution of the setup.
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4.2.3 Temperature Contributions
The temperature is an important parameter for understanding the COD ignition mechanisms. Therefore,
a first approach is to study the effect of Ths-variation. The two main findings from Fig. 4.3 are:
• The optical output power at a given current is significantly reduced for higher temperatures,
• ICOD increases with heat sink temperature.
The explanation for the first is the temperature dependence of the gain curve. The peak gain value is
reduced with increasing temperature. An example for a DL structure lasing around 830nm is given in
Fig. 4.15. Gity et al. [136] calculated the temperature-dependent gain curves starting from Fermi’s
golden rule including the optical transition matrix element, density of states, and Fermi-Dirac distri-
butions for conduction and valence band. A Lorentzian-shaped broadening function accounts for the
homogeneous spectral broadening in their model. The resulting equations have been solved numerically.

















Figure 4.15: Example for the temperature dependence of material gain curves for a laser emitting at
λc ≈ 830nm. The data were taken from Gity et al. [136].
In order to understand the second point, the effects of several temperature contributions have to be
considered. As introduced in Sec. 2.2, the crucial factor for COD ignition is the heating of the later
defect site up to Tcrit. The temperature of the facet (Tfacet), can be sub-divided into two parts:
Tfacet = Tbulk +∆Tfacet (4.2.1)
with the bulk heating (Tbulk) of the active material in the cavity and the additional temperature increase
(∆Tfacet) of the facet region with respect to the active region bulk. Tbulk contains Ths.
An uniform heating of the entire active material, i.e., an increase of Ths, only shifts the gain curve,
see Fig. 4.15. This means that also the energy region of absorption, i.e., negative gain, is shifted the
same way. In contrast to that, a local temperature difference leads to the situation, where the gain region
of the active bulk material coincide with the absorption region of, e.g., the warmer front facet. Even
if this overlap is small, it leads to a positive feedback loop increasing the overlap and therefore Tfacet.
During the first COD phase this temperature keeps far below the melting point of the material. During
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the second COD phase this rate of temperature increase becomes explosion-like, i.e., 100K/ns as
modeled by Nakwaski [137], this is what is called the thermal runaway. Notice, that this is just one
possible mechanism closing the intrinsic feedback loop. In case of a lower device temperature the optical
output power is increased which also favours the closing of the intrinsic feedback loop.
However, the ICOD value does not decrease for higher temperatures, as one might expect. The homo-
geneous temperature increase by Ths of the entire material leads to a higher ICOD value by reducing the
output power, cf. Fig. 4.3.
This calls for a determination of the active region temperature transient. As shown in Sec. 4.1.3 two
methods have been successfully applied to address this. Taking into account the temperature dependent
shift of the semiconductor band structure [32], the change of the refractive index (n) can be determined
in the heated region. Since classical [138] and quantum-mechanical treatment [32] reveal a dip in the
n-curve above the band gap, the laser emission is in the range of normal dispersion. A reduction of the
band gap with increasing temperature, as discussed in Sec. 4.1.3, shifts this curve to higher n-values at
the emission wavelength. For Ga1−xAlxAs (x = 0.315), Aspnes et al.[139] found a relation of dn/dT =
3.1 ·10−4 K−1 between refractive index and temperature. The temperature rise of≈ 21K after 300ns and
26K after 1000ns, both at I = 10A, leads to an increase of the refractive index of ∆ n|300ns = 6.5 ·10−3
and ∆ n|1000ns = 8.1 · 10−3. This change of n is comparable to the index step introduced in a ridge
waveguide laser for lateral optical mode confinement [140]. This introduces a thermally-induced index
step in the active region and transforms the intrinsic pure gain-guided system into a thermally-induced
index-guided one, as theoretically shown in Ref. [141]. The fact, that the NF in case of device A2 becomes
more symmetric after 300ns (see Fig. 4.6) indicates that the effect of the thermally-induced index step
exceeds the influence of the inhomogeneity responsible for the NF at the leading edge of the pulse. Such
a thermally-induced index step can be also created by externally applied heating of a limited zone of
the active region, as demonstrated by Hadley et al. [142]. This result is additionally confirmed by NF
measurements done at devices from batch F. They have a built-in index step that overcompensates the
influence of the active region heating and therefore do not exhibit a noticeable reduction of NF width.
Further evidence for the presence of the thermally-induced index step comes from the measurements
at devices from batch B (also a gain-guided structure); see Fig. 4.11. The output power traces of device
B2, cf. Fig. 4.11(b), show a kink (indicated by the red arrows). This indicates a sudden change in the
lateral mode pattern, verified, e.g., by comparison of the NF data in Figs. 4.7(a,b). There, a peculiarity
is obvious at ≈ 350ns [Fig. 4.7(a)] and ≈ 200ns (b) in the respective integrated power traces. The latter
show similar kinks as found for device B2 in Fig. 4.11(b). As discussed in Sec. 4.1.3 the kinks visible
in Fig. 4.11(b) can be related to active region temperatures via the data shown in Fig. 4.11(a). The
average active region temperature rise, with respect to the surrounding bulk material, is found to be in
all cases around 9K. Therefore, it strongly indicates that the mode pattern change occurs, when the
thermally-induced index step starts to dominate the lateral waveguiding.
Figures 4.7 and 4.8 indicate the different nature of the two discussed heating mechanisms. The satu-
ration of the NF width decrease (indicated by the dash red lines) is a consequence of the active region
temperature rise with respect to the surrounding material. In contrast, a variation of Ths does not cause
any temperature differences and therefore no refractive index step. That is why the temporal positions of
the red lines are independent of Ths.
Moreover, a Ths-variation does not affect the temperature difference ∆Tfacet that is crucial for closing
the feedback loop leading to the thermal runaway. The removal of the heat created during operation is
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changed due to the changed heat sink temperature level. Even if the idea to learn something about the
physical background of COD by adjusting Ths seems plausible, it cannot establish a thermal situation
comparable to the result of active region heating during laser operation. More appropriate to analyze the
temperature impact on COD is the utilization of the border line identified in Fig. 4.13. It can be used to
adjust the effect of active stripe, facet and bulk heating.
4.2.4 Influence of the Material System
From the preceding section, the question arises how the material system influences the temperature dif-
ference at the facet. For asymmetrically coated DLs, i.e. the standard configuration with low reflectivity
at the front and high reflectivity at the rear facet, COD is expected to occur at the outcoupling front facet
where the photon density is highest, see 4.16(a). In contrast, practical failure analysis revealed COD
also at rear facets, often in combination with extrinsic origins such as macroscopic defects or cleavage
steps. Menzel [143] modeled the temperature rise that leads to the thermal runaway and therefore COD
for these asymmetrically coated structures. He found a higher surface temperature of the rear than the
front facet for surface recombination velocities (vsurf) below 2 ·105 cm/s, see Fig. 4.16(b). This behavior
was verified by modeling work of Miftakhutdinov et al. [144, 145]. It pinpoints a tendency that devices
with facets featuring low vsurf preferable tend to rear facet COD, even without any extrinsic origin. In
practice, PCOD depends on the material system and the emission wavelength [146]. Record PCOD values
are achieved mainly with the so-called 9XX nm emitting devices [147]. The optical power density at
COD threshold of the samples from batches C, D, and E has a value of ≈ 30MW/cm2, see Tab. 4.1.
This represents the present standard of device technology [81].
The investigated Al-containing devices display COD at the front facet, while Al-free structures tend
to rear facet COD. This difference points to a different balance of heating processes by which the local
critical temperature of the material for igniting the thermal runaway is reached. The main heat sources
in a DL are:
• Joule losses,
• re-absorption of laser light inside waveguide and within the entire laser structure,
• Auger recombination in the active region,
• surface recombination at the facets.
Resistive and re-absorption heating are similar in the three investigated batches because of their similar
electrical and optical configuration provided by the same manufacturing steps. While Joule heating is
expected to be spatially homogeneous, the reabsorption of laser light favors a higher temperature close
to the front facet where the intracavity photon flux is higher than at the rear facet, see Fig. 4.16(a).
Additional heating by the comparably strong surface recombination leads to front-facet COD in case of
the Al-containing devices (batch E). For Al-free devices (batches C and D) the situation is different, with
their lower surface recombination rate [148–150] the carrier concentration N is higher close to the facets
[143, 151], cf. Fig. 4.16(b).
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Figure 4.16: Graphs that illustrate the underlying physics as modeled by Menzel [143] (curves and data
points extracted from there) for AlGaAs double-heterostructure DLs. (a) Characteristic
carrier concentration (N) and photon density along the cavity. The positions of front and
rear facet are indicated. Notice that the regions close to the facets are not included in case
of N caused by a significant and rapid change near them. Details about N at the facets are
given in (b). (b) N at the front and rear facet for different values of vsurf. The values for
Al-free and Al-containing material are marked by dashed lines, the values are taken from
[148].
As has been discussed by Menzel [143], heating by Auger recombination comes into play at such




= Anr ·N +Rsp ·N2 +CAuger ·N3 , (4.2.2)
with the effective carrier lifetime τ , the Shockley-Read-Hall coefficient Anr, the radiative recombination
coefficient Rsp, and the Auger coefficient CAuger. For a high vsurf, the density N is smaller and the
Auger effect does not dominate the heating mechanisms, cf. Fig. 4.16(b). For a low vsurf value, the
surface recombination is reduced leading to higher N values, favoring Auger recombination since it is
proportional to N3 in the relevant density range of several 1018 cm−3. This leads to a pronounced Auger-
related temperature increase and, thus, the starting of COD at the rear facet of Al-free devices is more
likely. Furthermore, the relation between N values at front and rear facet changes its sign considering
Al-free and Al-containing case, see Fig. 4.16(b). The dashed lines indicating both cases. The data are
in favor for a more pronounced Auger heating at the rear facet. In line with the above argument, the
different primary damage patterns found at front and rear facet, see Fig. 4.12, indicate different scenarios
en route to reach Tcrit and therefore to start the thermal runaway.
This comparison of different material systems, while keeping other parameters (coating, mounting,
etc.) constant, demonstrates the influence on the heating mechanisms in DLs that enable the later COD
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staring site to reach Tcrit,1 which is not very high compared to the temperatures reached during the
subsequent thermal runaway phase.
The discussed mechanisms clearly indicate that the temperature along the cavity is influenced in many
different ways. A reduced value of vsurf is found to protect the front facet by decreasing the influence
of one heating mechanism. This, however, leads to the occurrence of a new bottleneck at higher (fur-
ther increased) power levels, by favoring a different heating mechanism. This also describes why the
problem of COD in high power DLs cannot be solved by just fixing one particular problem, but only by
understanding the mechanisms and considering all bottlenecks of a device design.
4.2.5 Mechanisms Determining the First Phase
The first phase of COD relies on reaching Tcrit at a limited region of the active material. There are
many ways to achieve this by completing the intrinsic or extrinsic feedback loops. In long term cw tests,
the first phase of COD is most likely dominated by a mixture of both. The intrinsic loop accounts for
higher temperatures at the future COD location by a temperature-induced band gap shift. This elevated
temperature enhances the diffusion of point defect towards this region. This leads to a further increased
temperature there, giving a positive feedback in both loops. This process starts with small temperature
differences and the point defect kinetics take place on long time scales, explaining the occurrence of
COD after a few hundred to several thousand hours. The use of high currents in the step test favors rather
the intrinsic loop, because the time of tenth of nanoseconds is too short for point defect accumulation at
the defect site as long as the temperature is below several hundred degree Celsius. However, the location
where this takes place is most likely the same as would be affected in a cw test, because the sufficient
condition is the same. The future COD site has to have intrinsically a slightly higher temperature than
the remaining active region. If Tcrit has been reached the thermal runaway and the defect propagation
probably take place the same way in both test regimes, dominated by the fast energy redistribution via
the extrinsic loop.
It has been shown, that the material system used for the active region has an impact on the approach of
Tcrit. A good heat extraction from the active region leads to an increase of the COD threshold. Moreover,
other heating mechanisms, as the surface recombination velocity and Auger recombination, have to be
taken into account. Especially if the device is of high quality, these kinds of temperature contributions are
essential for setting the positive feedback loops into action. Eventually, all mechanisms point to the fact
that Tcrit has to be reached somehow. Furthermore, the results of this chapter verifies that a specification
of a temperature for Tcrit, as done widely in the literature [47, 54, 59, 67, 153, 154], is problematic. In
fact, the temperature difference ∆Tfacet is important for closing the feedback loop not the absolute value,
as demonstrated by variation of Ths. The term Tcrit, however, as used in this thesis indicates the discussed
concept of the different temperature contributions that eventually results in a situation where a feedback
loop of heating and absorption is closed.
1more precisely a critical temperature difference between the volume of the active material and the region near the facet
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5.1 Experimental Results
5.1.1 Time Constants for Different Material Systems
The COD-related drop in optical output power does occur not instantaneously, but has a short decay
time during the thermal runaway [116, 155]. Figure 5.1 shows results of step tests with devices of
batches G, A, and, D having emission wavelengths of λc = 650nm, 808nm, and 975nm, respectively.
Figures 5.1(a,b) show the pulses where COD occurred for the first time to the particular device. Fig-
ures 5.1(c-e) give the situation for one device before, at, and after the first COD event, respectively. In
order to characterize the decay times, the power drops are fitted by exponential functions, e.g., indicated
in Figs. 5.1(a,b). This gives characteristic (1/e)-decay times (τdrop), as given in Figs. 5.1(a,b).
While the COD event is clearly visible in case of Fig. 5.1(a) and (b), it is harder to identify in (d). In
this situation, the data obtained during the step test are helpful. The data shown in Fig. 5.1(c) represent
the last current step before COD occurred. In Fig. 5.1(d), the current is ∆I = 1A higher and COD takes
place, while it is re-ignited in (e). In order to detect the degradation, the output power loss during the
entire pulse, which is a result of bulk heating, is fitted with a linear function for all pulses en route to
COD. Therefore, it becomes possible to predict the drop in the subsequent pulse – assuming that no
degradation takes place. These linear fits are given as green dotted lines in Figs. 5.1(c-e). The COD
manifests as deviation from this predicted line, starting at ≈ 800ns in (d). In case of the re-ignition in
(e), the increased power loss caused by COD is evident.
The thermocamera provides an additional tool to detect COD events via the recording of the thermal
flash. Therefore, the thermocamera is pointed directly to the front facet of the DL (tint = 10 µs, tint,eff =
4.5 µs). The insets of Figs. 5.1(c-d) give the thermal images for the respective pulses. The thermal
background, measured before the pulse was applied, has been subtracted. While in case of Fig. 5.1(c)
the inset gives just noise around zero, a signal is visible in (d) coming from a hot spot, indicated by the
white arrow. During the COD re-ignition, shown in Fig. 5.1(e), a clear thermal signal appears at exactly
this position, again verifying the identification of the initial COD in (d).
However, although the COD has been detected the drop is insufficient to be fitted by an exponential.
Therefore, a further experiment was performed with a 975nm device. Since the drop seems to be slower,
the pulse length was extended from tPW = 1 µs in case of Fig. 5.1 to tPW = 10 µs. Moreover, a current
substantially above ICOD was chosen. This helps to provoke COD in a single pulse and to get a situation
where tCOD tPW, which makes it possible to observe a pronounced drop during the pulse. The result
is shown in Fig. 5.2. The thermal image taken during this pulse is given as inset. The exponential fit is
given as dashed blue line. In this particular case, a value of τdrop = 400ns was achieved.
Figure 5.3 shows the collected τdrop-results for a number of experiments such as shown in Figs. 5.1
and 5.2. In order to compare devices with different aperture widths, PCOD is normalized to that value.
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Figure 5.1: (a,b) Data from step tests; the pulses are shown where COD occurs first. Current pulse (left
ordinate) and emission power (right ordinate) are displayed. The points where COD occurs
are indicated by red arrows. Typical examples are given for lasers with λc = 650nm (a)
(device G1) and λc = 808nm (b) (device A23). The dashed blue lines show exponential fits
which give the characteristic decay times τdrop. (c-e) Data from a step test en route to COD
(λc = 975nm, device D2); current pulse (left ordinate), emission power (right ordinate), and
thermal image (inset, in counts) are given for the last step before COD occurs (c), the first
COD ignition (d), and the COD re-ignition (e). The dotted green line in (c) represents a linear
fit of the bulk temperature related power drop. In (d) and (e), the same type of line represents
the expected power drop as extrapolated from transients taken between 2A and 32A.
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Figure 5.2: Data measured during a single pulse COD test with device E1 from batch E: current pulse
(left ordinate) and emission power (right ordinate) are displayed. The thermal image is given














PCOD per aperture width (mW/µm)
Figure 5.3: Power decay times τdrop versus actual COD threshold PCOD per aperture width. The red
square symbols mark data form batches B,C,D, and E emitting around 975nm to 980nm.
Open black circles refer to devices from batch A (808nm), whereas the green full circle
describes the behavior of a typical 650nm device from batch G. The lines are guides to the
eye only.
5.1.2 Spatial and Temporal Resolved Nearfield Dynamics
In the preceding subsection the spatially integrated optical output power evolution was measured. In the
following, experiments are shown that add spatial resolution of the laser emision.
Spatially Resolved Defect Kinetics
Due to its temporal resolution in the picosecond time range it is straightforward to use the streak camera
for measurements of the thermal runaway – the COD-phase with the fastest kinetics. Furthermore, it
provides the desired spatial resolution, necessary to analyze the defect kinetics.
51
5 Second Phase of COD – Thermal Runaway and Start of Defect Spread
Figure 5.4: (a) NF of laser emission of device A4 during a pulse, where COD occurs for the first time in
the step test, I = ICOD = 10A. The onset of COD is marked by an arrow. (b) NF evolution
during the following high current pulse including COD re-ignition. (c) NF evolution during
test pulse (I0 = 1.6A) after the first COD event. (d) NF evolution during test pulse (I0) after
the subsequent high current pulse with COD re-ignition.
Figure 5.4 shows an example of the NF evolution during COD at the end of a step test. The NF
of sample A4 (device batch A) is shown during COD in Fig. 5.4(a) at I = 10A. The NF during the
subsequent current pulse of the same amplitude is given in (b). The low current test pulses (I0 = 1.6A)
following directly (a) and (b) are given in Figs. 5.4(c) and (d), respectively.
The point in time where COD starts to affect the NF is marked by a red arrow in Fig. 5.4(a). Starting
from there a region of reduced intensity in the NF begins to broaden. The width of this NF gap is also
visible in the test pulse, cf. Fig. 5.4(c). This NF broadening is revived in the subsequent high current
pulse, Fig. 5.4(b). The final width of the gap is well visible in the following test pulse (d).
Internal Damage Width
In order to understand, how the detected NF gap is related to the damage, device A4 was opened after the
measurements shown in Fig. 5.4. A µPL map of the QW was recorded. The result is shown in Fig. 5.5(a).
The dark area gives the region of non-radiative recombination, i.e., the damage. Figure 5.5(b) gives a cut
through the lasing NF at I = 0.5A taken with the optical microscope. Figure 5.5(c) gives a cut through the
lasing NF at I = 10A, taken from the trailing pulse edge of the streak camera image in Fig. 5.4(b). The
comparison of Figs. 5.5(b) and (c) verifies the results discussed in the preceding chapter – the decrease
of the NF width and the formation of clearly visible filaments.
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Figure 5.5: (a) µPL image of the QW plane of device A4, opened after COD and one COD re-ignition.
The position of the front facet is indicated by the dashed green line. (b) Cut through lasing NF
at I = 0.5A, seen with optical microscope after COD re-ignition, before device was opened.
(c) Cut through lasing NF at the trailing edge of the streak camera image shown in Fig. 5.4(b).
The width of the internal damage of 11 µm visible in (a) is indicated by the dotted lines in
(b) and (c). (d) Image of the front facet taken with an optical microscope. On the right side,
a part of the gold coated heat sink is visible. The lateral position scale is the same in (a-d).
The front facet defect is shown on an enlarged scale at the right side. The position in image
(d) is indicated.
Nevertheless, the width of the NF gap is the same in both cases and reflects the total damage width
of the internal defect pattern, as indicated by the dotted lines. Moreover, Fig. 5.5(d) shows the external
visible damage. The time during which the NF gap grows in both consecutive pulses is ≈ 270ns.
The NF maps presented in Fig. 5.4 indicate that the concept of time slicing by the use of short pulses
also allows to build-up the internal damage structure step-wise. With this technique, it becomes possible
to prepare different stages of defect extension. Utilizing this, another sample with more extended damage
than in A4 was prepared. The comparison between the internal defect pattern and external available data
is shown in Fig. 5.6. Device A6 experienced a single COD event at the end of a step test at ICOD = 10A
with tPW = 1 µs and tCOD = 101ns. Therefore, this damage had ≈ 900ns to develop after onset of COD
which is more than three times the value that was available for the damage shown in Fig. 5.5. The CL map
of the QW plane in Fig. 5.6(a) shows a significant larger defect area. Figure 5.6(b) gives the comparison
between the lasing NF before (red line) and after (black line) the COD. The green arrows in Fig. 5.6(b)
indicates redistribution of the lateral modes due to the presence of damage. Figure 5.6(c) gives the EL
NF that shows just a local change around the defect. In sub-figure 5.6(d), the external damage as seen in
the optical microscope is shown. The defect width is, again, represented well by the NF gaps in lasing
and EL case and provides a better information about the internal defect width as the facet damage.
The data shown in Fig. 5.6 may suggest that the lasing and EL NFs provide equivalent information
about the internal damage width. In order to check this, a comparison of the NF data and the internal
damage pattern of sample A7 is shown in Fig. 5.7. In the framework of a step test the device reached
ICOD at 10.5A with tPW = 1 µs. For the following 1 µs pulses, the current was kept constant at this level
and the single pulse experiments went on until every sign of lasing vanishes. Including the first COD
pulse, this needs 35 pulses. The NF cuts, taken with the optical microscope, are shown in Figs. 5.7(a)
and (b). In these graphs the comparison of the state before the step test (red curves) and after the last
pulse of the step test (black curve) are shown. While the lasing signal vanishes completely after the step
test, the EL signal is still present [black curve in (b)], except for a narrow gap.
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Figure 5.6: (a) CL map of the QW plane of device A6 after a single COD event. The position of the
front facet is indicated by the dashed green line. (b,c) Cuts through lasing (b) and EL (c)
NFs before (red lines) and after COD (black lines). (d) Image of the front facet taken with an
optical microscope, lateral aligned with (a-c). The front facet defect is shown on an enlarged
scale at the right side. The position in image (d) is indicated.






















Figure 5.7: Device A7 experienced a COD and 34 COD re-ignitions under identical current pulses. The
cuts shown are through the lasing NF (a) and EL NF (b). While the red curves give the
situation before COD, the black ones are taken after the last provoked re-ignition. (c) CL
map of the QW plane after device opening after all other measurements have been finished.
The position of the front facet is indicated by the dashed green line. The meaning of the
yellow shaded areas will be discussed in Sec. 5.2.1.
Internal Damage Width Compared to NF Gap and Thermal Images
Now, the relation between the defect and the thermal signals recorded by the thermocamera will be
analyzed. Data sets for two devices of batch A are shown in Figs. 5.8(a-j). The pulse length for both
was tPW = 1 µs. The data of device A8 are presented in Figs. 5.8(a)-(e). This diode experienced COD at
ICOD = 10.6A after tCOD = 853ns. In contrast, COD in device A9, Figs. 5.8(f)-(j), occurred at ICOD =
25.2A after tCOD = 50ns. Sub-figures 5.8(a,b) and (f,g) give the spatial distribution of the lasing NF
at the front facet with I = 0.5A for device A8 and A9, respectively [before (a,f) and after (b,g) COD].
Lateral cuts through this images are given in (e) and (j), with black lines giving the NF before and blue

















































































































Figure 5.8: (a-j) Data sets from two devices of batch A, each experienced COD during a 1 µs long single
pulse. (a)-(e) device A8 with ICOD = 10.6A and tCOD = 853ns; (f)-(j) device A9, with values
of ICOD = 25.2A and tPW = 50ns. (a,b,f,and g) Spatial distribution of the lasing NF at the
front facet, measured with I = 0.5A. Sub-figures (b,c,g,h) were recorded after COD. (c,h)
Microscope images of the front facets acquired after COD showing the external damage as
dark features. (d,i) Spatial profiles of the emitted thermal power (solid lines and symbols) and
external damage size as derived from (c) and (h) represented by green areas. (e,j) Lateral cuts
through the lasing NF before (black lines) and after COD (blue lines). (k) Thermal images
showing the front facet of device E4 from batch E. The images are taken during subsequent
pulses between I = 24A to 35A (from top to bottom, the thermal signal is given in counts).
The emitter stripe width of 100 µm is indicated.
The obtained images are shown in Figs. 5.8(c,h). Cuts through the thermal images measured during
the COD pulses are given in Figs. 5.8(d) and (i). These sub-figures also include the size of the externally
visible damage area, extracted from (c) and (h). Therefore, the green areas are identical with the areas
of the external defect pattern Adef. It is obvious, that front facet damage width and the NF gap matches
well for these devices. Furthermore, the thermal signal verifies the defect positions visible by NF gap
position and external defect location.
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Therefore, thermography can be used to detect the position of the COD-related defect creation. An
example for tracing the COD-related hot spot is given in Fig. 5.8(k) showing thermal images of the
front facet from device E4 of batch E. They were recorded in subsequent pulses during a step test with
tPW = 1 µs and ∆I = 1A. The images are obtained during the pulses from I = 24A [sub-figure on top of
Fig. 5.8(k)] to I = 35A (bottom). The width of the emitter stripe is indicated by the dashed white lines.
A clear motion of the hot spot from the right side to the left is visible.
Up to now the thermal signal was discussed as an indicator for the position of the thermal runaway
only. The signal strength, however, provides additional information. Figure 5.9 shows data from device
A10 which experienced a single COD event at ICOD = 9.0A after tCOD = 142ns in an 800ns long pulse.
Figure 5.9(a) gives a µPL map of the QW. The defect patterns are visible as two dark areas starting at
the front facet. The thermal image recorded during the pulse is shown in Fig. 5.9(b) (with tint = 10 µs,
tint,eff = 4.5 µs, corrected for the thermal background). In sub-figure 5.9(c), a cut through the thermal
image in (b) is given by the black dots. The red and blue lines give Gaussian fits to the two peaks.
Figure 5.9(d) shows an image of the defect at the front facet as seen through an optical microscope. The
larger defect area, see Fig. 5.9(a) around x≈−18 µm, accounts for a higher thermal signal.
Figure 5.9: Device A10 inspected after a single COD event. (a) µPL map of the QW plane after COD
failure. The position of the front facet is indicated by the dashed green line. (b) Thermal
image of the front facet, recorded during the pulse in which COD occurs, the colorscale give
the signal height (blue to red =̂ low to high). (c) The black dots give the cut through the
image in (b), the two columns with highest signal are summed up. The blue and red lines
give Gaussian fits to the two signal peaks. (d) Image of external part of the defect taken with
an optical microscope. The front facet defect is shown on an enlarged scale at the right side.
The position in image (d) is indicated. Sub-figures (a-d) are aligned in lateral direction.
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Kinetics of the Thermal Runaway
By using the streak camera system focusing on high temporal resolution, it is straightforward to extract
time depended information from the NF evolution. In the following, the presentation of the data is limited
to two devices. As mentioned in the preceding chapter when discussing the blurring of the borderline in
Fig. 4.13, the COD threshold follows a certain distribution depending on small device inhomogeneities.
In case of batch A, Fig. 5.10 shows such a histogram of the frequency of COD events during step tests
(with ∆I = 0.5A, tPW ≈ 300ns). While device A4 comes right from the middle of the distribution, device
A11 is rather an outlier on the high current side. This is also the reason why these two devices have been
chosen for comparison in this section.














Figure 5.10: Distribution of COD events for device batch A with respect to ICOD. The bins containing
devices A4 and A11 are labeled accordingly.
Device A4 has been already introduced in Sec. 5.1.2, especially with Figs. 5.4 and 5.5. This device
experienced the first COD in a step test at ICOD = 10.0A with tCOD = 220ns in a tPW = 300ns pulse.
Additionally, a COD re-ignition is provoked by the subsequent identical current pulse.
Figure 5.11(a) shows the NF evolution of device A11 recorded with the streak camera during the final
step of a step test in which the COD occurs with ICOD = 13.0A. The spatio-temporal position is marked
by an arrow. Figure 5.11(b) shows the mean NF taken from (a) before (red curve) and after (black curve)
COD sets in. In sub-figures 5.11(c) and (d) cuts through the lasing and EL NF are shown, respectively.
They are taken with the optical microscope. Figure 5.11(e) gives an image of the front facet affected by
COD as seen by the microscope. The data clearly indicates the position of COD. Furthermore, in this case
the internal damage width (from lasing NF) matches the external visible damage width [Fig. 5.11(e)].
From the streak camera images of the NF evolution, Figs. 5.4 and 5.11, two temporally resolved
quantities are extracted and compared:
• The width of the NF gap, Fig. 5.12(a), is extracted in case of COD and COD re-ignition of device
A4 and COD of device A11.
• Additionally, the reduction of the NF intensity at the COD site is evaluated, i.e. in the middle of
the NF gap; Fig. 5.12(b).
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Figure 5.11: NF evolution of the COD event of sample A11. (a) Streak camera image of the NF within
the pulse where COD occurs, ICOD = 13.0A. The spatial and temporal position of the first
degradation sign is indicated by the arrow. (b) Mean NF intensity taken from (a) before
(red curve) and after (black curve) the COD event, which takes place at ≈ 230ns. (c) Cut
through mean NF intensity taken from optical microscope while applying I = 0.5A (above
lasing threshold). (d) Cut through mean NF intensity taken from optical microscopy under
EL conditions at I = 0.1A. (e) COD defects at front facet seen with the optical microscope.
Linear fits to the data in Fig. 5.12(a) give velocities for the NF gap spread. The values obtained for
device A4 are almost the same for the first COD pulse [(30±3)m/s] and COD re-ignition [(28±1)m/s].
In contrast the velocity determined for the NF gap of device A11 is much faster [(190± 10)m/s)]. The
data for the intensity drop at the COD ignition site in Fig. 5.12(b) are normalized to the intensity at this
site before COD. Moreover, the origin of the time axis is set to tCOD in both cases. Exponential fits of
these curves give characteristic decay times τp. The intensity drop during the first ≈ 70ns is faster in
case of device A4 (τp = 33ns) compared to device A11 (τp = 77ns).
Optical Mode Induced Defect Spread
Sometimes after device degradation, the optical output power increases at certain locations well separated
from the COD ignition site, e.g., indicated by green arrows in Fig. 5.6(b). The presence of an elevated
power level can trigger further degradation [156]. The data presented in the following give an example
for a second COD ignition site triggered by the change of the lateral mode pattern which is cause by
the first COD ignition site. The lasing NF of device F1 from batch F was monitored during a step test
(tPW = 1 µs and ∆I = 1A) en route to COD. While Fig. 5.13(a) gives the NF during the last single
pulse before COD with I = 29A, (b) shows the pulse in which COD occurs at ICOD = 30A. In order
to illustrate the change in the NF amplitude, Fig. 5.13(c) gives a difference image, i.e., (b) minus (a),
where blue means a reduced NF amplitude, while red indicates an increase. The NF gaps are separated
≈ 15 µm in x-direction. The delay in their occurrence is ≈ 50ns. Higher NF intensities, i.e., red areas,
are visible before the NF gaps start to grow.
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Figure 5.12: (a) Temporal evolution of the damage width (= width of the NF gap) during COD and, in
case of device A4, also during COD re-ignition. The solid lines indicate linear fits to the
data and the growth velocities determined this way are given next to them. (b) Comparison
of the intensity drops in the middle of COD defect site after onset of degradation. The solid
lines indicate exponential fits, their characteristic decay times τp are given next to the data.
Figure 5.13: Lasing NF of device F1 from batch F during COD with two separated starting points at the
facet. (a) Last single pulse at I = 29A before COD in the framework of a step test. (b) Single
pulse with COD occurrence at ICOD = 30A. The two initial defect sites are clearly visible
as the start points of the two NF gaps. (c) The difference image [(b) minus (a)] illustrates
the change in NF amplitude, blue means decrease, while red indicates an increase.
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5.1.3 Microscopic Study of Early Defect Stages
In order to gain microscopic understanding of the mechanisms which result in COD, it is straightforward
to open damaged devices and image the defect area with high resolution microscopy. Therefore, it is
not surprising that work in this field have been done in the past by several authors, see Refs. [52, 157–
166]. However, the step test approach introduced in Sec. 3.3 adds a method to prepare devices in very
early defect stages, as demonstrated in the preceding section. Furthermore, the amount of energy Wdef
incorporated into the damage and the time of defect growth (tPW− tCOD) are known. As a result, a new
quality of samples is available for microscopic investigations [167].
Sample Preparation & External Inspection
In the following, the discussion is focused on two devices from sample batch A: A12 and A4. These
samples were chosen, because a large data set characterizing the COD is available for them, e.g., shown
in the preceding sections. Table 5.1 summarizes the damage preparation parameters.
Sample tPW (ns) ICOD (A) tCOD (ns) Wdef (nJ)
A12 1500 9 1320 155
A4 (1st COD) 300 10 225 45
A4 (re-ignition) 300 10 ≈100 246
Table 5.1: COD parameters of TEM samples. The value for tCOD in case of re-ignition is the time at
which the NF gap starts to increase again, cf. Fig. 5.12(a).
In order to inspect the samples with microscope systems as introduced in Sec. 3.4, they were prepared
by FIB, also described there. The FIB cuts are made perpendicular to the QW plane along the resonator
axis, i.e., in the y-z-plane, as indicated by the semi-transparent reddish plane in Fig. 5.14(a).
Figure 5.14(b) shows the COD signature at the front facet of device A12 seen with the help of the
optical microscope. The region marked as ’epitaxy’ contains the QW, cladding, and waveguide layers;
as shown in the inset of 5.14(a). Additionally, the location of the defect is visible as gap in the lasing
NF (Fig. 5.14(c); I = 0.5A), as discussed in Sec. 5.1.2. Sub-figures 5.14(b) and (c) are aligned in
their horizontal position, as indicated by the dotted lines between them. A SEM image of the external
front facet defect from device A12 is given in Fig. 5.14(d). It clearly identifies this structure as material
extrusion. The labeling of the visible layers is in accordance with Figs. 5.14(a) and (b). In contrast to
the optical micrograph, the n- and p-doped sides may be distinguished in the SEM image, while between
waveguide and cladding no contrast is observed. Furthermore, small dark features on both sides, top and
bottom, of the extrusion are visible. A similar data set is available for device A4.
Single COD Event
First, the microscopic analysis of device A12 will be presented [167]. Figure 5.15(a) gives an overview
image taken with the He-microscope. A cross section is imaged, which is obtained by a cut through the
center of the defect pre-characterized in Figs. 5.14(b-d). Under the front facet coating, one clearly sees
holes. During the FIB preparation of the samples, it became clear that these hollow spaces are identical
with the dark features visible in SEM images of the external damage, see Fig. 5.14(d). The defect under
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Figure 5.14: (a) Scheme of the mounted DL. The orientation of the sample cross sections is marked as
semi-transparent reddish y-z-plane. The inset gives the layer scheme of the epitaxy. (b)
Photograph taken with the optical microscope from the front facet of device A12 after COD.
The surface part of the defect is visible as a spot in the epitaxial layer. (c) Lasing NF of
the damaged laser taken at the same position as (b), but without external illumination at
I = 0.5A. (d) SEM image of the same defect as shown in (b,c).
the surface consists of modified material surrounded by a thin sharp line appearing bright in the used
contrast mode. Therefore it will be referred to as ’white line’ in the following, although its gray value
depends only on the used measurement mode. The ’white line’ stays around the damage, even when it
becomes narrower in transversal direction with increasing distance from the front facet.
After the inspection by He-microscopy, a ≈ 100nm thick TEM lamella was prepared by applying an
additional FIB cut from the opposite side. Figures 5.15(b,c) show the region highlighted in Fig. 5.15(a)
by a red dashed square on an enlarged scale. They are obtained at the JEM 2200FS TEM in elastic
scattering TEM mode with a bright field detector Fig. 5.15(b) and inelastic scattering mode with a high-
annular dark field detector Fig. 5.15(c), also known as chemical contrast. The contrast inversion between
both images proves the presence of different element concentrations. In order to analyze this, EDX
measurements are performed at the positions marked by the numbered red symbols in Fig. 5.15(c). The
region denoted ’I’ represents the material outside the main defect region. Location ’II’ is at the ’white
line’ and ’III’ is between the position where the QW was in the undamaged device, appearing dark in
Fig. 5.15(b) and bright in Fig. 5.15(c), and the ’white line’ which surrounds the main defect volume.
The resulting EDX spectra are shown in Fig. 5.15(d), the respective transitions and elements are given
at their peaks. Figures 5.15(e-g) summarize the changes in the element concentrations normalized to the
outer region I. The same result is obtained by selecting equivalent measurement points at the opposite
side, in y-direction, of the former QW. The EDX analysis reveals that the ’white line’ is a region with
reduced Ga and increased Al and As content. Additional EDX measurements were made at comparably
located undamaged regions. This have been done to verify that the found composition change is a unique
feature of the damaged region and not present in the pristine device already, caused, e.g., by composition
grading in the structure. Absolutely no composition change has been detected at the pristine reference
region, within the error limits of EDX.
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Figure 5.15: Cross section He-microscope image of device A12 in the y-z-plane. The abrupt contrast
change at about 1.3 µm right from the front facet along z is a result of earlier imaging.
Features that are highlighted by green arrows are discussed in Sec. 5.2.3. (b,c) TEM images
of the part of the cross section marked by the dotted red line in (a). Bright-field contrast
mode was used in (b), while dark-field contrast mode was used in (c). (d) EDX analysis at
the three regions indicated in (c), the elements and respective core-shells are labeled. (e-g)
The relative change of element concentration is given for the indicated elements with region
’I’ taken as reference.
COD Re-ignition
After having analyzed a defect created by a single pulse, the question raises what happens on this scale
in case of COD re-ignition. Device A4 was prepared in order to study the location where this takes place
[167]. Figure 5.16(a) shows a SEM image of the external defect part before preparing cross sections of
the sample. The dotted line indicates the position of the ≈ 200nm thick TEM lamella analyzed in the
following. The cross section is investigated by the JEM 4000 FX and the JEM 4010 TEM; results are
shown in Fig. 5.16(b) and Figs. 5.16(c-f), respectively. The region around the front facet is shown in
Fig. 5.16(b). A hollow space, see arrow in Fig. 5.16(b), as seen in Fig. 5.15(a), is also visible under the
coating, which has been removed in this preparation step. Furthermore, a defect region is visible around
the former position of the QW. The positions where images (c-e) have been taken are highlighted by
dotted rectangles in Fig. 5.16(b). Figure 5.16(f) is located right from (e) along the QW. Figures 5.16(c-f)
show the region around the former QW on an enlarged scale. As in the He-microscope investigation,
cf. Fig. 5.15, a ’white line’ surrounds the damage region. While the thickness of the defect is nearly the
same in (c) and (f), it is abruptly reduced in (d) and then slowly retrieves its former extent (e) to (f).
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Figure 5.16: Results obtained from the analysis of device A4: (a) SEM image of the external part of the
COD-related damage. (b) TEM overview image of the front part of the cross section in
y-z-plane. The arrow points to the hollow space under the front facet coating. (c-f) TEM
images on an expended scale taken at the positions marked in (b) and in case of (f) from a
position right of ’e’ in (b).
5.1.4 Short-Time Thermography
As discussed in Sec. 3.1.3, the thermocamera has the ability to use a short integration time of tint = 460ns.
However, with such a short tint only very high temperatures are detectable. This is caused by the high
NETD value for short tint (≈ 44K for tint = 460ns). A further limitation is given, if the heat source size
is smaller than the area monitored by one pixel, due to monitoring averaged values in this case only.
COD represents, however, an ideal application for this approach, since a high temperature is reached for
a short time.
Short-time thermography is used to address the question if the COD process stops when the opti-
cal power output of the device vanishes. Therefore, a single pulse of ICOD = 30.5A and tPW = 500ns
is applied to device A13. This high current pulse provoked the COD after tCOD = 46ns [red arrow in
Fig. 5.17(a)]. The associated current and power curves are shown in Fig. 5.17(a). Thereafter, a sub-
sequent pulse with I = 30.5A was applied to re-ignite the COD. During this pulse a thermal image is
acquired with the mentioned short tint. This integration window is placed around the trailing edge of
the pulse in order to detect if there is still a significant heating after the optical output power has van-
ished. The COD re-ignition takes place at about tCOD = 26ns and after ≈ 200ns the detected power has
dropped to noise level, see Fig. 5.17(b). Nevertheless, the thermal image, see inset of Fig. 5.17(b), shows
a clear signal from the front facet (verified by the geometric background image taken at exactly the same
position).
The front facet of the device has been inspected by optical microscopy before and after the second
high-current pulse. Figures 5.17(c,d) show the external defect pattern after the first COD ignition (c)
and after the re-ignition (d). No difference can be observed which indicates that no further damage was
added to the facet in the second pulse. Nevertheless, the device degraded further, visible in the output
power characteristic [Fig. 5.17(b)].
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Figure 5.17: Results on device A13. (a) Current and optical output power during the initial COD event.
The point at which COD occures is marked by an arrow. (b) COD re-ignition. The current
and optical power traces are given. Additionally, the temporal characteristic of the image
integration window of the thermocamera is shown. The inset gives the thermal image of
the front facet region recorded during the single pulse. (c,d) Images of the front facet taken
with the optical microscope: (c) after the initial COD event, (d) after COD re-ignition.
5.2 Discussion of Second Phase Results
5.2.1 Spatially and Temporally Resolved Dynamics
Figure 5.3 relates the characteristic power decay times τdrop to the optical power at the facet which
initiated the COD. Three clearly separated groups are visible. The distribution of the data for each wave-
length along a line, as indicated in the graph, is caused by the distinct relation between tCOD and PCOD,
see Fig. 4.13 as an example for batch A. Nevertheless, there is a clear deviation between the behavior
of different material systems. The power drop time of the long-wavelength devices is approximately an
order of magnitude longer than for the shorter-wavelength ones. This is one reason why the record COD
thresholds are achieved with devices in the so-called 9XXnm wavelength range, e.g., demonstrated by
Petrescu-Prahova et al. [81]. A deeper understanding of the mechanisms that cause the different τdrop
values and the connection to material parameters requires extended knowledge about the damage expan-
sion. This will be addressed in the following by evaluating spatially resolved data.
Time-Resolved Nearfield Analysis
Figures 5.5, 5.6, 5.7, 5.9 and 5.11 give comparisons of external defect patterns, internal defect patterns
and the recorded NFs. The results verifies that the NF gap gives more accurate information about the
lateral defect extension than the external visible front facet damage, e.g., Fig. 5.5(d). This verifies the
assignment of the width of the NF gap, e.g., visible in Fig. 5.4, with the width of the internal damage
pattern. Therefore, the lateral damage expansion can be observed on the picosecond time scale with the
streak camera.
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There is a difference, however, if one considers the EL or lasing NF, as shown for the well extended
defect in Fig. 5.7. The different behavior of both signals is caused by their different origins. Lasing
requires undamaged active material on a straight line between the mirrors, while this is not the case for
EL. Therefore, no lasing action is left in case that the full width of the emitter stripe is damaged as in
Fig. 5.7(c). In contrast to that, the EL results from spontaneous emission from the undamaged material
next to the facet, indicated as yellow shaded area in (c). That is why the yellow shaded areas in Fig. 5.7(c)
fit in their extend to the signals seen in (b).
This shows, that lasing and EL NFs provide different information, particularly if the damage is rather
extended. The EL NF provides information about the defect spread at or under the front facet surface.
The streak camera, while monitoring the lasing NF, gives direct information about the entire internal
damage extension in lateral direction on the picosecond time scale.
Thermal Signal Analysis
It is obvious, that the thermal signal is also a good indicator for the position of COD, within the limits
of achievable spatial resolution, see Fig. 5.8. In case of the two data sets shown in Fig. 5.8(a-j), NF
monitoring, light-microscopic inspection of the external damage, and thermography give similar lateral
damage widths. The major difference between these devices (A8 and A9) and the ones shown prior to
them is, that there was no slow approach to the ICOD value with small ∆I. A high current is applied in the
single pulse, resulting in a situation where tCOD tPW. A result of the high current is that the starting
conditions needed for COD have been met at several places along the facet in a short time interval. This
leads to a situation, where the external visible damage width is the same as the internal, proofed by the
lasing NF gap, in Figs. 5.8(b) and (g). In contrast, the typical situation provoked in step tests with small
∆I, i.e., slowly approaching COD threshold, results in a single small external defect, see Figs. 5.5(d)
and 5.6(d). Due to the step wise increased optical load on the facet, COD starts at the weakest point1.
After creation of the initial damage, the defect spread proceeds in the interior, leading to the discrepancy
between the external visible defect width and the real existing internal one. This means, that the external
visible defect area Adef is only meaningful for further considerations, if a high ICOD value is chosen, so
that tCOD tPW.
The approach to COD threshold in a step test is found to result in the same defect pattern as cw tests.
This gives further evidence that the step test addresses the same degradation mechanisms as cw device
tests, i.e. represents a special type of accelerated aging.
As demonstrated, thermography gives information about the position of COD occurrence. Neverthe-
less, the time-resolved NF measurement provides more accurate information about the COD defect site,
due to the higher optical and temporal resolution. However, there is another difference between the two
methods. The NF gap imaged by the streak camera gives the total width of the defect region. The kinetic
of the defect is only visible at the edges of the existing gap. In contrast, the thermal signal shows the
motion of the hot spot, i.e., the location where the thermal runaway takes place and damage is added to
the existing defect pattern. Figure 5.8(k) shows a measurement illustrating this. The clear motion of the
hot spot from the right to the left side of the emitter stripe reveals that not the entire existing defect is
1The term ’weakest point’ stands here for the combination of optical intensity and material quality. Even if the material
quality is homogeneous the NF intensity normally is not. Therefore, ’weakest’ is here used as a system description and not
necessarily as indicator for lower material quality.
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heated up again during COD re-ignition in the subsequent pulses.
Not only the position of the thermal signal can be evaluated, its amplitude is meaningful, too. Fig-
ure 5.9(a) gives the internal defect pattern created in device A10. It is within the focal depth of the
thermocamera of ≈ 40 µm (this value is determined experimentally, cf. Sec. 6.1.2). Therefore, the en-
tire process leading to the final defect pattern contributes to the thermal signal. This can be verified by
comparing the areas of the two well separated defect regions with the areas under the two thermal peaks,
each fitted by a Gaussian curve. The area of the more extended defect pattern is 486 µm2, whereas the
smaller one has 185 µm2. The fits shown in Fig. 5.9(c) give areas of 2079a.u. (red curve) and 971a.u.
(blue curve). This gives ratios between the thermal signal and the defect area in the QW plane of ≈ 2.2
for the defect centered around x = −18 µm in lateral direction, and ≈ 2.6 for the one at 20 µm. Both
ratios show a good agreement2 so that the thermal signal height is indeed an indicator for the extension
of the defect. In comparison to the streak camera approach, this is not limited to the lateral dimension.
This can be used to study the damage growth during COD re-ignition. In particular, the short-time
thermography measurement shown in Sec. 5.1.4 is used to clarify if the process stops if the entire width
of the laser stripe is affected by COD. The detected thermal signal in Fig. 5.17(b) is small but meaningful,
taking into account the short integration time, i.e., short time to collect photons of Planck’s radiation. In
Sec. 6.1, it will be shown that the detection limit in case of this single pulses is about 400◦C− 500◦C
for a COD site. Therefore, this signal is indicative for these high temperatures. It shows, that, even if
nearly no more (laser and EL) light leaves the device, there is still enough energy transferred into the
damage site to create such high temperatures. Therefore, it is highly likely that the damage growth goes
on, although one mirror of the cavity – in this case the front facet – is destroyed. There, the high loop
gain of the DLs comes into play. The amplified spontaneous emission from the remaining undamaged
active material is sufficient to provide enough light energy. This light cannot be detected outside the
laser, because it is absorbed by the damaged region close to the front facet. This finding will be used
in energy balance considrations in Sec. 5.2.2. The COD re-ignition has not affected the front facet, but
continued the defect growth in the facet near region into the interior. Exactly this has been verified by
the thermocamera and the unchanged external defect, cf. Figs. 5.17(c,d). The short-time thermography
measurement confirmed, that the defect growth process is not necessarily stopped when the detected
optical output power vanishes. Moreover, the unchanged external defect pattern after the re-ignition
admonishes of being cautious with predictions about the internal damage based on the external defect
pattern.
Variation of τdrop with Wavelength
With the knowledge about the internal damage expansion discussed in Sec. 5.1.2, it is worthwhile to
discuss the resulting τdrop values for different material systems presented in Sec. 5.1.1. As shown, the
remaining lasing intensity leaving the DL, which is what the PD monitors, depends on the total internal
defect width. This means if the entire stripe width is covered in lateral direction by damaged regions
the lasing signal will vanish. At early stages the damage growth is almost isotropic. By taking into
account that the emitter stripes are ≈ 50− 200 µm wide but ≈ 1000− 2000 µm long, the effect on the
lateral direction is indeed stronger. Therefore, the characteristic time τdrop is mainly determined by the
2The remaining difference is mainly caused by the lower sensitivity of the thermocamera for events close to the limits set by
the focal depth.
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lateral spread of the defect, while the extension along the cavity is of minor relevance at early stages
of defect propagation. The key to understand the different lateral defect velocities are the different
specific thermal resistances (Rλ ) of the active region designs for different wavelengths. Materials with
lower Rλ show lower lateral defect spread (discussed in detail in Sec. 6.3.3). The material that has
to be considered here is the waveguide material. It removes the main thermal load, because the QW
itself is thin (it can be seen as two-dimensional). The main heat flux goes into the surrounding region,
i.e., the waveguide. On the other hand, a better heat removal from the active region allows to reach
higher PCOD values, as demonstrated by Fujii et al. [168]. This explains the arrangement of the data
points along lines for different wavelength in Fig. 5.3. There, the material with the lowest thermal
resistance (λc = 980nm,Al0.085Ga0.915As, with Rλ = 4.5K · cm/W) is in the upper right corner, i.e.,
higher maximal optical powers and longer drop times. The materials with higher thermal resistance
have smaller values on both axis (λc = 808nm, Al0.3Ga0.7As, with Rλ = 8K · cm/W and λc = 650nm,
InGaAlP, with Rλ = 13K · cm/W)
Initial Defect Growth Kinetics
Figure 5.12 shows two quantities extracted from lasing NF images. There, similar data sets are compared
for two devices representing different positions in the ICOD-distribution of the batch, see the indicated
columns in the histogram Fig. 5.10. As discussed, the width of the lasing NF gap gives the total internal
damage width. Furthermore, the signal intensity can be interpreted as an information about the defect
extension, too. Its value at the COD site monitors the defect growth in z-direction, i.e., the depth of the
defect along the resonator axis. This is caused by the travel of the defect front, preventing more and more
light passing the defect above or below, in y-direction, the COD site.
For both devices, the onset of damage creation lies between 220ns and 240ns, Fig. 5.12(a). The
degradation starts with a jump-like creation of a defect with a width of ≤ 2 µm in less than 700ps and
≤ 1 µm in ≤ 400ps in case of device A4 and A11, respectively. These values result from data, e.g.,
presented in Fig. 5.4. There the NF gap emerges this fast that a continuous expansion for the very first
moment cannot be detected. This is why only upper limits for this dynamics can be given. This fast
onset represents most likely the initial thermal runaway event. The measured time ranges are in good
agreement with the modeling work by Henry et al. [46] and Nakwaski [137, 169]. They calculated times
in the nanosecond range and below.
After this fast onset, the lateral damage expansion continues with an almost constant velocity of
(30±3)m/s in case of device A4 and (190± 10)m/s for device A11. Device A4 has been subjected
to a subsequent current pulse of same length and magnitude as used for the first COD ignition. The evo-
lution of the damage width in case of re-ignition, Fig. 5.12(a), proceeds with a velocity of (28±1)m/s.
It is almost the same value as in the previous pulse. This is a clear evidence for an almost constant energy
feeding of the growth process. Furthermore, the constant growth velocity in both pulses accounts for the
absence of significant material inhomogeneities. The much higher, but also constant, velocity in case of
device A11, indicates a constant energy feed of the process at a higher level than in device A4. This is
not surprising due to a 3A higher current, resulting in an elevated optical power (confirmed by the L-I
curve).
The drop of the intensity after the first COD event in both devices is given in Fig. 5.12(b). The time
τp introduced here is not to be confused with the power decay time τdrop. The value for τdrop can also be
obtained by considering the decrease of the integral output power, e.g., in case of device A4 this gives
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τdrop = 180ns, which matches the values shown in Fig. 5.3.
Taking both data sets into account, the NF gap giving the width of the damage and the intensity
drop giving the depth of the damage, the defect expansion for devices A4 is more pronounced in z-
direction compared to device A11. However, this is only valid for a short period of time after the onset
of COD, see intersection of both curves after ≈ 70ns in Fig. 5.12(b). For later times the defect kinetics
of both devices becomes similar. If a device shows faster lateral defect expansion, than it experiences
an accelerated optical power drop. This slows down the damage growth automatically, resulting in the
described convergence.
The kinetics at different positions in the COD threshold distribution for one device batch indicates
that the value of ICOD is crucial for the dynamics of the first COD occurrence. This means, the available
optical energy is of importance, verifying the concepts of a fast energy redeposition by re-absorption of
the laser light.
Optical Mode Induced Defect Spread
The lasing NF is not only a passive probe for the COD damage as discussed in the preceding sections.
The COD-related change in the mode pattern can lead to further degradation. Figure 5.13(c) shows the
NF evolution of device F1 were two COD ignition sites in a single current pulse are present.
The first COD site appears after t = 0.45 µs in the pulse at 46.5 µm after a filament of high NF intensity
was present at this place. This confirms COD ignition to be related to high light intensities. Then the
mode pattern start to redistribute which is a dynamic process, because the NF gap and therefore the
defect width increases with time. This leads to a high amplitude filament that moves in lateral direction
due to thermal lensing [115]. Eventually, this local high intensity causes the occurrence of a second
COD site after t = 0.56 µs at 60.8 µm, see Fig. 5.13(c). It is most likely that this filament hits a region
of the front facet that has a slightly lower COD threshold during its lateral motion. This means that the
distance between the COD sites is an indicator for facet quality and homogeneity. The results show that
the optical mode redistribution can act as fast defect spread mechanism by causing an additional COD
ignition site well separated from the first one.
5.2.2 Energy Balance of COD
Energy Re-Distribution Indicated by Power Drop
An advantage of the step test approach is the knowledge about the energy incorporated into damage
growth. Therefore, the time-resolved optical output power traces can be considered. A typical curve,
taken from device A12 is given in Fig. 5.18. The onset of COD is around tCOD = 1320ns. As long
as the entire defect width is small against the emitter stripe width, it can be assumed, that the internal
power in the laser cavity is almost constant. The energy missing in the output power after COD onset is
supposed to be used for creating the damage3. In order to determine this energy Wdef, the area between
a hypothetical curve for the pulse without COD [Phypo(t)] and the actual measured one [Preal(t)] has to
be calculated. The time span for this integral is given by tCOD and the time (tend) when the power drops
to Preal(tCOD)/e2 = 0.135 ·Preal(tCOD), or when the pulse ends. The hypothetical curve for the COD free
3In principle, the amount of absorbed energy should be rather calculated from the internal optical power than from the external
one. However, due to the low reflectivity of ≈ 3% of the out-coupling facet, both values are very similar.
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case is obtained by scaling the output power curve recorded during the last current step before COD to
the same staring level. This approach is cross-checked with curves from devices of the same batch under
similar conditions that experienced COD at higher currents. This distribution of ICOD, determined by
small device inhomogeneities, is characterized by the histogram in Fig. 5.10 for batch A.
At this point one might ask, if the intra-cavity laser power does not decrease at the same moment
and therefore the assumption that the energy Wdef is re-distributed is simply wrong. In order to rule this
possibility out, two experiments have been done:
First, the small amount of optical power transmitted through the high-reflective (≈ 99%) rear facet of
a device from batch A is used as monitor for the optical power in the cavity. In parallel, the power is
measured which is emitted through the front facet. At the moment of approaching the COD threshold, a
substantial power drop at the front facet (the COD occurred there) has been seen, while no decrease was
measured at the (undamaged) rear facet. This means that the optical power in the cavity remains almost
constant. The drop seen from the front facet is a result of the defect blocking the light path. In doing so,
it can be assumed that this not-detected light energy is absorbed by the defect.
In a second experiment, several devices from batch F have been used. During the experiments it
turned out that this device structure tend to rear facet COD. This is utilized as follows: The evolution
of the lasing NF during the step test has been monitored by the streak camera. From the performed
experiments including ex-post localization of the damage volume by SEM and EBIC, it is known that a
defect at any position in the laser cavity influences the lasing NF. In this way, a sudden change of the
lateral mode pattern indicates the COD onset at tCOD. In parallel the output power at the front facet (sum
of lateral resolved lasing NF signal) was recorded as a measure of the intra-cavity optical power. The
results show that no significant power drop at the front facet can be seen around the onset of COD. In
some cases, the power showed a slight decrease, but in most cases it remains on approximately the same
level. This has been found to remain true as long as the lateral defect extension keeps small compared to
the emitter width.








The corresponding area is green-shaded in Fig. 5.18. This describes the process of a specific energy re-
distribution. The laser light field collects energy via stimulated emission from the active material along
the entire laser cavity and stores it in a small defect volume. In case of device A12, the obtained value of
this re-deposited energy is Wdef = 155nJ.
At this point the question arises, if it is necessary to take the re-absorbed light energy (Wheat) into
account which heats up the bulk and also the front facet region. In order to estimate Wheat, the drop
in optical output power (without COD influence) during a single pulse can be considered. The value
of Wheat is calculated by integrating the area between a constant curve set to the maximal power (Pmax)
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The corresponding area is red-shaded in Fig. 5.18. The obtained energy is Wheat = 1337nJ. This value is
ten times larger than the one for Wdef, see also ratio between the shaded areas in Fig. 5.18.
However, the volumes where these energies are stored differ much more. The inset of Fig. 5.18 gives
a schematic top view onto the device structure. The energy Wheat is absorbed in the entire emitter stripe
with the volume Vemitter = length × width × thickness = 1.4mm × 50 µm × 1 µm = 7 · 104 µm3 (a
thickness of 1 µm is assumed for QW and waveguide). The defect volume (Vdef) can be estimated from
TEM cross sections prepared from this device (these data will be discussed in Sec. 5.2.3), times the width
of the external damage visible at the facet surface. The result is Vdef = 8.4 µm3.
Taking into account the different volumes, one can estimate the corresponding energy densities. The
assumption of a homogenous distribution is a good approximation for the bulk, even if it is known that
the temperature is slightly higher around the front facet, e.g., discussed by Menzel [143]. For the bulk
heating this gives 19pJ/µm3 and an energy density of 18nJ/µm3 for the damage volume. The values
differ by three orders of magnitude. This verifies the assumption that the contribution of Wheat can be
neglected while dealing with the damage growth. Notice, that the contribution of Wheat is nevertheless
important for reaching Tcrit, cf. Sec. 2.2. The contribution of the bulk heating have been discussed in
Sec. 4.2.3, in particular for the temperature at the facet, and will be further emphasized in Sec. 7.1.
To cross-check the made assumptions, the temperature rise (∆T ) in the material can be estimated.
Caused by the short tPW and the even shorter time between tCOD and tend it is valid to neglect the heat
transport in the device. This is in line with the studies done by Ziegler et al. [170, 171] and Kappeler
et al. [127]. Therefore, the following simple expression can be used for the relation between an energy






















   
















Figure 5.18: Temporal evolution of optical output power for device A12 during the pulse where COD
occurs. The time tCOD is indicated. The green-shaded area represents the energy Wdef in-
corporated in the defect growth. The red-shaded area gives an estimate for the energy Wheat
of re-absorbed laser light leading to bulk temperature increase. The inset shows a top view
onto the laser structure (x-z-plane). The emitter stripe is shown as red rectangle and its
dimensions are given. The position of the damage pattern at the front facet is indicated as
green area.
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(Wtheo) deposited in a specific volume and the resulting ∆T :




with the specific heat c = 0.372J/(gK) and mass density ρ = 4.774g/cm3 (values for Al0.35Ga0.65As,
i.e., the waveguide material, taken from [172]). Putting in the values of Wheat for Wtheo and Vemitter for
the volume V in case of bulk heating gives ∆T ≈ 11K. This value is approximately the half of the
temperature rise expected from the measurements of the spectral line shift of the emission presented in
Sec. 4.2.2. This deviation is an effect of the averaging over the entire volume and of the assumption that
only the missing energy in the output power contributes to the heating. Considering the deviation between
applied electrical energy and extracted optical energy as heat energy deposited in the active region, one
ends with a temperature rise of ≈ 20K. Since these values are on the same order of magnitude, the made
assumptions are valid. It demonstrates that the drop indicated by the red-shaded area in Fig. 5.18 can
be neglected in calculations of energy introduced in the defect site. The bulk temperature rise and the
temperature rise in the damage volume can be analyzed separately. A systematic investigation of Wdef is
presented in the following subsection.
Fast Energy Re-Distribution
In Sec. 4.1.1 and especially in Fig. 4.13 it is shown, that tCOD varies over two orders of magnitude
depending on I. This means that the optical energy available for the thermal runaway also varies. An
energy balance calculation is used in the following to verify that the COD is characterized by an initial
local melting. This process is fed by thermal excess energy from local laser light absorption. If the basic
concept keeps the same while ICOD (and therefore PCOD due to their relation via the L-I curve) varies
over a wide range, the energy needed to create the damage volume should show a linear dependence on
the available energy.
The available energy Wdef is calculated following Eq. (5.2.1). The energy needed to create the damage
is Wtheo from Eq. (5.2.3). The COD data set from device batch A used in Fig. 4.13 is evaluated. In case of
these devices, a high current was applied in a way that tCOD was reached close to the leading pulse edge.
In this case, as demonstrated in Sec. 5.1.2, Adef (damage area at front facet) represents a good measure
for the entire, especially internal, damage volume. The value of Wdef has been calculated for every COD
event from this sample set. Additionally, Adef was determined as shown in Fig. 5.8. Figure 5.19 shows
an essentially linear correlation between these values. The meaning of the two outliers, indicated as open
symbols, will be discussed later.
In order to calculate the values of Wtheo following Eq. (5.2.3), the values for Al0.35Ga0.65As are used
again. Furthermore, the damage volume is calculated by multiplying the Adef values by a depth of
15 µm. This depth is verified by evaluating several cross sections of COD defects from device batch A.
Nevertheless, due to the time and cost intensive device preparation, not all devices have been investigated
this way. Therefore, this depth remains an approximation.
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Figure 5.19: (a) Damage area at the front facet Adef versus the absorbed optical energy Wdef calculated
from the COD-related drop in the output power transients. (b) Calculated thermal energy
Wtheo required to heat the damaged device volume to the materials melting point as a func-
tion of the absorbed optical energy Wdef. The solid lines in both sub-figures are guides to
the eye. The open circles represent outliers which are discussed in the text.
Additionally, this follows the finding that for a high ICOD value the damage extension is more pro-
nounced in lateral direction which allows us to use a constant depth. As value for ∆T , the difference
between the melting temperature of Al0.35Ga0.65As (1580◦C) and the ambient temperature (23◦C) is
taken. Therefore Wtheo represents the energy necessary to bring the damage volume to the materials
melting point.
Figure 5.19(b) gives the Wdef and Wtheo values for all devices that experienced COD in Fig. 4.13 in
a double-logarithmic plot. Notice, that the small amount of energy is neglected in this analysis that is
needed to reach Tcrit. A linear correlation with Wdef ≈Wtheo is found for the majority of the devices [solid
circles in Fig. 5.19(b)] covering nearly two orders of magnitude on the respective energy scale. This
strongly supports the COD scenario outlined above, including temperatures around 1580◦C, which is
the melting point of Al0.35Ga0.65As, i.e., the waveguide material. Furthermore, it characterizes the COD
as a mainly thermal effect. The two open circles in Figs. 5.19(a) and (b) which lie significantly away
from the correlation line, represent devices with longer tPW of 5 µs and 100 µs (compared to tPW = 1 µs)
and experience COD in the microsecond time range. On this time scale, the heat transport from the
damage volume into other parts of the device cannot be neglected anymore. It reduces the deposited
excess energy Wdef. Therefore, COD is induced with a fraction of Wdef only. Thus, also these data points
support the presented findings.
The correlation of the energy data verifies the assumed concept of a fast energy re-distribution from
the entire active volume via the laser light field into a small damage volume. Furthermore, the heating of
this volume to the materials’ melting point is assured.
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Temperature Estimation Based on Thermal Images
At this point, it is worthwhile to show how temperatures can be estimated from thermal images as in
Figs. 4.2(j-l). Therefore, an experimental calibration is done. In order to connect the measured infrared
radiant power and the temperature, a laser of the batch (in this case batch A) under investigation is heated
up and stabilized at several temperatures in the range from 23◦C to 200◦C. Temperatures above this value
have been extrapolated according to Planck’s law, while taking into account the spectral responsivity
of the thermocamera and the transmission properties of the optical elements. Details about such type
of calibration and a discussion about effects leading to uncertainties are given by Ziegler [173]. The
first step is to take into account that the heat source is much smaller than the area Apixel imaged by
a camera pixel. A feasible assumption for the size of the heat source is Adef. This leads to a simple
geometric scaling of the experimentally determined thermal flash amplitude (Fexp), which is a function
of the temperature transient Tflash of the damage region during the flash (t is the time):




Taking this into account, one gets a calibration curve connecting the measured thermal signal and the
temperature, see Fig. 5.20(a).
The next step is to account for the temporal averaging of the measured heat flow during tint,eff ≈ 4 µs.
Within this integration time a temperature transient as schematically shown in Fig. 4.1 is assumed. The
value of Tflash(t) first increases with the time constant τdrop between 30ns and 400ns, as determined in
Sec. 5.1.1. The damage volume reaches its maximal value (Tmax) when most of the excess energy has
been absorbed at tend. Subsequently, the heated volume cools down to ambient temperature (T0) with a
material related time constant (τcool).









































Figure 5.20: (a) Result of thermocamera calibration. One of the DLs from batch A is thermoelectrically
stabilized to the calibration temperature. The resulting thermal signal is recorded. Notice,
the thermal counts here are scaled already by taking into account the heat source size during
COD. (b) A typical temperature transient determined following Eq. (5.2.5) from the thermal
image shown in Fig. 4.2(l).
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with the normalization factor a = 1− exp(−τdrop/τcool) to keep the temperature curve continuous. The
value of τcool is given by:
τcool = ρ ·Vdef · c ·Rth , (5.2.6)
with the absolute thermal resistance Rth = d/(ktherm ·Asurf) of the bulk material of thickness d which
surrounds Vdef with surface area Asurf. The thermal conductivity ktherm = 0.55Wcm−1 K−1 and specific
heat c = 0.33J/(gK) of GaAs are assumed. The main temperature gradient in heat transport is present
over the thickness d. This value can be approximated from the thermal images (taken with the CEDIP
thermocamera), e.g., shown in Figs. 4.2(j-l). Within tint,eff the strongly heated area covers only two
camera pixels, resulting in d = 9.4 µm. This yields to τcool = (180±20)ns.
This model of the temperature dynamics, which is supported by experimental findings, allows for
the re-construction of the temperature profile for the COD ignition site. The values of Tmax can be
determined with Eq. (5.2.5) from the Fexp values. This calculation is done for the samples of batch A
that experienced COD in Fig. 4.13. An example for an temperature transient determined with the above
mentioned equation is given in Fig. 5.20(b). There the thermal runaway starts at tCOD = 110ns. The
result for the entire sample set is an averaged value of Tmax = (1200± 200)◦C. In case of the thermal
flashes shown in Figs. 4.2(j-l), the values are (1200± 200)◦C [sub-figure (j)], (2000± 200)◦C (k), and
(2000±200)◦C (l). The uncertainties of the values are a result of the assumptions that were made and the
uncertainty of the measurement itself. Nevertheless, these temperatures are around or above the melting
point of GaAs of 1240◦C (substrate) and Al0.35Ga0.65As of ≈ 1580◦C (waveguide). This shows again,
that the fast heating during the thermal runaway process is based on an energy re-distribution via the
laser light field from the entire cavity into a small defect volume. Once started, this process shows a
fast temperature dynamic governed by an avalanche-like feedback loop of local temperature rise and re-
absorption. This is also verified by the statement of Nakwaski [137], who conclude from his modeling
work that the exact value of Tcrit is of minor importance for the thermal runaway. Furthermore, this
indicates, that the step test at elevated current levels addresses the same defect mechanism as reported
for cw tests. The only difference is, that the time needed to start the thermal runaway is significantly
reduced, providing an improved experimental access to study COD.
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Energy Balance Based on NF Data
The NF data shown in Sec. 5.1.2 allows an energy balance to be set up for the defect kinetics around
thermal runaway. The idea is analogous to the calculation presented above, but in the following a different
set of input data – time-resolved NF data and µPL maps – are used. Furthermore, this section is focused
on the situation during COD re-ignition. As example, the following calculations will be done with
the data obtained from device A4, which is one of the device that have been opened after COD. This
device experienced COD and its re-ignition during two identical subsequent current pulses (ICOD = 10A,
tPW = 300ns). Figures 5.4(a,b) and 5.5(a) give the lasing NFs during degradation and a µPL map of the
internal defect structure after COD re-ignition, respectively. Furthermore, a discussion of the kinetics
related to the NF gap is given in Sec. 5.1.2, data of device A4 are given in Fig. 5.12.
The application of Eq. (5.2.1) to the power transients of device A4 leads to values of Wdef,COD = 45nJ
and Wdef,reig = 246nJ for the pulse with first COD occurrence and the following one, respectively.
For comparison, Eq. (5.2.3) is used to calculate the energy Wtheo that would be needed for melting the
volume Vdef. The material parameters of GaAs (c = 0.33J/(gK) and ρ = 5.33g/cm
3) and a tempera-
ture rise of ∆T = 1217K (representing the difference between room temperature and the melting point
of GaAs) are used. The value for Vdef is obtained by multiplying the damaged area (Adark) visible as
dark region in the µPL map, Fig. 5.5(a), with a thickness of 1 µm. This corresponds to the waveguide
thickness and is confirmed by TEM measurements presented in Sec. 5.1.3 and heat dissipation studies in
Sec. 5.2.4.
The value of the final defective area Adark,final = 139 µm2 is taken from the µPL measurement. It
consists of two parts: Adark,COD created during the initial COD pulse and Adark,reig added during the
pulse where the process re-ignites. As discussed in Sec. 5.1.2, the width of the COD induced NF gap
agrees well with the internal lateral defect extent and its growth is linear with time, indicated by the
linear fits in Fig. 5.12(a). This allows estimating a value of Adark,COD = 23 µm2 by a linear scaling of
Adark,final, while Adark,reig = Adark,final−Adark,COD = 116 µm2. This gives energies of Wtheo,COD = 49nJ
and Wtheo,reig = 248nJ required for melting the damaged volume detected by µPL mapping. They are in
very good agreement with the corresponding Wdef values (Wdef,COD = 45nJ and Wdef,reig = 246nJ). This
confirms, that the optical output power loss is fully accumulated in the defect growth. Note, that this is
valid only as long as the width of the defect is small compared to the emitter width, so that the influence
on the reduced laser feedback is negligible. The area Adark,COD is indicated as red-shaded region in
Fig. 5.21, while Adark,final is surrounded by a yellow line. This gives a depth of ≈ 3 µm along z for the
defect pattern after the first COD event.
Figure 5.21: µPL of the QW plane of device A4. The yellow line surrounds the damaged region af-
ter COD and COD re-ignition. The red-shaded area gives the damaged region after COD
ignition, but before re-ignition. The position of the front facet is indicated.
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Based on the NF data it is possible to estimate the energy that is necessary to re-ignite the process.
From Fig. 5.12(a) follows a time interval of 100ns after the leading edge of the pulse in which the NF
gap of device A4 (re-ignition data points) does not enlarge. As shown above, the defect volume absorbs
the energy missing in the optical output power. This power loss amounts to ≈ 1W in case of device A4.
Therefore an energy of ≈ 100nJ has to be provided to re-start the defect growth. Compared to the value
estimated above for initial COD ignition (≈ 50nJ), this value is almost twice as high. Explanations for
this difference are:
• The material heats up during regular laser operation, cf. measured bulk heating in Sec. 4.1.3.
When COD occurs during a current pulse, a certain temperature profile has been reached. In the
re-ignition case, the energy absorbing defect is already present at the leading pulse edge, but the
entire structure is at room temperature. Now, this ’cold’ material acts as heat sink with a short
distance, i.e., a good thermal coupling, to the heat source. Therefore, this results in a short time
constant for heat removal. A certain amount of energy has to be used to heat up the surrounding
of the damage site again to restore the ’defect growth environment’.
• In addition to the primary damage detected by µPL, Fig. 5.5(a), a cloud of point defects is created
around the COD site. This will be shown in Sec. 6.1.1. These defects absorb energy and heat up
the region around the primary damage. The temperature, however, does not reach Tcrit. Thus, this
energy is lost in the energy balance that is made for the primary damage region.
• After an initial defect is created, a mode re-distribution occurs in the cavity. As a result, an in-
creased NF intensity at still undamaged facet areas can be observed. This in turn results in a lower
power density than expected at the initial defect.
With this data, it is also possible to calculate the minimal current (and via the L-I curve the optical
power) that is necessary to re-ignite the process during a 300ns long pulse. The result is ICOD = 2.8A.
Therefore, the 1.6A-test pulse used during the step test is not able to re-ignite COD and causes no further
COD degradation. This is visible in Figs. 5.4(c,d), where the width of the NF gap remains constant.
The presented findings confirm our understanding of the energy transfer mechanisms involved in the
process. This knowledge can be used for systematic preparation of early defect stages as will be demon-
strated in the following section. Furthermore, it helps in understanding the third COD phase in which the
extended damage pattern is created. Therefore, the presented concepts are the base of the defect growth
model, that will be presented in Sec. 6.3.
5.2.3 Microscopic Defect Analysis
Origin of the ’White Line’ and Interpretation of EDX Data
In the past, some authors [161–164, 166] have revealed a similar ’white line’, as visible in Figs. 5.15
and 5.16, by TEM analysis of the defect pattern of COD. In contrast to the results presented here, they
investigated devices emitting at 980nm and used TEM lamellas cut perpendicular to the light emission
direction in the x-y-plane (except for Sin et al. [163]). These reports focus on the diffusion of indium
(from the In-rich QWs of these structures) during gradual degradation and COD, without directly claim-
ing the cause of the ’white line’, e.g., by In enrichment. However, the uniform small line thickness and
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the high contrast of the ’white line’ including sharp bends [see green arrows in Fig. 5.15(a)] make dif-
fusion processes starting at the QW extremely unlikely. The lack of indium in the investigated 808nm
laser from batch A, eliminates this possible explanation completely.
The EDX analysis revealed a reduced Ga and increased Al and As content of the ’white line’. The
situation is vice versa for the inner region [III in Figs. 5.15(c,d)]. This increased Al content let the line
appear white in bright-field and black in dark-field contrast mode, Figs. 5.15(b) and (c), due to the lower
atomic weight of Al. The gallium accumulation in region III, cf. Fig. 5.15(c), agrees well with earlier
reports, e.g., by Snyder et al. [160], about Ga-enriched damage traces as result of COD.
This element re-distribution and the appearance of the defect region indicate a re-crystallization pro-
cess that takes place after melting of the Al0.35Ga0.65As waveguide. The most likely scenario is the
following: The energy re-distributed during the thermal runaway, cf. Sec. 5.2.2, leads to temperatures
high enough to melt Al1−xGaxAs of any composition. The necessary melt temperature can be obtained
from the phase diagram of the Al-Ga-As system or simply from the pseudo-binary GaAs-AlAs part,
Fig. 5.22, as reported by Foster et al. [174]. The system has no miscibility gap, therefore any com-
position is possible. The minimum temperature at which the material is liquid can be obtained from
the liquidus. Assuming that a certain volume of the material gets molten during the thermal runaway,
than the inverse process – the solidification – is of particular importance for forming the observed defect
pattern. Initially the melt is expected to have the same composition as the surrounding solid material,
namely Al0.35Ga0.65As. However, segregation effects cause the solidification process to result in ma-
terial with inhomogeneous composition. These compositions can be calculated from the liquidus and
solidus in the phase diagram, Fig. 5.22. They are expressed by the mole fraction ratio in the solid to
the one in the melt. Al-rich solid solutions are in equilibrium with Ga-rich melts. These composition
values can easily be estimated from the tie lines (e.g., horizontal dash yellow line in Fig. 5.22), which
connect liquidus and solidus at one and the same temperature. Starting with the melt composition of
Al0.35Ga0.65As, i.e., at ≈ 1580◦C, the first to freeze composition which is in equilibrium with this melt
is roughly Al0.83Ga0.17As, see yellow arrows in Fig. 5.22. As a result of the solidification, the remaining
melt becomes depleted in Al. While the cooling process continues, the liquidus temperature decreases
due to its Al-depletion and consequently the composition of the solid solution, too.
Figure 5.22: Pseudo-binary phase diagram for GaAs-AlAs. Above the liquidus curve, the material is
completely liquid (red area), below the solidus curve, it is completely solid (blue area),
while in between a mixed phase is present. The meaning of the yellow lines is explained in
the text. Data taken from Foster et al. [174].
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Assuming the solidification process to be core-directed, an Al-rich solid solution should be found at
the border to the surrounding non-molten material. This is exactly what is visible in Figs. 5.15(a-c) and
5.16(c-f). As the solidification continues, the Al-content decreases continuously. It is worth to mention,
that the described process is only valid for equilibrium conditions. Assuming equilibrium for the very
first volume that solidifies, the conditions for the following crystallization might change substantially. An
indication for that can be found in Fig. 5.15(a). After crystallization of some Al-rich material (forming
the ’white line’), the solidification becomes morphological instable and dendrites can be observed, which
grew due to constitutional supercooling. Dendrites are a clear hint for non-equilibrium growth conditions
due to violations of interface stability limits, as discussed by Tiller [175]. Furthermore, they indicate a
rapid thermocycle. After the solidification, diffusion processes are likely at these temperatures, but they
do not change significantly the measured concentration profile.
Thus, re-crystallization can qualitatively explain the formation of the Al-rich ’white line’, which there-
fore represents a kind of isothermal line visualizing the re-crystallization front. It is highly likely that
the position where the ’white line’ forms is indicative for the shape of the volume in which material has
been molten during COD.
A question that arises from this is, if the material outside the volume surrounded by the ’white line’
remains undamaged. In order to find an answer, the considerations from Sec. 5.2.2 are used. The energy
incorporated into damage creation has been already determined (Wdef = 155nJ, cf. Sec. 5.2.2). Now,
the heated volume Vdef can be assumed as the area inside the ’white line’ [Fig. 5.15(a)] times the width
of the external defect [Fig. 5.14(d)]. This yields to Vdef = 2.4 µm3. With Eq. (5.2.3), this leads to
∆T = 3.6 · 104 K. This value is much too high to make sense, because the melting temperature for
any composition in the GaAs-AlAs system is below 1800◦C, cf. Fig. 5.22. Since the energy balance
considerations in Sec. 5.2.2 confirms, that the value of Wdef is correct, the assumption for Vdef must be
wrong. The ’white line’ is not the border of the entire heated and damaged region. It will be shown by
time-resolved thermography and investigations of point defects in Sec. 6.1.1, that the thermal energy is
distributed over a larger volume and also creates defects there. In this way it is wrong to consider the
area outside the ’white line’ as undamaged. The ’white line’ rather indicates the area of substantially
damaged (re-solidified) material. A discussion about the heat dissipation in this area will be given in
Sec. 5.2.4.
Position of Initial Defect Growth
Away from the front facet, the ’white line’ follows the QW with almost fixed spacing which implies a
constant temperature during defect growth within a single pulse. Moreover, the distances of the ’white
line’ on p- and n-side are the same from the location where the QW has been. This indicates that the
QW is the origin of the defect. In vicinity of the front facet, however, the situation is different. Here,
the obviously damaged region has a substantially larger extent in y-direction. Nevertheless, the ’white
line’ maintains its sharp shape. The specific line shape with the characteristic corners, marked by green
arrows in Fig. 5.15(a), indicates the existence of separate initial points of COD on both sides of the QW.
Their most likely position is next to the hollow spaces under the coating, indicated in Fig. 5.23(a) as
the origin of the yellow arrows. There, the part of the damage structure at the facet from Fig. 5.15(a)
is shown on an enlarged scale. One single starting point at the QW position could not explain the
inhomogeneities of the temperature distribution expressed as corners of the ’white line’. Defect pattern
showing these inhomogeneous structures were also reported for single-spatial-mode lasers during long
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term degradation in ’kink free’ operation. This means the emission mode pattern remains unchanged,
e.g., no occurrence of higher order spatial modes. This rules out the possibility that the found damage
pattern is an effect of higher order spatial modes occurring at elevated currents as used during the step
test. A SEM image of the cross section of such a sample prepared by FIB is shown in Fig. 5.23(b), it was
taken from Sin et al. [163]. Notice that the emission wavelength of this device is 980nm in contrast to
the 808nm of batch A. Furthermore, it verifies again the use of the step test approach for COD analysis
by producing similar defect pattern even on a nanoscopic scale.
Additional evidence for separate starting points is given by the positions of the hollow spaces un-
der the coating that have been discovered by looking at the front facet before device preparation, e.g.,
Fig. 5.14(d). They are located next to the QW plane, but never direct on top of it. Thus, the most likely
scenario is as follows: Fast nearly isotropic (in the y-z-plane) damage spread starts in the waveguide
close to the front facet, indicated by the yellow arrows in Fig. 5.23(a). This extending defect than affects
the QW, followed by further defect growth along the QW itself [orange arrow in Fig. 5.23(a)]. This is
plausible, because the highest light field intensity is expected there. After defects make a part of the QW
absorptive, it is highly likely that this is the location where the damage propagation process continues.
This scenario can be further verified by looking at the facets of two 980nm devices in Figs. 5.23(c) and
(d). Whereas Fig. 5.23(c) shows a SEM image of the external defect part of device E5 from batch E,
sub-figure 5.23(d) is taken from Mallard et al. [165]. The red dashed lines give the positions of the
QWs in both cases. It is obvious that the coating material is also locally affected above and below (in
y-direction) the defect related material extrusion. Especially in case of Fig. 5.23(c), a thin layer at the
top of the coating seems to be molten, forming two nearly equal kidney-shaped areas at both sides of
the material extrusion. A similar area (size and shape) is affected in Fig. 5.23(d). Since these devices,
Figs. 5.23(b-d), have another emission wavelength and degraded in cw operation, the above discussed
scenario seems to be of general relevance and not restricted to a specific material system or operation
condition.
Defect Growth at the Re-Ignition Site
In case of device A4, two consecutive single current pulses have been applied. Performing the analysis as
presented in Sec. 5.2.2, the depth of the damage pattern along z after the first COD pulse can be estimated
to 3 µm, cf. Fig. 5.21. This corresponds to the position of the TEM cross section in Fig. 5.16(d). Exactly
at the predicted position, a significant change of the defect pattern is found. There, the ’white line’ shows
for the one and only time a discontinuity. Obviously this is an overlap of two thermocycles, indicated by
the overlap of the ’white lines’. Figures 5.16(e,f) show that the defect extension in y-direction rises up
again to a value of ≈ 380nm which was also present during the end of the first COD event.
By evaluating the thermal images recorded during subsequent pulses including COD re-ignitions, e.g.,
Fig. 5.8(k) and Ch. 6, no significant differences in the height of the received thermal signal can be found.
This points to very similar temperatures. A constant temperature during the damage process explains
also why constant defect growth velocities can be found, e.g., in Secs. 6.1.1 and 6.1.2 or by Jacob et al.
[176].
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Figure 5.23: (a) The starting region of the defect shown in Fig. 5.15(a) from device A12. The radial
directed yellow arrows represents the assumed direction of initial defect growth. The orange
arrow indicates the direction of further defect growth along the QW. (b) SEM image of a
FIB cut cross section of a 980nm-emitting device, taken from Ref. [163]. (c) SEM image
of the external defect part of device E5 from batch E (tilted ≈ 50◦). The position of the QW
under the front facet coating is indicated by the dashed red line. The bright object between
the material extrusion and the bottom of the image is a part of the coating that peel of during
COD. (d) SEM image of the output facet of a 980nm pump laser after COD failure, taken
from Ref. [165]. The position of the QW under the front facet coating is indicated by the
dashed red line.
Two different mechanisms for the start of defect growth can be identified:
• An explosion-like first COD ignition takes place at the laser facet, which has its origin rather at the
waveguide than in the QW.
• A COD re-ignition occurs in the defect path around the QW. There is a local overlap of the end of
the preceding defect growth and the beginning of the successive one. The width (in y-direction)
of the damage is locally distorted, but retrieves its former extend within some microns. In sharp
contrast to the first ignition, the ’white line’ indicates here a rather smooth re-start.
This makes the first COD ignition a unique event. Its physical background and the one of the re-
ignition in the subsequent pulse is different. Therefore, it is valid to separate the investigation of this first
event and the creation of the extended defect pattern, as discussed in the next chapter.
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5.2.4 Heat Dissipation
After having identified the extensions of the molten region and the temperature present during COD,
it is worthwhile to discuss the heat dissipation from there. In order to keep the calculation simple, a
one-dimensional situation is considered in one half space only (along y-axis). The process is assumed to
be symmetrical to the other side, as indicated by a similar distance of the ’white line’ at p- and n-side of
the QW in Figs. 5.15(a) and 5.16(c-f). The initial situation at time zero is the following: The material
properties of Al0.3Ga0.7As are used (waveguide material). The heat source is located between zero and
200nm, i.e., the separation of the ’white line’ from the QW position. The temperature there is set to
1500K which is ≈ 1230◦C and therefore the lower limit for melting in the phase diagram, Fig. 5.22.
The remaining material is set to ambient temperature (300K). The heat equation is solved numerically
with the solver package COMSOL 3.5. The distance is therefore discretized in 3nm long sections.
The spatial dependent temperature curve is recorded every 0.1ns. With this starting configuration, two
different scenarios are studied:
• The initial heat distribution develops in an isolated surrounding, e.g., no further heating of the
source area takes place. With other words, the energy in the observed systems remains constant.
• The source area is heated in a way that its temperature remains constant at 1500K. This simulates
continuous energy entry, e.g., by re-absorbed laser light.
The results for the first case are shown in Fig. 5.24(a), while results for the second one are shown in
Fig. 5.24(b). Notice, that only for the first nanosecond a curve is plotted every 0.1ns. Thereafter, a curve
is plotted just every 1ns. This allows to distinguish between the different curves, because they are closer
together for longer times.
Figures 5.24(c,d) show temporal cuts through the results of Figs. 5.24(a) and (b) at a distance of
0.5 µm. Only for times < 1ns, the increase of both curves is quite similar. Thereafter, the deviation of
both assumed cases becomes significant.
In the first mentioned case, the measurement point is just 300nm separated from the initial high tem-
perature region (1500K at 0ns); the maximal temperature reached in Fig. 5.24(c) is just 536K (≈ 240◦C
after 1ns). Due to the fact that temperatures in this range are also present during the epitaxial growth, it
can be assumed that no substantial damage is induced at this and larger distances from the heat source.
Furthermore, a temperature below 240◦C is reached in the middle (distance: 0nm) of the initial heat
source within ≈ 2.4ns. This verifies the findings from the preceding section, that the ’white line’ has
been created by a rapid thermocycle.
The other extreme case – constant heat source, shown in Figs. 5.24(b,d) – leads to a fast temperature
rise at the same distance from the heat source, see Fig. 5.24(d). The maximal temperature found in
Fig. 5.24(c) is reached after 10ns in a distance of 2.2 µm from the middle of the heat source, i.e., the QW
position.
The real temperature distribution present in the device is in between these extreme cases. However,
supported by the findings regarded to the ’white line’ in the preceding section, a scenario as shown in
Fig. 5.24(a) is more likely. It includes the rapid thermocycle and a defect volume thickness of 1 µm
(2× 0.5 µm, due to the assumed symmetric distribution in both half spaces) which is in line with the
calculation presented in Sec. 5.2.2. In Ch. 6, the rapid cooling predicted in Figs. 5.24(a,c) is verified by
time-resolved thermography.
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Figure 5.24: Results of 1D-heat modeling. The initial temperature distribution can be seen as ’0.0ns’
data set in (a) and (b). (a) The initial temperature distribution is observed in an isolated
environment, i.e., without additional energy entry. (b) The heat source (indicated as red
rectangle between 0 and 200nm) is kept on its initial temperature of 1500K. (c) Cut through
the results in (a); position is additionally indicated by the arrow in (a). (d) Cut through the
results in (b); position is additionally indicated by the arrow in (b).
At a first glance, this result seems to be contradictory to the assumption made for Eq. (5.2.3), that the
heat transport can be neglected. The following arguments, however, ensure that both match together. As
shown by Kappeler et al. [127], the square root law, cf. Sec. 4.2.1, follows directly from the assumption
of a negligible heat transport from the defect volume to the surrounding material. The parameter region,
where Eq. (5.2.3) is used, is within the range of validity of the square root law, see Fig. 4.13. There, the
square root law is consistent with the obtained data up to tCOD value of several hundred nanoseconds.
For longer times the heat transport becomes important and reaches steady state in cw operation. The
approximation made fails for longer times. This is visible in Fig. 5.19(b) as the outliers marked by open
circles. There, the energy is in part removed from the defect region by heat transport and the considered
energy balance does not hold anymore. Furthermore, the energy deposition at the defect front is so fast
that the material cannot reach a thermal equilibrium. This is verified by the solidification with dendrites
observed in TEM. The velocity of the isothermal line, i.e., the high-temperature front, in y-direction in
the case shown in Fig. 5.24(a) drops to ≈ 10nm/ns after ≈ 2ns. The heat source (defect front) moves
with about the same velocity along z, as reported in Refs. [58, 126, 177], own measurements will be
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discussed in Sec. 6.1. During this time the waveguide thickness is affected by degradation due to the
heat. Therefore, this extension is used in Eq. (5.2.3). At the time when the heat transport would have
to be considered, the volume used for calculation has been already passed by the defect front. The
calculation itself addresses only the question how much energy is necessary to achieve the temperature
for creating the primary damage. The heat spread model of this section addresses the heat dissipation
after the defect front has passed a region and does not influence it anymore in case of Fig. 5.24(a). In
contrast, the scenario shown in Fig. 5.24(b) gives a defect front without any motion. Therefore, the real
heat distribution should be between these two extreme cases: A fast but not abrupt decrease of the heat
source peak temperature. Nevertheless, the fast spread of thermal energy predicted here is relevant for
the defect kinetics. In Sec. 6.1.1 it will be shown that the material affected directly by COD is surrounded
by an extended area of point defects, caused by thermal energy.
5.2.5 Mechanisms Determining the Second Phase
The time constants determining the second phase kinetics are found to be related to the thermal resis-
tances of the involved active region materials. If the waveguide surrounding the QW can extract the
heat more efficient the defect growth slows down. This was verified by analyzing τdrop which has been
found to be indicative for the lateral defect growth. Furthermore, better heat extraction from the gain
medium allows to reach higher PCOD values by delaying the situation when Tcrit is reached. Additionally,
a thermally induced reduction of the output power sets in later, too. Therefore, an optical induced energy
transfer becomes less efficient. The COD threshold is a trade-off between the material and the optical
power. The same holds for the further defect growth.
The initial starting points of COD have been identified to be most likely above and below the QW.
This is an astonishing result, because one would expect the QW as gain medium to be subjected to
higher power levels than the waveguide and cladding layers.
The temperature reached during COD was subject of extended speculations in the past, e.g., Refs. [58,
160]. Here, it has been shown, that a temperature of ≈ 1500◦C is most likely to be present during defect
growth. This is verified by the analysis of the re-crystallization front. Moreover, the step test approach
allowed to make up energy balances for the COD, due to the knowledge about the energy necessary to
create the defect. Additional evidence comes from the thermocamera images that could be evaluated
with a model based on the experimental findings. A heat transfer model confirms that the creation of a
point defect cloud around the heavily damaged area indeed requires these temperatures. The presence
of high temperatures, even after a macroscopic defect site has been created, is verified by short-time




6 Third Phase of COD – Defect Spread
After an initial damage site has been established in the thermal runaway phase, further defect growth is
observed. This phase of defect spreading is analyzed in this chapter.
6.1 Experimental Results
A promising approach for an in-situ analysis is the combination of a step test scheme with a thermo-
camera based setup. The reasons are the high temperatures present during COD and the transparancy
of GaAs for the thermal emission. Additionally, the temporal resolution is given by the time slicing as
discussed in the preceding chapter and not by the rather long integration times of the thermocamera. First
results have been already presented in Fig. 5.8(k). There, thermal measurements of the front facet show
a motion of the thermal signal during COD re-ignitions in lateral direction. Such an one-dimensional
projection is, however, insufficient to follow the motion of the defect front in the QW plane. In the
following, strategies are presented to circumvent this lack of information [106, 178–180].
6.1.1 Defect Analysis Through the Top Contact
In order to trace the defect motion in two dimensions, a top window was implemented for selected
DLs of batch A. This was done by partly removing the n-metallization on the substrate with a laser
ablation system [178]. A rectangular window of 1.3mm× 0.3mm× 40 µm (length × width × depth)
was applied. The active region is centered underneath this top-contact window. In order to prevent the
facets from contamination during the ablation process, 30 µm and 70 µm wide strips of material were
kept at the front and rear, respectively. A scheme of the modified device is given in Fig. 6.1(a), while
Fig. 6.1(b) shows an image of it taken with an optical microscope looking from the top. To ensure that
no damage was caused by the laser ablation, the cw L-I curves before and after implementing the top-
contact window are compared, Fig. 6.1(c). The relative deviation of the both curves of 2.7% is within
the reproducibility of such a measurement after about half a year. Therefore, the device properties are
considered unchanged.
In-situ Measurements
The thermocamera was directed straight towards the top-contact window, observing additionally the
front facet via a 45◦ tilted mirror. The sample was thermo-electrically stabilized to (23.0±0.2) ◦C. The
step test started from I0 = 1.6A and proceeded with ∆I = 0.5A in 1 µs long pulses. The thermocamera
integration window was tint = 10 µs, resulting in tint,eff = 4.5 µs. The 200ns long test pulse was taken
at 1.6A. During each single pulse the current trace and the time-dependent laser output power were
recorded additionally to the thermal image. The thermal image of the front facet was used to probe COD
occurrence.
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Figure 6.1: (a) Scheme of the DL with top-contact window. (b) Top view through a light microscope.
(c) Comparison of the optical output power of the device before and after implementing the
window into the top-contact.
The device, which data will be discussed in the following, experienced COD at ICOD = 10.5A with
tCOD = 134ns. After that 34 additional 1 µs long single pulses, each at 10.5A were applied with constant
I = ICOD, i.e., ≈ 35 µs of operation. Eventually, all lasing has vanished. Figure 6.2 shows the evolution
of the thermal flashes of Planck’s radiation in the device observed through the top-contact window. Each
sub-figure shows the result of a single current pulse applied to the device. The thermal background was
subtracted. The image shows the geometry in grayscale and the thermal emission overlaid in color. While
Fig. 6.2(a) shows the entire laser chip, the following smaller images (b)-(w) are restricted to the region
of interest around the front facet, as indicated in (a). A region emitting an elevated thermal signal can
be seen that starts at the front facet (bottom of the sub-figures) and moves along the resonator (z-axis)









































































Figure 6.2: Time evolution of the area of thermal emission seen through the top window of the DL. Each
sub-figure shows the result of a single current pulse applied to the device. (a-w) represents
a series of consecutive experiments. (a) The geometry of the device is shown as grayscale
image (emissivity contrast); the top-contact window appears as bright rectangle in the middle
of the structure. The bright lines going to the right edge of the image are the bond wires. The
red dotted rectangle gives the region shown in (b)-(w). (b)-(w) Time evolution of the thermal
signal in the region around the front facet during successive 1 µs long single pulses, using the
same color scheme and length scale as in (a).
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From these data, the center of gravity of the thermal signal is taken, i.e., the hot spot. The propagation
path of the hot spot along the emitter is shown in Fig. 6.3(a). The zero-value of z is at the front facet
and x is the lateral position along the facet. The motion along x- and z-axes is obvious. In Fig. 6.3(b),
the distance to the front facet is plotted versus the time. The single pulse duration of 1 µs defines the
sampling rate. Therefore, velocities can be calculated from the recorded distances. Linear curve fits
define different time ranges of almost constant mean velocities of the hot spot motion. In addition, the
spatially integrated thermal signal is shown, i.e. the sum of counts of the pixels forming the thermal
signal in Fig. 6.2. For later times both the mean velocity and the thermal signal strength decrease.
Figure 6.3: (a) Position of the hot spot in the emitter plane. The z-axis starts at the front facet. (b) Time
evolution of distance z to front facet (left scale, black squares) and linear fits (red, green, and
black lines) with their resulting velocities are shown. Blue symbols (right ordinate scale):
spatially integrated intensity of thermal emission. The blue line is a guide to the eye.
Ex-post Measurements and Comparison with In-situ Data
Analysis of lasing and EL NFs of the device shows results analogous to those presented in Sec. 5.1.2.
Furthermore, the surface extrusion found is typical for COD. A PC measurement through the top-contact
window near the front facet gives information on the electronic structure of the damage site, Fig. 6.4(a).
The PC spectrum was obtained with a spatial resolution, i.e., FWHM of the spot size, of about 100 µm.
In absence of a bias voltage, the PC spectrum is dominated by contributions from the active region –
QW and waveguide – where the potential gradients of the pn-junction are steepest. PC features observed
in spectral regions energetically below the band gap, in case of bulk material, or the lowest quantum-
confined transitions inside the QW are interpreted to be defect related [99]. Although their spectral
shape may not exactly mirror the absorption cross section of a particular defect-related transition, it is
highly likely that resonant defect excitation dominates. PC spectra taken as reference at undamaged
areas, e.g., in the center of the top-contact window, show no defect-related signal.
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Figure 6.4: (a) Result of photocurrent measurement through the top-contact window. The band gap en-
ergy of GaAs on the high-energy side is marked by a dotted line. The wavelength used for
the LBIC scan is indicated by the arrow. (b) Overlay of the LBIC data (color coded) on the
optical microscope top view image (grayscale) of the DL.
100 µm(a) (b)




















Figure 6.5: (a) Motion of the hot spot of thermal radiation (white open circles) overlaid to the CL map
of the QW plane of the laser. (b) Sum of all thermal images [Figs. 6.2(a)-(w)] (grayscale)
overlaid by a damage pattern found in CL measurements (reddish). The small stripe of top-
contact material left to protect the facet while laser ablation is indicated by the yellow shaded
area. (c) Comparison of the sum of thermal signals [as grayscale in (b)] and the LBIC signal
[Fig. 6.4(b)] of each individual pixel. Open dots originate from the area close to the front
facet; see yellow shaded area. The black line gives a linear fit to the full gray dots.
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Based on the PC data, one gets information in which spectral region defect-related transitions are
present. Using this knowledge, a 2-dimensional LBIC map was taken at λc = 1064nm. PC and LBIC
measurements were done at ambient temperature. The result is shown in Fig. 6.4(b) as color-coded signal
overlaid to a light-microscopic image (grayscale).
After in-situ measurements and non-destructive analysis have been finished, the devices were opened
and prepared for CL imaging. By performing cross-checks with reference regions, it was ensured that
only QW emission contributes to the CL images. In this way, the COD-related defects can be observed
as regions of locally enhanced non-radiative recombination. The recorded CL defect map is shown in
Fig. 6.5(a). Superimposing the hot-spot locations extracted from thermal images shown in Fig. 6.3(a) to
the CL image shows excellent agreement of the data being evident from Fig. 6.5(a) (hot spot positions
are represented by open white circles).
6.1.2 Simultaneous Analysis of Both Facets and Cavity
As discussed in Sec. 4.2.4 the devices from batches D and E tend to COD events with starting points
at both facets. This favors a setup that monitors the two facets in parallel. Furthermore, it would be
desirable to perform an analysis of the defect spread without any preparation. Devices from batches C,
D, and E allow such an approach, since their p-up-packaging gives easy optical access to the emitter
stripe by inspection from the side. The devices were investigated in a step test starting at I0 = 2A with
∆I = 1A. The test pulse was performed with I = 1.86A and a pulse width of tPW = 200ns. Independent
of the occurrence of COD, the step-wise current increase was proceeded up to the point where any laser
emission from the device vanished. While the PD signal and the laser current are temporally resolved,
the thermal image provides time-integrated information only with tint = 10 µs and tint,eff = 4.5 µs. The
samples were thermo-electrically stabilized to Ths = (23.0±0.2)◦C.
A thermal image of the device in the corner mirror is shown in Fig. 6.6(a). An integration time of
1ms was chosen for the background image showing the emissivity contrast on a grayscale. In the central
part of the image, the 2mm long laser cavity in side view is shown. The bond wires on top of the laser
structure are clearly visible as thin dark-gray lines. In the left part of the image, the front facet is seen
via the mirror. The entire diode chip in front view is inside the left inserted red box. The same holds
for the rear facet on the right image side. The insets in Fig. 6.6(a) show typical thermal flashes related
to the thermal runaway overlaid in yellow to orange colors to the separately recorded emissivity contrast
image. The flashes of Planck’s radiation are observed at front and rear facets as well as at the side of the
active region. This allows the detection of the ignition site of the COD and additionally the tracing of the
hot spot along the cavity.
The next step of data evaluation is focused on the side-view-data obtained by the thermocamera.
Figure 6.7(a) shows the results of the propagation of the defect front along z. A sequence of 19 images
was recorded for consecutive current pulses. Each frame displays two overlaid thermal images of the
device (grayscale) and the thermal flash (colorscale). The flashes are blurred because the focus of the
thermocamera has been fixed to the facets. The intensity fluctuations during the propagation along z are
mainly caused by shadowing effects of the bond wires; see scheme on top of Fig. 6.7(a). Apart from
that, the signal magnitude remains almost constant. The motion of the thermal signal can be traced by
evaluating its center of mass, i.e., the hot spot. Figure 6.7(b) shows the propagation of the defect fronts in
typical devices from three different batches. These batches differ in their active region material system
and have been already discussed in Secs. 3.5 and 4.2.4. For both cases, front and rear facet as COD
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starting point, almost the same amplitude of thermal flashes as well as an uniform propagation velocity
of 30 µm/µs are observed. Since there are matching thermal images from front, rear, and side available,
the position of the hot spots within the laser stripe (x-z-plane) can be traced. They are overlaid to an
EBIC image taken ex-post, see the red open circles in Fig. 6.7(c). The defect appears as dark shape in
the active region, which is visible as vertical ≈ 100 µm wide stripe in the middle of the image. The two
data sets – EBIC and hot spot locations – agree very well, especially regarding the defect extension in z
direction.
Figure 6.6: (a) Thermal image of the aligned setup. The emissivity contrast is given in grayscale. The
central part of the image shows the side view on the DL, device D1. The bond wires on top
are clearly visible. At the left and right side the front and rear facet, respectively, can be seen
via the mirrors. The insets show front (left) and rear facets (right) as well as a side view
(bottom) on an enlarged scale. Thermal flashes as observed during the step test are overlaid
in yellow to red color to the insets. Their respective amplitudes are normalized to a common
level. (b) Spatial decay of the thermal flash amplitude along the laser axis z as observed from
the front facet. 40 µm are found as lower limit for the depth of focus (1/e2-value).
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Figure 6.7: (a) Thermal images from device D1 with overlaid thermal flashes tracing the propagation of
the damage front along the laser axis z. The 19 images have been taken during 19 successive
pulses each 1 µs in duration (starting from the top image). The device geometry is given by
the emissivity contrast (grayscale) while the thermal signal, recorded during the single pulse
excitation, is overlaid in colorscale. On top, a scheme depicts the structure including bond
wiring. (b) Motion of the position (center of gravity) of the heated area versus current for
three devices with different ICOD values. (c) Propagation of the spot of Planck’s radiation (red
open circles) within the emitter stripe (x-z-plane, front facet at the bottom) as reconstructed
from the thermal images taken in parallel from the front facet and the side of the same device
as in (a). These points are overlaid to an EBIC map of the QW plane of the device. The
damage is visible as dark structure in the active laser stripe starting at the front facet (bottom).
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6.2 Discussion of Third Phase Results
6.2.1 Data Obtained Through the Top-Contact Window
Hot Spot Kinetics
The propagation velocity of the hot spot during the first 10 µs is nearly constant at 13 µm/µs and drops in
later pulses to nearly zero, cf. Fig. 6.3(b). The slowing down of damage propagation is directly observed
in this experiment, while earlier studies give indirect information on this behavior only, e.g., Jacob et
al. [176]. Such deceleration is expected to be caused by the ongoing loss of optical power during the
increase of the extend of the damage in the active laser material. In order to verify this, the optical output
energy per pulse is determined from temporal integration of the optical output power measured with the
PD. The obtained data are plotted in Fig. 6.8 together with the sum of the thermal signal, as shown in
Fig. 6.3(b). The discrepancy of the curves in the first 3 µs is a result of the fact that the top-contact
window does not reach up to the front facet where COD starts. The remaining top-contact material
there impedes the detection of a thermal signal. In contrast to that, the output power measurement is
not affected and therefore gives higher values during the very first pulses. However, the shape of the
decrease of both signals matches very well. The base lines (zero values) of both ordinates do not match.
This indicates a situation where the material is heated by absorbed energy (ongoing degradation), but the
resulting temperature is below the detection limit of the thermocamera. This will be discussed in detail
later in this subsection.













































Figure 6.8: The black dots give the optical pulse energy as obtained by integrating the measured optical
output power in the respective 1 µs pulse. The black line gives an exponential fit to the data.
The temporal evolution of the sum of the thermal signal is shown by the blue dots, these data
have also been shown in Fig. 6.3.
92















Pulse # Pulse #
zedge
Figure 6.9: Scheme of velocity determination based on the geometric shape of the thermocamera signal.
The strength of the thermal signal is represented in grayscale, an according scale-bar is given
at the right side. (a) Thermal signal averaged over the integration time of the thermocamera
from a heat source fixed at the center of the circle. (b) Time-averaged thermal signal from
a heat source moving in upwards direction during integration time. (c) Demonstrates, how
the obtained signal in (b) is formed by a hot spot moving during the integration time of the
thermocamera (indicated by red arrow). The distance between the start and end position of the
hot spot is labeled d. (d,e) A situation as shown in (d), the perfect match of hot spot motion
paths in consecutive pulses, would need no correction. The situation found in experiment, cf.
Fig. 6.2, reveals an overlap dover of the paths (e). The determined value for the velocity has
to be corrected for dover. The position zedge, indicated in (e), is of special interest for further
evaluation.
The detected thermal signal is generated by absorbed laser light. This is confirmed by the deceler-
ation of the defect propagation. It emphasizes that absorption of optical power is the essential driving
mechanism behind the defect expansion.
The velocity can alternatively be determined by evaluating the shape of the time-integrated hot spot,
see Figs. 6.2(a)-(w). A scheme illustrating the idea is given in Fig. 6.9.
A heat source without any motion would form a round spot Fig. 6.9(a). In contrast to that, the result
of our measurements looks rather like the one shown in Fig. 6.9(b). This is the result of a linear motion
of the hot spot, in the actual case along z away from the front facet, during the integration time of the
thermocamera. As demonstrated in conjunction with Fig. 6.8, the light field is the energy source for the
defect growth. Therefore, it is valid to use tPW = 1 µs as the time in which the hot spot can move. In the
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leftover of tint,eff = 4.5 µs, the thermocamera simply records the blurring of the thermal signal due to heat
transport in the material. Figure 6.9(c) shows the start and end position of the motion of a heat source as
shown in (a) in order to produce a time-averaged signal as in (b). The red arrow indicates the motion of
the heat source during the pulse. The relation between the motion to the recorded signal justifies the use
of the distance d, as indicated in Fig. 6.9(c), as the way the heat source moved during 1 µs unaffected by
heat dissipation after the pulse end.
By measuring the deviation d from the circular shape in the Figs. 6.2, velocities, i.e., d/1 µs, can be
obtained. In the case of a perfect circular shape, the result would be d = 0 and therefore the velocity
zero.
In order to compare these data with those shown in Fig. 6.3, the velocity data from the deviation
measurement have to be integrated. Additionally, they have to be corrected. This is a result of the
situation depicted in Figs. 6.9(d,e). The distances d measured for each pulse cannot be simply added.
The hot spot motion paths of consecutive pulses have a certain overlap, indicated as dover in Fig. 6.9(e).
For determination of this overlap during the pulses, the data in Fig. 6.2 have been analyzed again. The
motion of the edge of the thermal signal zedge, schematically shown in the inset of Fig. 6.10, has been
evaluated. The result is given in Fig. 6.10. The difference between the zedge values of consecutive 1 µs
pulses ∆zedge is related to dover by dover = d−∆zedge. This can be used to correct the z data by subtracting
dover.

















Figure 6.10: Evaluation of the position of the damage area edge zedge. The inset indicates the position of
zedge. The relative position of the front facet is marked by the dashed line. Notice that the
distance extracted for the first COD event, i.e. at 1 µs, is set to zero. The black line gives a
hyperbolic fit to the data.
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Figure 6.11 verifies a good agreement of both data sets. Notice, that the shown data are in the range
of up to 12 µs. For times thereafter, the shape of the thermal signal becomes inhomogeneous and is
therefore difficult to analyze with the shape deviation method. In this case, the determination of velocities
by analyzing the motion of the center of gravity is more robust. However, both methods provide adequate
information about the defect kinetics.
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Figure 6.11: Comparison of the two data sets obtained for the distance z of the hot spot from the front
facet. The black squares represent data taken from the center of gravity of the thermal
signal. The red dots results from integration of the velocity data obtained by evaluation of
the deformation of the thermal signal. Additionally, this data set is corrected for dover, cf.
Fig. 6.9.
Temperature Estimation
With the data obtained above, it is possible to make up an energy balance, following the idea already
presented in Sec. 5.2.2. Therefore three aspects have to be considered:
• The available energy,
• The volume that absorbs this energy,
• The heat dissipation.
The discussion starts with the first aspect. As demonstrated in Sec. 5.2.2, it is valid to take the differ-
ence in the output power between consecutive pulses as the energy stored in the damage. The internal
power is slightly higher, because of the remaining ≈ 3% reflectivity of the anti-reflection front facet
coating. A deviation of the results, however, originating from this is much smaller than the error made
by estimations, so no correction for this was implemented. The evolution of the optical output power is
shown in Fig. 6.8. It can be assumed that the lateral defect evolution is slow. Therefore, the obtainable
laser light energy is almost constant during a pulse. In order to determine the values for the following
calculation, the fitted curve shown in Fig. 6.8 is used. The energy re-absorbed per 1 µs long pulse is
given in Fig. 6.12.
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The second aspect, the volume in which this energy is stored during each pulse, is addressed in the fol-
lowing. The shape of this volume, representing the heat source in the subsequent discussion, is assumed
to be rectangular, within the QW and waveguide plane. There, the laser light field is present which is the
energy source of the process. Its extension in z direction is the difference between the distances shown
in Fig. 6.10 for two consecutive pulses. This is valid as long as the damage growth is considered to take
place during a pulse. A height of 1 µm is used which corresponds to the waveguide thickness and which
is verified by calculations presented in Sec. 5.2.2. The width of 20 µm is taken from the images of the
opened device, see Fig. 6.5(a). The evolution of this volume in time is given in Fig. 6.12.































Figure 6.12: Re-absorbed laser light energy (black rectangles) and absorbing volume (red dots). The data
points are obtained using the fit curves in Figs. 6.8 and 6.10.
Due to the short times considered here, the heat transport during the laser light pulse is neglected and
Eq. (5.2.3) is used again:




with the specific heat c = 0.33J/(gK) and mass density ρ = 5.33g/cm3 for GaAs. For Wtheo and Vdef,
the values for the energy and volume from Fig. 6.12 are taken, respectively. The result is the average
temperature rise ∆T of the absorbing volume. By adding the heat sink temperature of 23◦C, one gets the
average temperature T , see Fig. 6.13.
The third aspect, considerations about the heat dissipation, will lead to a calculation of the maximal
temperature Tmax that was achieved during the degradation process. Therefore, the temperature profile
must be known. In this situation, the thermocamera data help. Figure 6.14(a) shows, e.g., the cut along
the z-axis through the middle of the thermal signal presented in Fig. 6.2(d). The temperature profile on
the side where laser light is absorbed, i.e., the side facing the inner cavity, is crucial. A linear decrease
can be found there, indicated by the dashed line.
In the following calculation, the linear temperature profile is assumed to be of spherical symmetry,
because the heat transport can be assumed as isotropic. Furthermore, the thermocamera integration time
is longer than the pulse. This means, the heat transport comes into play when analyzing the thermal
signal, in contrast to the considerations about energy absorption above.
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Figure 6.13: Evolution of the estimated average temperature T (blue rectangles) in the absorption volume








































Figure 6.14: (a) Cut through the thermal image in Fig. 6.2(d). The direction of the light from the inner-
cavity towards the front facet is indicated. The dashed line indicates a linear temperature
profile at this side of the damaged area. (b) The radial temperature distribution as used for
the estimation of the maximal temperature.
As a result of the spherical volume, the linear temperature profile only depends on the radius r, where
r = 0 is at the center associated with the highest temperature rise ∆Tmax with respect to the heat sink
temperature. This profile is shown in Fig. 6.14(b). The functional dependence of the temperature rise is:






The radius of the considered sphere is r0. At this distance, the temperature reaches the heat sink temper-
ature.
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In order to determine ∆Tmax the following integral for the average temperature ∆T in the spherical



































This gives the relation between the maximal and the average temperature rise:
∆Tmax = 4 ·∆T (6.2.4)
The values for Tmax = ∆Tmax + 23◦C are given in Fig. 6.13. During the first 12 µs, i.e. the first 12
single pulses, Tmax has a nearly constant value of (1200± 400)◦C which is on the order of the melting
temperature of pure GaAs at 1240◦C and the Al0.35Ga0.65As waveguide at 1580◦C. The error arising
from the made assumptions is given by the detection limit of the thermocamera of 400◦C−500◦C at the
used experimental conditions. Details will be given in the following section. This temperature confirms
the statement given in Sec. 5.2.3, where TEM images have been analyzed, that the core region of the
defect volume melts and re-solidifies. Furthermore, the constant temperature during the first pulses can
be seen in the thermal images taken trough the top window, Fig. 6.2. There the colorscale, indicating
the magnitude of the thermal signal, does not change significantly in the beginning. The temperature
keeps constant due to the parallel reduction of the re-absorbed energy and the absorbing volume, that is
visible in Fig. 6.12 for the first ≈ 12 µs. When the volume decrease slows down (> 12 µs, Fig. 6.12) the
estimated temperature decreases, cf. Fig. 6.13. The presence of temperatures on the order of the materials
melting point after microseconds rules out considerations about a Ga-rich defect front propagating at
substantially lower temperatures, as suggested by Snyder et al. [160].
The Detection Limit of the Thermocamera
As one can see, the thermal signal reaches the noise level after ≈ 40 µs, Fig. 6.3(b), while light energy is
still re-absorbed and heats up the material. The hot spot temperature there is ≈ 500◦C. This temperature
represents a detection limit for the case of a heat source that is heated up during 1 µs and detected with
the microscope-objective of the thermocamera with tint,eff = 4.5 µs. In order to verify this estimation, a
NETD of 20K for this configuration, cf. Tab. 3.1, can be used. Moreover, the geometric dimension of the
heat source has to be considered. While a pixel of the thermocamera images a square of 8.8 µm×8.8 µm,
the area of the heat source is 3.5 µm× 3.5 µm. This can be estimated by the z-shift of the 35th pulse
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(Fig. 6.10), i.e., the one where the thermal signal vanishes [cf. Fig. 6.3(b)]. Scaling the NETD value with
the area ratio (camera pixel area / heat source area), results in a detection limit of ≈ 400◦C. This is on
the same order of magnitude as the value obtained by the above estimation. Eventually, this leads to the
statement, that any COD-related thermal signal recorded under similar conditions indicates a temperature
of at least 400◦C−500◦C.
Ex-post Data
There is an excellent agreement visible in Fig. 6.5(a) of the region of non-radiative recombination iden-
tified by CL and the hot spot positions obtained during the step test. This indicates that the dark band
regions in the CL maps are indeed the source of the significant local heating monitored by the thermo-
camera. Furthermore, the accumulated sum of the thermal events, as shown in Figs. 6.2(a-w), reproduces
the area covered by the dark lines of the CL map well, Fig. 6.5(b). There the sum of the thermal signal
is represented in grayscale, while the defect pattern found by CL is shown as reddish area. The yel-
low shaded area indicates the remaining part of the n-contact close to the front facet. In this region the
thermal signal gets partly blocked.
The damage pattern found by CL is more localized than the thermal signal due to the heat transfer
during tint,eff = 4.5 µs of the thermocamera. The clearly increased LBIC signal, Fig. 6.4(b), close to the
facet compared to the middle of the laser cavity illustrates the elevated defect density there. Similar to
the thermal signal in Fig. 6.2, it is also spread over an area significantly wider than the emitter stripe.
This indicates the defects detected by LBIC to be thermally induced. The correlation of the shapes of
thermal and LBIC signals is demonstrated in Fig. 6.5(c), showing the result of a pixel-by-pixel analysis.
Therefore the pixel-grid of the LBIC measurement is adapted to the coarse grid of the thermocamera;
both are aligned by the clear visible edges of the top-contact window. The backgrounds of both signals
have been subtracted. For each pixel the amplitudes of thermal signal and LBIC signal are plotted against
each other. The linear dependence in Fig. 6.5(c) points to a similar spatial extension and distribution of
signal heights of the two data sets. A clear deviation is only visible for locations very close to the
facet, where the LBIC signal is remarkably higher [open circles in Fig. 6.5(c)]. This can be assigned to
shadowing effects of the thermocamera signal by the remaining part of the top-contact materialization.
The LBIC map has a higher spatial resolution than the thermal image. Therefore, the detected thermal
signal close to that blocking region is lowered by averaging. In contrast the higher LBIC resolution
reduces averaging effects for that signal.
The damage detected by CL is of different nature compared to the defects found by LBIC. While
CL is sensitive to regions in the QW where spontaneous emission is significantly reduced or completely
terminated by the destruction of the QW, LBIC detects defect levels in the electronic structure even in
areas where stimulated emission is still present. This indicates the following two different degradation
processes:
• A thermally activated spread of small damage sites occurs, e.g., point defects, over an extended
area of≈ 60 µm around the damage found by CL, Fig. 6.5(a). These defects may potentially act as
trigger for further degradation processes particularly if the intensity of the light field in this region
is still high.
• A spatially more localized degradation of the material directly involved and substantially damaged
within a thermal runaway process, as assumed in the literature [176, 181], leads to a destroyed
QW-region.
99
6 Third Phase of COD – Defect Spread
Both mechanisms are related to temperature, but the second one by a threshold condition. It occurs only
once at a specific location, while the first one is always present at elevated temperatures. In this way, the
point defects can act as starting points for the second and all further thermal runaways, which create new
point defects by pronounced local heating. In contrast, the reason for the initial thermal runaway, starting
this chain of events, is harder to identify. However, it will start at the weakest point of the structure at
the facet or inside the cavity, as discussed on the basis of high resolution microscopy in Sec. 5.2.3. The
idea of tracing the damage back to its origin and identifying the COD ignition site will be addressed in
Sec. 6.3. In comparison with CL images of devices with reduced damage duration, i.e., less than the 35
pulses applied in the case shown here, it becomes evident, that the internal damage structure is created
step-by-step during the series of successive single pulses. A comparison with literature dealing with
CL characterization of cw COD damage, e.g., Chin et al. [41], confirms the damage pattern found, see
Fig. 6.5(a), to correspond to the ones observed in cw tests. This is important, because it demonstrates
that the step test addresses the same degradation mode as present during cw operation.
6.2.2 Data Obtained From Both Facets and Cavity
Depth of Focus of the Thermocamera System
The thermal emission as result of the runaway process is quite localized, see middle-inset in Fig. 6.6(a).
Therefore it is highly likely that it indicates the position of the damage front moving along the cavity,
following the energy source of the degradation process – the laser light field. Evaluating the recorded
data allows to determine the depth of focus of the thermocamera in case of the structure and material
system typical for DLs. To get this information, the strength of the thermal signal seen from the front
facet is plotted over the distance of the signal source from this facet. These z-values are the positions
of the hot spots seen in the side view of the cavity. The camera was focused to the front facet plane.
Furthermore, the thermal images recorded from the side ensure that the signal magnitude itself keeps
constant. The absorption of the thermal light in the semiconductor structure can be neglected. Since, the
free carrier absorption of GaAs is below 10cm−1 [172], it will only affect the signal significantly in the
millimeter range. Therefore, the reduction of the thermal flash amplitude seen from the front is the effect
of the signal source leaving the focal plane. The result of this analysis is shown in Fig. 6.6(b). A lower




-drop of the signal.
Kinetics in Different Material Systems
The physical background resulting in either front or rear facet COD of devices which are nearly similar
in their electrical and optical specifications, has been discussed in Sec. 4.2.4. However, the subsequent
propagation of the defect front in terms of thermal flash magnitude (with respect to size and temperature
of the heated area) and propagation velocity, while creating the secondary damage, is quite similar. This
leads to the following picture: Once macroscopic primary damage is created, it serves as main origin for
any further heating and subsequent propagation of the defect front by closing the external feedback loop,
cf. Sec. 2.2. Although QW and waveguide design affect PCOD, see Sec. 4.2.4, the subsequent propagation
of the defect front is almost independent of these parameters. The 30 µm/pulse = 30 µm/µs propaga-
tion velocity of the defect front along the laser axis matches well the data by Jacob et al. [176]. No
slowing down of the propagation in later pulses was observed in this particular experiment. This is a re-
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sult of the maintained step-wise current increase. The thermal signal almost maintains its magnitude, see
Fig. 6.7(a). This indicates a constant temperature during the propagation of the defect front. It verifies
the results based on TEM cross sections, presented in Sec. 5.1.3, also indicating a constant value. The
measured uniform defect propagation velocities are complementary to the results of Sec. 5.1.2. There it
has been shown that the geometric spread of the damage depends on small differences only for a short
time, i.e., < 100ns, after COD ignition. The situation changes for longer times: The influence of small
inhomogeneities vanishes and the defect propagation velocities reach a material specific value. In this
way, the velocities allow rather comparing structures, while the fast dynamics are sensitive to inhomo-
geneities and weak points as result of device processing.
The observations of the propagating hot spots of Planck’s radiation along the z-axis clearly prove that
the front facet and the areas already passed by the damage front return quickly to substantially lowered
temperatures. Finally these measurements show, that it is possible to trace the motion of the damage front
inside the emitter stripe in a standard device, i.e., without any windowed contacts or device modification.
6.3 Modeling
A fully developed COD manifests itself as an extended damage pattern in the QW plane. Figure 6.15
includes examples of EBIC maps taken from devices of batches C,D, and E.
Figure 6.15: Defect pattern at different DLs detected by EBIC: (a) Observed in a region close to the front
facet (device D1). (b) Being located inside the cavity (≈ 400 µm form the front facet; device
D2). (c) Located at the rear facet (device C1). (d) Starting inside the cavity (≈ 550 µm from
the front facet; device E4). (e) located at the rear facet (device E5). The appearance of bond
wires in the foreground is indicated at some examples.
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In case of Fig. 6.15(a), a COD starting from the front facet is shown, verified by thermography, cf.
Fig. 6.7(c). Figure 6.15(b) gives an example of a COD starting inside the cavity ≈ 400 µm from the
front facet of the 2mm long emitter stripe. In Fig. 6.15(c), a rear facet COD is shown. Two rather
complex defect pattern are given in Figs. 6.15(d) and (e) for the cases of internal and rear facet COD,
respectively. The last two examples are not easy to understand in terms of causality, i.e., the temporal
sequence of damage path formation is not obvious. For example, one could assume that the defect growth
in Fig. 6.15(e) started at the peak of the defect pattern ≈ 250 µm from the rear facet and propagated than
towards it. As will be shown later, in-situ thermography proves this wrong. This points to the need of a
deeper understanding of the dynamics of the third COD phase.
Various other authors, e.g., Refs. [134, 141, 182], have modeled the light field dynamics in the past.
Further authors [183–186] have modeled the thermal distribution in the device. Modeling incorporating
both aspects in detail has just been done up to the point of thermal runaway [48, 143, 151]. Taking into
account the complexity of the problem, Romo et al. [151] use a finite element solver to deal with the
coupled three dimensional differential equations. However, the additional incorporation of a permanently
changing device geometry due to the damage growth in such a model would require extremely long
calculation times.
The model of the 3rd COD phase presented in the following is reduced to the following basic princi-
ples:
• Unidirectional energy entry into the existing damage site by the laser light field as energy source
for the growth process, cf. Sec. 2.2,
• Isotropic thermal energy and defect spread, as measured by LBIC in Sec. 6.1.1, and
• Shadowing effects as seen from side-view thermography in Sec. 6.1.2.
The unidirectional character of the energy entry is a valid assumption as long as the model region is
close to a facet. As discussed in the previous chapters, a COD starting there is the most likely scenario.
Shadowing describes the situation when an absorbing site blocks the direct light path between the two
cavity mirrors.
6.3.1 Introduction of the Model
An iterative phenomenological 2-dimensional macroscopic model has been developed [178–180]. The
third dimension (growth direction) is essential for the heat transport and is included in the model as a
parameter. The QW plane is discretized as a 2-dimensional matrix consisting of quadratic grid cells,
being initially empty. The only energy source for the damage process is the laser light field. The model
is based on two energy transfer mechanisms:
• Energy from the laser field, that is directed along z is absorbed in a cell, depending on the amount
of damage stored there. Absorbed energy further increases the damage level.
• After reaching a critical damage limit (CD), an isotropic energy transfer to the surrounding cells




Figure 6.16: The defect growth model. (a) Scheme of the grid. The light energy entry is indicated
by arrows. (b) Functional dependency of the absorbed energy to damage conversion rate
on pre-existing damage level in the cell. (c) Scheme of the absorption process (full black
cells have exceeded CD level, while the gray cells are damaged at a level between DLim
and CD). (d) Isotropic energy dissipation from a cell that exceeded CD level to neighbor
cells (diagonal transfer is scaled accordingly). (e) The length of the arrows quantifies the
different energies available in the different columns as caused by the presence of defects
(upper panel). Lower panel shows the exponential lateral energy distribution (red dotted
line) starting from both edges of the damage (representing the reduced optical feedback due
to defect sites in the cavity).
While modeling the energy flow, optical and thermal energies are treated as equivalent. Absorbed energy
is equivalent to an increase of the damage level.
One iteration step includes calculations as described in the following: The resulting grid after an
iteration is the starting grid for the next iteration. The energy, representing the laser light field, is directed
along z and points from the inner cavity towards the facet, see Fig. 6.16. The laser light field collects
energy from the entire cavity length by stimulated emission and transfers it to a particular defect volume,
e.g., at a facet or another absorbing site in the cavity. In this way, a substantial amount of energy can be
redistributed in a short time to a small volume, which is nothing but a description of the thermal runaway
itself. The number of columns with energy flow is nemitter. Altogether they represent the emitter stripe
with a width of wemitter.
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The total available energy Emax per iteration is:






+P ·Emax,0︸ ︷︷ ︸
ELow
, (6.3.1)
where Emax,0 is the energy available in absence of any damage and wdamage is the overall lateral width
of the internal defect structure [see Fig. 6.16(e)]. In this way, the fraction wdamaged/wemitter introduces a
linear scaling depending on the fraction of undamaged laser cavity, i.e., regions of undamaged material
on a straight line between the two mirrors. P is the percentage of the light energy that results from
amplification of spontaneous emission. This accounts for the high single loop-gain in a semiconductor
laser. As a result, there is still a certain light intensity remaining, even if the light cannot reach the facet
in the particular column. This remaining energy is ELow. An experimental indication for the presence of
this effect has been given in Sec. 5.1.4.
In case of an undamaged device, each emitter column receives the same amount of energy Emax/nemitter,
see Fig. 6.16(a). If energy is deposited in a cell, its damage level increases. This damage level deter-
mines the absorption in the cell in the next iteration, leading to further defect accumulation. The energy-
to-damage-conversion follows a function as shown in Fig. 6.16(b). Below a certain cell damage level,
denoted DLim, the cell is non-absorbing, in this case a potential heating of the cell is compensated by the
heat sink and causes no damage. Above DLim, the conversion rate of absorbed energy to cell damage
is linear representing defect accumulation, e.g. by temperature enhanced defect motion and generation.
This goes on up to the level called CD, where the cell has reached a complete damaged state. Afterwards,
this cell completely absorbs and converts all entering energy. The light not absorbed by a cell passes it
and can be absorbed by another one or, if reaching the facet, leaves the laser, Fig. 6.16(c). A consequence
of this concept is that damage growth is only possible, if a pre-existing damage at DLim level or higher
is present. However, this is no real limitation to the model, since this situation is given after the thermal
runaway in phase two took place.
If a cell exceeds the CD level, an isotropic energy transfer of a percentile ξ of the absorbed energy to
the eight surrounding neighbor cells takes place (where ξ is the sum over all ξi and ξj plus one ξi for the
initial cell). This simulates the fast temperature rise and its consequences during the thermal runaway.
The energy along the diagonal direction is scaled accordingly to account for the quadratic shape of the
cells; see Fig. 6.16(d). This isotropic transfer simulates a spread of damage by thermal energy which is
independent of the directionality of the laser light field.
If a region in the grid exceeds the DLim level, the energy Ecolumn,x available in this column is reduced.











where the parameter τd is a characteristic decay length. This decrease of the laser field at the edges of
the damage, see Fig. 6.16(e), takes into account reduced feedback, diffraction effects, and changes in the
mode pattern in presence of defects. In each iteration step, Ecolumn,x is calculated before the absorption




6.3.2 Influence of the Model Parameters
Having set up a model as the one described above, it is essential to examine the influence of the input
parameters. After extensive modeling it became clear that they can be separated into two groups: Param-
eters having only negligible influence on the result, and parameters with high importance for the result.
The ones of minor importance are the DLim level, as long as DLimCD, and Emax,0, as long as the ratio
Emax,0/CD remains constant. The principle parameters are, the CD level, P, ξ , and τd. The effects of the
latter ones are investigated in the following.
The influence of these four parameters of major importance on the shape of the damage is shown in
Fig. 6.17. There, a grid with 701×701 cells is used, 1 µm equals 10 cells, the emitter stripe is 50 µm in
width, Emax,0 = 10 energy units, DLim = 0.1 energy unit, and the configuration is refreshed 1500 times
(number of iterations). A single starting point (damage level > CD) is set at the facet which is located
at the bottom of each sub-figure. The first column, Fig. 6.17(a-c), shows the influence of the CD level,
by varying CD (10, 20, and 40 energy units), while the other parameters are kept constant at ξ = 85%,
P = 5%, and τd = 1.25. The other parameters are investigated the same way: ξ in Figs. 6.17(d-f)
(CD = 10 energy units, τd = 1.25cells, P = 5%), τd in Figs. 6.17(g-i) (CD = 10 energy units, ξ = 85%,
P = 5%), and P in Figs. 6.17(j-l) (CD = 10 energy units, ξ = 85%, τd = 1.25cells). Many parameter
combinations have been tested to evaluate the obviously existing crosstalk between the parameters, the
shown configurations are found to be the ones showing the main influence of each parameter.
Figure 6.17: Influence of the principle modeling parameters CD level, ξ , τd, and P (ELow = P ·Emax,0).
The shown images represent an area of 70 µm× 70 µm each. For each modeling run, one
COD starting point is set, always in the middle of the emitter stripe at the facet (bottom).
The grayscale is the same for all sub-figures. The value of the modified parameter is given in
the right lower corner of each sub-figure. The opening angle αspread of the wedge-like defect
structure is given in the right upper corner of each sub-figure. The other used parameters
are specified in the text. Note, that (a,h,k) are similar as a kind of reference. The values for
CD are given in energy units and the ones for τd in cells.
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The CD level affects mainly the grayscale of the damage pattern Figs. 6.17(a-c). In contrast to that,
the opening angles αspread of the wedge-like defect structure, as given in Fig. 6.17, are determined rather
by ξ . The shape of the damage front, Figs. 6.17(d-l), is determined by ξ , τd, and ELow = P ·Emax,0.
Nevertheless, as mentioned above, these parameters are not independent from each other, which makes
it difficult to assign them to real physical quantities. However, the CD value can be seen as the COD
resistance of the material. This stands for the amount of energy and preexisting defects in a certain
volume of the material, which are necessary to start the thermal runaway process.
The parameter ξ represents the ability of the material and its surrounding (waveguide and cladding
layers) to transfer thermal energy. In particular, the connection between ξ and the specific thermal
resistance Rλ will be discussed in the following Sec. 6.3.3.
The parameter τd summarizes the mechanisms of diffraction effects and mode redistribution in the
cavity. Its influence on the shape of the defect pattern, in cases where only one COD starting point is
present, is rather small, Fig. 6.17. In extended defect networks with multiple ignition points, the influence
of τd on the final shape is elevated, as verified by extensive modeling.
The maximal achievable energy Emax,0 can be simply related to the optical output power of the laser
before COD starts.
The energy ELow is directly related to the amplified spontaneous emission in the DL cavity. It is the
light power achievable without feedback due to a blocked light path towards the mirror by damaged
material, i.e., shadowing. The influence of ELow is quite small if wdamage wemitter, when P 1 which
is the case for DLs. A limitation of the model is that the energy transfer is limited to the neighboring
cells. This distance underestimates the real range of influenced cells by thermal energy. In the shown
simulation, this isotropic energy transfer happens on a length scale of 1cell = 100nm, while the data
presented in Sec. 6.1.1 indicate point defect creation with a radius of ≈ 60 µm. However, the simplifica-
tion to a 1cell radius is necessary to keep the calculation time in a reasonable range. This weakness of
the model is balanced by ELow > 0 so that V-like shapes as in Fig. 6.17(j) are suppressed. Furthermore,
P = 0 would mean, that the damage growth process would be stopped if the full width of the cavity is
shaded somewhere. This is not consistent with the experiment – defect growth goes on in this case, e.g.,
verified by in-situ thermography measurements as shown in Fig. 6.7.
The possible shapes obtainable for a given set of starting points are not extremely different as long as
the combination of parameters and their values are realistic. Especially, they have to respect the energy
conservation law by distributing not more energy via thermal transport as absorbed from the electro-
magnetic energy of the light field. This stability of the defect pattern arising from a given set of initially
damaged cells allows to estimate the position and extension of the COD starting points from the final
defect pattern with remarkable accuracy, cf. Sec. 6.3.3.
In the literature, the defect pattern are alternatively explained by geometric effects [41]. There, the
authors discuss the possibility of stable modes arising from reflection not only at the cavity mirrors
but additionally at the lateral edges of the emitter stripes. These multiple internal reflections lead to
an optical beam approaching the facets not perpendicular but under a certain angle. This angle is then
identified as reason for the extending width of the damage pattern along the cavity. The occurrence of
these hypothetical modes, however, is related to a sharp index step at the lateral emitter edges of ∆n> 0.1
for BA DLs which is an unrealistic high value, e.g., compared to ∆n ≈ 1 · 10−3 typically used for ridge
waveguides and found to be thermally induced in BA DLs (see Sec. 4.2.3). Moreover, this approach
cannot explain a lot of obvious effects. Among them are the branching of the defect structure and regions
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of undamaged material enclosed by defects. In the model discussed here, the defect shapes and the
mentioned effects are results of the three basic mechanisms – unidirection energy entry, isotropic thermal
distribution, and shadowing effects. Especially the shadowing of the laser field makes the development
of complex defect pattern possible. Its occurrence has been verified by the measurements of the hot spot
motion presented in Sec. 6.1.2. There a heating was found only at the part of the damage region facing
the impinging laser light. This means, that the light, as energy source of the process, was not able to pass
this edge region between damaged and undamaged material and is completely absorbed there – exactly
what shadowing means.
6.3.3 Application of the Model
In this section, the practical relevance of the above presented model is demonstrated [178–180]. In a
first part, using static results of the model, the connection between material system and experimentally
found damage pattern is explained with the help of results obtained by varying the model parameters,
see Sec. 6.3.2. Furthermore, the origin of the branching, observed usually in COD defect pattern of real
DLs, is discussed. A second part, related to the defect kinetics, shows the ability of the model to uncover
weak-points of a device architecture by modeling the kinetics of defect growth.
Static Case
In the following, the physical reasons are discussed for two major experimental findings:
• Different spreading angles αspread of the defect structure, Fig. 6.18, for different material systems,
Tab. 6.1, and
• branching of the defect pattern, see Fig. 6.19(a).
As shown in the previous section in Fig. 6.17, the spreading angle of the defect αspread is mainly
influenced by ξ . A higher ξ -value results in a larger αspread. The isotropic defect spread is likely a
thermo-mechanical mechanism that is more pronounced if the heat conduction in the material is poor.







Figure 6.18: Experimentally determined damage pattern: (a) PL map of a 650nm emitting device [187],
(b) CL map of an 808nm laser, (c) CL map of a 980nm device. The front facets are at the
left side. The opening angle αspread of the defect pattern is indicated in (a). The given scale
bar in (c) is valid for all sub-figures.
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Figure Wavelength (nm) Material Rλ (K·cm/W) αspread
6.18(a) 650 InGaAlP 13 24◦
6.18(b) 808 Al0.3Ga0.7As 8 18◦
6.18(c) 980 Al0.085Ga0.915As 4.5 < 6◦
Table 6.1: Material properties of the waveguide and measured angles. Rλ values are taken from [172].
that is initiated by the high temperatures during COD, as seen in the comparison of LBIC data and
thermal images in Sec. 6.1.1. This is initiated by the local thermal expansion of the region of heated
semiconductor material. (ii) The conversion of the former mono-crystalline structure to a poly-crystalline
one, shown by TEM measurements in Sec. 5.1.3. The damaged material requires an extended volume
and induces strain in the surrounding material. The impact of both effects is elevated if the heat is more
confined which is a synonym for a higher Rλ value. In case of the model, this means, the temperature in
the neighbor cells is increased, leading to more efficient damage creation there. Exactly this mechanism
is addressed by an increasing ξ -value. To close the line of arguments: An increasing ξ -value represents
also an increasing Rλ . It is obvious that the material on both sides of the thin QW, namely the waveguide,
accounts for the major part of the heat dissipation. Regarding to this argument, one has to take the
material parameters of the waveguide material into account, while studying this effect.
Figure 6.18 shows examples for DLs that experienced COD. For comparison, representative samples of
structures lasing at 650nm (taken from [187]), 808nm, and 980nm are given. The respective waveguide
materials and Rλ -values are given in Tab. 6.1. The measured values of the angle reflect the predicted
behavior – larger values of αspread are found in systems with larger Rλ . The angles are distinctive for
each material system and therefore Rλ value. This can also be seen in Fig. 6.19(a). There αspread has
nearly the same value, indicated by the green lines, after each branching point. Such a behavior rules out
possible connections to the following quantities, due to the fact that they are non-constant:
• The available energy from the laser light field, because this is consecutively reduced during the
damage growth (this value is connected to the model parameters: CD and ELow)
• The mode redistribution and diffraction which changes in presence of damage (model parameter
τd)
• Geometric considerations, as suggested in [41] by Chin et al., because the geometry of the re-
maining lasing material changes and branching points and already expressed branches can run
side-by-side without an influence on αspread
This again verifies the connection between αspread and the thermal material properties established by the
model.
Another issue addressed by the model is the branching of the defect pattern, e.g., see experimental data
in Fig. 6.19(a). This effect can be seen especially if there are small inhomogeneities in the starting grid
used for the model calculation. An example for modeling is given in Fig. 6.19(b). The used parameters
are: CD = 10 energy units, ξ = 20%, τd = 1.25cells, P = 0%, Emax,0 = 10 energy units, a grid size
of 701cells× 701cells, 10cells/µm, emitter width 50 µm, and DLim = 0.1 energy units. The points
of preset-damage are marked by red dots. This represents the situation of non-uniformity as present in
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Figure 6.19: Branching effects measured (a) and simulated for a case with three different starting points
(b). The front facet is at the left side. (a) The angles of the damage pattern at branching
points are indicated by green lines. (b) The positions of pre-damaged sites in the simulation
grid are marked by red dots, the location of a branching is marked by the green arrow.
practical devices. Even if these points do not show a sufficient level of absorption at the beginning, they
can be further impaired during defect growth. An example of such a mechanism is the large distance
spread of point defects as shown in Sec. 6.1.1. Eventually this brings them to a point where they act as
additional starting points for damage growth. From the model, it is obvious that a small deviation from
the isotropic energy re-distribution around a cell that exceeds CD level can cause a split in the damage
pattern by creating a preferred direction for further damage growth. An enhanced branching behavior
of the defect pattern indicates the presence of an elevated number of inhomogeneities in the material.
Additionally, this is verified by the experimental finding in Sec. 5.1.2, where the re-distribution of the
lateral modes after COD is discussed.
Moreover, the shadowing of areas by already damaged and therefore high-absorbing cells also causes
the geometric stability of the created branches. It keeps them separately running side-by-side along the
resonator axis. This effect is shown experimentally in Fig. 6.19(a) and modeled in Fig. 6.19(b). The
obtained result shows the possibility to model even complex defect structures by setting starting and
pre-damaged points in the initial simulation grid. This means, if a defect structure could be simulated
well, the necessary starting points indicate weak-points of the real device structure.
Dynamic Case
Ex-post investigations of COD damage structures typically lack of pieces of information, namely de-
tails about the sequence of events during defect formation. A solution for this problem is presented in
Secs. 6.1.1 and 6.1.2, the in-situ tracing of the damage front by micro-thermography. It has been shown,
that this approach is suitable for reconstructing the internal defect pattern, even without device opening.
Furthermore, the applied step test scheme allows to reconstruct the defect kinetics from thermal images
due to the used time slicing. In the following, the discussion will be focused on a defect structure ob-
served at device E5 from batch E. This particular device has been chosen because of its rather complex
defect pattern [see Fig. 6.20(b)], representing a benchmark for the model. The question will be addressed,
if it is possible to re-construct the defect kinetics based on the final damage pattern by application of the
model.
After the first COD event took place at ICOD ≈ 5A, additional 42 pulses, each tPW = 1 µs long and
sequentially stepped up by ∆I = 1A were applied to it. This results in an overall time available to
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damage growth of ≈ 43 µs. The laser is mounted p-side up, i.e. with the substrate side to the heat sink.
Figure 6.20(a) shows a SEM top view image of the DL chip. The two rows of bond wires are clearly
visible; the emitter stripe is located in between them. This image shows that the surface of the chip on
top of the active region has absolutely no features which might influence the EBIC image taken through
it. Figure 6.20(b) gives the results from the EBIC mapping. The emitter stripe can be seen clearly as
dark gray rectangle. The areas next to the emitter stripe are light gray. It might be surprising that the
structure beside the emitter stripe appears in a lighter color. However, here the distance from the top
surface to the pn-junction is reduced with respect to the emitter stripe due to the etch step leading to an
increased EBIC current. Inside the active device part, the defect pattern appears as black structure as a
result of a reduced EBIC signal. The defect sites act as recombination centers and reduce in this way the
steady-state non-equilibrium carrier concentration. Therefore, the creation of an EBIC signal (= current)
in the potential gradient of the pn-junction is reduced. The defect network discussed here is located at
the rear facet. The question whether COD starts at the front, rear or both facets depends strongly on the
material system and the coating technology. For the used structure this is discussed in Sec. 4.2.4 (the
actual device belongs to batch E).
Using the thermocamera in a corner mirror setup a step test approach gives a thermal image (tint,eff ≈
4 µs) during each single pulse. In this way, the defect growth is monitored with 1 µs (= tPW) time
resolution from two directions in parallel, similar to the experiments presented in Sec. 6.1.2. The hot
spots extracted from these images are given as colored squares in Fig. 6.20(b). The ones in the bottom
line come from side view observation, while the ones at the left side are detected from the rear facet
(via the tilted mirror). Different colors point to different regions, in terms of a temporal delay in their
appearance, of increased temperature. All the hot spots taken during the 43 pulses are summarized along
these two axis. A two-dimensional reconstruction of the damage path, as in Fig. 6.7(c), is not possible
with this data set. This is caused by the presence of multiple ignition points which does not allow an
unambiguous assignment of x- and z-coordinates for each defect front.
The same color scheme as in Fig. 6.20(b) is used in Figs. 6.20(c) and (d), where the temporal evolution
of the hot spots along the particular direction of observation is shown. Figure 6.20(c) contains the
temporal evolution of the thermal signal seen from the side, i.e., in z-direction. In case of the signal
obtained at the rear facet, Fig. 6.20(d), a first COD site occurs at x ≈ 80 µm. This is followed by a
zig-zag motion of the signal with a slight tendency to the middle of the active region (x = 50 µm) at the
end. A second COD site occurs at ≈ 20 µm with a temporal delay of around 10 µs. This one also shows
a motion towards the emitter center. Figure 6.20(d) shows that after ≈ 28 µs the entire width of the
emitter stripe is affected by COD, also indicated by the colored squares on the left side of Fig. 6.20(b).
The on-going of the defect growth after that verifies the use of ELow > 0 in the model for the third phase.
The comparison of the thermal in-situ signal, Figs. 6.20(c,d), and the defect pattern mapped by EBIC,
shown in Fig. 6.20(b), gives remarkable agreement and provides the temporal sequence of pattern cre-
ation. Both the depth, with respect to the resonator axis, and the structure of the internal damage pattern
are well reproduced by the measured hot spots, while taking into account the observation volume of the
thermocamera. This volume is determined by the depth of focus of the thermocamera, cf. Sec. 6.1.2.
This shows, that the in-situ thermography gives sufficient information to determine the structure of the
internal damage and additionally its kinetics. The latter is of importance, in particular if the defect prop-
agation direction is not intuitive: In Fig. 6.20(b), without information on the kinetics, one could have
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Figure 6.20: (a) SEM image of the top contact (p-side) of the DL. (b) EBIC map of the same image
section. The rear facet is on the left side. The colored rectangles indicate the positions
of the centers of gravity (hot spots) of the thermal signals, summarized for all consecutive
pulses seen from the rear facet in case of magenta and cyan and in the side view for red,
orange, and green. (c,d) Temporal evolution of the hot spot motion; the same color scheme
is used as in (b).
assumed that the defect located between 0 ≤ x ≤ 300 µm has started at the single point in the cavity at
x≈ 300 µm and propagated up to the rear facet, i.e. from the right to the left. However, the thermography
data in Figs. 6.20(c,d) prove the opposite, the starting point location at the facet.
As demonstrated, a thermography setup is able to provide the needed information about the sequence
of events to separate between initial points of a defect structure and collateral damage. In the mentioned
case, the facet is identified as the weak-point, that demands improvement. However, this setup is rather
complex and therefore not applicable in all situations. In order to solve this problem, the model provides
the possibility to reconstruct the defect creation sequence on base of the ex-post found damage pattern.
As discussed in the preceding section for the static case, it is possible to reconstruct a real defect
pattern by appropriate setting of pre-damaged cells as starting points in the simulation grid. In this
section, additionally, the defect dynamics is modeled, by assigning a certain number of iterations of the
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model to a time interval. In order to model the damage visible in Fig. 6.20(b), 1 µs must be identified
with 20594 iterations. The optical energy available in the model Emax,0 equals 10 energy units per µm,
which corresponds to ≈ 150mW/µm optical power density for the device under investigation. The
value for ELow is set to 1energy unit per µm. Other input parameters for the model are chosen, also in
accordance with Sec. 6.3.2, to be: ξ = 85%, 10 pixels in the grid represent 1 µm in the QW-plane, a cell
is completely transparent up to a DLim level of 10% of the CD value, which is set to CD = 10 energy
units. The simulation result is shown in Fig. 6.21. The locations of the initial damaged cells are indicated
by green rectangles in Fig. 6.21, the cells themself are much smaller and not visible in the graph. The
time delays between the appearance of these starting points in the simulation grid are given in the figure
caption.
While Figs. 6.21(a-c) give the simulated damage for different times after the COD starts, Fig. 6.21(d)
shows a comparison between the final damage detected by EBIC and the final model result. The shape
of the damage is reproduced very well. The remaining small differences can be assigned to the simple
nature of the model and not taking small material inhomogeneities into account which are always present
Figure 6.21: (a-d) Simulation results of the defect pattern for different times after COD ignition (a: 9 µs;
b: 15 µs; c: 29 µs; d: 43 µs, as indicated). Points of initial defects are marked by green rect-
angles in (a-c). The damages at zero length, i.e., the rear facet, have zero time delay, while
the ones at z ≈ 250 µm and z ≈ 470 µm appear after 14 µs and 22 µs, respectively. Sub-
figure (d) shows an overlay of the simulation results for the complete degradation time (red,
semi-transparent) with the EBIC map (grayscale) of the real damage after the same time. (e)
Comparison of the measured thermocamera signal [same color scheme as in Fig. 6.20(b)]
with simulated one (black dots).
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in real DLs and can change the defect spread, as discussed in conjunction with the branching effect in
Sec. 6.3.3. However, it is proven by varying the parameters in a wide range, cf. Sec. 6.3.2, that the
chosen parameter set has a rather small influence on the result, as long as they are in a realistic range
for the particular device. The major difference between the obtained simulation results comes from the
positions of the pre-damaged cells and the moment when their influence becomes effective. This strong
dependence of the result on the starting points is what enables the model to reconstruct the initial points
with just the completely expressed damage pattern as input.
In-situ defect maps from the model have been taken, as shown in Figs. 6.21(a-d) every 1 µs, i.e. every
20594 iterations. This corresponds to the length of each single current pulse and makes it possible to get
a simulated thermal signal of the growing damage pattern. It is the damage that is added to the defect
pattern during 1 µs in the range of the depth of focus of the thermocamera, under the assumption that the
defect spread is governed by thermal energy transfer. The result of this analysis can now be compared
with the real thermal in-situ measurements, as shown in Fig. 6.21(e).
The modeled data reproduce the existence of three moving hot spots, indicated by the three different
colors of the measured data, very well. The main deviation between the two data sets can be found close
to the facet (z= 0). Here the real defect formation is slower than the simulated one. This indicates a rather
lateral defect spread along the facet during the first ≈ 20 µs which can be also seen as zig-zag motion
in Fig. 6.20(d). The existing differences between the simulation and measured data could be reduced
by adjusting the pre-set level of damage in the initial cells and by using a slightly non-linear conversion
curve between absorbed energy and damage, cf. Fig. 6.16(b). This would result in a more complex
model while giving the same main results, as proofed by testing modifications of the model. However,
the good agreement of the two data sets justifies the use of the model in dynamic reconstructions.
The modeling confirms that the complex damage structure seen in Fig. 6.20(b) is simply the result of
shadowing the unidirectional energy flow by a damage located further away from the facet. The starting
points used in the model represent the bottlenecks of the device structure under investigation. As one can
see in Fig. 6.21(a), damage sites at the rear facet, covering a significant part of the active region, model
the defect evolution reasonably well. This means, the degradation took place at the rear facet at an early
stage. The large extend of the pre-damage along the facet indicates a problem with the facet quality,
otherwise the starting site would be very localized, as at the facet in Fig. 6.15(a). Furthermore, two more
damage starting points which are delayed with respect to the ones near the facet [actual times are 14 µs
at ≈ 250 µm corresponding to I = 18A and 22 µs at ≈ 470 µm at I = 26A, see Fig. 6.21(c)] have to be
incorporated. These are located at the edge of the emitter stripe and are most likely related to the etch
step. The delayed occurrence of these starting points indicates an activation of them by the large distant
point defect spread experimentally found and discussed in Sec. 6.1.1. However, the incorporation of
both sides of the waveguide at the etch steps indicates a weak-point in the device architecture there. This
is not only of importance if a COD event takes place next to them and thermally activates the damage
process, it is highly likely that the strain induced by the etch step also reduces the long term reliability
by accumulating defects and eventually leading to device failure.
This is an example showing the possibility of reconstructing the real damage and its kinetics with the
presented model. The uncovering of weak-points of a device architecture, which are also of importance
under cw operation conditions, has been demonstrated. In this way, the combination of the step test
approach and the used reconstruction model provides a kind of accelerated life test for DLs. The analysis
presented here is also successfully applied to other samples where the same set of data is available and
gives always results comparable to the ones shown above.
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6.3.4 Evaluation of the Model
In conclusion, the modeling results and their agreement with the measured data verifies that the three
basic ideas:
• Unidirectional energy entry by the laser light field,
• Isotropic thermal energy re-distribution, and
• Shadowing of the laser light
represent the main aspects of the damage expansion in the third phase of COD. The minor influence
of parameter changes on the modeled defect pattern demonstrates the robustness of these ideas. The
intention was to keep the model as simple as possible. The limitation of its applicability to regions close
to facets is of cause a drawback. Figure 6.15(d) shows a case of a damage inside the cavity. The ignition
point here cannot be resolved by the simple model with unidirectional energy entry. The model has to be
extended taking into account the laser light field coming form both sides. However, the case of internal
COD is rather rare. Considering the basic ideas of the model including an additional energy entry from
the opposite side, makes it highly likely that the starting point in this case is in between the position of
the left and middle bond wire.
Moreover, it has been shown that these three ideas are sufficient to explain complex damage pattern,
including branching effects and the stability of the branches running side-by-side through the material.
Although the model parameters are not one-by-one linked to physical quantities, the processes described
are real. Thus a physical description of the sequences of events and disclosure of mechanisms is achieved.
6.4 Mechanisms Determining the Third Phase
The use of thermography allowed an in-situ defect tracing without any device modification. The accuracy
of the trace obtained is verified by ex-post mapping of the damage pattern.
A constant magnitude of the thermal signal has been detected during defect propagation along the cav-
ity axis. This result has been verified by measurements through the top-contact window. This indicates
an almost constant temperature during defect evolution. The temperature present during COD has been
determined in this and preceding chapters with different methods:
1. A temperature of (1200± 400)◦C comes from the analysis of the motion of the thermal signal
obtained through a top-contact window.
2. A value of (1200± 200)◦C was estimated from a fit of an assumed temperature transient to the
magnitude of the thermal signal, cf. Sec. 5.2.2.
3. Energy balance calculations lead to temperatures of ≈ 1500◦C considering the energy introduced
into the defect volume, cf. Sec. 5.2.2.
4. The TEM data and there crystallographic interpretation point to temperatures around 1580◦C.
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All analysis reveal similar temperatures around the QW and waveguide material’s melting points present
during the entire process. Tracing of the hot spot reveals that the region passed by the damage front
returns quickly to a substantially lower temperature, i.e., below the detection limit of the thermocamera
of 400◦C in this experimental configuration. This is consistent with the calculations of heat dissipation
in an one-dimensional model in Sec. 5.2.4. There, the heat spread is estimated to take place on the order
of tenth of nanoseconds.
The heat spread causes the creation of point defects around the fully damaged region detected by
CL. This defect generation was detected by LBIC measurements. Secondary COD ignition sites can
be created by these point defects. These defects make the material in general susceptible to further
degradation.
The developed model verifies that the defect growth in the third phase is dominated by three basic
ideas – unidirectional energy entry, isotropic thermal energy and defect spread, and shadowing effects.
This concept has been proved to be stable against slight variations of the used parameters. The main
factors that influence the final COD defect pattern are found to be the positions of the COD ignition
sites and the thermal resistance of the material system. This allows to reconstruct the damage evolution
starting from the final defect pattern. The analysis of device structures with this method verifies that the
COD ignition sites are indeed regions where a higher temperature during regular operation is likely.
The comparison of the step-wise created damage pattern with comparable ones from cw analysis
indicates that the high-current single-pulse step test addresses the same degradation regime as present in
cw. This holds even on a microscopic scale, as stated in the preceding chapter. A further argument is
that the process is thermally activated in both cases, as shown by the Arrhenius analysis in Ch. 4. This
proves the step test to be an appropriate tool to artificially slow down the fast COD kinetics by stopping
the defect growth at the pulse end, while accelerating tCOD at the same time.
An evaluation of the DL material quality, the device processing, and the facet passivation is possible
by analyzing the location and extend of the initial defect points. If the branching of the defect structure is
well expressed it indicates an elevated level of inhomogeneities in the active region which is an indication
for a reduced material quality. COD ignition points at locations related to device processing indicate
defects introduced there, e.g., by strain induced by etch steps. Furthermore, the step test allows to
evaluate the quality of the facet coatings. Analysis of defect pattern at front facets reveals the following:
In case of one small COD defect visible at the facet and a following defect growth inside the cavity, the
COD process started when a particular region of the facet cannot sustain the optical load anymore. In
the following the lateral modes redistribute, but the remaining front facet material is not affect by the in
part higher optical load. In contrast, if multiple ignition points are located at the facet, it indicates that
the optical load in the pulse was able to exceed a critical value at multiple positions at a time. One of
these two scenarios is found typically in damaged devices. By comparing the particular COD thresholds
with those obtained for devices produced using other facet technologies, it is possible to decide if the
facet passivation is of high quality or not. If ICOD is high and only a single COD site is present, a good
passivation is applied, the inhomogeneity leading to COD is not significant. If the same happens at low
ICOD values, there is a problem with localized inhomogeneities introduced during facet coating. Having
multiple ignition points at low ICOD values indicates a general problem with the coating technology.
Multiple starting points at high ICOD would point to a very homogeneous facet coating.
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7 Investigation of Special Structures
In this chapter, a number of case studies at special device structures is presented. The results are analyzed
and discussed based on the data presented in chapters 4-6.
7.1 Laser Bars
Arrays of DLs are used for high-power applications. Especially in cases where single emitters are not
able to deliver enough optical output power, e.g., pumping of solid-state lasers. Therefore, several emit-
ters are combined on a single chip. This means, BA lasers are placed next to each other on a single wafer
piece without optical coupling of their waveguides. Due to the standard chip width of one centimeter,
this arrays are called cm-bars.
An optical coupling would form a system of interacting non-linear oscillators. Therefore, light-
induced coupling is blocked by etch-grooves through the active layer avoiding light-field interaction
between the active regions of the stripes. Nevertheless, on a longer time scale in the range of millisec-
onds to one second, thermal interaction between the individual emitters takes place. The thermal profile
along the lateral direction of such a bar depends strongly on the used mounting technology as discussed
in [188]. In the following, the COD mechanisms were investigated with batch H representing standard
devices mounted p-side down with In-solder on a conduction-cooled copper sub-mount.
7.1.1 Experimental Results
In order to detect the COD, the thermocamera was used to monitor the front facet of the device [108,
189]. In contrast to the single emitters, another current source was employed to provide the high current
necessary to drive a cm-bar: PicoLAS LDP-V200-20 (current rise time 1 µs and 4 µs at 40A and 150A,
respectively). The standard thermocamera objective allowed for inspection of all 19 emitters in parallel.
The value of tint has been chosen in each experiment to cover the entire laser pulse width. An example
of a detected COD event is given in Fig. 7.1(a). The thermal event is overlaid to an emissivity contrast
image. Flashes of Planck’s radiation clearly indicate failures of the first and seventh emitter (counted
from the left side of the chip) of bar H1 at I = 129.4A and tPW = 100 µs. A following inspection of the
front facet by means of optical microscopy revealed a defect there, too. In all experiments, a one-to-one
agreement has been found of the position of facet defects and the thermal flashes.
While working with a system of laser emitters, the question may arise how to determine the COD
threshold value. The following strategy is applied: A step test was performed. The used parameters
are I0 = 40A and ∆I = 4A. During every current step, the thermal image was analyzed to detect COD
events. Additionally, a cut at the emitter plane is extracted from the particular thermal image. In order
to summarize the evolution of the thermal signal at the front facet, they are combined to a contour plot
as shown in Fig. 7.1(b) for device H1 or in Fig. 7.1(c) for device H2. These plots give an overview of the
currents at which Flashes of Planck’s radiation occur. Moreover, the involved emitter can be identified.
117
7 Investigation of Special Structures
Figure 7.1: (a) Thermal image of laser bar H1. The pulse parameters are: tPW = 100 µs and I = 129.4A.
The red arrows indicate the positions of flashes of Planck’s radiation overlaid in colorscale to
the gray background image. (b,c) Evolution of the thermal emission signatures of bars H1(b)
and H2(c) while the current pulse amplitude increases. The tPW values are 100 µs and 30 µs
for bar H1 and H2, respectively. The COD thresholds are marked by dotted horizontal lines.
The vertical stripes appearing in Fig. 7.1(b) at the emitter positions are a result of the long integration
time (tint = 100 µs, in sub-figure (c) only 30 µs). It enables the detection of the regular device heating.
The COD, however, produced a distinct spike clearly distinguishable from this signal. In Fig. 7.1(c), an
early COD event, indicated by the peak in the thermal signal (see white arrow), can be seen well separated
from the currents at which the majority of the emitters experience COD. A reasonable explanation for
this is a pre-damage of the emitter, which has not been recognized during the visual inspection before
the tests. The ’true’ COD thresholds of the bars for the given operation conditions (especially tPW) are
indicated by the dashed lines in Figs. 7.1(b,c). They represent the currents where the onset of COD is
most likely for the structure at the given pulse length. This means, the distribution of all ICOD values of
the single emitters of the device is taken, the outliers are removed, and then the lowest value gives the
ICOD value of the laser bar.
7.1.2 Discussion of the Results Obtained with Laser Bars
The results of all tests are summarized in Fig. 7.2(a), giving the ICOD-values as a function of tPW. Ob-
viously, there is a systematic decrease of ICOD towards longer tPW. The time range below milliseconds
is too short to allow any lateral thermal crosstalk. Therefore, the emitters can be regarded as individ-
ual emitters, especially under the assumption of a homogeneous current distribution to the individual
emitters of the bar. However, even for longer times, when thermal cross-talk is likely, the decreasing
tendency holds. A stationary temperature profile is expected after ≈ 1s according to Puchert et al. [190]
and Ziegler et al. [170].
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Figure 7.2: (a) Summary of COD thresholds ICOD in dependence of tPW as obtained by step tests with cm-
bars from batch H. The lines represents two models that are discussed in the text, including
the scaling factors X and Y . (b) The same data as shown in (a) complemented by reference
data obtained by analyzing single emitters of batch A. In order to account for different emitter
stripe widths, the data sets are normalized to the emitter widths. (c) Total damage area as
measured from micrographs for four cm-bars degraded at the indicated tPW.
At this point it is worthwhile to reconsider the discussion about Tcrit in Sec. 4.2.3. As discussed there,
Tfacet consists of two contributions [Tfacet(t) = Tbulk(t)+∆Tfacet(t)] that can lead to the situation where
Tcrit = Tfacet(tCOD) and the thermal runaway starts. While Tbulk(t) is qualitatively known for this bar-
structure from modeling and experiments, e.g., done by Ziegler et al. [170], there is a lack of detailed
knowledge about ∆Tfacet(t). ∆Tfacet is created by the absorption of laser power Popt, therefore two types
of ansatz can be made to describe the extreme cases [108]:
• The accumulated heat governs the facet heating (∆Tfacet(t) ∝ Popt · t).
• Power entry and heat removal create a steady-state equilibrium (∆Tfacet(t) ∝ Popt).
At injection currents far above the laser threshold Popt can be replaced by the current I. Therefore, this
gives two scenarios for ICOD (where Tcrit = Tfacet and I = ICOD):




Tcrit = 140◦C, cf. Sec. 2.2, and numerical values for Tbulk(t) determined by Ziegler et al. [170] are used.
The change of the bulk contribution during the current pulse is found to be small compared to Tcrit. The
two resulting curves are shown in Fig. 7.2(a). The terms X and Y are proportionality factors, chosen
to facilitate a comparison with the data points. The experimental results are clearly between these two
cases. For small times, the facet accumulates heat [model indicated by the dashed line in Fig. 7.2(a)].
For longer t, the heat loss via the surrounding material comes into play, leading towards an equilibrium
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state (full line). Moreover, the kinetics of Tfacet(t) is four to six orders of magnitude faster than that of
Tbulk(t). This is caused by the different volumes where energy is stored. While the facet temperature
is determined by a region of ≈ 1 µm behind the facet, Tbulk(t) is determined by the entire chip and heat
sink, representing a much larger volume. Therefore, the energy density differs significantly. It results in
a longer time constant for temperature changes for the bulk material.
Another finding in this context is, that the COD threshold remains almost constant between 2ms and
the cw case. In contrast, earlier work on transient thermal properties of laser bars by Puchert et al. [190]
and Ziegler et al. [170] revealed that there is still a substantial increase of Tbulk in this time range. They
concluded that this is mainly an effect of thermalization of the volume material of the laser chip and the
heat spreader itself. By measuring the active region temperature via the spectral shift of the emission of
the bars under investigation, a temperature increase was found of about 40K between tPW = 2ms and
cw operation. At the same time, a decrease of the optical output power from ≈ 150W to ≈ 120W was
detected. Obviously these two effects almost compensate each other. Thus, the emission power reduction
of ≈ 30W corresponds to an increase of Tfacet of ≈ 40K. This behavior becomes also clear within the
concept of Tcrit. While the increase of Tbulk increases Tfacet, the emission power reduction decreases its
value by the reduced re-absorption heating, i.e., a decrease of ∆Tfacet at the same time.
This interplay of the temperature contributions also explains the dependence of the size of the front
facet damage pattern on tPW, see Fig. 7.2(c). In contrast to what one might expect, the pulses with longer
tPW and therefore higher total power entry create a smaller front facet damage. However, for shorter
pulses the emission power is higher at COD threshold. The defect pattern directly at the facet is created
within nanoseconds, hence its spatial extension is governed by the actual optical facet load. As shorter
the pulses are as higher the optical load is when reaching COD threshold, leading to an increased front
facet defect. This reflects exactly the mechanism behind the thermal runaway process, the fast transition
of a small volume from an almost transparent state to a highly absorbing one for the laser wavelength.
This includes a fast energy redistribution quantified by the emission power present at this moment. The
energy provided to the defect side thereafter leads to the growth of the defect pattern in the interior only
and does not affect the front facet defect pattern.
Due to the limitations set by the pulse generator, it was not possible to access values for tPW below
10 µs. As discussed for this pulse width range, the emitters of the bar can be treated as independent.
Therefore, it is straightforward to complement the graph with the data obtained for the single BA lasers
from batch A, cf. Fig. 4.13. Although these single emitters do not stem from exactly the same epi-
structure, their electro-optical parameters almost match. In order to account for the different emitter
widths, the currents for both batches are normalized to the emitter width. Figure 7.2(b) shows a summary
of both data sets. Obviously the single emitters continue the trend observed at the bars. This underlines
the above statement about the importance of ∆Tfacet for short times. Furthermore, it verifies the treatment
of the emitters of the cm-bar as individual lasers in the case of short tPW. The thermal crosstalk for
longer tPW and cw operation can be expected to influence mainly the long-term-aging of the devices due
to the presence of temperature gradients which results in strain gradients. This enables the formation and
propagation of various defect species, e.g., dislocations, in the semiconductor.
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7.2 Single-Spatial-Mode Ridge Waveguide Diode Lasers
Up to now the COD has been discussed by observing its kinetics in BA DLs. In this section, the COD
behavior of single-spatial-mode ridge waveguide lasers will be addressed. This is done in order to proof
the universality of the uncovered physical mechanisms [191].
7.2.1 Experimental Results
Lasers from batch J were used for this study. This batch of 26 individual devices is sub-divided into three
groups of devices, named a,b, and c. They differ by their front facet coating technologies.
The lateral emitter stripe width of these lasers is reduced in a way that during regular cw operation
only the fundamental spatial mode can propagate. This remains not true for very high pump-powers. The
physical mechanisms resulting in multi lateral modes will be discussed later. However, the investigation
of a device with a strongly confined lateral mode allows to analyze the later COD site on route to COD.
Analysis of cw Operation
During cw operation, the front facet surface temperatures have been measured by micro-Raman spec-
troscopy. Figure 7.3 shows the front facet temperatures versus operation current by giving the averaged
value of measurements at 5 devices per sub-batch, i.e., a, b, and c. During the successive cw current
increase, the devices typically fail by front facet COD accompanied by a local melting of the facet coat-
ing. A typical image of the externally visible defect taken with the optical microscope is given as inset
of Fig. 7.3. The ICOD values are indicated by arrows in Fig. 7.3. The facet temperatures measured just
before COD are around 180◦C and differ not significantly among the sub-batches.
Figure 7.3: Facet temperatures (symbols) in dependence on cw operation current for sub-batches a-c
of device batch J. The arrows indicate the COD thresholds. The lines give second order
polynomial fits to the data as guides to the eye. The inset gives the external damage of device
Jb1 from batch Jb created by a COD during cw operation, as detected through an optical
microscope.
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Analysis of Pulsed High-Power Operation
After the quantification of the cw COD behavior of the device, the high-power pulsed operation regime
is addressed in the following. A step test was made with tPW = 150ns, ∆I = 1A, and I0 = 1.6A. A
test pulse was used to monitor device health. Since the COD behavior and operation parameters of the
three sub-batches under investigation do not differ notably, the presentation of results of pulsed devices
will be restricted to batch Ja. The step test is done at two heat sink temperatures, Ths = 25◦C and 85◦C,
representing the range of realistic application conditions. The probed parameters of the devices in this
operation regime are:
• The lasing NF, recorded with the streak camera to determine its spatio-temporal evolution,
• The time-resolved monitoring of near-infrared and laser emission in parallel, which is comple-
mented by an integral measurement of the thermal emission of the device.
In the following, these two approaches will be discussed in detail.
Spatio-Temporal Nearfield Kinetics: From the data recorded during the step test, one gets a L-I curve
for the pulsed operation regime. Figure 7.4 gives typical results for the maximal power achieved during
the 150ns long single pulses. Device Ja1 reaches about 20W at Ths = 25◦C before it goes into thermal
roll-over1 without any notable degradation at this point and beyond. Device Ja2 reaches a maximal optical
output power of up to 30W at Ths = 85◦C.
Information about the optical output power represents an important emission property. Another key
parameter is the beam quality, single-spatial mode lasing maintains excellent beam quality and bright-
ness. The spatio-temporal NF evolution is directly monitored with the streak camera.























Figure 7.4: Pulsed L-I curves for two devices at different heat sink temperatures (tPW = 150ns). The
power represents the peak value during the pulse. The points labeled ’after degradation’
represents values recorded while device Ja1 experiences irreversible degradation.
1This means, that the optical output power reversibly decreases while the pump current is increased.
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Figure 7.5 shows selected data. At I = 12.4A a power of 13.8W (cf. Fig. 7.4), i.e., > 18× of the
specified power for reliable cw operation, in single-spatial-mode is available during the entire tPW =
150ns; Fig. 7.5(a,b). The presence of single-mode operation is proved by the Gaussian shape of the
lateral mode profile. The lines in Fig. 7.5(b) represent fits to Gaussians while open circles give the
experimental data. For further increased operation currents, there is a tendency towards the presence of
two to three lateral modes, as shown in Figs. 7.5(c,d). For I = 22.5A, single-spatial-mode operation is
available only during the first 50ns of the pulse. The optical output power during this time reaches 20W,
cf. Fig. 7.4.
Figure 7.5: Streak camera images (a,c) of device Ja1 taken at Ths = 25◦C. (b,d) Cuts through them (open
circles) are taken at the marked delay times. Full lines in (b) and (d) represent Gaussian and
multi-Gaussian fits, respectively.
The transition from single- to multi-spatial-mode operation is quantified in Fig. 7.6. The ’single-mode
time’ is the time, where the lateral mode profile changes from one Gaussian to two. Temporarily a top
hat profile appears at this point, e.g., at ≈ 60ns between red and green curve in Fig. 7.5(d), which are
taken 25ns and 75ns after leading pulse edge, respectively. Considering the data in Fig. 7.6(a) and the L-I
curves in Fig. 7.4, the energy can be determined, which is available during single-spatial-mode operation.
The result is given in Fig. 7.6(b). A ’single-mode energy’ of up to 2 µJ is obtained in true single-spatial-
mode operation at Ths = 25◦C and I = 13.6A, while 4.5 µJ are reached in operation with three lateral
modes (Ths = 85◦C, I = 39.3A), see Fig. 7.4. In the discussion of Fig. 7.4, it was already mentioned, that
device Ja1 experienced a reversible roll-over at I ≈ 20A. However, at I ≈ 30A, this device irreversibly
failed at a fairly low emission power level (open circles in Fig. 7.4). The device failure has been detected
by analyzing the evolution of the test pulse pattern taken at I0 = 1.6A after each pulse. The test pulse
taken after the pulse with I = 29.3A, shown in Fig. 7.6(c), still looks similar to the one taken at I0 at
the beginning of the step test. In contrast the one taken after I = 30.7A, see Fig. 7.6(d), shows a loss
of optical power and the presence of five lateral modes. A careful inspection of the device revealed no
external degradation signature.
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Figure 7.6: (a) Time during which single-spatial-mode operation is maintained (’single-mode time’) dur-
ing the 150ns long current pulses. ’Kink-free’ cw operation until 1.8A indicates the value
for cw. (b) Energy emitted in true single-spatial-mode operation (’single-mode energy’) dur-
ing the 150ns long pulses. (c,d) Streak camera images of the lasing NF during test pulses
with I0 = 1.6A of device Ja1 (Ths = 25◦C). They have been taken after I = 29.3A (c) and
I = 30.7A (d) high current pulses.
Laser- and Infrared-Emission-Kinetics: There is a deviation between the location of COD between
cw and pulsed operation for the devices under investigation. In the cw regime, a front facet damage
occurs, whereas in pulsed mode the defect location is inside the cavity, detected via the NF change. This
calls for an additional study of the underlying mechanisms. Therefore, a setup as shown in Fig. 3.1 is
used. During a step test, the emission power transient from the front facet is monitored by the PD and
additionally the infrared emission by the NIR detector. For several devices, the pulse lengths have been
changed between 50ns and 9 µs. Ths was kept at (25.0±0.2)◦C.
It turned out, that provocation and detection of a sudden degradation become possible only when
switching to long pulses, i.e., 9 µs which is 60× longer as used in preceding experiments. Figure 7.7
shows data from device Ja3, obtained at I = 8.2A (a,c) and I = 8.7A (b). The initial degradation event
took place after 7.8 µs at I = 8.2A, indicated by the red arrow in Fig. 7.7(c). The sudden drop of the laser
output power, detected as PD-signal, is accompanied by a thermal signature deep inside the laser cavity
at ≈ 1.2mm behind the front facet. This area is marked in red in Fig. 7.7(a). In the subsequent I = 8.7A
pulse, two more extended thermal signatures are observed, see Fig. 7.7(b). They are shifted compared to
the initial one. The emission power detected by PD and NIR detectors dropped down to 10% and 5% of
their averaged value during the first COD pulse during this second one, respectively.
The PD- and NIR-traces reveal additional details about the processes taking place in the interior of the
device during the microsecond pulses, Fig. 7.7(c). The fluctuations are true variations of the output power
and no noise. Both signals are not independent, they change between an correlated and an anti-correlated
state.
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Figure 7.7: (a,b) Thermal images of device Ja3 composed of an emissivity contrast image (tint = 1ms,
given in grayscale) and the emission during the single pulse (tint = 10 µs, colorscale). Images
taken during high-power current pulses with I = 8.2A (a) and I = 8.7A (b) of 9 µs duration.
The red highlighted regions point to elevated thermal signals. (c) Transient data giving the
current (blue, right ordinate) and the evolution of laser emission (PD signal, left ordinate) and
NIR-signal (left ordinate) during the same pulse as investigated in (a). The arrow indicates
the ignition of COD.
7.2.2 Discussion of the Ridge Waveguide Laser Dynamics
Facet Temperature
The external defect pattern of all devices degraded by facet-related COD look similar, see e.g., inset
of Fig. 7.3. Therefore, the same high temperature can be assumed to be reached at the facet during
COD. Furthermore, the temperature increase between 180◦C and the high COD temperature (≈ 1500◦C
is likely, cf. Sec. 6.4) takes place fast compared to the 100s of micro-Raman measuring time. This makes
the temperature analysis of the thermal runaway by micro-Raman spectroscopy impossible. However,
a long-term stable device operation with facet temperatures around 180◦C has been confirmed by these
measurements. In the literature [47, 54, 59, 67, 153, 154], critical temperatures in the range of Tcrit =
120◦C− 160◦C are quoted as distinctive for the COD ignition. This shows on the one hand, that the
devices of batch J can withstand high facet temperatures. Moreover, the wide spread of the Tcrit values in
the literature indicates the dependence on the used technology (passivation, protection, coating).
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Analysis of High-Power Operation
There are two main physical mechanisms for the occurrence of higher order modes in ridge waveguide
structures, if the width of the ridge is on the order of the emission wavelength. These mechanisms are
discussed by Ziegler et al. [192]:
• The fundamental and first higher spatial mode interact at intermediate pumping currents (≈ 5−
11× Ith).
• Anti-guiding due to an asymmetric charge-carrier profile occurs at high pumping currents (> 11×
Ith).
The first mentioned mechanism causes a switching of a high intensity peak between the lateral left- and
right side of the cavity with a switching frequency of several GHz. This frequency is proportional to
the pump-current. In order to explain this experimental result, the authors [192] solve the equations for
the electric field and the carrier concentration in dependence of the lateral position in parallel. Lateral
coupling is achieved by diffraction of the optical field and charge-carrier diffusion. The optical gain
depends on the charge-carrier concentration and the mirror losses are introduced by a damping constant.
An eigenmode analysis of the electric field is applied for comparison of the numerical results with the
experimental data. It turned out that it is sufficient to consider the fundamental and first excited mode.
However, the overtone of these two frequencies is 20 times faster than the experimental value. This is
explained by the interaction between different longitudinal mode families resulting in a kind of phase-
locking mediated by the non-linear susceptibility of the semiconductor material.
For higher pump currents, another mechanism is identified as dominant. The maximum of the emitted
light intensity moves lateral between left and right side of the stripe. This is explained by the accumula-
tion of charge-carriers. It increases the optical gain, but leads also to a repulsion of the optical field by a
local decrease of the refractive index as shown by Ziegler et al. [192]. A small offset of the optical mode
from a perfect symmetrical position is enough to increase the carrier concentration at the opposite site.
This creates a positive feedback loop pushing the optical mode to the edge of the waveguide. Than the
high carrier concentration which have been build up close to the middle is depleted by emitting a strong
light pulse in a symmetrical mode. Thereafter the process repeats.
An additional factor for a change of the spatial mode pattern of the devices from batch J is their tapered
stripe structure, i.e., the lateral waveguide width changes continuously from 3 µm at the rear facet to 8 µm
at the front. This is done in order to combine single mode operation and high optical output powers, i.e.,
an increase of the brightness of the device. This emitter stripe structure allows the existence of higher
order modes which will occur due to the above mentioned reasons (mode interaction and anti-guiding).
Additionally, temperature caused changes of the refractive index have to be considered.
However, in the experiments done with device batch J a time-resolution was used for NF monitoring
that does not allow to resolve this fast switching. That is why a motion of the optical mode between left
and right side of the cavity cannot be seen. The applied time-averaging causes the detection of two or
more lateral modes side-by-side if one of the mentioned operation regimes is reached (or a combination
of them).
The appearance of the multi-mode structure at low emission powers in Fig. 7.6(d) indicates a change
of the cavity probably caused by damage. This leads to a re-ordering of the internal mode structure
depending on size and position of the defect, as demonstrated in Ref. [193] in case of BA DLs.
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The emission power detected by PD and NIR detectors was already quite low during the degradation
of device Ja3 in a long pulse, see Fig. 7.7. Therefore, it can be concluded, that the device degraded caused
by a thermal overload within the waveguide. Since the hotspot location is moving along the laser axis
from one pulse to the next, cf. highlighted areas in Figs. 7.7(a,b), the growth of a defect network as
discussed in Sec. 6.3 is highly likely. This takes place inside the cavity without affecting the facets and
is clearly revealed by CL mapping.
The PD- and NIR-traces reveal additional details about the processes taking place in the interior of
the device during the microsecond pulses, Fig. 7.7(c). When considering the PD-signal [red curve in
Fig. 7.7(c)], it should be noticed that the fluctuations are true variations of the output power and no
noise. The ’single-mode time’ in dependence on the operation current has been investigated in detail for
shorter pulses, cf. Fig. 7.6. This data show clearly that on the microsecond time scale definitly multi-
spatial mode operation takes place. Therefore, it is clear that the observed emission power fluctuation
is a result of spatial mode hopping in the waveguide that is still not fully thermalized on this time scale.
The recorded NIR-signal represents a kind of ’defect photoluminescence’ created in the substrate, which
is excited by laser emission that is transferred from the waveguide into its vicinity including the sub-
strate. This has been reported by Ziegler et al. [96] for cw operation. The experimental setup allows
additionally the time-dependent analysis of this signal. An increase of the NIR signal is caused, e.g., if
multiple spatial modes do not fit into the waveguide that is designed for single-spatial-mode operation.
Thus, the NIR-signal is a rough indicator for the fraction of laser power remaining in the device, but
leaving the waveguide. Therefore, the PD- and NIR-signals are predominantly anti-correlated, but not
always, since the laser light is also the only source for exciting the ’defect photoluminescence’. The
amplitude fluctuation of the PD signal amounts to > 30% of the average amplitude (averaged between
1 µs and 7 µs), which is about 2.5W. Thus there is a heat source near the waveguide in this operation
regime, resulting from the redistribution of more than 700mW on a sub-microsecond time scale in an
uncontrolled way. This causes a local heating and eventually leads to device degradation. Additionally,
the position where the thermal runaway takes place is found to be located most likely in the waveguide
and cladding material, cf. TEM investigations in Sec. 5.2.3. This means that there could be an additional
step that has to be incorporated into the feedback loops: If a certain temperature is reached, the laser light
field becomes deflected in a way that also the waveguide and cladding regions are heated locally. The
material forming these layers cannot withstand such a high optical load as the QW itself and the thermal
runaway starts. The high temperatures achieved above and below the QW eventually impairs it. The QW
is from that time on the location where the further damage takes place, because the highest light field
intensity is present and additionally an absorbing region (the already destroyed QW).
Furthermore, this reveals the limits of applicability of pulsed operation. It works well in single-spatial-
mode operation with short pulses. In this case, a transition to multi lateral modes protects the device
from COD by redistributing power to a larger volume and going into thermal rollover. On a time scale
of several microseconds the device becomes thermally unstable. Therefore, the advantages of a power
enhancement by two orders of magnitude and the COD-self-protection are obtained by short pulse oper-
ation only.
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7.2.3 Comparison to BA Diode Lasers
A major advantage of using ridge waveguide structures for COD analysis is the limited front facet area.
In contrast to BA lasers, the position of a later COD-related external defect can be clearly predicted.
This enables measurements of the facet temperature evolution there. Furthermore, a detection method
giving a spatial resolved image of the front facet, e.g., use of the thermocamera, is not needed. It can be
replaced by a fast point-detector, because the location of the signal-origin is known.
As pointed out in Ch. 6, the light field is the main energy source of the defect growth process. In case
of device Ja3, the initial starting point is inside the cavity, cf. Fig. 7.7(a),≈ 1.2mm behind the front facet.
If the degradation observed here relies on the same mechanisms as identified in Sec. 6.3, the direction and
extension of defect growth should reflect the energy entry from the respective direction. The structure
under investigation here is a single-mode ridge waveguide laser, that is why one can assume that only two
directions are of importance: Energy coming from the rear facet and energy coming from the front facet
towards the defect. This is confirmed by the fact that the position at which the thermal signature during
the first pulse was recorded is in-between the areas detected in the subsequent pulse, see Figs. 7.7(a)
and (b). Taking into account the shadowing effect discussed in Sec. 6.3, the situation becomes clear:
In the pulse depicted in Fig. 7.7(a), the initial defect site is created dividing the laser cavity into two
parts: One between front facet and damage site and one between rear facet and damage site. In the
subsequent pulse, the damage growth is re-ignited. Even if the destroyed cavity not allows lasing, the
amplified spontaneous emission provides enough energy, as demonstrated by short-time thermography
in Sec. 5.1.4. In order to verify this, the ratio of the defect extension on both sides of the initial defect
site can be compared with the ratios of the remaining cavity fractions on these sides. The quotient of
the right defect pattern length [marked area on the right side in Fig. 7.7(b)] and the left one (left marked
area) yields ≈ 2.5. The quotient of the length of the cavity right from the defect site (2.7mm) and on
the left side of it (1.2mm) is 2.25. Both ratios show a remarkable agreement. The remaining deviation
arises mainly from not taking into account the tapered waveguide and the facet coatings with different
reflectivities. Nevertheless, this shows that the basic concepts identified for the defect extension are also
valid in case of ridge waveguide lasers.
A further feature of dealing with these ridge waveguide structures is that the time evolution of a
confined mode can be investigated. This allows for monitoring the lasing and NIR-signals coming from
a single optical mode. The observed deflection of the optical mode towards the substrate is a possible
reason for the found defect pattern in TEM analysis in Sec. 5.1.3. There, the most likely place of COD
ignition was found not to be the QW itself, but the waveguide and cladding region. Furthermore, this
region have also been identified as potential trigger for degradation in experiments addressing device
degradation during operation under external feedback [194].
The presence of the mechanisms leading to COD, identified for BA lasers, have been verified to be
present in ridge waveguide structures. The step test, however, was not able to provoke a front facet COD
as the cw test. This is caused by the change to spatial-multi-mode emission of the ridge waveguide
lasers. In BA laser, in contrast, multi-mode emission is an intrinsic device property and no switching of
the fundamental emission characteristics influences the COD-ignition. Furthermore, a fast uncontrolled
deflection of the optical mode towards the cladding and substrate layers can be seen. It is highly likely
that this mechanism also affects the temperature profile in a BA laser.
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7.3 Quantum Dot Devices
It is frequently claimed, e.g., in [110], that devices with quantum dots (QD) as active material could
withstand COD better than QW devices. This is explained by following arguments:
• The lower vsurf, as demonstrated by Moore et al. [195], they found a value which is one order of
magnitude smaller than for QW devices,
• The reduced filamentation as shown by Smowton et al.[196] and Ribbat et al. [197], which is
explained by a reduced in-plane carrier diffusion and the lower α-factor2,
• A lower in-plain diffusion constant that reduces the motion of charge carriers towards the surface,
• A lower absorption at the facet, caused by the fact, that the presence of a QD exactly at the facet is
rare, in contrast to the QW where an entire potentially absorbing layer is present.
A description of the way these parameters influence the COD threshold in case of QW devices is given
in particular in Secs. 4.2.4 (surface recombination) and 4.2.2 (lasing NF). However, a direct comparison
between QW and QD devices is difficult. It is not possible to find comparable devices where only the
QW is replaced by a QD layer. Furthermore, QD structures are mostly produced on a research level and
therefore not available in batches of homogeneous quality. This excludes experimental approaches that
rely on extracting data from several COD failures while varying a single parameter only.
Nevertheless, it is also possible to obtain results with a few devices that allow a comparison to the
defect kinetics of QW devices. In the used setup the thermocamera was directed onto the top-contact
of the device while a fast PD detected the laser emission from the front facet. A QD DL from batch K
(device K1) was studied. These devices are mounted p-side down and have a 110 µm wide (x-direction)
window in the n-side metallization, which was implemented during device processing. The window is
centered on top of the active stripe region. An emissivity contrast image taken by the thermocamera
representing the geometry (tint = 1ms) of the mounted sample is shown in Fig. 7.8. There, the entire
laser chip is indicated by a green rectangle. The light gray stripe inside is the n-side window, the dark
areas represent the remaining top contact metallization. The positions of the bond wires are indicated by
the yellow lines. The front facet is at the top. In case of this device, the discrimination between front and
rear facet is not necessary, because both facets are as-cleaved, i.e., uncoated.
The device’s degradation behavior was analyzed in a step test. The used parameters are tPW = 1 µs
and ∆I = 0.3A. Thermocamera images (emissivity contrast: grayscale; thermal signal: colorscale) are
shown in Fig. 7.8(b-g). They show the region indicated by a dashed rectangle in (a) on an enlarged
scale. These thermal images are recorded during successive pulses of the step test. In order to provide a
better visibility of the results, different color bars for the thermal signal in sub-figures 7.8(b-d) and (e-g)
are used. The first catastrophic failure occurred at I = 10.4A. The associated thermal image is shown
in Fig. 7.8(b). Additionally, this event is accompanied by a drop of the output power, see Fig. 7.9(a).
2The α-factor or line width enhancement factor was introduced by Henry [198] to explain the linewidth broadening in semi-
conductor DLs. The argumentation why this broadening happens is as follows: The real part of the refractive index (n)
varies with the carrier density. Phase and intensity changes in the laser field are introduced by spontaneous emission. While
the laser comes back to its steady-state intensity, changes of the imaginary part of the refractive index (∆k) are provoked.
This leads to changes of n (∆n), causing additional phase fluctuations and line broadening. The linewidth enhancement can
be determined by the factor (1+α2) with α = ∆n/∆k.
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Figure 7.8: Thermography applied to device K1 (QD DL). (a) Geometry of the DL seen in emissivity
contrast. The chip is surrounded by the green line. The bond wires are indicated by yellow
lines. The red dashed rectangle indicates the position of images (b-g). (b-g) Thermal images
taken during successive pulses of a step test (from 10.4A (b) to 11.9A (g) with ∆I = 0.3A).
In order to enhance the contrast, two different color bars are used, one for (b-d) and another
for (e-g). They are given right next to the images of the respective line.
Figures 7.8(c-g) show the evolution of the thermal signal at the same site as (b) for the subsequent pulses
in the step test, i.e., 10.7A (c), 11.0A (d), 11.3A (e), 11.6A (f), and 11.9A (g). The signal magnitude
increase monotonously up to the 11.6A-pulse [Fig. 7.8(f)]. The center of gravity of the thermal signal
remains at the same location during the catastrophic failure.
While the resulting thermal signature of the QW laser in Fig. 6.2 is rather longish along z, here its
shape is circular. Following the discussion in Sec. 6.2.1, this implies that the heat source does not
move. Moreover, Figs. 7.8(b-g) show no motion of the center of gravity of the signal. The heat remains
symmetrical distributed around its center, which is therefore supposed to be the initial defect site. In the
pulses shown in Figs. 7.8(f) and (g), the signal in lateral direction is in part blocked by the remaining
metallization (visible as dark gray areas in the background). This is why a slight deviation from the
circular shape can be seen at the signal edge. Taking into account that both facets are equal, the laser
light intensity approaching from the front facet (top to bottom in Fig. 7.8) should be much higher, because
the defect location is much closer to the rear facet, see Fig. 6.2. Under the assumption that the defect is a
COD as discussed in the preceding chapters, it should be fed with energy from the light field. Therefore,
the defect expansion should show a motion in the direction of highest light incidence. But this cannot be
seen here. That is why the observed defect is most likely not caused by light re-absorption. In that sense,
it is not a COD as observed in QW devices where the light field has been identified as energy source of
the process (cf. especially Secs. 5.2.2, 6.1.1, and 6.3.3).
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Figure 7.9: (a) Evolution of the optical output power of device K1 (measured by PD) in dependence on the
current applied during a single pulse of the step test. The respective sum of the thermal signal
(added from all camera pixels, background noise subtracted) is also given. (b) Comparison
between the evolution of the thermal signal-amplitude in subsequent single pulse experiments
after COD ignition (set to pulse 1). The QD data are from device K1 and the QW data are
from device D1. The data are normalized to the maximal amplitude.
Another feature that is different compared to the COD events detected in QW lasers is the build up
of the thermal signal. Figure 7.9(b) gives a comparison between the evolution of the amplitude of the
thermal signal after COD ignition (pulse 1 in the graph) in the QD device K1 and the QW device D1. The
data of device D1 are taken from the front facet view and are corrected for the distance of the signal from
the focal plane of the thermocamera. The amplitudes are normalized to the respective maximal values.
While for QW lasers the thermal signal amplitude rises fast (first or second pulse gives the maximal
value), it needs a couple of pulses to reach the maximum in case of QD DLs, see Fig. 7.9(b). This
indicates the presence of different degradation mechanisms. The signal in QW device is highest at the
beginning of degradation, because the light intensity is at the highest level. This gives further evidence
that the main energy source for the degradation observed at QD DLs is not the laser light field.
Nevertheless, the observed damage mechanism is accompanied by a sudden output power drop and
high temperatures on the order of several hundred degree Celsius. For an accurate temperature determi-
nation, the present knowledge about this mechanisms is not sufficient, e.g., in order to estimate the size
of the heat source.
In summary, the technique of defect recognition by thermography through a top contact window is
applied successfully to detect a defect site. The growth process creates a quasi-random3 distribution of
the QDs in the plane and also a distribution of QD sizes. Therefore, the existence of weak points, as a
result of extreme values in this size and distance distributions, is much more likely than in QW devices.
The challenge for QD device improvement is to avoid, even single, extreme deviations from the mean
QD size and distance. As shown in case of the QW devices, a single microscopic defect is sufficient to
impair the entire DL. The observed degradation in QD DLs is not a classical COD, because the main
energy source of the degradation is not the laser light field.
3In fact, the position of a single dot is random, but the distances between them underlay a certain distribution governed by the




The main findings of this study are:
• The step test approach as a special kind of accelerated aging addresses the same COD degradation
mechanisms as found in cw tests. It is an appropriate tool to reduce the first phase of COD to
the nanosecond time scale. Therefore, it allows to systematically provoke the COD and makes a
time-resolved study of the process possible for the first time on this time scale.
• The applied thermographic techniques makes the in-situ tracing of the defect growth possible, even
if the device is not prepared, e.g., by windows in the contacts.
• This in-situ tracing allowed to monitor the propagation of the high temperature defect front di-
rectly. Propagation velocities up to 200 µm/µs have been observed. The connection of the value
found at a specific device to the available light power have been shown.
• The laser light field is verified to be the main energy source for the COD.
• It was shown that the temperature of the defect front during the entire process keeps on a constant
level of about 1200◦C−1500◦C. For this purpose, various approaches have been used: The motion
of the heat source observed through a top-contact window of the device, the magnitude of the flash
of Planck’s radiation, energy balance calculations, and TEM images and their crystallographic
interpretation.
• Short-time thermography, TEM analysis, and in-situ defect tracing verified that the amplified spon-
taneous emission is sufficient for further damage growth when lasing is terminated.
• The tracing of the defect front, heat flow modeling, and crystallographic analysis show that the
material passed by the defect front returns to substantially lower temperatures within nanoseconds.
• Due to the high temperatures present at the defect front and the heat flow, a point defect cloud
is generated around the primary defect. These defects potentially trigger secondary COD starting
points.
• A model for the defect spread in the third COD phase is presented. It verifies that this phase is
dominated by three basic mechanisms – unidirectional energy entry via the light field, isotropic
thermal energy and defect spread after re-absorption, and shadowing of the light field by existing
damage.
• A certain temperature difference has to be reached between the future COD ignition site and the
remaining active material to ignite the thermal runaway. The locations of these initial points have
determining influence on the later fully developed defect pattern. This strong connection allows
the presented defect spread model to reconstruct the kinetics of the defect front ex-post.
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• The analysis of the defect spread in the second and third phase identifies the thermal resistance of
the material as major parameter determining its dynamics.
• Based on the presented experimental approaches and the strategies for data analysis, it becomes
possible to evaluate the material quality, influence of device processing on its reliability, and the
quality of the facet passivation. The main input data for such an analysis are the size and position of
the initial defect points, the branching behavior of the internal defect structure, and the distribution
of the COD threshold values of the individual device from a batch.
• Experimental indications were found that the ignition of COD does not take place at the QW itself,
but in the waveguide and cladding region above and below the QW. This is a surprising result, since
the QW as the gain medium is expected to be exposed to the highest optical load.
The results indicate that the starting points of COD, which are located in waveguide or cladding, are
triggered by a distortion of the light field caused by an elevated QW temperature. This directs it away
from the QW towards the surrounding layers that cannot withstand the increase optical load. In order to
verify this, additional experiments are necessary focusing on the early defect stages. The tools to prepare
these degradation stages are developed in the present work.
Moreover, a future study should contain a systematic investigation of the degradation during applied
external optical feedback. It is likely that the same mechanism, light that is coupled into a region above
or below the QW, favors this mechanism and lowers the COD threshold. This aspect is relevant for all
today’s laser systems where the DL light beam is partly reflected by beam-combining or -shaping optics.
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Abbreviation
µPL . . . . . . . . . . . . micro-photoluminescence
BA . . . . . . . . . . . . . broad area
CCD . . . . . . . . . . . . charged coupled device
CL . . . . . . . . . . . . . plane view cathodoluminescence
COD . . . . . . . . . . . catastrophic optical damage
cw . . . . . . . . . . . . . . continuous wave
DL . . . . . . . . . . . . . diode laser
EBIC . . . . . . . . . . . electron beam-induced current
EDX . . . . . . . . . . . . energy dispersive X-ray
EL . . . . . . . . . . . . . . electroluminescence
FIB . . . . . . . . . . . . . focused ion beam
FWHM . . . . . . . . . full width at half maximum
L-I curve . . . . . . . . optical output power plotted over applied current
L-I-V curve . . . . . optical output power and voltage drop plotted over applied current
LBIC . . . . . . . . . . . laser beam-induced current
MCT . . . . . . . . . . . mercury cadmium telluride
ND . . . . . . . . . . . . . neutral-density filter
Nd:YAG . . . . . . . . neodymium-doped yttrium aluminum garnet
NETD . . . . . . . . . . noise equivalent temperature difference
NF . . . . . . . . . . . . . lasing near-field
NIR . . . . . . . . . . . . near-infrared
PC . . . . . . . . . . . . . . photocurrent
PD . . . . . . . . . . . . . photo-diode
QCL . . . . . . . . . . . . quantum cascade laser
QD . . . . . . . . . . . . . quantum dot
QW . . . . . . . . . . . . . quantum well
SEM . . . . . . . . . . . . scanning electron microscopy
TEM . . . . . . . . . . . transmission electron microscopy
TTL . . . . . . . . . . . . transistor-transistor logic
Symbol
αspread . . . . . . . . . . spreading angle of the defect pattern
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∆T . . . . . . . . . . . . . average temperature rise in defect region
∆I . . . . . . . . . . . . . . current step in step test approach
∆T . . . . . . . . . . . . . temperature rise
∆Tfacet . . . . . . . . . . additional temperature increase of facet near region with respect to the active region
bulk
∆Tmax . . . . . . . . . . . maximal temperature rise achieved during the COD
∆zedge . . . . . . . . . . . difference of zedge values for two consecutive pulses
ηd . . . . . . . . . . . . . . slope efficiency
h̄ . . . . . . . . . . . . . . . reduced Planck constant
λc . . . . . . . . . . . . . . emission wavelength
T . . . . . . . . . . . . . . . average temperature in defect region
τ . . . . . . . . . . . . . . . effective carrier lifetime
τcool . . . . . . . . . . . . time constant for cooling down of the damage volume after energy feeding stops
τdrop . . . . . . . . . . . . characteristic 1/e output power decay time during COD
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Anr . . . . . . . . . . . . . Shockley-Read-Hall coefficient
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c . . . . . . . . . . . . . . . specific heat
CAuger . . . . . . . . . . . Auger coefficient
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d . . . . . . . . . . . . . . . distance passed by the heat source during a single pulse
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h . . . . . . . . . . . . . . . Planck’s constant
I . . . . . . . . . . . . . . . current through the diode laser
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