Abstract. Recently, there have been considerable advances in fast inference for latent Dirichlet allocation (LDA). In particular, stochastic optimization of the variational Bayes (VB) objective function with a natural gradient step was proved to converge and able to process massive document collections. To reduce noise in the gradient estimation, it considers multiple documents chosen uniformly at random. While it is widely recognized that the scheduling of documents in stochastic optimization may have significant consequences, this issue remains largely unexplored. In this work, we address this issue. Specifically, we propose residual LDA, a novel, easy-to-implement, LDA approach that schedules documents in an informed way. Intuitively, in each iteration, residual LDA actively selects documents that exert a disproportionately large influence on the current residual to compute the next update. On several real-world datasets, including 3M articles from Wikipedia, we demonstrate that residual LDA can handily analyze massive document collections and find topic models as good or better than those found with batch VB and randomly scheduled VB, and significantly faster.
Introduction
Latent Dirichlet allocation (LDA) has recently become very popular due to its effectiveness at extracting low-dimensional representations from sparse highdimensional data, with numerous applications in areas such as text analysis and computer vision [1] . Unfortunately, fitting a LDA topic model given a set of training documents requires approximate inference techniques that are computationally expensive. This makes it challenging to apply LDA to large-scale document collections that nowadays become increasingly common. Such datasets originate for example from online books at Google or image collections at Flickr. And as storage capacity continues to expand, today's "large" is certainly tomorrow's "medium" and next week's "small". For instance International Data Corporation 1 (IDC), a consultancy, has estimated that in August 2010 the amount of information available on the Internet did surpass the barrier of 1ZB = 10 21 B.
According to Eric Schmidt, CEO of Google, this amount currently grows at a rate of 2.5EB = 2.5 · 10 18 B per day. Most of these data consist of user generated content such as videos, photos, blogs, or reviews. Apparently, processing such large-scale document collections opens up completely new and interesting applications for machine learning techniques in general and LDA in particular.
A promising approach to scaling LDA to large data sets are online variants, see e.g. [23, 2, 11, 16] and references in there, that incrementally build topic models when a new document (or a set of documents) appears. For instance, Hoffman et al. [11] presented an online variational Bayes (VB) algorithm for LDA based on online stochastic optimization with a natural gradient step that can easily analyze massive document collections. In addition to providing a solution to the problem of growing document collections, online algorithms also open up different avenues for parallelization of inference from batch algorithms, providing ways to draw on the enhanced computing power of multiprocessor systems, and different tradeoffs in runtime and performance from other algorithms; another common approach to scaling LDA, see e.g. [18, 15, 22] and reference in there. Here, we explore another avenue opened up by online LDA algorithms, namely, to revisit batch LDA and ask the question whether we can improve it by viewing it as a quasi-online approach that processes documents respectively mini-batches one at a time? Somewhat surprisingly, there has been virtually no attempt to study the question of determining a good order for documents to be processed. While it is widely recognized that the scheduling of documents in stochastic optimization of LDA topic models may have significant consequences, this issue remains largely unexplored. Instead, practitioners schedule documents essentially uniformly at random, perhaps due to ease of implementation, and to the lack of clear guidelines on scheduling the documents. In this work, we address the question of how to schedule documents and show that convergence can be reached faster.
Specifically, triggered by recent results on randomized low-rank matrix factorization approaches [7, 5, 19, 14] -they essentially randomly sample columns, i.e., documents according to a probability distribution that depends on the Euclidean norms of those documents -it was recently proposed to schedule documents that exert a disproportionately large influence on the topics of the corpus before less influential documents. Naively instantiating this idea results in a fix schedule: sort documents randomly biased towards those ones with higher norms. Then, we simply run online LDA following this fix schedule. In fact, this influence scheduled LDA (isLDA) can already result in considerable efficiency gains. However, as we will show in this paper, we can do considerably better. While isLDA is indeed a valid approach, it suffers from one drawback. Since it starts optimizing long before having seen the entire document collection even once, it tends to overfit on documents with many words; they are seen much earlier than documents with few words. Consequently, isLDA has to repair for this bias by several passes over the entire dataset. We therefore propose a novel schedule that overcomes this drawback. Intuitively, we schedule documents dynamically in each pass over the entire document collection according to a probability dis -0  20  40  60  80  100  passes through dataset  820  825  830  835  840  845  850  855 Fig. 1 . Residual LDA can handily analyze massive document collections and finds topics better than those found with batch LDA and online LDA, and significantly faster: (Top) Held-out perplexity (the lower, the better) results on 3M Wikipedia articles as a function of full passes through the dataset. (Bottom) Evolution of the topic "university research" (bottom) after having seen 10K, 100K, and 250K (residual and online LDA) respectively 250K, 2.5m, 5m articles (batch LDA) on 250K Wikipedia. The 50 most likely words are shown as word cloud. The word size is proportional to the probability. Residual LDA is qualitatively more similar to batch LDA than online LDA is, university, professor and research prominently appear in both of them. This is also supported by smaller Hellinger distance. (Best viewed in color)
tribution that depends on the Euclidean norms of the current residuals of the documents. As we will show, this dynamic schedule can actually be turned into an active schedule: in each iteration we only consider a small, informative subset of the documents sampled according to the residual distribution. This is sensible because, if we overfit on the current active set of documents, the residuals of the currently inactive documents will get larger. Moreover, it establishes a novel link between LDA and active learning, see [17] for an overview. Whereas our active schedule is unsupervised, most active learning approaches make use of label information. Even recent active clustering approaches, see e.g. [21] , typically provide semi-supervision in terms of must-link and cannot-link constraints. Closest in spirit is probably early work on active data sampling [13] . Actually, as we will point out in the conclusions, there is also a close connection to search distributions for optimization [24] .
We evaluated the resulting LDA, called residual LDA, both qualitatively and quantitatively using several benchmark datasets, including 3M articles from Wikipedia. The experimental results demonstrate that -as can also be seen in Fig. 1 -residual LDA can handily analyze massive document collections and find topic models as good or better than those found with randomly and informatively scheduled LDA, and significantly faster. In other words "larger residuals, less work", which also explains the title of the paper.
We proceed as follows. After reviewing LDA based on variational Bayes, we motivate residual LDA by drawing connections between LDA and low-rank matrix factorization. Based on this connection, we then introduce residual LDA and devise a active schedule that prefers documents with high influence on the gradient over less influence ones. Before concluding, we present our experimental evaluation.
Latent Dirichlet Allocation
Latent Dirichlet allocation (LDA) is a Bayesian probabilistic model of collections of text documents [1] . It assumes a fixed number of K underlying topics in a document collection D. Topics are assumed to be drawn from a Dirichlet distribution, β k ∼ Dir(η), which is a convenient conjugate to the multinomial distribution of words appearing in documents. According to LDA, documents are generated by first drawing topic proportions according to θ d ∼ Dir(α), where α is the parameter of the Dirichlet prior on the per-document topic distributions. Then for each word i a topic is chosen according to z di ∼ M ult(θ d ) and the observed word w di is drawn from the selected topic, w di ∼ M ult(β z di ). We assume symmetric priors for θ and β but asymmetric ones are possible, see e.g. [20] . The true posterior distribution can not be computed directly and is usually approximated using Markov chain monte carlo (MCMC) or variational inference. In this paper, we focus on variational Bayesian (VB) inference. Here, the true posterior is approximated using a simpler, fully factorized distribution q. Following Blei et al. and Hoffman et al. [1, 11] , we choose q(z, θ, β) of the form
The posterior over the per-word topic assignments z is parameterized by φ, the posterior over the per-document topic weights θ is parameterized by γ, and the posterior over the topics β is parameterized by λ. These variational parameters are optimized to maximize the Evidence Lower BOund (ELBO) log p(
which is equivalent to minimizing the Kullback-Leiber divergence between q(z, θ, β) and the true posterior p(z, θ, β | w, α, η). It can be shown that Eq. (1) factorizes to a summation over documents d: 
When using VB (as opposed to MCMC) documents can be summarized by their word counts, i.e., L (w, φ, γ, λ)
, where D denotes the number of documents, n d the word count vector and (n d , φ d , γ d , λ) the contribution of document d to the ELBO. Now, L can be optimized using coordinate ascent over the variational parameters φ, γ, λ (see [1, 11] for more details),
iteratively optimizing each variational parameter to increase the objective. The conditional expectations under q of log θ and log β are
where W is the size of the vocabulary, and Ψ denotes the digamma function. The updates in (2) are guaranteed to converge to a stationary point of the ELBO. By analogy to the EM algorithm, we can partition these updates into an E-step -iteratively updating γ and φ until convergence, holding λ fixed -and an M-step -updating λ given φ. In practice, this algorithm converges to a better solution if we reinitialize γ and φ before each E-step. Based on VB, Hoffman et al. [11] have introduced an online variant that we here present for the batch case running over mini-batches (chunks of multiple observations) as summarized in Alg. 2. That is, we assume that the corpus of documents has been sorted according to some schedule, i.e. permutation π(i) and chunked into l mini-batches B 1 , B 2 , . . . , B l of size S with
For each mini-batch, we perform an E step to find locally optimal values of γ t and φ t , holding λ fixed. In the following M step, we computeλ, the setting of λ that would be optimal (given φ t ) if the entire corpus consisted only of repetitions of the batch B i . λ is updated through a weighted average of its previous value andλ computed in the current M step. The rate of change ρ t is set to
Here, τ 0 ≥ 0 slows down early iterations of the algorithm, and κ ∈ (0.5, 1] controls the influence of old values ofλ and ensures convergence.
As Hoffman et al. [11] have shown this mini-batch VB-LDA corresponds to a stochastic natural gradient algorithm on the variational objective L. Using minibatches reduces the noise in the stochastic gradient estimation as we consider multiple observations per update, i.e.,λ kw = η +D/S s∈Bi n sw φ skw where n sw is the s-th document in the i-th mini-batch. The variational parameters φ ts and γ ts for this document are fit with a normal E step. Note that we recover batch VB when we set π(i) = i, the batch size to S = D, and κ = 0. The benefits of this LDA approach are manifold, see [11] . It empirically converges faster than batch collapsed Gibbs sampling. It does not require a full pass through the entire corpus in order to compute an update. Instead, it makes an update per minibatch and in turn can be quite fast when applying to large datasets. Furthermore, it converges as long as the expected number of times we see each document is the same for each document.
isLDA ≈ Random Matrix Factorization
It is known that LDA and its precursor probabilistic latent semantic analysis (pLSA) [12] are closely related. In particular, one can show that pLSA is tantamount to LDA with a uniform prior [10] . Given this connection, one can also establish a relation between LDA and certain settings of low-rank matrix factorization. Specifically, Gaussier and Goutte [8] and Ding et al. [4] have noted that pLSA correspond to specific instances of the problem of non-negative matrix factorization. pLSA can thus be reduced to a low-rank matrix factorization problem. Consequently, LDA topic models can be determined using algorithmic approaches that differ from the conventional idea of expectation maximization, MCMC, and VB. In particular, randomized matrix factorization approaches become applicable to LDA as well. For instance, Frieze et al. [7] sampling approach, in which the rows of a matrix are picked with probabilities proportional to their squared lengths. This and similar randomized matrix factorization approaches have been proved to approximately minimize the reconstruction error in terms of the Frobenius norm and be successful in several tasks and applications, see also e.g [5, 19, 14] .
Given the link between low-rank matrix factorization and LDA, it is natural to ask "Can we improve LDA by adapting techniques developed for matrix factorization?" Recently, we and colleagues have shown that this is indeed the case. A common randomized matrix factorization approach, see e.g. [5, 19] , is to approximate a given matrix A by S rescaled rows/columns sampled from A. To do so, we compute an importance score for each row, and sample rows using that score as an importance sampling probability distribution. A common score for matrix factorization is
and the rescaling factor is 1/ p(i) · S. Thus, this importance score depends on the whole corpus and intuitively captures the "influence" of a given document on the LDA topic model. By preferentially choosing documents that exert a disproportionately large influence on the topic model, we expect to capture the important part of a given corpus at hand. Fig. 2 illustrates that this is actually the case. Using the probability (3) as importance score yields significantly lower perplexities than selecting documents uniformly at random when selecting only 40%, 50%, . . . , 100% documents of the original corpus. In other words, the way we schedule documents (and in turn the way we build mini-batches) can make a crucial difference on how well and long mini-batch LDA takes to converge. Based on this insight, we can devise a naive "fix" schedule for LDA that is easy-to-implement. Essentially, we apply the importance sampling procedure to LDA. However, whereas the randomized matrix factorization approaches sample a subset of documents with replacement, we keep all documents exactly once. Consequently, we compute a schedule by sampling all documents without replacement biased towards those ones with higher norms. In other words, the documents with higher importance score will have higher chance to be processed earlier. We and colleaguescalled the resulting LDA -compute p(i) as in Eq. (3), rescale and shuffle the documents according to π, build mini-batches as described earlier, and run Alg. 1 -influence scheduled LDA (isLDA).
However, while isLDA is indeed a valid approach and provably converges, it suffers from one major drawback. Since isLDA starts optimizing long before having seen the entire document collection even once, it tends to overfit on documents with many words. They are seen much earlier than the documents with few words only. Consequently, isLDA has to repair for this bias by several passes over the entire dataset. This is illustrated in Fig. 3 . As one can see, the held-out perplexity drops after each full pass over the entire document collection. During one pass over the entire document collection, however, influence LDA overfits on the large documents. One is tempted to simply use the first half of the data set only since the minimal held-out perplexity per pass is achieved at this point. This, however, is not sensible. Recall the results presented in Fig. 2 . They illustrate that omitting least important documents actually decreases the overall performance. Only when the entire document collection is potentially considered for training, the best overall performance is achieved.
In other words, isLDA is simply too static. The fix schedule does not allow to change the order of documents processed during learning, although the impact of a document on the LDA topic model is indeed constantly changing. A dynamic schedule would be more sensible. How do we realize this? Intuitively, we schedule documents in each pass over the entire document collection according to a probability distribution that depends on the Euclidean norms of the residuals of those documents. This is not only sensible but actually can also be turned into an active schedule: in each iteration we only consider a small, informative subset of the documents sampled according to the residual distribution. Indeed, we may overfit on the current active documents. However, their importance score will drop, and the residuals of the currently inactive documents will increase.
That is, their importance score increases and so does the probability of selecting an inactive document and making it active. This is the basic idea underlying residual LDA that we will now introduce.
Residual Latent Dirichlet Allocation
Intuitively, we want to select documents which are most informative with respect to the variational bound. So, what is the impact of a single document on the current variational bound? How do we compute this per document influence?
Recall that VB uses coordinate ascent to maximize the objective function. That is, each variational parameter γ γ γ, φ φ φ, respectively λ λ λ is varied while all others are held constant. Since we are only interested in the influence of a single document d on the variational bound, however, it is sufficient to consider φ φ φ only. That is, we view the "per document d influence" as the change of the variational parameter φ φ φ for each word w in d∇
is the optimized parameter at iteration t representing the probability that w is generated by topic k, and n dw represents the number of times w appears in d.
This importance measure essentially needs O(U · K · D) storage effort with U = max d |w d |. We have to store the values φ φ φ of all unique words in document d times the number of topics K. This is essentially intractable for large document collections. To restrict the overall complexity, we therefore summarize φ φ φ for each topic in a document. More formally, using the partial derivative of the Eq. (1) w.r.t. γ dk it is shown that it yields a maximum at γ dk = α + w n dw φ dwk (see e.g. [1] ). Additionally applying the triangle inequality, we arrive at
This measure is intuitive for finding high impact documents, since the documents that have the highest ∇ t d are the ones we are most uncertain about. Unfortunately, it does not consider the expected reduction or growth in uncertainty. Therefore, we instead search for highly informative documents by maximizing the information gained about
Here, c > 0 ∈ R is some small constant that prevents the influence to become too small or even zero. Now, following Eq. 3, the importance score p(d) of the document d is:
Proceeding as for LDA -run Alg. 1 computing p(i) using this new influence score, rescaling, and shuffling the documents according to π in each pass over the entire document collection -essentially yields residual LDA. However, we can do better. The dynamic schedule can actually be turned into an active schedule: in each iteration we only consider a small, informative subset of the documents sampled according to the residual distribution. This is sensible because, if we overfit on the current active set of documents, the residuals of Initialize λ λ λ randomly, set t := 0 and σ = 0;
Sample S active documentsD according to p; 18 the currently inactive documents will get larger. In turn, the probability that they will be selected and become active in the next iteration increases. However, how should we initialize respectively update the values ξ ξ ξ for previously unseen documents? Assuming that the expected variational parameters are uniform for documents not seen yet, i.e., φ dwk = K −1 , Eq. (4) simplifies as follows:
Thus, ξ(d) init can essentially be set to the number of words in d, i.e. w n dw . The overall approach is summarized in Alg. 3. We start off by initializing the influence scores of all documents (lines 3-5). Then, in each iteration, we compute p(d) (lines 8-9), sample S documents according to p(d) (line 10), run one iteration of variational inference to the active mini-batch (line 11), update the influence scores of the active documents (line 12-16), and iterate until convergence. For efficiency reasons, we can switch to online LDA in later iterations, i.e., we avoid computing any schedule. We can do so because the gradients will eventually get very similar. When this happens, residual LDA essentially mimics online LDA. To decide when to switch, we can simply check whether the entropy of importance scores drops below some threshold . If
we switch to online LDA.
Experimental Evaluation
Our intention here is to investigate the following questions: (Q1) Can residual LDA be faster than batch LDA, online LDA and isLDA? (Q2) If so, does residual LDA find solutions that are as good as batch LDA? (Q3) Does residual LDA scale better than online LDA and isLDA in terms of number of documents resp. the size of the vocabulary?
To this aim, we implemented residual LDA, batch LDA and isLDA in Python based on Hoffman et al.'s [11] Python code 2 for online LDA. We evaluated the performance of the methods on several datasets where D denotes the number of documents, W the number of unique words, and N the number of terms. The WebKB dataset consists of webpages of various universities with four different categories (student, course, faculty, project). We used the dataset provided by Ana Cardoso-Cachopo 3 with D = 3869 and N = 217671. We chose a vocabulary of W = 3000 unique words consisting of the terms with the highest TFIDF (term frequency inverse document frequency). The Reuters dataset R8, a classic corpus for text classification algorithms, contains newswire articles. We used the version provided by Ana Cardoso-Cachopo 3 with D = 5378 and N = 234650. As for WebKB, we chose a vocabulary of W = 3000 unique words consisting of the terms with the highest TFIDF. Finally, we also used the 20-newsgroups dataset 20N as in [9] 4 with D = 18576, N = 1847456, and W = 10000. From all corpora, we removed documents with less than six words.
For evaluation we computed perplexity on the held-out test sets to measure a model's ability to generalize to unseen data. Perplexity is a common criterion of clustering quality that does not require a priori categorizations and thus often used in the context of topic modelling. For a corpus of test documents D test = {w w w d }, perplexity is the reciprocal geometric mean of the likelihood of this corpus given the model:
Additionally, we evaluated all approaches in a classification setting for WebKB, R8, and N20 . Specifically, we used the 7 first-level classes for N20, and all classes for WebKB and R8. Then, we used a multi-class linear support vector machine 5 to predict the class labels merely using the topic distributions of the documents as estimated by the learned LDA models. We report on the average accuracy achieved in a 5-fold cross-validation.
For the scaling experiment (Q3), we crawled our own Wikipedia (english) corpus of D = 2914700 randomly selected documents with N = 292941239 and a fixed vocabulary of W = 7686 words. We processed the crawled Wikipedia articles as done in [11] removing alls words from their vocabulary that did not appear in our articles. Additionally, we used a subset of Grolier encyclopedia articles, provided by Sam Roweis 6 with D = 30991 documents, N = 3484393 and a vocabulary of W = 15276 most common words, and the NYTimes news articles provided by [6] with D = 300000 documents with N = 99542125 and a vocabulary of W = 102660 words. For NYTimes, after stoppword removal the vocabulary was reduced by keeping just words which appeared more than ten times, and additionally we excluded all multi token phrases. Again, we removed all articles with less than six words.
For all perplexity experiments we used 1000 documents as held-out test set for Wikipedia and NYTimes, and 500 documents for the remaining datasets. For all experiments, we set κ close to 0.5 as suggested in [11] and τ 0 = 4 (determined by cross-validation on the training set of a subset of 25K webpages from Wikipedia and N20 but used for all experiments). To set the batch size we used the following heuristic:
, where d i 2 resp. D 2 denotes the Frobenius norm of document i resp. the whole corpus. Intuitively, it measures how many documents are required to capture the important part of a corpus. We used fixed symmetric hyperparameters α = 0.01 and η = 0.01 in all our experiments. Q1, Q2: Small and Medium Datasets: The perplexity results for the small and medium datasets are summarized in Fig. 4 (a-c) . In each experiment we computed perplexity after each time D documents were seen. Here, residual LDA finds sollutions in the range of influence scheduled LDA, and batch LDA's solution but with much less computation. Compared to online LDA on those datasets, residual LDA produces lower perplexity, i.e. it achieves significantly better performance. Here, we compared also residual LDA against online LDA on a subset of 25K Wikipedia articles for different parameter settings, as shown in Fig. 5 (we used 100 different parameter settings, for a total number of 500 runs). As one can see, the performance of residual LDA is more stable, and in 98% of cases better (red squares) than online LDA's perplexity (green circles).
Another point is, there is some question as to the meaningfulness of perplexity as a metric for comparing different topic models [3] . The accuracies of the classification experiments as summarized in Fig. 4 (d-e) provide a different metric. The results clearly show that residual LDA and isLDA yield predictive accuracies in the range of the batch model's with much less computation. They even outperform online LDA.
Q3: Scaling Experiments on Wikipedia:
The results on the small datasets suggest that residual LDA and influence scheduled LDA are faster than batch LDA. To further investigate how they scale, we ran experiments on several Wikipedia corpora ranging from 250K to 1M documents. The results are summarized in Fig. 6 . As one can see, isLDA indeed takes longer to converge than residual LDA. In contrast, residual LDA can handily analyze massive datasets and it can find topic models as good or better than those found with batch LDA or online LDA, and it converges much faster than isLDA. It is essentially always converged after the kink, which happens after about 2 · D documents were seen (again, here we measured the perplexity after each time D documents were seen). Also on the 3M Wikipedia dataset, see Fig. 1 (top) , it produced better topics (in terms of perplexity) as those found by online LDA and batch LDA, and significantly faster. The topic evolution is shown in Fig. 1 (bottom) and illustrates that residual LDA's topic "university research" is qualitatively as good as the one found by batch LDA, but with a fraction of documents seen. Online LDA only starts to get similar to batch LDA. This is also supported by a smaller Hellinger distance to the batch LDA topic: residual LDA 0.12 vs. online LDA 0.53. Finally, to test the scaling behaviour with respect to both the vocabulary and dataset size, we ran experiments on Grolier and NYTimes. The results are summarized in Fig. 7 . As one can see, residual LDA can handily analyse large corpora with large vocabulary size. For the smaller Grolier, residual LDA outperforms online LDA and is comparable to influence LDA. For the larger NYTimes, it outperforms online and influence LDA.
Thus, putting all experimental results together, we can clearly answer questions Q1-Q3 affirmatively.
Conclusions
Triggered by the recent success stories of online LDA approach for the problem of inferring topics in growing document collections, we revisited batch LDA. We turned batch LDA into a quasi-online LDA approach that actively forms mini-batches of highly influential documents, called residual LDA. Specifically, residual LDA actively selects a subset of documents that exert a disproportionately large influence on the current residual to compute the next update. On several real-world datasets, including 3M articles from Wikipedia, we demon- and find topic models as good or better than those found with batch VB and randomly scheduled VB, and significantly faster. In other words, large residual means less work.
Indeed, much remains to be done. One interesting avenue for future work is to employ influence schedules in parallel LDA approaches. Another is to discard documents during learning (based on inference). Most interesting, however, is to develop strong theoretical guarantees for residual LDA and to transfer them to the general stochastic optimization case. That this is possible shows a connection to the recent work of Yi et al. [24] . We assume a fitness function and want to maximize the expected fitness under the search distribution. Following Yi et al., we assume that gradient entries are Gaussian distributed and compute the covariance over all gradients. Assuming a uniform fitness over gradients and computing the gradient with the steepest ascent of the expected fitness, Yi et al. ' s results show that the gradient of the likelihood of the search direction is the most influential one. This measure, however, depends on the norm of the corresponding gradient, which is exactly what residual LDA employs.
