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SOLVING PARAMETERIZED POLYNOMIAL SYSTEMS WITH
DECOMPOSABLE PROJECTIONS
CARLOS AME´NDOLA AND JOSE ISRAEL RODRIGUEZ
Abstract. The Galois/monodromy group of a parameterized polynomial system of equations
encodes the structure of the solutions. This group acts on the fiber of a projection from the
incidence variety of parameters and solutions to the space of parameters. When this projection is
decomposable, the Galois group is imprimitive, and we show that the structure can be exploited
for computational improvements. We apply our method to problems in statistics, kinematics,
and benchmark problems in computational algebra.
1. Introduction
A parameterized system of polynomial equations may be described by an incidence variety in
Px × Pu where Pu is the projective space containing parameters and Px is the projective space
containing solutions. The projection of this incidence variety to Pu has a fiber over a general
point. When this fiber is zero dimensional, its cardinality gives a general root count to the system
of equations. The Galois group/monodromy group is an invariant of a general fiber and therefore
an invariant of the solutions to the parameterized polynomial system. This group acts on the
solutions by permuting the elements of the fiber. When considering an irreducible component of
the incidence variety, the Galois group is known to be transitive. With the transitivity property,
one is able to use numerical homotopy continuation to collect solutions of the system if given a
starting point. This powerful technique has been used in many instances ([4, 5, 8, 21, 22, 6, 11]).
In addition, Numerical algorithms for computing Galois groups have been found in [18, 13], and
examples from applications in the second reference are given. In the latter case, many instances
have an imprimitive Galois group.
The main theoretical connection is that the Galois group of a parameterized polynomial
system is imprimitive if and only if the system has a decomposable projection (Proposition 2.6).
We exploit this structure by generalizing witness sets of projections in Section 3.2, leading to
Algorithm 4.2.
Our illustrative example is the following.
Example 1.1. Consider the curve X defined by x2000 − 2x1000 + t = 0. The projection of this
curve to the t-coordinate gives a map
π :
X → Y
(x, t) 7→ t .
This map is 2000 to one for all t in C \ {0, 1}. The Galois group of the cover associated to π is
not S2000. Instead, it is an imprimitive subgroup. This is seen by decomposing the projection
as the following sequence of maps:
X
α→ V β→ Y
(x, t) 7→ (x1000, t) 7→ t.
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The map α is a degree 1000 map from a curve X to the curve V . By setting y = x1000, with
elimination, the defining equation of V is determined to be y2− 2y+ t = 0. The map β of V to
Y is given by a projection and is degree 2. Thus, we have decomposed the projection π into a
composition of maps α ◦ β (using postfix notation). One way to describe the the fiber π−1 (t) is
by listing all 2000 points over a general point. In this manuscript, we prefer to list only 2=deg β
points that map to distinct points under α. Often, this description is sufficient as the other
solutions are equivalent up to an easily described action. In this example, the action is given by
multiplying the x-coordinate by a primitive root of unity.
In the above, eliminating the x-coordinate to compute the defining equation of V is easily
performed via substitution. However in examples of Section 5, this elimination is a bottleneck
that we avoid by using the numerical homotopy continuation method of monodromy.
Our paper is structured as follows. First we give preliminaries recalling Galois/monodromy
groups for systems of equations that allow us to reduce to the case where the incidence variety
is a curve. In Section 2, we recall the definition of decomposable projections and its connection
to imprimitivity of the Galois group. In Section 3, we recall definitions from numerical algebraic
geometry. In Section 4, we give numerical algorithms and our main result [Algorithm 4.2]. In
Section 5, we demonstrate the orders of magnitude improvement of our method [Table 1]; give
applications to problems in kinematics and statistics; and show how invariant theory can be
used to construct nontrivial decompositions of a projection [Theorem 5.5].
2. Preliminaries
In this section, we recall monodromy and Galois groups.
2.1. Monodromy and Galois groups. Parameterized systems of polynomial equations define
an incidence variety V in Px × Pu, where Px and Pu denote a projective space. We will consider
the fiber of the projection π : V → Pu. Denote the fiber over a general point u ∈ Pu as π−1(u).
We assume this fiber to be finite and of cardinality d 6= 0. In other words, we are assuming
the dimension of V is dimPu with the projection to Pu being dominant. For convenience, our
computations will be performed over a general affine charts of Px and Pu.
Denote the branch locus of the projection by B. When V is a curve the branch locus consists
of finitely many points. Over the complement Pu \ B the projection π admits a covering space,
which has a monodromy group. This monodromy group is equivalent to the Galois group, see
[10] for a modern reference.
Definition 2.1. Let γ ⊂ Pu \ B denote a loop in Pu based at u. Then, γ induces an action
on π−1(u). We denote the permutation of the fiber induced by γ as σγ . The group of such
permutations is the monodromy group Gpi:V→Pu, or equivalently the Galois group, of π : V → Pu.
When it is clear, we denote this group by Gpi.
Proposition 2.2. The variety V is irreducible if and only if Gpi is transitive.
The point of this proposition is that one can use homotopy continuation to populate the fiber
if given a starting point. This is described in Algorithm 4.1 and has been exploited in numerous
instances as mentioned in the introduction. (We make the assumption that one solution to a
system is easy to find; this is typically done by fixing some of the variables and solving for the
parameters.) Following the terminology of [23], we say that Gpi is uniform if the monodromy
group of π is the full symmetric group Sd. Our methods focus on Galois groups that are not
uniform, but imprimitive.
Definition 2.3. Let G be a group acting transitively on a finite set [k] = {1, . . . , k}. A subset
B ⊆ [k] is a block if gB = B or gB ∩ B = ∅ for every g ∈ G. We say that G is primitive if its
only blocks are ∅, [k] and {j} for j ∈ [k]. Otherwise, G is imprimitive.
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To ease our notation and exposition, we restrict to the case when V is a curve. This can
be done without loss of generality according to Prop. 2.4, which is Theorem 3.1 of [13]. We
let Pt denote a one dimensional projective space and suppose Pt is a line in Pu intersecting
transversally the branch locus B of the projection. We will have C denote the curve that is
preimage of the line Pt \ B, i.e. C = π−1(Pt \ B).
Proposition 2.4. The Galois groups Gpi:V→Pu and Gpi:C→Pt coincide.
2.2. Decomposing a projection. We have the following definition from [23].
Definition 2.5. Let π : X → Y be a generically finite dominant map of degree d between
complex algebraic varieties. We say that π is (non-trivially) decomposable if there exists an
open dense subset U ⊆ Y over which π factors as
(2.1) π−1(U)
α→ V β→ U
where α and β are finite morphisms of degree at least two. If either degα = 1 or deg β = 1, then
we say α ◦ β trivially decompose the projection. If α ◦ β is a trivial or nontrivial decomposition
of the projection π, we write π = α ◦ β.
We will be interested in the case where X is an algebraic curve C ⊂ Px × Pt and Y is the line
Pt. It follows that if π is decomposable then there is an intermediate field extension. This is
equivalent to the Galois group Gpi:C→Pt being imprimitive. This leads directly to the following
proposition.
Proposition 2.6. The projection π : C → Pt is decomposable as in (2.1) if and only if the
Galois group Gpi is imprimitive. Moreover, if π : C → Pt is decomposable, then Gpi is a subgroup
of a wreath product Sa ∝ Sb where a = degα, b = deg β, and the Galois group Gβ:V→U is a
transitive subgroup of Sb.
Proof. The first part is immediate with Galois theory by using the one-to-one correspondence be-
tween subfields and subgroups. The moreover, follows by our assumption that C is an irreducible
curve and that the projection to Pt is dense. 
We will use Proposition 2.6 in Algorithm 4.2. In order to to perform computations we will
need an explicit α and β, and assume to be working on general affine charts. In many of our
case, the maps take the form of α(x, t) = (y1(x), . . . , yk(x), t) and β(y1, . . . , yk, t) = t. It is
important that the last coordinate is consistently t, otherwise the composition α ◦ β does not
have to decompose π. For most choices of α, we have degα is 1 and do not yield a non-trivial
decomposition of the projection. To find a nontrivial α (when they exist), one can employ
algorithms in invariant theory or decomposition of polynomials.
3. Witness sets
Homotopy continuation is one of the central tools in numerical algebraic geometry. A homo-
topy uses a numerical predictor corrector method to deform a solution to one set of equations
to another. Prescribing homotopies that take advantage of the structure of the system improve
computational performance. This can be done in a number one ways. For example, polyhe-
dral methods use Newton polytope structure of the system and regeneration uses equation by
equation structure. These methods have led to off the shelf software [26, 20], and [4] respectively.
Witness sets are the fundamental data structure in numerical algebraic geometry to describe
varieties. The standard witness set consists of a witness point set, a linear space, and equations
[14]. When the variety has more structure, additional information can be included in the wit-
ness set. This information can include multiplicity like in deflation [16, 19] or multiprojective
structure [12].
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In many instances, one does not have defining equations for the ideal of a variety. One such
case is when a variety is given by the image of a projection; these are described by pseudo
witness sets [15] or witness sets of projections [14]. For irreducible curves, which is the case
we reduced to in Section 2, we will recall the witness sets of projections. Then, we introduce
witness set factors for decomposable projections. These are much in the same vein as pseudo
witness sets.
Throughout this manuscript, we let C be an irreducible curve of Px × Pt that is generically
reduced, and we let f1, . . . , fk be polynomials that witness C. By witness, we mean the polyno-
mials f1, . . . , fk define a variety with C as an irreducible component. Suppose π : C → Pt is a
dominant projection. The witness set of this projection is the fiber over general point of Pt.
Definition 3.1. The witness set of the projection π : C → Pt consists of the following three
pieces of information:
{{f1, . . . , fk}, q, π−1(q)}
where q is a general point in Pt. Denote this witness set by Wpi:C→Pt or when the context is
clear, by Wpi. The set π
−1(q) is said to be a witness point set and its elements witness points.
With Wpi, we are able to easily describe the fiber over another point q
′. From the witness set
Wpi, we use a homotopy to deform q to q
′ which deforms the witness point set π−1(q). Doing
so, every nonsingular isolated solution of the fiber π−1(q′) will be a limit of one of the witness
point’s deformation [24].
When a projection is decomposable, the witness set Wpi has extra structure that we capture.
Definition 3.2. Suppose the projection π : C → Pt decomposes as π = α ◦ β and has witness
set Wpi. An α-factor of Wpi, denoted Wpi⊢α, consists of degα distinct witness points of Wpi that
map to the same point under α. A β-factor of Wpi, denoted Wpi⊢β, consists of deg β distinct
witness points of Wpi that map to distinct points under α.
The witness sets Wpi⊢α and Wpi⊢β are well defined according to Proposition 2.6. Another
consequence of Proposition 2.6 is that we can express the witness sets Wpi⊢α and Wpi⊢β in terms
of the Galois group Gpi.
Corollary 3.3. Let Wpi denote a witness set of the projection π : C → Pt with ab witness
points and imprimitive Galois group (a, b > 1). Consider subsets A, B of Wpi consisting of a
and b distinct witness points of Wpi respectively. Then, A, B are an α-factor and a β-factor
respectively for Wpi if and only if the following occur:
(1) A is a block, i.e. for each γ ∈ Gpi, the intersection γ · A ∩A is empty or A.
(2) B is a set of representatives for the partition by the blocks {γA}γ∈Gpi , i.e. for each γ ∈ Gpi,
the intersection γ ·A ∩B is precisely one point.
Example 3.4. Recall the curve X from Ex. 1.1. The witness set of π : X → Pt consists of 2000
points. The factors of this witness set Wpi⊢α and Wpi⊢β consist of 1000 and two witness points.
For t = −3, we have the factors of the witness set are
Wpi⊢α =
{
iζ, iζ2, . . . , iζ1000
}
and Wpi⊢β =
{
iζ,
1000
√−3} ,
where ζ is a primitive 1000th root of unity. Corollary 3.3 leads to computational improvements
in the following sense. Suppose we were given Wpi⊢α and wish to compute a β-factor Wpi⊢β.
In this example, this means finding a point in Wpi⊢α and Wpi \ Wpi⊢α. Let γ denote a path
in Pt \ {0, 1}. Then, if would be a waste of resources to use homotopy continuation to track
every point of Wpi⊢α along γ. According to Corollary 3.3, if tracking Wpi⊢α along γ produces an
endpoint in Wpi \Wpi⊢α, then tracking any single representative of Wpi⊢α along γ produces an
endpoint in Wpi \Wpi⊢α.
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In this manuscript, we will use monodromy to compute the Wpi⊢β.
Remark 3.5. Definition 3.2 generalizes naturally to projections that have more than two factors
in their decomposition. Suppose π decomposes as α1 ◦ α2 ◦ · · · ◦ αl with witness set Wpi. Let
Wpi⊢αi denote a subset of degαi distinct witness points ofWpi satisfying the following properties:
(1) the map α1 ◦ · · · ◦ αi−1 on Wpi⊢αi is injective, (2) the map α1 ◦ · · · ◦ αi−1 ◦ αi on Wpi⊢αi is to
one point. We say Wpi⊢αi is the ith factor of Wpi.
4. Algorithm to compute fibers
In this section we will give our algorithm to compute fibers after describing the standard
monodromy algorithm to populate the fiber.
4.1. Standard monodromy. Our input consists of (1) a parameterized polynomial system
that has been restricted to a curve C, (2) a nonempty partial witness point set for the projection
π : C → Pt, and (3) a stopping criteria. We call a subset of a witness point set of Wpi a partial
witness set of the projection following the language of Remark 5 in [17]. The stopping criteria
can be the number of loops that will be tracked or a bound on the number of collected solutions.
Using homotopy continuation we deform the points in the partial witness set by a loop γ; the
endpoints of these paths that were not in the set of start points are then appended to the partial
witness.
Standard monodromy algorithm.
• Input: (1) A partial witness point set S for Wpi, and (2) a criteria C for stopping.
• Output: A subset of Wpi.
• Procedure:
– While the criteria C for stopping is not true do
∗ Do a monodomy homotopy with start points S and set E to be the endpoints.
∗ For each point e in E endpoint set do
· If S is not empty, then if e 6∈ S then append e to S.
– Return S, a partial witness set for Wpi.
Remark 4.1. Recent work by Duff, Hill, Jensen, Lee, Leykin, and Sommars in [8] sets up a new
framework for monodromy computations using ”graphs of homotopies”. With this framework,
they argue that the expected number of homotopy paths needed to find all solutions is about
linear in the number of solutions. In the next section, our aim will be to find only solutions
up to symmetry. A combination of these methods would also lead to additional computational
savings.
Remark 4.2. For the equivalence condition we also need to have an ǫ to define numerical
tolerance. In practice, we can also use a general coordinate which is a random linear combination
of the other coordinates.
4.2. Decomposable monodromy. Consider a projection that is (nontrivially) decomposable
as in (2.1). Now we want to produce an α-factor and/or β-factor for the witness set Wpi from
partial factor witness sets, that is, from subsets A ⊆Wpi⊢α and B ⊆Wpi⊢β.
By Corollary 3.3, we can identify points in the factor witness sets by applying the map α.
If we find an endpoint e such that α(e) ∈ α(A), then we know it belongs to a factor Wpi⊢α
containing A. On the other hand, if the endpoint e under α has a distinct image from all other
points in B, then we know it can be adjoined to B to expand the partial factor witness set.
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Decomposable monodromy algorithm
• Input: (1) Partial factor sets A and B for Wpi⊢α and Wpi⊢β respectively, (2) maps α and
β that decompose the projection π : C → Pt, (3) a criteria C for stopping.
• Output: Subsets of Wpi⊢α and Wpi⊢β.
• Procedure:
– Set start points S to the union of partial witness point set for A \B and B.
– If A is not empty then set a to be one of its elements.
– While the criteria C for stopping is not true do
∗ Do a monodomy homotopy with start points S and set E to be the endpoints.
∗ For each point e in E do
· If A is not empty, then if e 6∈ A and α(e) = α(a) then append e to A.
· If B is not empty, then if α(e) 6∈ α(B) then append e to B.
∗ Set start points S to the union of partial witness point set for A \B and B.
– Return A and B, partial witness sets for Wpi⊢α and Wpi⊢β.
In the case when we have as input A = ∅, the output for the α-factor partial witness set will
still be empty. However, if we know how to complete an α witness set from a representative,
then we can easily populate the entire fiber after computing Wpi⊢β. It is in this frequent context
that the usefulness of Algorithm 4.2 becomes very apparent. Indeed, instead of tracking all
points obtained from the sequence of monodromy loops, we only keep the ones that are not
α-equivalent, that is, we only track a partial factor witness set B. As a consequence, we are
saving memory and time in the path-tracking. For an illustration of this, see the comparison in
Example 5.2.
Remark 4.3. We never use explicitly the map β in the decomposable monodromy algorithm,
which is an advantage. However, in most cases we have that β is just projection onto Pt.
Remark 4.4. Another stopping criteria in 4.2 that can be used involves a trace test [17, 12]. Let
υ : α(C) = V → Py denote a linear projection of V to a general y-coordinate so that dimPy = 1
(This is done without loss of generality, see [17] for a thorough explanation). Let µ : C → Py
denote the projection given by α ◦ υ. In our situation, we can use the trace test on the y, t
coordinates of our witness sets Wpi⊢β,Wµ⊢υ. Together, they form a pseudo witness set or proxy
witness set for the curve α(C) as mentioned in Remark 6 of [17]. For a recent implementation
on computing pseudo witness sets with monodromy see [5]; in their context the Galois groups
are always the full symmetric group.
5. Examples and applications
We have implemented our code for Bertini.m2. The example files can be found on the authors’
websites. In the first subsection we have elementary examples to illustrate the ideas behind our
algorithm. In the second subsection we have a case study on the cyclic n-roots problem for
small values of n. In the last subsections, we produce a new computational result motivated by
the method of moments from statistics and give a new approach to solve Alt’s problem from
kinematics.
5.1. Elementary examples.
Example 5.1. Following up on Ex. 1.1, consider the curve C defined by x2000− 2x1000+ t. The
branch locus for the projection π : C → Pt consists of two points: t = 0 and t = 1. The critical
locus can be written as the intersection of two ideals:
(x2000 − 2x1000 + t, 2000x1999 − 2000x999) = (t, x999) ∩ (t− 1, x1000 + 1).
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Let γ0, γ1 denote loops based at a general point of Pt that encircle t = 0, t = 1. These loops
induce the following two permutations:
(1, 2)(3, 4)(5, 6) · · · (1999, 2000) and (1, 3, 5, . . . , 1999)(2, 4, 6, . . . , 2000).
From this set of generators, one sees the Galois group Gpi is imprimitive: the odd and even
numbered solutions form two nontrivial blocks. Indeed, note that the odd (even) numbered
solutions are permuted amongst themselves or are taken to even (odd) numbered solutions.
Remark 5.2. Consider the curve C from Ex. 5.1. Then, we have the projection µ : C → Py
that is 1000 to one. In other words Since Wµ decomposes to α ◦ υ, the witness set Wµ for this
projection contains (degα)(deg υ) points. The υ-factor of this projection has a witness set Wµ⊢υ
with one point. Recall, the β-factor of π = α ◦ β has two points. With these three points we
can perform a trace test by deforming the bilinear form in parallel.
Example 5.3. Consider the parameterized system of polynomial equations in (5.1).
(5.1) (u1 + u2(x1x
2
2 + x
2
1x2))x1x2 = 0 u4 + u5(x1 + x2) + u6x1x2 = 0.
The mixed volume of this system is 4, meaning the general root count of solutions in (C∗)2 is
4. The incidence variety of this system is reducible. However it is irreducible after saturating by
the coordinate hyperplanes defined by x1x2 = 0. The projection of this irreducible component
to Pu has a fiber of four solutions corresponding to the previously mentioned root count. Let
α(x1, x2, t) = (x1 + x2, t). Using decomposable monodromy, we find Wpi⊢β has two points.
Remark 5.4. Following Remark 3.5, we can decompose a projection into multiple factors. Let
αi(z, t) = (z
2, t) for i = 1, 2, 3, αj(z, t) = (z
5, t) for j = 4, 5, 6, and αk(z, t) = (t) for k = 7.
Then, the projection π : C → Pt from Ex. 5.1 decomposes into π = α1 ◦α2 ◦α3 ◦α4 ◦α5 ◦α6 ◦α7.
The witness point sets for each of these factors consist of 2, 2, 2, 5, 5, 5, 2 points respectively.
Algorithm 4.1 Algorithm 4.2
n=5 n=6 n=7 n=5 n=6 n=7
# solutions in output 70 156 924 7 13 66
Timings (secs): Best 30 32 162 13 15 24
Average 48 59 460 22 27 52
Median 46 60 469 25 28 46
Worst 87 82 811 29 42 121
# loops taken: Best 30 25 23 10 12 14
Average 43 38 41 19 19 26
Median 39 36 41 20 18 25
Worst 73 52 53 26 26 53
# paths tracked: Best 739 1119 7022 32 79 290
Average 1250 2360 18359 80 111 943
Median 1034 2390 18911 90 101 771
Worst 2603 3710 31655 108 188 2787
Table 1. The number of solutions in the output for Alg. 4.2 is the number of
symmetry classes under α. For every n, we ran each algorithm ten times. We
record the best, average, median, and worst performance of these ten in terms of
timing, number of loops taken, and number of paths tracked.
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5.2. Benchmarks with cyclic n-roots.
One of the benchmark systems in polynomial system solving is the cyclic n-roots problem.
The system has variables x0, x1, . . . , xn−1 and parameters u0, u1, . . . , un−1:
(5.2)
f0 := x0 + x1 + · · ·+ xn−1 + u0 = 0
f1 := x0x1 + x1x2 + . . .+ xn−1x0 + u1 = 0
...
fn−2 := x0x1 · · · xn−2 + . . .+ xn−1x0 · · · xn−3 + un−2 = 0
fn−1 := x0x1 · · · xn−1 + un−1 = 0
The standard cyclic n-roots problem is to solve the system for a special choice of parameters
u0 = . . . = un−2 = 0 and un−1 = −1. We will consider a variant of this problem where we
solve the system for a general choice of parameters. For n = 5, 6, 7 we solve the parameterized
system of equations, which can be deformed to the special choice of parameters and find all
isolated nonsingular solutions. In the three cases we considered, the root count for the generic
case agrees with the special case, (this is no longer true for n = 4, 8, 9) [9].
The system (5.2) is known to have 70 solutions when n = 5. These solutions split into 7 groups
of 10 elements via the dihedral action on the coordinates x0, x1, x2, x3, x4 where rotations act
cyclicly on the labels and a reflection reverses the ordering of the labels. Defining equations for
the irreducible curve C are found by restricting u0, u1, . . . , u4 to a line.
The projection π : C → Pt decomposes into α◦β where α(x, t) = (x3x0+x4x1+x0x2+x1x3+
x2x4, t) and β(y, t) = t. To find this decomposition, we note that the system is invariant under
the dihedral group D5 which acts by label swapping the x-coordinates. We use the Reynolds
operator on the monomial x0x2, i.e.,
1
|Dn|
∑
σ∈Dn
σ(x0x2) = xn−2x0 + xn−1x1 + x0x2 + x1x3 + · · · + xn−3xn−1 (n = 5).
One might be tempted to take α(x, t) =
(∑
σ∈D5
σ(x0), t
)
or α(x, t) =
(∑
σ∈D5
σ(x0x1), t
)
.
However, such choices lead to α having degree 70 as the entire fiber is mapped to a single point
under α; this means β has degree 1, and we fail to nontrivially decompose the projection.
We summarize our computations for this subsection in Table 1 and there we observe that we
are tracking about 20 times fewer paths on average. We verified our computations with a trace
test by computing Wµ⊢υ as mentioned in Remark 4.3. For n = 5, 6, 7 we found Wµ⊢υ has 10, 23,
and 134 witness points respectively.
5.3. Method of moments for Gaussian mixtures.
Another example from statistics where polynomial systems with symmetry arise naturally is
the moment equations of Gaussian mixture distributions. For history and context of this prob-
lem, see [2]. The first instance of this problem involves the 5 moment equations corresponding
to a mixture of two univariate Gaussians:
(5.3)
1 = a1 + a2
m1 = a1µ1 + a2µ2
m2 = a1(µ
2
1 + σ
2
1) + a2(µ
2
2 + σ
2
2)
m3 = a1(µ
3
1 + 3µ1σ
2
1) + a2(µ
3
2 + 3µ2σ
2
2)
m4 = a1(µ
4
1 + 6µ
2
1σ
2
1 + 3σ
4
1) + a2(µ
4
2 + 6µ
2
2σ
2
2 + 3σ
4
2)
m5 = a1(µ
5
1 + 10µ
3
1σ
2
1 + 15µ1σ
4
1) + a2(µ
5
2 + 10µ
3
2σ
2
2 + 15µ2σ
4
2)
The variables are a1, a2, µ1, µ2, σ
2
1
, σ2
2
, and m1,m2,m3,m4,m5 are the given numerical mo-
ments. Note that if we have a solution (a1, a2, µ1, µ2, σ
2
1 , σ
2
2), then (a2, a1, µ2, µ1, σ
2
2 , σ
2
1) is also
a solution. This phenomenon is known in statistics as ‘label-swapping’. We claim that this
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symmetry corresponds to a map decomposition of the projection of the variety defined by the
system to the moment space.
Restricting the parameters to a general line yields the curve C. Setting y = µ1+µ2 and elim-
inating the coordinates µ1, µ2, σ
2
1
, σ2
2
, a1, a2 is non trivial. Using a combination of substitutions
and resultants, after three hours we found the defining equation for α(C). This polynomial is
dense in bidegree (9, 9) consisting of 100 terms.
On the other hand, with standard monodromy we tracked 66 paths and 18 complex solutions
are obtained. Moreover, if instead we use Alg. 4.2 with α(a, µ, σ, t) = (µ1 + µ2, t) to decompose
the map, then we obtain 9 equivalence solution classes (of size 2) tracking only 24 paths.
We also run the analogous computation for a mixture of k = 3 univariate Gaussians. This
includes the variables a3, µ3, σ
2
3 to the six equations in system (5.3), and we need to include
three more moment equations m6,m7,m8 to make the system zero-dimensional. This yields
225 equivalence solution classes of size 6 = 3! when using the general coordinate α(a, µ, σ) =
µ1 + µ2 + µ3. This number coincides with the one found via Gro¨bner bases in [2].
For general k, one has 3k variables and a corresponding system of 3k moment equations. That
this yields generically a finite number of solutions was recently proved in [3]. For k = 4, the
conjectured structure of the solutions to the system of 11 variables and equations according to
[2] consists of 264600 complex solutions arranged in 11025 equivalence classes of size 4! = 24.
Thus far, by running our decomposable monodromy algorithm with α(a, µ, σ2,m) = (µ1 + µ2 +
µ3 + µ4,m), we were able to compute 10350 symmetry classes. At which point, ten additional
loops did not produce any new solutions. This leads us to speculate there may actually be
fewer solutions than conjectured and a trace test should be performed. With our forthcoming
parallelized implementation we expect this number of solutions to soon be known.
5.4. Using fundamental invariants. One of the advantages to our method is flexibility. For
instance, we can experimentally search for decompositions by taking α(x, t) = (g1(x), . . . , gl(x), t).
On the other hand, with invariant theory we are able to perform a more systematic search for
nontrivial decompositions. This is the content of our Theorem 5.5. For a reference to computa-
tional invariant theory we refer to [25, 7]
In this subsection, we let Σ denote a subgroup of GLn where our parameterized system of
equations is F (x1, . . . , xn, t). We have Σ acting on the system by GLn and thus the solutions in
the natural way. We will suppose that the system F (x1, . . . , xn, t) is invariant under Σ.
Theorem 5.5. Suppose we have a system of equations F (x, t) invariant under a finite group Σ
and defining an irreducible curve C. Let α(x, t) = (g1(x), . . . , gl(x), t) where {g1(x), . . . , gl(x)}
are a set of fundamental invariants of Σ and let β be the projection from α(C) to t-space. Then
exactly one of the following is true:
(1) the projection π is nontrivially decomposed by α ◦ β,
(2) for general t, every point in the fiber π−1(t) is fixed by Σ, or
(3) there does not exist a map α′(x, t) = (g′1(x), . . . , g
′
l′(x), t) such that g
′
i are invariant under
Σ and π is nontrivially decomposed by α ◦ β.
Proof. First, we note that there exists a finite set of fundamental invariants because Σ is finite.
By construction of α, then one of the following is true (i) 1 < degα < deg π, (ii) degα = 1, or
(iii) degα = deg π. Case (i) immediately implies (1). We will show case (ii) implies (2) and (iii)
implies (3).
Since the system of equations is fixed under Σ, we have the point (σ ·x, t) is in the fiber π−1(t)
for all σ ∈ Σ whenever (x, t) ∈ π−1(t). If degα = 1, then α(x, t) = α(σ · x, t) implies x = σ · x
for all σ ∈ Σ. Therefore, the orbit of (x, t) under Σ is one point and (ii) implies (2).
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Since the fundamental invariants generate the algebra of polynomials invariant under Σ, we
have g′j(x) is a polynomial in g1(x), . . . , gl(x). In case (iii), each gi(x) is constant over the fiber.
Therefore, g′j(x) is constant over the fiber and degα
′ = deg π implying (3). 
This is useful because, it is often easy to check if a system is invariant under a finite group
Σ. For instance, in Ex 5.2, we saw that the system is invariant under the dihedral group Dn.
5.5. Algebraic kinematics. There will be two takeaways to this example. First, decomposi-
tions of projections can have physical meaning in kinematics. Second, even with partial infor-
mation, we are able to construct an α for decomposing the projection; in this example we only
used one coefficient of the polynomial in (5.5) rather than all of them.
In this subsection we will consider four-bar linkages and Alt’s nine-point problem [1, 28]. The
first linkage will be grounded in the plane at the end points a1 := (a1, a¯1) and a2 := (a2, a¯2);
these end points are called the ground pivots. Two links with lengths ℓ1 and ℓ2 will be attached
to the respective ground pivots a1 and a2; the position of the end points of these two links
are denoted by b1 := (b1, b¯1) and b2 := (b2, b¯2). The middle linkage is a (coupler) triangle
b1b2p with p := (p, p¯) called the coupler point of the four bar mechanism. (The motion of p is
coupled with the motion of the other two linkages.) The angle of motion of links a1b1,a2b2, and
b1b2p are given by motion indeterminants (θ1, θ¯1), (θ2, θ¯2) and (φ, φ¯) respectively. The motion
indeterminants satisfy the angle relations θiθ¯i = 1 and φφ¯ = 1 and vector loop relations
(5.4)
ℓ1θ1 = p+ φb1 − a1, ℓ1θ¯1 = p¯+ φ¯b¯1 − a¯1,
ℓ2θ2 = p+ φb2 − a2, ℓ1θ¯2 = p¯+ φ¯b¯2 − a¯2.
Thus, the family of four bar linkages (with coupler point p and motion) has twelve con-
figuration indeterminants K := (p,a1,a2,b1,b2, ℓ1, ℓ2) and six motion indeterminants M :=
(θ1, θ¯1, θ2, θ¯2, φ, φ¯) satisfying (5.4) and the angle relations.
Projecting the family of four bar linkages to the configuration space yields a hypersurface
defined by the polynomial fcc(p,a1,a2,b1,b2, ℓ1, ℓ2) found in Eq. (3.20) in Section 3.2 of [27].
The degree of this polynomial with respect to p is six. This means, when the indeterminants
a1,a2,b1,b2, ℓ1, ℓ2 are fixed, the polynomial defines a degree six (coupler) curve in the p plane.
This curve is the set of points which the coupler point passes through over the range of motions.
If we restrict p, p¯ to a line parameterized by S we have a monic univariate polynomial in S
whose coefficients are rational functions in the configuration indeterminants. We identify these
coefficients with Y0, Y1, Y2, Y3, Y4, Y5 in equation (5.5).
(5.5) fcc(S +,S +,a1,a2,b1,b2, ℓ1, ℓ2) = S
6 + Y5S
5 + Y4S
4 + Y3S
3 + Y2S
2 + Y1S + Y0
A general coupler curve is uniquely determined by the values of these six Y -coordinates. Since
the polynomial is of degree six, there is a degree six map from the family of four bar linkages to
the coupler curve space given by Y -coordinates. We denote this map by α′(K,M).
Alt’s problem is to find the number of coupler curves that pass through a specified nine general
points in the plane di := (di, d¯i) for i = 1, 2, . . . , 9. One formulation of the problem is to solve
the nine equations fcc,i(di,a1,a2,b1,b2, ℓ1, ℓ2), where p is set to random points in the plane
di for i = 1, 2, . . . , 9, along with the vector loop relations and angle relations. The number of
solutions is 3! × 1442. The 3! comes from the Robert’s cognates and label swapping symmetry.
Thus we can consider the 3!×1442 as the degree of the fiber of the projection π of the incidence
variety of four bar linkages going through nine points to the space of nine points; the incidence
variety is in the configuration indeterminants K, motion indeterminantsM, and indeterminants
di for i = 1, 2, . . . , 9. What we have discussed shows that the projection π decomposes into α◦β
where α(K,M,d1 . . . ,d9) := (α
′(K,M),d1, . . .d9) and β(Y0, . . . , Y5,d1, . . .d9) = (d1, . . .d9).
Thus, we can use decomposable monodromy to determine a β witness set. Indeed, simplifying
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the decomposition by restricting d-space to a line and taking α′(K,M) = Y5 we use Alg. 4.2
to recover the 1442 different coupler curves. In our computation, we only tracked 5028 paths,
which is even less than 3!× 1442.
6. Conclusion
In this work we studied parameterized systems of polynomial equations that admit decom-
posable projections onto their parameter space. We explained how this property translates into
a special structure of the associated Galois/monodromy group, namely, imprimitivity. We then
proposed a symmetric monodromy algorithm that exploits the partition structure of the solu-
tions corresponding to the fiber over a general point, and tested it in several relevant examples
coming from various applications. This implementation can be combined with other efficient
frameworks to obtain significant computational savings in a variety of problems.
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