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PRÒLEG 
 
Aquests Apunts de Matemàtiques II dels graus d’ADE (Administració i Direcció 
d’Empreses) i d’Economia de la Facultat d’Economia i Empresa tenen per objecte 
ser desenvolupats a les classes presencials d’aquesta assignatura. Per tant s’han 
de prendre com una guia, un resum, i no pas com a un substitut d’elles. 
El contingut s’ha estructurat segons el programa que hom troba al Pla Docent 
de l’assignatura. Aquest programa contempla dos Blocs temàtics ben 
diferenciats: el primer d’ells, anomenat Optimització, té a veure amb la cerca 
dels òptims -màxims i mínims- de funcions escalars restringits o condicionats 
per igualtats (tema 1) i per desigualtats (tema 2); el segon, que porta per nom 
Anàlisi dinàmica, està dedicat a desenvolupar els conceptes d’integral indefinida 
i integral definida d’una funció amb algunes aplicacions econòmiques d’interès 
(tema 3), i a estudiar, encara que de forma somera, les equacions diferencials 
ordinàries (tema 4) que són un tipus d’equacions que juguen un paper important 
en el procés de “matematització” de la ciència econòmica.  
La major part dels conceptes que aquí s’exposen venen acompanyats d’exemples 
il·lustratius, la qual cosa facilitarà a ben segur la seva comprensió per part de 
l’estudiant. En aquest sentit també estan pensats els exercicis que hom troba al 
final de cada tema i que demanen ser resolts a les classes presencials. Val a dir 
que al final dels Apunts s’ha inclòs una petita ressenya bibliogràfica així com 
també un glossari de termes que té per objectiu ajudar en la cerca dels 
conceptes més importants. 
Per últim indicar que aquest document ha estat acceptat i arxivat en el Dipòsit 
Digital de la UB dins la col·lecció OMADO i que el seu contingut, així com les 
possibles errades que hom hi pugui trobar, són responsabilitat única i exclusiva 
de l’autor. 
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BLOC I: Optimització 
 
1. OPTIMITZACIÓ AMB RESTRICCIONS D’IGUALTAT 
 
L’optimització matemàtica és un instrument clau en l’àmbit de l’economia i de 
l’empresa. Hom pot dir que l’optimització permet assignar, de manera eficient, 
recursos escassos entre activitats econòmiques alternatives. Doncs bé, quan 
aquests recursos, a més, cal esgotar-los, l’optimització restringida ho serà per 
igualtats. Vegem un exemple econòmic: 
 
Exemple:1 Se sap que la funció de producció d’un fabricant d’un cert producte P 
depèn de dos factors de producció, sent de tipus Cobb-Douglas: 
( ) 0.5 0.5, 4Q x y x y=  unitats 
on x i y indiquen, respectivament, les unitats emprades en cadascun dels dos 
factors. Si els costos unitaris d’ambdós factors són constants i iguals a 2 i 8 
u.m. respectivament, discuteix i planteja el problema de minimitzar el cost de 
produir 32 unitats de P. 
SOLUCIÓ:  
En aquest cas, es tracta de minimitzar la funció de costos: 
( ), 2 8C x y x y= +  u.m. 
subjecta a (s.a) la restricció de producció: 
( ) 0.5 0.5, 4 32Q x y x y= =  unitats. 
Per tant, caldrà resoldre és el “programa” d’òptims restringits per igualtats: 
( )
0.5 0.5
min , 2 8
s.a 4 32
C x y x y
x y
= + 

= 
. 
                                                                 
1 Resoldrem aquest exemple més endavant. 
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1.1. Programa d’òptims restringits per igualtats 
 
Així doncs podem definir ara, amb tota generalitat, la noció de programa: 
 
Definició: Un programa d’òptims restringits o condicionats per igualtats 
(programa a partir d’ara) és un problema d’optimització que adopta la forma: 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
on: 
1. fnA ⊂ →R R  és la funció escalar objectiu. 
2. 1, , nx x…  són les n  variables instrumentals o de decisió. 
3. ignA ⊂ →R R  són les m funcions escalars de restricció. 
4. 1, , mb b…  són les m constants de restricció. 
 
La clàusula “optimitzar” de la definició ens diu es tractaria de maximitzar i/o 
minimitzar la funció objectiu “subjecta a” (s.a) un conjunt d’equacions.  
 
Exemple: Analitza el programa de l’exemple anterior  ( )
0.5 0.5
min , 2 8
s.a 4 32
C x y x y
x y
= + 

= 
. 
SOLUCIÓ: Com podem veure, es tracta d’un programa amb dos ( )2n =  variables 
instrumentals,2 x  i y , amb una funció objectiu lineal 2 8z x y= + , i una única 
( )1m =  funció escalar de restricció ( ) 0.5 0.5, 4Q x y x y= ,  amb 32 com a constant 
de restricció. 
                                                                 
2 Les variables instrumentals d’un programa de caire econòmic han de ser sempre positives; és 
el que s’anomena restricció de signe o de positivitat. Tanmateix, i per no complicar 
excessivament els càlculs, només es considerarà explícitament aquesta restricció quan la 
naturalesa del problema a resoldre ho faci necessari. 
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1.1.1. Conjunt i punt factible d’un programa 
 
El procés de resolució d’un programa ha de començar posant l’èmfasi en els 
punts que satisfan les equacions de restricció ja que, òbviament, estem obligats 
a optimitzar la funció objectiu sobre ells. Apareix així, de forma totalment 
natural, el concepte de conjunt factible: 
 
Definició: El conjunt factible (també dit admissible o d’oportunitats) d’un 
programa és el conjunt format pels punts que satisfan totes les restriccions 
d’igualtat associades, i de tot punt que hi pertany en direm punt factible. 
 
Exemple: Determina el conjunt factible del programa econòmic anterior i prova 
que el punt ( )16,4 és un punt factible. 
SOLUCIÓ: El conjunt factible és el conjunt 2B ⊂ R  donat per la igualtat: 
( ){ }2 0.5 0.5, : 4 32B x y x y= ∈ =R .3 
Com que: 
Equivalent0.5 0.54 32 64x y xy= ←→ =  
hom dedueix que B està format pels punts de la hipèrbola equilàtera:4 
 
i que, a més, el punt ( )16,4  és un punt factible ja que 16 4 64⋅ = . 
 
                                                                 
3 Podem denotar el conjunt factible amb la lletra B per diferenciar-lo del domini A de la funció 
objectiu. 
4 Notem que les variables instrumentals han de ser positives. 
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1.1.2. Òptim i valor òptim d’un programa 
 
Doncs bé, resoldre un programa d’òptims condicionats per equacions consisteix 
en optimitzar la funció objectiu, no sobre el seu domini de definició, sinó sobre 
el conjunt factible associat. En l’exemple econòmic anterior, el que cal és trobar 
un punt ( )0 0,x y  sobre la hipèrbola 64xy =  en el primer quadrant que minimitzi 
la funció 2 8x y+ . Aquest punt, si existeix, serà l’òptim del programa: 
( )
0.5 0.5
min , 2 8
s.a 4 32
C x y x y
x y
= + 

= 
. 
 
Definició: El punt ( )0 01 , , nnx x ∈… R  és un òptim del programa: 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
si és un punt factible que optimitza la funció objectiu sobre el conjunt factible 
associat. Per definició, al valor que pren la funció objectiu en l’òptim: 
( )0 00 1 , , nz f x x= …  
li direm valor òptim del programa.  
 
Per exemple, mentre que el punt P  del gràfic següent és un màxim lliure de 
( ),z f x y= , el punt Q  és un màxim de la funció subjecta a la restricció 
d’igualtat donada per l’equació de la recta ax by c+ =  : 
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1.2. Mètodes gràfic i directe de resolució 
 
1.2.1. Mètode gràfic 
 
El mètode gràfic ens permet trobar, sota certes condicions, els òptims de 
programes amb dues variables instrumentals i una restricció: 
( )
( )
Optimitzar ,
s.a ,
z f x y
g x y b
= 

= 
. 
Aquest mètode es basa en la següent propietat: 
 
Propietat:  Per a tota funció escalar 2 fA ⊂ →R R  diferenciable: 
a. La direcció del vector gradient de la funció en ( ),a b A∈  és perpendicular a 
la corba de nivell kc  que passa per ( ),a b .5  
b. El sentit del vector gradient de la funció en el punt ( ),a b A∈  ens indica per 
on creix més ràpidament la funció a partir de ( ),a b . 
 
Es pot demostrar que l’òptim d’un programa com l’anterior, si existeix, serà el 
punt de tangència ( )0 0,x y  entre la corba de restricció ( ),g x y b=  i una de les 
corbes de nivell 
0kc  de la funció objectiu. Gràficament: 
 
Notem que el valor òptim de la funció seria, precisament, 0k .  
                                                                 
5 És a dir, perpendicular a la recta tangent de la corba de nivell que passa pel punt. 
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Exemple: Resol gràficament el programa econòmic inicial   0.5 0.5
min 2 8
s.a 4 32
C x y
x y
= + 

= 
. 
SOLUCIÓ: Com que la corba de restricció és la hipèrbola 64xy = , i les corbes 
de nivell de la funció objectiu són les rectes de la forma 2 8x y k+ = , amb k 
paràmetre, hom dedueix que l’òptim ( )0 0,x y  serà el punt de tangència: 
 
Ja que en el punt ( )0 0,x y  els vectors gradient associats a la funció objectiu 
2 8C x y= +  i a la funció de restricció del programa ( ), 64g x y x y= ⋅ −  han de 
ser proporcionals,6 existirà una constant λ ∈R  amb: 
( ) ( )0 0 0 0, ,C x y g x yλ∇ = ⋅∇ . 
En conseqüència: 
( ) ( ) implica implica
2
2 8, ,
8
gC y
x xC x y g x y gC y xx
y y
λ λ
λ λ
λ λ
∂∂ = = ⋅ = ∂ ∂ 
∇ = ⋅∇ → → = = ∂∂ = = ⋅ =
∂ ∂  
 
i, per tant: 
0implica 64
0
162 8 4
4
xy xx y yy x
λ =
=
= = → = → =
 
Així doncs, l’òptim i el valor òptim del programa seran: 
( ) ( )0 0, 16,4x y =  i 0 0 02 8 64C x y= + = .7 
                                                                 
6 Estan sobre una mateixa recta. Això és una conseqüència immediata de l’apartat (a) de la 
propietat anterior. 
7 Per tant, per a produir a cost mínim 32 unitats del producte P, cal emprar 16 unitats del 
primer factor i 4 del segon. Aquest cost mínim serà de 64 u.m. (veure la plana 4). 
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1.2.2. Mètode directe de resolució 8 
 
Aquest mètode és força adequat quan les equacions de restricció siguin lineals. 
El que caldrà fer és aïllar algunes de les variables instrumentals en funció de la 
resta i resoldre el problema d’òptims lliures que en resulta.9 Vegem un exemple: 
 
Exemple: Escriu el número 120 com a suma de tres números tal que la suma dels 
seus productes dos a dos sigui màxima. 
SOLUCIÓ: Si ,x y  i z  són aquests tres números, caldrà resoldre el programa: 
  max
s.a 120
P xy xz yz
x y z
= + + 

+ + =   
.
 
Com que, per exemple:  
120z x y= − −  
aleshores, substituint en la funció objectiu, s’obté la funció escalar en x  i y : 
( ) 2 2* , ,120 120 120 .P P x y x y x y xy x y= − − = − − − + +  
El que cal, doncs, és maximitzar aquesta funció. En efecte, com que: 
( ) ( )Punt crític
*0 2 120
, 40,40*0 2 120
P x y
x x yP y x
y
∂
= = − − + ∂ → =∂ = = − − +
∂ 
 
i ja que la matriu hessiana associada a aquest punt crític: 
( ) 2 1* 40,40 1 2Hu
 − −
=  
− − 
 
és definida negativa, deduïm que ( ) ( ), 40,40x y =  és un màxim de la funció *P . 
Finalment, l’òptim del programa inicial serà: 
( ) ( )40 Òptim del programa120 40 , , 40,40,40x yz x y z x y z= == − − → = → = . 
                                                                 
8 També dit de substitució o d’eliminació de variables. 
9 Si les restriccions no són lineals aquest mètode no sempre funciona. Veure l’exercici 3 de la 
plana 20. 
 11
1.3. Mètode dels multiplicadors de Lagrange 
 
1.3.1. Funció i multiplicadors de Lagrange associats a un programa 
 
L’avantatge del mètode dels multiplicadors de Lagrange és doble: per una banda 
tenim que es poden resoldre programes amb moltes variables instrumentals i 
equacions de restricció, i, per l’altra, que podem interpretar econòmicament els 
resultats obtinguts. Aquest mètode gira al voltant de la funció de Lagrange 
associada a un programa; de fet aquesta funció ocupa el lloc de la funció 
objectiu de l’optimització lliure, és a dir, sense restriccions. 
 
Definició: La funció de Lagrange associada al programa: 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
és la funció escalar de n m+  variables definida per: 
( ) ( ) ( )( )1 1 1 1
1
, , , , , , , , ,
m
n m n i i n i
i
L x x f x x g x x bλ λ λ
=
= − ⋅ −∑… … … … . 
Les m noves variables 1, , mλ λ…  són els multiplicadors de Lagrange del programa. 
 
Exemple: Determina la funció de Lagrange del programa: 
 
( )max , , 2
s.a 6 .
1
f x y z xy xz yz
x y z
x y
= + +

+ + = 
− = 
  
SOLUCIÓ: En aquest cas com que tenim dues equacions de restricció, és a dir, 
2m = , hi hauran dos multiplicadors de Lagrange 1λ  i 2λ . En efecte: 
( ) ( ) ( )( ) ( )( )
( ) ( ) ( )
1 2 1 1 1 2 2 2
1 2
, , , , , , , , , ,
2 6 1 .
L x y z f x y z g x y z b g x y z b
xy yz xz x y z x y
λ λ λ λ
λ λ
= − ⋅ − − ⋅ − =
= + + − ⋅ + + − − ⋅ − −
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1.3.2. Condició necessària d’optimització restringida per igualtats. Punt crític 
d’un programa 
 
És el primer resultat a considerar si volem trobar els òptims d’aquest tipus de  
programes. Val a dir que per a que aquesta condició necessària sigui vàlida, cal 
que la funció objectiu i les funcions de restricció siguin de classe 2C , és a dir, 
que tinguin les funcions derivades parcials segones contínues.10 
 
Teorema: Si  ( )0 01 , , nnx x ∈… R  és un òptim del programa: 11 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
existiran m multiplicadors de Lagrange 0 01 , , mλ λ ∈… R  tal que anul·len el vector 
gradient de la funció de Lagrange, és a dir, que: 
( )0 0 0 01 1, , , , , 0n m
j
L x x
x
λ λ
∂
=
∂
… …  i    ( )0 0 0 01 1, , , , , 0n m
i
L x x λ λ
λ
∂
=
∂
… … . 
 
Notem que aquest teorema és semblant a la condició necessària d’existència 
d’òptims lliures però, ara, amb la funció de Lagrange ocupant el lloc de la funció 
objectiu. La importància d’aquest resultat justifica la següent definició:  
 
Definició: Un punt crític o estacionari d’un programa és un punt que satisfà la 
condició necessària d’existència d’òptims.12 
 
                                                                 
10 Aquesta restricció també val per a la condició suficient que veurem més endavant. 
11 Val a dir que aquest òptim ha de ser un punt interior del domini de la funció objectiu. 
12 Per tant tot punt crític d’un programa tindrà associat un conjunt de multiplicadors de 
Lagrange, tants com a equacions de restricció hi hagin. 
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Exemple: Determina els punts crítics del programa  
max 2
s.a 6
1
u xy xz yz
x y z
x y
= + + 

+ + = 
− = 
. 
SOLUCIÓ: Com que la funció de Lagrange és: 
( ) ( ) ( )1 2 1 2, , , , 2 6 1L x y z xy xz yz x y z x yλ λ λ λ= + + − + + − − − −  
els punts crítics del programa seran les solucions del sistema: 
( )
( )
1 2
1 2
1
1
2
0 2
0
0 2 .
0 6
0 1
L y z
x
L x z
y
L x y
z
L x y z
L x y
λ λ
λ λ
λ
λ
λ
∂ = = + − − ∂

∂ = = + − +
∂

∂ = = + − ∂ 
∂ = = − + + − ∂

∂ = = − − − ∂ 
 
Notem que les dues últimes equacions ens asseguren que aquestes solucions 
seran punts factibles. Anem a resoldre’l directament. Si sumem la 1ª i la 2ª 
equacions obtenim: 
1
3
2
x y z
λ
+ +
=  
que, juntament amb la 3ª, ens proporciona l’equació: 
3 3 0x y z+ − = . 
Aquesta equació, juntament amb la 4ª i la 5ª, dóna lloc al sistema de Cramer: 
1
Solució Substituint
2
11
2856
6 51
45
3 3 0 13 5
5
x
x y z
x y y
x y z
z
λ
λ
 =  + + =  =     
− = → = →   
    =+ − =    =  
 
Per tant, l’únic punt crític del programa és el punt: 
( ) 11 6 13, , , ,
5 5 5
x y z  =  
 
, amb multiplicadors de Lagrange 1
28
5
λ =  i 2
4
5
λ = . 
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1.3.3. Matriu hessiana restringida d’un programa 
 
La qüestió, ara, es veure sota quines condicions un punt crític d’un programa és 
òptim. Val a dir que aquestes condicions estan relacionades amb el signe de la 
matriu hessiana restringida de la funció de Lagrange en aquest punt. 
 
Definició: Donat un programa, la matriu hessiana restringida a les variables 
instrumentals de la funció de Lagrange associada és, per definició, la matriu: 
( )
1
2 2
2
11
1 1
2 2
2
1
, , , , ,
n
n
x x n m
n n
L L
x xx
H L x x
L L
x x x
λ λ
 ∂ ∂
 
∂ ∂∂ 
 =
 
∂ ∂ 
 ∂ ∂ ∂ 
…
⋯
… … ⋮ ⋱ ⋮
⋯
. 
 
Exemple: Calcula la matriu hessiana restringida del programa anterior en el punt 
crític 11 6 13, ,
5 5 5
 
 
 
. 
SOLUCIÓ: Com que:13 
1 2 1 2 12 ,  i 2
L L Ly z x z x y
x y z
λ λ λ λ λ
∂ ∂ ∂
= + − − = + − + = + −
∂ ∂ ∂
 
la matriu hessiana restringida en general serà constant i igual a: 
( )
2 2 2
2
2 2 2
1 2 2
2 2 2
2
0 1 2
, , , , 1 0 1
2 1 0
xyz
L L L
x y x zx
L L LH L x y z
y x y zy
L L L
z x z y z
λ λ
 ∂ ∂ ∂
 
∂ ∂ ∂ ∂∂   
 ∂ ∂ ∂  
= =   ∂ ∂ ∂ ∂∂   
  ∂ ∂ ∂  ∂ ∂ ∂ ∂ ∂ 
. 
En particular, doncs, aquesta serà la matriu hessiana restringida en el punt 
crític.  
                                                                 
13 Veure la plana anterior. 
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1.3.4. Condició suficient d’existència d’òptims restringits per igualtats 
 
Aquesta condició ens permet “qualificar” els punts crítics dels programes, és a 
dir, veure si són màxims o mínims. Recordem, com hem apuntat més amunt, que 
les funcions objectiu i de restricció han de ser de classe 2C .14   
 
Teorema: Si ( )0 01 , , nnx x ∈… R  és un punt crític del programa: 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
amb multiplicadors de Lagrange associats 0 01 , , mλ λ ∈… R , de manera que la forma 
quadràtica de matriu associada: 15 
( )
( ) ( )
( ) ( )
1
2 0 0 2 0 0
2
11
0 0 0 0
1 1
2 0 0 2 0 0
2
1
, ,
, , , , ,
, ,
n
j i j i
n
x x n m
j i j i
n n
L x L x
x xx
H L x x
L x L x
x x x
λ λ
λ λ
λ λ
 ∂ ∂
 
 ∂ ∂∂
 
=  
 ∂ ∂ 
 ∂ ∂ ∂ 
…
⋯
… … ⋮ ⋱ ⋮
⋯
 
restringida al subespai vectorial definit per les m equacions lineals homogènies: 
( ) ( ) ( )
0 0 0 01
1 10 0
1 1
1
, , , ,
, , 0i n i ni n n
n
n
x g x x g x x
g x x x x
x xx
     ∂ ∂     ∇ ⋅ = ⋅ + + ⋅ =     ∂ ∂      
… …
… ⋮ ⋯  
és: 
Definida Positiva
Negativa
  
 
  
 llavors ( )0 01 , , nx x…  és un 
mínim
màxim
 
 
 
del programa.16 
                                                                 
14 És a dir, amb derivades parcials segones contínues. 
15 Com podem veure es tracta de la matriu hessiana restringida en el punt crític. 
16 Cal emfatitzar el fet que aquesta forma quadràtica restringida, com en el cas de 
l’optimització lliure, ha de ser definida per a poder afirmar que el punt crític és un òptim. 
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Exemple: Resol el programa  
max 2
s.a 6
1
u xy xz yz
x y z
x y
= + + 

+ + = 
− = 
. 
SOLUCIÓ: Ja sabem que aquest programa té un únic punt crític com és: 
( ) 11 6 13, , , ,5 5 5x y z
 
=  
 
, amb multiplicadors de Lagrange 1
28
5
λ =  i 2
4
5
λ = . 
Anem a veure si, efectivament, aquest punt és l’òptim. Per això cal considerar la 
matriu hessiana restringida en el punt que, com ja hem calculat, és: 
0 1 2
11 6 13 28 4, , , , 1 0 1
5 5 5 5 5
2 1 0
xyzH L
 
   
=   
   
 
. 
Com que és indefinida,17 haurem d’estudiar el signe de la forma quadràtica 
associada a aquesta matriu i restringida al subespai vectorial definit pel 
sistema d’equacions lineals: 
( )
( )
1
Solució
2
11 6 130 , , 1,1,1
5 5 5
 i 2
11 6 130 , , 1, 1,0
5 5 5
x x
g y y x y z
z z
y x z x
x x
g y y x y
z z
   
     = ∇ ⋅ = ⋅ = + +               
→ = = −
    
      = ∇ ⋅ = − ⋅ = −                
.  
Com veiem, aquest subespai vectorial està format pels vectors que tenen la 
forma ( ), , 2x x x− , amb x ∈R . Finalment, ja que: 
( ) ( ) 2
0 1 2 3
, , 2 1 0 1 , , 2 10 0
2 1 0 2 3
x x
x x x x x x x x x
x x
−     
     − ⋅ ⋅ = − ⋅ − = − <     
     −     
, per a 0x ≠  
deduïm que la forma quadràtica restringida és definida negativa i que, d’acord 
amb el teorema anterior: 
( ) 11 6 13, , , ,5 5 5x y z
 
=  
 
 és un màxim del programa. 
                                                                 
17 Els menors principals d’ordre 1 són nuls i el determinant de la matriu és 4 0≠ . 
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1.3.5. Interpretació econòmica dels multiplicadors de Lagrange 
 
Aquesta interpretació fa possible estimar la variació del valor òptim associat a 
un programa quan alguna de les seves constants de restricció variï. 18 En efecte: 
 
Propietat: Si ( )0 01 , , nnx x ∈… R  és l’òptim i ( )0 00 1 , , nz f x x= …  és el valor òptim de: 
( )
( )
( )
1
1 1 1
1
Optimitzar , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
= 


= 
…
…
⋮
…
 
aleshores, si la constant de restricció i-èsima ib  experimenta una petita 
variació ib∆ , l’increment 0z∆  que repercuteix en el valor òptim de la funció 
objectiu del programa és aproximadament igual a: 
0
0 i iz bλ∆ ≅ ⋅ ∆  
on 0iλ  és el multiplicador de Lagrange i-èsim associat a l’òptim. Per tant: 
a. Si 0 0iλ <  i si: 
aleshores
i
aproximadament 0
0
Augmenta Disminueix
   
Disminueix Augmentai i i i
b b z bλ   ∆ → ⋅ ∆   
   
. 
b. Si 0 0iλ >  i si: 
aleshores
i
aproximadament 0
0
Augmenta Augmenta
   
Disminueix Disminueixi i i i
b b z bλ   ∆ → ⋅ ∆   
   
. 
c. Si 0 0iλ =  i si: 
aleshores
i
aproximadament
0
Augmenta
   no varia.
Disminueixi i
b b z
   ∆ → 
  
19 
                                                                 
18 Cal tenir present que aquesta interpretació només fa referència a les variacions del valor 
òptim del programa i no de l’òptim pròpiament dit. 
19 Des d’un punt de vista econòmic, els multiplicadors de Lagrange mesuren el grau de 
sensibilitat del valor òptim d’una funció econòmica respecte petits canvis en els valors dels 
recursos (constants de restricció). És per aquest motiu que solen rebre el nom de preus ombra. 
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Exemple: Resol el programa de producció inicial  0.5 0.5
min 2 8
s.a 4 32
C x y
x y
= + 

= 
 indicant si 
és rendible produir una mica més de 32 unitats del producte P. 
SOLUCIÓ: Ja que: ( ) ( )0.5 0.5, , 2 8 4 32L x y x y x yλ λ= + − −  cal resoldre: 
( )( )
( )( )
( ) ( )
( )
( )
0.5 0.5
Equivalent0.5 0.5
0.5 0.5
1 2
0 2 2 2 1 / / 1
0 8 2 2 4 / / 4
8
0 4 32 4 8
L x y y x y xx
L x y x y x y
y
xyL x y q q
λ λ
λ
λ λ λ
λ
−
−
∂
= = − = −   ⋅ =∂  
∂  
= = − = − ←→ ⋅ = 
∂  
= ∂ = = − − = − 
∂ 
 
Així doncs, ( ) ( ), 16,4x y =  és un punt crític amb 4λ =  ja que: 
λ
λ
 =   = = → = → = = = → =    =
2
4
4 4 8 4 2 16
2
yyx x y xy y y x
y x
 
Ara, com que la matriu hessiana restringida en el punt ( ) ( ), , 16,4,2x y λ = : 
( ) ( )
1.5 0.5 0.5 0.5
0.5 0.5 0.5 1.5
1 / 16 1 / 4
, , 16,4,2
1 / 4 1xy xy
x y x yH L x y H L
x y x y
λ λ
λ
λ λ
− − −
− − −
   −−
= → =     −−   
 
és semidefinida positiva, caldrà aplicar la condició suficient. En efecte, ja que: 
( ) ( ) Solució0 16,4 1,4 4 4x xg x y x yy y
   
= ∇ ⋅ = ⋅ = + → = −   
   
 
i que: 
( ) ( ) 2
0.541/16 1/4
4 , 4 , 4 0
21/4 1
yy
y y y y yyy
−−−    
− = − = >    −    
 
deduïm que la forma quadràtica restringida és definida positiva. Per tant, el 
punt crític és un mínim del programa.20 Finalment, ja que 2 0λ = > , no interessa 
produir més ja que el cost mínim de 64C =  u.m. augmentaria, aproximadament, 
en { }2 i 1 2 1 2C b bλ λ∆ ≅ ⋅ ∆ = = ∆ = = ⋅ =  u.m. per cada unitat produïda de més. 
                                                                 
20 Calen 16 unitats del primer factor i 4 del segon per a minimitzar el cost de produir 32 unitats 
de P, cosa que ja sabíem (veure la plana 9). 
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Finalment, i com a aplicació econòmica d’interès, podem considerar el següent 
model d’inversions de Markovitz: 
 
Exemple: Suposem una cartera d’inversió en dos títols amb unes rendibilitats 
esperades del 18% i del 14%. Si el risc de la inversió ve mesurat per la funció 
( ) 2 2, 0.0016 0.0004 0.00096x y x y xyσ = + − , on x i y denoten, respectivament, 
els % de la cartera invertir en cada títol: (i) Determina els valors de x i y que 
minimitzen el risc de la cartera si volem obtenir una rendibilitat del 15%. (ii) 
Analitza cóm es veuria afectat aquest risc si la rendibilitat fos del 15.5%. 
SOLUCIÓ: i) Està clar que el programa a resoldre és: 
( ) 2 2min , 0.0016 0.0004 0.00096
s.a 0.18 0.14 0.15
x y x y xy
x y
σ = + − 

+ = 
. 
Com que la funció de Lagrange és: 
( ) ( )2 2, , 0.0016 0.0004 0.00096 0.00012 0.18 0.14L x y x y xy x yλ λ= + − − − +  
tenim el sistema: 
( )
Solució
0 0.0032 0.00096 0.18
0.3047
0 0.0008 0.00096 0.14 0.6796
0.00179
0 0.18 0.14 0.15
L x y
x x
L y x y
y
L x y
x
λ
λ
λ
∂
= = − − ∂  =
∂ 
= = − − → = 
∂   =∂
= = − + − 
∂ 
 
Ara, com que la matriu hessiana restringida en general: 
0.0032 0.00096
0.00096 0.0008xy
H L
 −
=  
− 
 és definida negativa 
cal invertir un 30.47% en títols del primer tipus i un 67.96% en el segon per a 
minimitzar el risc (dispersió) que seria ( ) 40.3047,0.6796 1.345 10σ −= ⋅ . 
ii) Si la rendibilitat fos del 15.5%, el risc augmentaria aproximadament en: 
60.00179 0.00179 0.005 8.95 10
0.5% 0.005
b
b
λ
σ λ −
 = 
∆ ≅ ⋅ ∆ = = ⋅ = ⋅ 
∆ = =  
. 
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1.4. Exercicis 
 
1. Resol pel mètode gràfic o directe els programes: 
2 ii. max  2 iii. max  3 2i. min 5 1      s.a   6  
   s.a   2 1   s.a  3 0                  1
u xy xz yz
u xy xyzz x xy x y z
x y zx y x y
= + +
 = += + −  
+ + =  
+ − =− =   − = 
 
2. Resol pel mètode de Lagrange el programa  
max 2
s.a 2 3 1
u xy yz xz
x y z
= + + 
+ + = 
 
3. Prova que el programa  
2
2 2
min 4 3
s.a 1
z y
x y
= + 

− = 
 no es pot resoldre pel mètode 
directe però si que es pot fer pel mètode dels multiplicadors de Lagrange. 
4. Una empresa que fabrica dos articles A i B, sap que pot vendre 400 unitats 
de A a un preu unitari de 720 u.m. però un estudi li ha permès conèixer que, 
per cada 10 u.m. de disminució en el preu de venda, es produirà un augment 
de 2 unitats en les seves vendes. Si el mateix estudi recomana mantenir el 
preu de venda de B en 1480 u.m. i si la funció de costos totals és: 
( ) = + +2 2, 5 10 50000C x y x y  
on x i y indiquen el nombre d’articles A i B produïts, calcula el que s’hauria de 
produir i vendre per a maximitzar els beneficis. Fes el mateix suposant que 
només es poguessin fabricar 100 articles en total, indicant si millorarien els 
beneficis si es pogués augmentar la producció una unitat més. 
5. Una empresa que es dedica a la col·locació de mosaic, moqueta i parquet sap 
que el benefici per m2 que obté per la instal·lació de mosaic és de 2000 u.m., 
de 2400 u.m. per la moqueta i de 2800 u.m. pel parquet. Si els m2 x, y i z 
instal·lats de mosaic, moqueta i de parquet compleixen l’equació matemàtica 
donada per + + =2 2 70 5375x y z , determina x, y i z per tal de maximitzar 
els beneficis i discuteix si milloraria en el cas que + + =2 2 70 5374x y z . 
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SOLUCIONS: 
1.  
i.  El mínim és ( )0,0  amb valor mínim associat igual a 1− . 
ii.  El màxim és 11 6 13, ,
5 5 5
 
 
 
 amb valor màxim associat igual a 17.2 . 
iii. El màxim és 1 1 4, ,
12 6 3
 
− − − 
 
 amb valor màxim associat igual a 1
72
. 
2. El màxim és 2 1 1, ,
5 5 15
 
 
 
 amb multiplicador de Lagrange 4
15
λ =  i valor màxim 
associat igual a 2
15
. 
3. Els punts ( )1,0  i ( )1,0−  són els mínims del programa amb multiplicadors de 
Lagrange associats 0λ =  i valor mínim igual a 3.  
4. En el primer cas, s’hauria de produir i vendre 136 unitats de A i 74 de B per 
a maximitzar els beneficis que pujarien a 184280 u.m. En el segon cas, cal 
produir i vendre 81 unitats de A i 19 de B i els beneficis serien de 129220 
u.m.; en aquest últim cas, els beneficis augmentarien, aproximadament, 1100 
u.m. per unitat produïda i venuda de més. 
5. Cal instal·lar diàriament 25 m2 de mosaic, 30 m2 de moqueta i 55 m2 de 
parquet si volem maximitzar el benefici associat a la seva instal·lació; val a 
dir que aquest benefici màxim seria de 276000 u.m. En el cas que la 
restricció canviés tal com ens indica l’enunciat, el benefici diari disminuiria 
en, aproximadament, 40 u.m. 
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2. OPTIMITZACIÓ AMB RESTRICCIONS DE DESIGUALTAT 
 
Si en l’optimització restringida per igualtats dèiem que estàvem obligats a 
esgotar els recursos econòmics disponibles ara, en l’optimització restringida 
per desigualtats, no ho estem, la qual cosa ens permet modelar i estudiar 
fenòmens més propers a la realitat econòmica i empresarial.21 Considerem, per a 
començar, el següent exemple econòmic: 
 
Exemple: Una empresa fabrica i ven dos productes, P i Q, per medi de dos 
processos productius encadenats, 1P  i 2P . Si la “matriu tecnològica”: 
 
 P Q Disponibilitat total 
1P  6 minuts 10 minuts 10 hores 
2P  9 minuts 3 minuts 12 hores 
 
reflexa el temps en minuts que necessita cadascun dels processos productius 
per a manipular una unitat de P i Q, així com el temps total disponible per a 
1 2  P i P , planteja el programa d’òptims restringits per desigualtats que ens dóna 
el número d’unitats x de P i y de Q a fabricar i vendre per tal de maximitzar els 
beneficis de l’empresa si: 
i. El benefici unitari de P és de 25 u.m. i el de Q és de 30 u.m. 
ii. Les funcions de demanda de P i de Q són, respectivament: 
103 0.5xp x= −  i 107 0.5yp y= −  
i la funció de costos totals conjunta és: 
( ), 3 5 377C x y x y= + + . 
                                                                 
21 Tanmateix, l’esgotament dels recursos és una possibilitat que també es pot donar i que té a 
veure amb les restriccions saturades (veure l’exercici de la plana 28). 
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SOLUCIÓ: Donat que el temps en minuts necessari en l’elaboració de x  unitats 
de P i y unitats de Q és 6 10x y+ , la primera restricció serà la desigualtat: 
6 10 10 60 600x y+ ≤ ⋅ =  minuts 
ja que no es diu en lloc que el temps disponible hagi d’esgotar-se. Notem que 
aquesta restricció, al ser de menor o igual, contempla la possibilitat de que el 
temps, efectivament, s’esgoti. Raonant anàlogament pel segon dels processos 
s’obtindria la desigualtat: 
9 3 12 60 720x y+ ≤ ⋅ =  minuts. 
Per tant, com que els beneficis del primer cas (i) són de: 
25 30z x y= +  u.m. 
i del segon (ii) són iguals a: 
( ) 2 2, 0.5 0.5 100 102 337x yz p x p y C x y x y x y= ⋅ + ⋅ − = − − + + −  u.m. 
la producció de P i Q que maximitza els beneficis s’obté, en cada cas, com a 
solució dels programes d’òptims restringits per desigualtats: 
 
i. max 25 30
   s.a 6 10 600
9 3 720
, 0
z x y
x y
x y
x y
= +

+ ≤ 

+ ≤ 
≥ 
 
i: 
 
2 2 ii. max 0.5 0.5 100 102 337
       s.a 6 10 600
9 3 720
, 0
z x y x y
x y
x y
x y
= − − + + −

+ ≤ 

+ ≤ 
≥ 
. 
Notem que (i) és un programa lineal mentre que (ii) no ja que la funció de 
beneficis:  
2 20.5 0.5 100 102 337z x y x y= − − + + −  
no és lineal. 22 
                                                                 
22 Direm, doncs, que és un programa no lineal. 
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2.1. Programa d’òptims restringits per desigualtats 
 
2.1.1. Programa canònic d’òptims restringits per desigualtats 
 
Definició: Un programa canònic d’òptims restringits per desigualtats (programa 
canònic a partir d’ara) és un problema d’optimització que adopta la forma: 
( )
( )
( )
1
1 1 1
1
max , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
≤ 


≤ 
…
…
⋮
…
  o bé   
( )
( )
( )
1
1 1 1
1
min , ,
s.a , ,
, ,
n
n
m n m
z f x x
g x x b
g x x b
= 
≥ 


≥ 
…
…
⋮
…
 sent: 
1. fnA ⊂ →R R  la funció objectiu del programa. 
2. 1, , nx x…  les n variables instrumentals o de decisió. 
3. ignA ⊂ →R R  les m funcions escalars de restricció. 
4. 1, , mb b…  les m constants de restricció. 
 
Tot programa no canònic es pot convertir sempre en canònic. Vegem-ho: 
 
Exemple: Troba el programa canònic de mínim equivalent al programa: 23 
2 2max 27 3
s.a 0, 1
u z x y
x y z y x
= − − 

− + ≤ − ≥ 
. 
SOLUCIÓ: Ja que:  
( ) 2 22 2 Equivalent min 3 27max 27 3
0 0
u x y zu z x y
x y z y x z
   − = + −= − −   
←→   
− + ≤ − − ≥      
 
el programa canònic de mínim equivalent al de l’enunciat serà: 
( ) 2 2min 3 27
s.a 0, 1
u x y z
y z x y x
− = + − 

− − ≥ − ≥ 
. 
                                                                 
23 Diem que dos programes són equivalents si un d’ells s’obté de l’altre mitjançant les operacions 
que exposem a continuació. Es pot provar que l’òptim d’aquests dos programes es troba en el 
punt ( )27 / 2,27 / 6,54 / 3− . 
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2.1.2. Conjunt i punt factible d’un programa 
 
En general per a resoldre un programa, és a dir, per a trobar els seus òptims, 
haurem de tenir en compte, com sempre, el conjunt factible associat.  
 
Definició: El conjunt factible, admissible o d’oportunitats d’un programa és el 
conjunt dels punts del domini de la funció objectiu que satisfan les desigualtats 
de restricció, i de tot punt del conjunt factible en diem punt factible.24 
 
Exemple: Determina gràficament el conjunt factible dels programes: 
 
i. max 25 30
 s.a 6 10 600
9 3 720
, 0
z x y
x y
x y
x y
= +

+ ≤ 

+ ≤ 
≥ 
 i  
2 2ii. max 0.5 0.5 100 102 337
    s.a 6 10 600
9 3 720
, 0
z x y x y
x y
x y
x y
= − − + + −

+ ≤ 

+ ≤ 
≥ 
. 
SOLUCIÓ: En ambdós casos cal dibuixar, en primer lloc, les rectes: 
6 10 600x y+ =  i 9 3 720x y+ =  
i, a continuació, la intersecció dels dos semiplans associats en el 1er. quadrant 
tenint en compte les restriccions de desigualtat. Gràficament:25 
 
Val a dir que els quatre punts “extrems” ( )0,0 , ( )0,60 , ( )75,15  i ( )80,0  de B 
són els vèrtexs del polígon convex B. 26 
                                                                 
24 Si un programa té punts factibles és un programa factible. En cas contrari, és infactible. 
25 Com en el tema anterior, notarem el conjunt factible amb la lletra B  per diferenciar-lo del 
domini A de la funció objectiu. 
26 Un polígon  és una figura geomètrica plana formada per segments consecutius no alineats 
(recta poligonal); els vèrtexs són, precisament, els punts d’intersecció dels segments. 
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2.1.3. Òptim i valor òptim d’un programa 
 
Ja sabem que el conjunt factible és un dels elements clau en la resolució d’un 
programa ja que és sobre ell que cal optimitzar la funció objectiu; en particular, 
doncs, els òptims d’un programa seran punts factibles.  
 
Definició: Un programa té: 
1. Un òptim finit (solució finita o acotada) si existeix un punt factible que 
optimitza, local o globalment, la funció objectiu sobre el conjunt factible. Al 
valor que pren la funció objectiu en un òptim finit li diem valor òptim. 
2. Un òptim infinit (o també solució infinita, no acotada) quan la funció objectiu 
s’optimitza indefinidament sobre el conjunt factible.27  
 
Exemple: Prova que els programes (i) i (ii) anteriors tenen òptims finits. 
SOLUCIÓ: Degut a que el conjunt factible B de (i) i (ii) és un conjunt compacte 
ja que és tancat (conté la seva frontera que és una línia poligonal) i acotat (està 
contingut, per exemple, en la bola oberta de centre ( )40,10  i de radi  65): 
 
i les dues funcions objectiu són contínues sobre B, deduïm, aplicant el teorema 
de Weierstrass, que els dos programes tenen òptims finits.28 
                                                                 
27 Està clar que els programes amb òptims infinits tenen valor òptim infinit. Notem la diferència 
entre aquesta definició i la de la plana 7. 
28 Provarem més endavant que l’òptim de (i) està en el vèrtex ( )75,15  i el de (ii) està en el punt 
( )55,27  que pertany al segment d’extrems el vèrtexs ( ) ( )0,60  i 75,15 .  
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2.2. Mètode gràfic de resolució 
 
En general, els programes amb 2 variables instrumentals:29 
( )
( )
( )
1 1
max ,
s.a ,
,m m
z f x y
g x y b
g x y b
=
≤ 


≤ 
⋮
, o bé 
( )
( )
( )
1 1
min ,
s.a ,
,m m
z f x y
g x y b
g x y b
=
≥ 


≥ 
⋮
 
es poden resoldre gràficament. Per això, cal dibuixar el conjunt factible B i, a 
continuació, algunes de les corbes de nivell kc  de la funció objectiu sobre B,  
juntament amb uns quants vectors u  que tinguin per origen punts d’aquestes 
corbes, i amb la mateixa direcció i sentit que els vectors gradient associats. 
Finalment si, per exemple, estem maximitzant, caldrà seguir la direcció i el 
sentit dels vectors u  i esbrinar cap a quin punt factible ens porten.30 Per 
exemple, si tinguéssim: 
 
el màxim del programa es trobaria en el vèrtex ( ),c d  de B  que és el punt que 
està més “allunyat” de l’origen de coordenades.31 A més, el valor màxim (valor 
òptim) serà el valor 0k  de la corba de nivell kc  que passa pel vèrtex ( ),c d . 
                                                                 
29 Val a dir que no cal que els programes a resoldre siguin canònics. 
30 Si estem minimitzant, caldrà anar en sentit contrari (això és una conseqüència de la propietat 
de la plana 8). Com podem intuir, un dibuix acurat de la situació és clau en la resolució gràfica 
d’un programa i, en molts casos, el valor associat a les corbes de nivell sobre punts factibles 
“notables”, per exemple vèrtexs, ens poden donar la clau de la resolució. 
31 Precisament l’origen de coordenades ( )0,0  és el mínim del programa. 
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Exemple: Resol gràficament els programes (i) i  (ii) de l’exemple de la plana 25.  
SOLUCIÓ: D’entrada, dibuixarem amb cura les corbes de nivell kc  que passen 
pels vèrtexs (0,0), (0,60), (75,15) i (80,0) del conjunt factible B i analitzarem 
la seva “evolució òptima”, per dir-ho així, en cada cas.  
i) En aquest cas, l’òptim és el vèrtex ( )75,15 , amb 2325k = , ja que es troba 
sobre la k -recta de nivell amb el valor de k  més gran possible. Gràficament:32 
 
En aquest cas, l’òptim “satura” la primera i segona restriccions.33 
ii) En aquest altre cas, com que: 
( ) ( )222 20.5 0.5 100 102 337 9825 0.5 100 0.5 102z x y x y x y= − − + + − = − − − −  
les k-corbes de nivell són ara circumferències de centre ( )100,102 . Ja que: 
 
deduïm que el punt de tangència ( )55,27  és el màxim, amb 6000k = .34 En 
aquest cas, l’òptim satura només la primera restricció.  
                                                                 
32 Per tant caldrà produir i vendre 75 unitats de P i 15 unitats de Q  per a maximitzar els 
beneficis que seran de 2325 u.m. 
33 Una restricció de desigualtat està saturada en l’òptim quan es satisfà la igualtat associada. 
34 Això vol dir que cal produir i vendre 55 unitats de P i 27 de Q  per a maximitzar els beneficis 
que seran de 6000 u.m. En aquest cas, el preu unitari de P serà de 75. 5 u.m. i 93.5 u.m. el de Q. 
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2.3. Introducció a la programació lineal 
 
2.3.1. Programa canònic lineal 
 
Quan la funció objectiu i les funcions de restricció d’un programa són lineals 
estem davant d’un programa lineal. Formalment: 
 
Definició: Un programa canònic és lineal si és de la forma: 35 
1 1
11 1 1 1
1 1
1
max
s.a
, , 0
n n
n n
m mn n m
n
z c x c x
a x a x b
a x a x b
x x
= ⋅ + + ⋅ 
⋅ + + ⋅ ≤ 

⋅ + + ⋅ ≤

≥ 
⋯
⋯
⋮
⋯
…
, o bé  
1 1
11 1 1 1
1 1
1
min
s.a
, , 0
n n
n n
m mn n m
n
z c x c x
a x a x b
a x a x b
x x
= ⋅ + + ⋅

⋅ + + ⋅ ≥ 

⋅ + + ⋅ ≥ 
≥ 
⋯
⋯
⋮
⋯
…
  
amb , ,j ij ic a b ∈R .  
 
Un exemple seria el programa econòmic inicial: 
max 25 30
s.a 6 10 600
9 3 720
, 0
z x y
x y
x y
x y
= + 
+ ≤ 
+ ≤ 
≥ 
. 
En molts casos, els programes lineals canònics s’expressen “matricialment” com: 
max '
s.a
0
z c x
A x b
x
= ⋅ 

⋅ ≤ 

≥ 



, o bé  
min '
s.a
0
z c x
A x b
x
= ⋅

⋅ ≥ 
≥ 



. 
En l’exemple anterior tindríem: 
25
30
c  =  
 
 , 
x
x y
 
=  
 

, 
6 10
9 3
A  =  
 
, 
600
720
b  =  
 

 i  =  
 
 0
0
0
.36 
                                                                 
35 Notem que caldrà considerar sempre les restriccions de signe sobre les variables de decisió. 
36 L’expressió matricial és clau en l’estudi dels programes lineals des d’un punt de vista teòric. 
La matriu A  es coneix amb el nom de matriu tecnològica del programa. 
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2.3.2. Teorema fonamental de la programació lineal. 
 
Aquest teorema ens diu que els òptims finits d’un programa lineal es troben 
sempre en vèrtexs del conjunt factible associat.37  
 
Teorema: En general: 
a. Tot programa lineal amb solució finita té necessàriament un òptim global en 
un dels vèrtexs del conjunt factible associat. 
b. Qualsevol punt del segment format per dos òptims globals finits també és 
un òptim global. 
 
Per exemple, l’òptim del programa lineal anterior: 
max 25 30
s.a 6 10 600
9 3 720
, 0
z x y
x y
x y
x y
= + 
+ ≤ 
+ ≤ 
≥ 
 
es troba en el punt ( )75,15  que és un vèrtex del conjunt factible associat:38 
 
Notem que aquest teorema no es pronuncia sobre l’existència dels òptims finits 
d’un programa lineal; el que fa és dir-nos on es troben en el cas que existeixin. 
Sortosament això no passa amb el següent tipus de programes. 
                                                                 
37 Aquest conjunt factible serà sempre un polígon en el pla, un poliedre en l’espai o un poliedre 
multidimensional (politop) en dimensions superiors a 3. 
38 Fixem-nos que això no passa sempre amb els programes no lineals (veure la plana 28). 
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2.3.3. Programa lineal acotat 
 
Definició: Un programa lineal és acotat si el conjunt factible ho és.39  
 
La importància d’aquest tipus de programes lineals rau en el teorema que diu: 
 
Teorema: Un programa lineal acotat té sempre un òptim global finit en un dels 
vèrtexs del conjunt factible associat. 
 
Exemple: Prova que el programa lineal  
Optimitzar 7 14 5
s.a 3 9,2 8
2 2, 0, 0
z x y
x y x y
x y x y
= + − 

+ ≤ + ≤ 
+ ≥ ≥ ≥ 
 
té un màxim global en el punt ( )3,2  i un mínim global en tot punt del segment 
d’extrems ( ) ( )2,0  i 0,1 . 
SOLUCIÓ: Ja que el conjunt factible B  associat al programa és acotat: 
 
hom dedueix que es tracta d’un programa acotat i que, per la propietat anterior, 
tindrà màxims i mínims finits globals en vèrtexs del conjunt factible B.  Per 
tant, ja que: 
( ) ( ) ( ) ( ) ( )0,1 2,0 9 4,0 23 0,3 37 3,2 44z z z z z= = < = < = < =  
deduïm que el màxim global és el vèrtex ( )3,2 , i que el mínim global és qualsevol 
punt del segment d’extrems ( )0,1  i ( )2,0 . 
                                                                 
39 De fet el conjunt factible d’aquests programes lineals és més que acotat, és compacte. 
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2.3.4. Models econòmics de la programació lineal 
 
2.3.4.1. Model de planificació de la producció 40 
 
Considerem, per exemple, una empresa que fabrica i ven n  productes a partir 
de m  recursos productius de manera que: 
• La quantitat de recurs i-èsim emprada en l’elaboració d’una unitat del bé j-
èsim és constant i igual a 0ija ≥ . 
• La disponibilitat màxima del recurs i-èsim és constant i igual a 0ib ≥ . 
• La utilitat generada per la fabricació d’una unitat del bé j-èsim és constant i 
igual a 0jc ≥ . 
En aquestes condicions, la quantitat jx  que cal fabricar i vendre del producte 
j-èsim per tal d’optimitzar la funció d’utilitat global 1 1 n nz c x c x= + +⋯  s’obté 
com a solució del programa  lineal canònic de màxim: 
1 1
11 1 1 1
1 1
1
max
s.a
, , 0
n n
n n
m mn n m
n
z c x c x
a x a x b
a x a x b
x x
= + +

+ + ≤ 

+ + ≤ 
≥ 
⋯
⋯
⋮
⋯
…
, amb , , 0j ij ic a b ≥ . 
En efecte, en primer lloc cadascuna de les m  restriccions de producció és de 
menor igual ja que les disponibilitats dels m recursos estan limitades i no estem 
obligats a esgotar-les. En segon lloc, la quantitat del recurs i-ésim emprat en 
l’elaboració de jx  unitats del producte j-èsim ha de ser igual a 0ij ja x⋅ ≥ , la 
qual cosa implica que la quantitat total d’aquest recurs emprat en el procés 
productiu sigui de 1 1i in na x a x+ +⋯  unitats. Per tant, ja que la seva disponibilitat 
màxima és de ib  unitats, tenim finalment que 1 1i in n ia x a x b+ + ≤⋯ . 
                                                                 
40 El programa lineal (i) de l’exemple econòmic inicial és un model d’aquest tipus. 
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Exemple: Un empresari fabrica i ven dos productes, P i Q. En la seva producció 
es necessiten ferro, fusta i plàstic. Si les quantitats d’aquests materials que 
formen part d’una unitat de P i Q, amb les seves disponibilitats màximes, venen 
donades per la taula: 
 P Q Disponibilitat 
Ferro 3 kg 6 kg 54 tones 
Fusta 6 kg 4 kg 48 tones 
Plàstic 5 kg 5 kg 50 tones 
 
i si els costos d’administració són de 100000 u.m., determina la producció de P i 
Q que maximitza els beneficis totals sabent que una unitat de P deixa un 
benefici de 22 u.m., i 18 u.m. una de Q. 
SOLUCIÓ: Si x  i y  denoten les unitats de P i Q a fabricar, cal: 
max 22 18 100000
3 6 54000
s.a
6 4 48000
5 5 50000
, 0
z x y
x y
x y
x y
x y
= + −

+ ≤ 
+ ≤ 
+ ≤ 
≥ 
. 
Com que el conjunt factible B  és acotat: 
 
i com que el valor més gran dels beneficis avaluats sobre els vèrtexs és: 
( )4000,6000 96000z =  u.m. 
hom dedueix que cal produir i vendre 4000 unitats de P i 6000 de Q per a 
maximitzar els beneficis que seran de 96000 u.m. 
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2.3.4.2.  Model del transport 
 
Suposem, ara, que tenim m magatzems, fàbriques, etc., amb unes existències 
d’un determinat producte P en les quantitats ≥…1, , 0ms s , i n destinacions, com 
poden ser majoristes, grans superfícies, etc., amb demandes ≥…1, , 0nd d  de P a 
cobrir. Si el cost en u.m. de transportat una unitat de P de l’origen i  a la 
destinació j  és constant i igual a ≥ 0ijc , i si la variable ijx  denota la quantitat a 
transportar de P de l’origen i  a la destinació j, aleshores: 
=
= + +∑ ⋯1 1
1
n
ij ij i i in in
j
c x c x c x  u.m. 
és el cost de transportar P des de l’origen i. Així doncs, el cost total del 
transport serà doncs: 
( ) ( )11 11 1 1 1 1
1 1
m n
ij ij n n m m mn mn
i j
c c x c x c x c x c x
= =
= = + + + + + +∑∑ ⋯ ⋯ ⋯  u.m. 
Per una altra banda, com que les existències del producte P en l’origen i són, 
com a màxim, de is  unitats caldrà tenir present que tot el que hi surt no pot 
superar aquesta quantitat, és a dir, que + + ≤⋯1i in ix x s , i com que, com a 
mínim, s’ha de satisfer la demanda jd  del producte en la destinació j, en altres 
paraules, que + + ≥⋯1j mj jx x d , l’òptim del programa lineal: 
1 1
11 1 1
1
11 1 1
1
min
s.a
0
m n
ij ij
i j
n
m mn m
m
n mn n
ij
c c x
x x s
x x s
x x d
x x d
x
= =

= 

+ + ≤


+ + ≤ 
+ + ≥


+ + ≥ 
≥ 
∑∑
⋯
⋮
⋯
⋯
⋮
⋯
 
minimitza efectivament el cost total del transport. 
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Exemple: Una empresa disposa de dos magatzems, M i N, de dels quals ha de 
subministrar un determinat producte de consum a tres minoristes, A, B i C. Si 
els costos unitaris de transport unitaris, les existències en magatzem així com 
les demandes a cobrir per part dels minoristes venen donades per la taula: 
 
Costos A B C Existències 
M 2 u.m 3 u.m. 5 u.m. 500 u. 
N 3 u.m. 4 u.m. 7 u.m. 700 u. 
Demandes 200 u. 250 u. 200 u.  
 
troba les unitats que cal transportar des de cadascun dels magatzems per tal 
de satisfer les demandes dels minoristes a cost mínim. 
SOLUCIÓ: Per l’anterior, caldrà resoldre el programa: 
min 2 3 5 3 4 7
s.a 500
700
200
250
200
, , , , , 0
MA MB MC NA NB NC
MA MB MC
NA NB NC
MA NA
MB NB
MC NC
MA MB MC NA NB NC
c x x x x x x
x x x
x x x
x x
x x
x x
x x x x x x
= + + + + +

+ + ≤ 
+ + ≤

+ ≥ 
+ ≥ 
+ ≥ 
≥ 
.41 
És evident que aquest programa, pel gran nombre de variables que té, no es pot 
resoldre amb el què hem explicat fins aquí i és per això hem de recórrer a algun 
algorisme informàtic de resolució per a trobar la seva solució que és: 42 
( ) ( ), , , , , 50,250,200,150,0,0MA MB MC NA NB NCx x x x x x =  
amb un cost mínim de transport de: 
2300c =  u.m. 
                                                                 
41 Fixem-nos que el primer subíndex de les variables indica l’origen i el segon la destinació. 
42 Nosaltres hem utilitzat el programa SOLVER del programari EXCEL. 
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2.3.4.3.  Model de la dieta 
 
Suposem que es vol elaborar un cert compost C (químic, farmacèutic, agrícola, 
etc.), en el què han d’aparèixer m  elements 1, , mE E…  constitutius (sals minerals, 
vitamines, fertilitzants, etc.). Suposarem també que aquests elements no estan 
disponibles de forma directa en el mercat però que si es troben en n  productes 
1, , nP P…  de venda al públic. Les hipòtesis “lineals” sobre les quals es sustenta 
aquest model són: 
• La proporció de l’element iE  que entra a formar part d’una unitat del 
producte jP  és constant i igual a 0ija ≥ . 
• La quantitat de l’element iE  present en el compost C  ha de ser, com a 
màxim, de 0ib ≥  unitats i com, a mínim, de 0id ≥  unitats. 
• El cost unitari del producte jP  és constant i igual a 0jc ≥  u.m. 
Si 0jx ≥  denota la quantitat a comprar del producte jP  llavors l’expressió: 
1 1i in na x a x+ +⋯  
representa la quantitat total de l’element iE  en el compost C. Ja que la despesa 
total en els productes 1, , nP P…  és, precisament: 
1 1 n nc c x c x= + +⋯  
l’òptim del programa lineal: 
1 1
11 1 1 1
1 1
11 1 1 1
1 1
1
max
s.a
, , 0
n n
n n
m mn n m
n n
m mn n m
n
c c x c x
a x a x b
a x a x b
a x a x d
a x a x d
x x
= + +

+ + ≤ 


+ + ≤ 

+ + ≥ 


+ + ≥ 
≥ 
⋯
⋯
⋮
⋯
⋯
⋮
⋯
…
 
minimitza el cost del compost C  que satisfà els requeriments anteriors. 
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Exemple: Suposem que cada unitat de tres productes alimentaris, P, Q i R, 
conté proteïnes i hidrats de carboni en les proporcions: 
 
 P Q R 
Proteïnes 15% 18% 6% 
H. de carboni 5% 23% 13% 
 
Si una certa dieta alimentària formada pels tres productes necessita un mínim 
de 13% de proteïnes i 14% d’hidrats de carboni, i si els preus unitaris de mercat 
de P, Q i R són de 40 u.m., 42 u.m. i 39 u.m., calcula les quantitats de P, Q i R 
que, satisfent les restriccions de la dieta, minimitzen el cost de compra. 
SOLUCIÓ: Si ,   i x y z  denoten els % de P, Q i R que formen part de la dieta, i 
si volem que el seu cost sigui el més petit possible, caldrà resoldre el programa: 
Programa
canònic
lineal
equivalent
min 40 42 39
min 40 42 39
s.a 15 18 6 13
s.a 0.15 0.18 0.06 0.13
5 23 13 14
0.05 0.23 0.13 0.14
1
1
1
, , 0
, , 0
c x y z
c x y z
x y z
x y z
x y z
x y z
x y z
x y z
x y z
x y z
x y z
= + +
= + + 
+ + ≥ + + ≥  + + ≥ 
→+ + ≥  
+ + ≥ + + =  − − − ≥ −
≥   ≥ 
.43 
Es pot provar que la solució és:44 
( ) ( ), , 0,3118,0.3494,0.3388x y z =  
amb un valor òptim de: 
 40.36c = . 
Per tant, la dieta òptima conté un 31.18% de P, un 34.94% de Q i un 33.88% de 
R, amb un cost unitari mínim de 40.36 u.m.45 
                                                                 
43 La 3ª restricció del programa inicial ens diu que la dieta està formada només per P, Q i R. 
44 Aquesta solució s’ha obtingut també amb el programa SOLVER. 
45 Al ser les variables instrumentals tants per cent, el valor monetari del cost mínim és un cost 
unitari. 
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2.4. Exercicis 
 
1. Resol gràficament els programes no lineals: 
( ) ( ) ( )
2
2 2
2 2
i. max ii. max 1 iii. min 1 1
    s.a 2    s.a 2 5 10      s.a 3 5 15
1 , 0
, 0 , 0
z x y z y x z x y
x y x y x y
y x x y x y
x y x y
= + = − − = − + − + ≤  + ≤ + ≥  
≤ + ≥  ≥
  ≥ ≥ 
 
2. Prova que el programa: 
 
max 3 4
s.a 4 5 1
, 0
z x y xy
x y
x y
= + −

− ≤ 
≥ 
 
malgrat tenir punts factibles, no té solució finita. 
3. Troba gràficament els òptims dels programes lineals: 
i. max 24 3
   s.a 5 15
3 19
5 1
, 0
z x y
x y
x y
x y
x y
= −

− + ≤ 
+ ≤ 
− ≤ 
≥ 
   
ii. min 0.5 2
    s.a 4 5
4 5
6 6
, 0
z x y
x y
x y
x y
x y
= +

+ ≥ 
+ ≥ 
+ ≥ 
≥ 
  
iii. min 2 3
     s.a 1
2 8
2 10
, 0
z x y
x y
x y
x y
x y
= −

− + ≥ 
+ ≥ 
+ ≥ 
≥ 
. 
4. Una empresa manufacturera fabrica i ven dos productes A i B. En el procés 
de fabricació intervenen dos inputs, I i J, i la taula: 
 A B Disponibilitat 
I 3 unitats 5 unitats 190 unitats 
J 1 unitat 3 unitats 90 unitats 
 
ens mostra les unitats de cadascun d’ells que entren a formar part d’una 
unitat de A i de B, així com les seves disponibilitats. Llavors, si una unitat de 
A triga 6 hores en ser produïda i 2 hores una de B, i es disposa d’un màxim 
de 244 hores de treball, calcula la producció òptima d’aquests dos productes 
si cadascun d’ells deixa un benefici unitari de 20 i 25 u.m.  
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5. Una companyia dedicada a la producció de coure industrial té dues 
refineries, R i T, que reben mineral en brut des de dues mines, M i N. Les 
dades d’oferta diària màxima de les mines, de les capacitats mínimes de 
processament diari de les dues refineries, així com els costos de transport 
per tona de material venen donades per la taula: 
 
Costos R T Oferta 
M 3 u.m. 5 u.m. 400 tones 
N 2 u.m. 9 u.m. 225 tones 
Capacitat 450 tones 100 tones  
 
Amb aquestes dades, troba les tones a transportar diàriament de les mines    
a les refineries per tal de minimitzar el cost del transport.  
6. Un inversor vol constituir una cartera d’inversió en Borsa amb tres títols A, B 
i C, i la següent taula ens mostra els seus rendiments aproximats: 
 A B C 
Rendiment 6.5% 4.5% 9% 
 
Aquest inversor disposa de 120.000€ i un expert li ha aconsellat que no 
inverteixi en A més de la meitat de la inversió total, i en B al menys 40.000€. 
Degut a que les accions de C tenen un risc més gran, li suggereix que la 
inversió en aquest sector no superi els 20.000€. Amb aquestes dades troba 
la distribució òptima de la cartera d’inversió.  
 40
SOLUCIONS: 
1.  
i. El màxim és ( )1,1  amb valor màxim associat 2. 
ii. El màxim és 4 42,
5 25
 
 
 
 amb valor màxim associat 41
25
. 
iii. El mínim és 55 66,
34 34
 
 
 
 amb valor mínim associat 49
34
. 
2. La funció objectiu s’optimitza indefinidament seguint la direcció positiva de 
l’eix d’ordenades. 
3.  
i. El màxim és ( )6,1  amb valor màxim associat 141. 
ii. El mínim és qualsevol punt del segment d’extrems ( )1,1  i 13,2
 
 
 
, amb valor 
mínim associat 2.5. 
iii. El programa no té solució finita. 
4. Cal produir 35 unitats de A i 17 unitats de B, i els beneficis màxims serien 
de 1125 u.m. 
5. Cal transportar diàriament 225 unitats de M a R, 100 unitats de M a T i 225 
unitats de N a T. El cost mínim del transport seria de 1625 u.m. 
6. L’inversor ha d’invertir 60.000€ de la cartera en títols de tipus A, 40.000€ 
en B i 20.000€ en C. Els beneficis òptims de la cartera pugen a 7.500€. 
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BLOC II: Anàlisi dinàmica 
 
3. INTEGRACIÓ DE FUNCIONS REALS D’UNA VARIABLE 
 
3.1. Integral indefinida d’una funció 
 
3.1.1. Primitiva d’una funció 
 
Des d’un punt de vista informal podem dir que integrar una funció real d’una 
variable és el “contrari” de derivar-la.46 Per definició: 
 
Definició: Una primitiva d’una funció fA ⊂ →R R  és una altra funció ( )F x  
tal que la seva derivada és ( )f x , és a dir, que ( ) ( )'F x f x= . 
 
Exemple: Prova que la funció ( ) ( )3 /3 1F x x= +  és una primitiva de ( ) 2f x x= . 
SOLUCIÓ: Evident ja que ( ) ( ) ( ) ( )implica3 2/3 1 'F x x F x x f x= + → = = . 
 
Val a dir que la primitiva d’una funció no és única. En efecte: 
 
Propietat: Si ( ) ( )1 2 i F x F x  són primitives d’una mateixa funció, ha d’existir una 
constant C ∈R  tal que ( ) ( )2 1F x F x C= + . 
 
En el cas anterior, tota primitiva de ( ) 2f x x=  seria del tipus: 
( )
3
3
xF x C= + , amb C ∈R . 
                                                                 
46 Entre les aplicacions més importants de la integral cal destacar el càlcul d’àrees planes 
determinades per funcions. Ho veiem més endavant.   
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3.1.2. Integral indefinida d’una funció, integrals immediates i propietats 
 
La propietat de la plana anterior justifica la definició d’integral indefinida: 
 
Definició: La integral indefinida (integral a partir d’ara) d’una funció real d’una 
variable fA ⊂ →R R  és igual a l’expressió: 47 
( ) ( )f x dx F x C= +∫  
on ( )F x  és la primitiva de ( )f x i C ∈R és una constant.  
 
Exemple: Determina la integral indefinida de la funció ( ) 1 /f x x= , així com la 
primitiva associada que passa pel punt de coordenades ( )1,2 . 
SOLUCIÓ: Ja que la funció ( ) lnF x x=  és una primitiva de ( ) 1 /f x x=  tenim: 
( ) ( )1 lndx f x dx F x C x Cx = = + = +∫ ∫ . 
Ara, donat que:  
( ) ( )implica2 1 2 1 ln1F F C C= → = = + =  
la primitiva que passa pel punt ( )1,2  és ( ) ln 2y F x x= = + . Gràficament:48 
 
                                                                 
47 Aquest simbolisme té a veure amb el concepte d’integral definida. 
48 Des d’un punt de vista geomètric tota integral indefinida és una família de corbes del pla. 
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3.1.2.1. Integrals immediates 
 
Per tal de calcular integrals indefinides és essencial tenir present la següent 
llista de integrals immediates, que són les integrals que s’obtenen directament a 
partir de la pròpia definició: 
 
a. a dx ax C⋅ = +∫ , amb a ∈R  
b. 
1
1
a
a xx dx C
a
+
= +
+∫ , on 1a ≠ −  
c. 1 1 lnx dx dx x C
x
− = = +∫ ∫  
d. 
ln
x
x aa dx C
a
= +∫ , on 0a >  
e. sin cosxdx x C= − +∫  
f. cos sinxdx x C= +∫  
g. ( )22
1 1 tan tan
cos
dx x dx x C
x
= + = +∫ ∫  
 
Malauradament el càlcul d’integrals no admet quelcom de semblant a la regla de 
la cadena i això fa que no totes les funcions elementals tinguin una primitiva 
expressable a partir d’altres funcions elementals.49 Casos així serien: 
sinx dx
x
 
 
 
∫  i 
2xe dx−∫ . 
Així doncs, estem obligats a integrar cada tipus de funció emprant tot un seguit 
de mètodes d’integració específics. De fet, l’objectiu fonamental d’aquest tema 
és estudiar-ne els més senzills.   
                                                                 
49 Una funció elemental és aquella que es pot expressar a partir d’una quantitat finita de 
exponencials, logaritmes, potències, sinus, cosinus, tangents i constants mitjançant la 
composició de funcions, i utilitzant les quatre operacions fonamentals de l’aritmètica. 
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3.1.2.2. Propietats de les integrals indefinides 
 
Caldrà tenir present les següents propietats de les integrals indefinides: 
 
Propietats:  
a. ( ) ( )'f x dx f x C= +∫ . 
b. ( ) ( )( ) ( ) ( )f x g x dx f x dx g x dx+ = +∫ ∫ ∫ .  
c. ( ) ( )f x dx f x dxλ λ⋅ = ⋅∫ ∫ , on λ ∈R . 
d. Integració logarítmica: ( )
( ) ( )
'
ln
f x
dx f x C
f x
= +∫ .50 
 
Exemple: Calcula les integrals indefinides: 51 
( )4 3 2 2
2i. 7 5 ii. iii. iv. tan
1
xdxx x dx x dx xdx
x x
 
− + − 
+ 
∫ ∫ ∫ ∫  
SOLUCIÓ: i) Aplicant les propietats anteriors tenim que: 
( )
5 4
4 3 4 37 5 7 5 7 5 .
5 4
x xx x dx x dx x dx dx x C
 
− + = − + = − + + 
 
∫ ∫ ∫ ∫  
ii) De forma anàloga: 
( )
( )
1/2 11 2 1
22
2
2 2 22 2
2 1 31 / 2 1
x x x xx dx x x dx C C
xx
+ − +
−
    
− = − = − + = + +       − ++    
∫ ∫ . 
iii) Gràcies a la integració logarítmica tenim que: 
( ){ } ( )2 22 222 1 ' 2 2ln 11 1
xdx xdx x x x C
x x
= ⋅ = + = = + +
+ +∫ ∫  
iv) Com en el cas anterior: 
( ){ }sin sintan cos ' sin lncoscos cos
x xxdx dx dx x x x C
x x
−
= = − = = − = − +∫ ∫ ∫ . 
                                                                 
50 De fet aquesta propietat es pot veure com un mètode d’integració específic.  
51 Integrals com aquestes solen rebre el nom d’integrals quasi-immediates ja que s’obtenen al 
generalitzar la taula d’integrals immediates. 
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3.2. Mètodes d’integració 
 
3.2.1.  Integració per parts: diferencial d’una funció en un punt 
 
Recordem que la derivada d’una funció d’una variable en un punt era el límit: 
( )
( ) ( )
0
' lim
h
f x h f x
f x
h→
+ −
= . 
Si ara posem ( ) ( ) ( ) ( ) ( ) i h x f x h f x f x x f x f x= ∆ + − = + ∆ − = ∆  llavors: 
( ) ( ) { } ( )
0
' lim Definició
x
f x df x
f x
x dx∆ →
∆
= = =
∆
. 
Per definició, la diferencial d’una funció derivable fA ⊂ →R R  és igual a la 
expressió: 
( ) ( )'df x f x dx= ⋅ .52 
 
Com a propietat interessant que relaciona els conceptes d’integral indefinida i 
diferencial tenim: 
 
Propietat: Les operacions d’integració i diferenciació són inverses una de l’altra. 
En altres paraules: 
( ) ( )df x f x C= +∫ . 
 
El mètode d’integració per parts es basa en aquest concepte i ens diu que: 
 
Propietat: Si ( ) ( ) i u u x v v x= =  són dues funcions derivables aleshores: 
u dv u v v du⋅ = ⋅ − ⋅∫ ∫ . 
                                                                 
52 Val a dir que la diferencial d’una funció en un punt ens permet aproximar el valor de la funció 
al voltant d’aquest punt a partir de la recta tangent associada. 
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3.2.1.1. Aplicacions del mètode d’integració per parts 
 
a. ( ) xp x e dx±∫ , amb ( )p x  polinomi. 
Aquesta integral es pot resoldre fent ( )u p x=  i xdv e dx±= . 
 
Exemple: Calcula les integrals:  i. xxe dx∫    ii. 
2
x
x dx
e∫ . 
SOLUCIÓ:  
( )
Dif.
Int.
1
i) 
1 .
x x x
x x x
x x x
u x du dx dx
xe dx xe e dx
dv e dx v dv e dx e
xe e C e x C
 = → = ⋅ = 
= = − = 
= → = = =  
= − + = − +
∫ ∫∫ ∫  
( )
( )
Dif.2
2 2
Int.
Dif.
2
Int.
2
2
ii) 2
2
2 1 .
x x x
x x
x x x
x x
x
u x du xdx
x e dx x e xe dx
dv e dx v dv e
u x du dx
x e xe e dx
dv e dx v dv e
e x x C
− − −
− −
− − −
− −
−
 = → = 
= = − + = 
= → = = −  
 = → = 
= = − + − + = 
= → = = −  
= − + + +
∫ ∫∫
∫∫
 
b. ( )lnp x xdx∫ , amb ( )p x  polinomi. 
Aquesta integral es pot resoldre fent lnu x=  i ( )dv p x dx= . 
 
Exemple: Calcula les integrals:  i. lnxdx∫    ii. 2 lnx xdx∫ . 
SOLUCIÓ:  
Dif.
Int.
ln
i) ln ln ln
dxu x du
xxdx x x dx x x x C
dv dx v dv dx x
 
= → = 
= = − = − + 
 = → = = = 
∫ ∫
∫ ∫
Dif. 3 2 3 3
2 2
Int.2 3
lnii) ln ln ln
3 3 3 9/ 3
dxu x du x x x xx xdx x dx x Cx
dv x dx v x
 
= → = 
= = − = − + 
 = → = 
∫ ∫
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c. ( ){ }sin ,cosp x x x dx∫ , amb ( )p x  polinomi. 
Aquesta integral es pot resoldre fent ( )u p x=  i { }sin ,cosdv x x dx= . 
 
Exemple: Calcula les integrals:  i. cosx xdx∫   ii. ( )2 1 sinx xdx+∫ . 
SOLUCIÓ:  
Dif.
Int.i) cos sin sincos sin
sin cos .
u x du dxx xdx x x xdx
dv xdx v x
x x x C
 = → = 
= = − = 
= → =  
= + +
∫ ∫  
( ) ( )
( ) ( )
( ) ( )
Dif.2
2 2
Int.
Dif.
Int.
2
2 2
1 2ii) 1 sin 1 cos 2 cos
sin cos
cos sin
1 cos 2 sin sin
1 cos 2 sin 2cos 1 c
u x du xdxx xdx x x x xdx
dv xdx v x
u x du dx
dv xdx v x
x x x x xdx
x x x x x C x
 = + → = 
+ = = − + + = 
= → = −  
 = → = 
= = 
= → =  
= − + + − =
= − + + + + = −
∫ ∫
∫
os 2 sin .x x x C+ +
 
d. { }sin ,cosxe x x dx±∫ . 
Aquesta integral es pot resoldre fent { }sin ,cosu x x=  i xdv e dx±= . 
 
Exemple: Calcula la integral cosx
x dx
e
 
 
 
∫ . 
SOLUCIÓ: Anomenen cosxI e xdx−= ∫ . Aleshores: 
( )
Dif.
Int.
Dif.
Int.
cos sincos cos sin
sin cos cos sin cos
x x
x xx
x x x
x x
u x du xdxxI dx e x e xdx
dv e dx v ee
u x du xdx e x e x e xdx
dv e dx v e
− −
− −
− − −
− −
 = → = − 
= = = − − = 
= → = −  
 = → = = = − − − + 
= → = −  
∫ ∫
∫
 
Conseqüentment: 
( ) ( )implica
sin cos
cos sin
2
x
x x e x xI e x e x I I C
−
− −
−
= − − − + → = + .53 
                                                                 
53 Fixem-nos en la “circularitat” del procés de resolució d’aquestes integrals.  
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3.2.2.  Integració per substitució o canvi de variable 
 
Aquest altre mètode es basa en el concepte de canvi de variable. En poques 
paraules, introduir un canvi de variable en una integral consisteix, bàsicament, 
en substituir la variable x  per una funció bijectiva54 i derivable ( )tϕ  que depèn 
d’una nova variable t : 
( ) ( )Equivalentment 1x t t tϕ ϕ −= ←→ = . 
Així doncs: 
( ) ( )( ) ( )( ) ( )
( ) ( )( ) ( ) ( )''
'
g t f t tx tf x dx f t t dt g t dt
dx t dt
ϕ ϕϕ
ϕ ϕ
ϕ
= ⋅
 = 
= = ⋅ ⋅ → = 
=  
∫ ∫ ∫ . 
Si aquesta darrera integral es pot resoldre, és a dir, si: 
( ) ( )g t dt G t C= +∫  
arribem, “desfent” el canvi de variable, a que la integral inicial és:  
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( )
1
1 F x G xf x dx g t dt G t K G x K F x Cϕϕ
−=−= = + = + → = +∫ ∫ .55 
 
Exemple: Calcula la integral ( )1x x dx−∫  amb el canvi de variable 1x t− = . 
SOLUCIÓ:  En aquest cas, la funció bijectiva i derivable ( )tϕ  seria: 
( )implica1 1x t x t tϕ− = → = = + . 
Així doncs: 
( )
( ) ( ) ( )
{ } ( ) ( )
1/2 3/2 1/2
5/2 3/2
5/2 3/2
1
1 1 1
1
2 21 1 1 .
5/2 3/2 5 3
x t t
x x dx t tdt t t dt t t dx
dx dt dt
t t C t x x x C
ϕ= = + 
− = = + = + = + = 
= ⋅ = 
= + + = = − = − + − +
∫ ∫ ∫ ∫
 
                                                                 
54 Recordem que les funcions bijectives són les úniques funcions que tenen inversa. 
55 Com podem veure, la funció ( )tϕ  ha de ser bijectiva per a poder desfer el canvi de variable 
amb la funció inversa ( )1 tϕ − . 
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3.3. Integral definida d’una funció 
 
3.3.1. Integral definida d’una funció i propietats 
 
Donada una funció real contínua definida sobre un interval tancat:56 
, fa b  ⊂ →  R R  
amb la “restricció de positivitat”: 
( ) 0f x ≥ , per a tot ,x a b ∈    
resulta doncs que la integral definida de ( )f x  entre els punts a i b : 
( )
b
a
f x dx∫  
ens mesura l’àrea A compresa entre l’eix d’abscisses, la funció i les rectes 
verticals  i x a x b= = .  Gràficament: 
 
Així doncs, posarem: 
( )
b
a
A f x dx= ∫ .57 
Com tindrem ocasió de comprovar, la restricció de positivitat de la funció no és 
imprescindible per a poder calcular àrees determinades d’aquesta manera.  
 
                                                                 
56 Les integrals definides sobre funcions contínues s’anomenen integrals de Cauchy. 
57 La definició formal de integral definida es pot trobar en qualsevol manual de càlcul al ús. 
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3.3.1.1. Propietats de la integral definida 
 
Propietats: En general:  
a. ( ) ( )( ) ( ) ( )
b b b
a a a
f x g x dx f x dx g x dx+ = +∫ ∫ ∫  i ( ) ( )
b b
a a
f x dx f x dxλ λ⋅ = ⋅∫ ∫ . 
b. ( ) 0
a
a
f x dx =∫ . 
c. ( ) ( )
a b
b a
f x dx f x dx= −∫ ∫  
d. ( ) ( ) ( )
b c b
a a c
f x dx f x dx f x dx= +∫ ∫ ∫ , per a tot a c b≤ ≤ . 
e. Per a tot ,x a b ∈   , ( ) ( )
implica0 0
b
a
f x f x dx
≤ ≤   
→   ≥ ≥   
∫ . 
 
D’aquestes propietats es desprèn el fet que si una funció contínua és negativa 
sobre ,a b   , l’àrea A que determina amb l’eix d’abscisses entre x a=  i x b=  
serà igual al valor oposat al de la integral definida. Gràficament: 
 
on: 
( ) ( ) ( )
b b a
a a b
A f x dx f x dx f x dx= = − =∫ ∫ ∫ .58 
 
                                                                 
58 Per tant, i com a mesura de precaució, si volem aplicar la integral definida per a calcular 
àrees caldrà considerar el valor absolut. 
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3.3.2. Funció integral i teorema fonamental del càlcul integral: Regla de Barrow 
 
Val a dir que el procés “geomètric” de càlcul de la integral definida que es 
desprèn de la seva definició formal no és el que es segueix habitualment. En el 
seu lloc s’utilitza una propietat fonamental que relaciona la integral definida 
amb la indefinida i que, per la seva transcendència, veurem aquí amb cert detall.   
 
Definició: La funció integral d’una funció contínua , fa b  ⊂ →  R R  és, per 
definició, la funció: 
( ) ( )
x
b
a
a
F x f t dt= ∫ , amb ,x a b ∈   . 
 
Gràficament, la funció integral seria: 
 
 
 
Teorema:59 Si , fa b  ⊂ →  R R  és contínua, la funció integral ( )baF x  és una 
de les seves primitives. En altres paraules: 
( ) ( ) ( ) ( )'
b
ab
a
dF x
F x f x
dx
= = . 
 
                                                                 
59 Aquest és precisament el teorema fonamental del càlcul integral. 
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3.3.2.1. Regla de Barrow 
 
La regla de Barrow, que surt com a conseqüència directa del teorema anterior, 
ens calcula la integral definida d’una funció contínua sempre i quan tingui 
primitiva.60 En efecte: 
 
Propietat: Si ( )F x  és una primitiva de , fa b  ⊂ →  R R  contínua llavors: 
( ) ( ) ( ) ( )( ]
b
b
a
a
f x dx F b F a F x= − =∫ .61 
 
Exemple: Calcula la integral definida de ( ) cos2 sin
xf x
x
=
−
 entre 
2
π
−  i 
2
π . 
SOLUCIÓ: Com que la integral indefinida de ( )f x  és: 
( ){ } ( )cos cos2 sin ' cos ln 2 sin2 sin 2 sin
xdx xdxx x x C
x x
−
= − = − = − = − − +
− −∫ ∫  
deduïm, aplicant la regla de Barrow, que: 
( )(
2 /2
/2
2
cos ln 2 sin ln 2 sin ln 2 sin ln3.
2 sin 2 2
xdx x
x
π
π
π
π
π π
−
−
       = − − = − − − − − − =        −        
∫  
Al ser ( )f x  positiva només entre /2π−  i /2π , aquesta integral coincideix amb 
l’àrea A  determinada per la funció i l’eix d’abscisses. Gràficament: 
 
                                                                 
60 Malauradament si una funció no té primitiva expressable la regla de Barrow no funciona. 
61 La segona de les igualtats és un simbolisme que s’utilitza amb certa freqüència. 
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3.4. Aplicacions de la integral definida 
 
3.4.1. Aplicacions mètriques: càlcul d’àrees 
 
a. Es tracta de calcular l’àrea A determinada per: 
 
En aquest cas ( ) ( ) ( ) ( )1 2
c b c b
a c a c
A A A f x dx f x dx f x dx f x dx= + = − + = +∫ ∫ ∫ ∫ . 
 
Exemple: Calcula l’àrea A que determina la funció ( ) ( )ln 0.5f x x=  entre 1x = , 
4x =  i l’eix d’abscisses. 
SOLUCIÓ: Ja que la funció és negativa entre 1 i 2, i positiva a partir de 2, 
l’àrea serà igual a: 
2 4
1 2
ln ln
2 2
x xA dx dx   = +   
   
∫ ∫ . 
Així doncs, com que: 
Dif.
Int.
ln
ln ln ln2
2 2 2
x dxu dux x xdx x dx x x Cx
dv dx v x
  
= → =       = = − = − +       
      = → = 
∫ ∫  
deduïm que: 
( ) ( )
2 42 4
1 2 1 2
ln ln ln ln
2 2 2 2
1 42 ln1 2 1 ln 1 4 ln 4 2 ln1 2 3ln2 1.
2 2
x x x xA dx dx x x x x
          
= + = − + − =         
          
   
= ⋅ − − ⋅ − + ⋅ − − ⋅ − = −   
   
∫ ∫
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b. Es tracta de calcular l’àrea A  tancada entre dues funcions: 
 
En aquest cas ( ) ( )( ) ( ) ( )( )
b b
a a
A f x g x dx f x g x dx= − = −∫ ∫ .62 
 
Exemple: Calcula l’àrea tancada per la paràbola 2 1y x= +  i la recta 3x y+ = . 
SOLUCIÓ:  
Aquestes dues funcions es tallen en els punts d’abscissa 2x = −  i 1x =  ja que: 
2
Solució2 21 1 3 2 0 2,1
3
y x x x x x x
x y
= + 
→ + = − → + − = → = −
+ = 
. 
Per tant, l’àrea A que ens demanen serà: 
( ) ( )( )
1
2
2
1 3A x x dx
−
= + − −∫ . 
Així doncs, com que la integral indefinida associada és immediata, podem 
escriure ja directament que: 
( ) ( )( ) ( )
( ) ( ) ( )
11 1 3 2
2 2
2 2 2
3 2
3 2
1 3 2 2
3 2
2 21 1 9 92 1 2 2 .
3 2 3 2 2 2
x xA x x dx x x dx x
− − −
 
= + − − = + − = + − = 
 
 − −   = + − ⋅ − + − − = − =      
∫ ∫
 
 
                                                                 
62 Per precaució, considerarem el valor absolut de la integral definida de la diferència de les 
dues funcions, la qual cosa ens estalvia de saber quina d’elles és la més gran. 
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c. Es tracta de calcular l’àrea A  determinada per dues funcions consecutives: 
 
En aquest cas ( ) ( )1 2
c b
a c
A A A f x dx g x dx= + = +∫ ∫ . 
 
Exemple: Calcula l’àrea que determina amb l’eix d’abscisses la funció: 
( )
1 , 1 0
1
cos , 0
2
x x
xf x
x x π
 +
− ≤ < −= 
 ≤ ≤

 
SOLUCIÓ:  
Com podem veure, es tracta d’una funció positiva que canvia de definició en 0. 
Ja que els únics punts de tall de la funció amb l’eix d’abscisses són 1x = −  i 
/ 2x π=  degut a que ( ) ( )1 / 2 0f f π− = = , l’àrea A serà igual a: 
( )
/2 0 /2
1 1 0
1 cos
1
xA f x dx dx xdx
x
π π
− −
 +
= = + − 
∫ ∫ ∫ . 
Així doncs, com que: 
( )1 21 2ln 11 1
x dx dx x x C
x x
   +
= − + = − − − +   − −   
∫ ∫  i cos sinxdx x C= +∫  
hom dedueix que: 
( )( (
( )( ) ( ) ( )( )( )
( ) ( )
0 /2 0 /2
01
1 0
1 cos 2ln 1 sin
1
0 2ln 1 0 1 2ln 1 1 sin sin0
2
0 1 2ln2 1 0 ln4.
xA dx xdx x x x
x
π
π
π
−
−
 +  = + = − − − + =  − 
 
= − − − − − − − − − + − = 
 
= − − + − =
∫ ∫
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3.4.2. Aplicacions econòmiques 
 
3.4.2.1. Marginalitat econòmica 
 
La primera de les aplicacions econòmiques que considerarem té a veure amb el 
concepte de marginalitat econòmica. Vegem un exemple: 
 
Exemple: Sabent que el cost marginal de producció d’un cert article de consum 
ve donat per la funció ( ) 2 10CMa q q= − , on la variable q denota el nombre 
d’unitats produïdes, que el preu de venda unitari és de 520 u.m. i que es ven tot 
el que es produeix: (i) Determina la funció de costos totals sabent que els 
beneficis de la producció i venda de 10 articles són de 5100 u.m.  (ii) Calcula el 
nivell de producció que maximitza els beneficis totals. 
SOLUCIÓ:  
i) Com que el cost marginal ( )CMa q  és la derivada de la funció de costos totals 
( )CT q  podem escriure que: 
( ) ( )( ) ( ) ( ) ( )implica 2' 2 10 10CMa q CT q CT q CMa q dq q dq q q C= → = = − = − +∫ ∫ . 
Així doncs, la funció de beneficis totals ( )BT q  s’expressarà de la forma: 
( ) ( ) ( ) ( )2 2520 10 530BT q IT q CT q q q q C q q C= − = − − + = − + − . 
Finalment, com que ( )10 5100BT = , hom dedueix que: 
( ) implica25100 10 10 530 10 100BT C C= = − + ⋅ − → =  u.m. 
ii) Ja que: 
( ) Solució0 ' 2 530 265BT q q q= = − + → =  i  ( )'' 2 0BT q = − <  
els beneficis màxims s’obtenen produint i venent 265 articles amb un valor 
monetari òptim de ( )265 70125BT =  u.m. 
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3.4.2.2. Excedent del consumidor i del productor 
 
Una altra aplicació econòmica d’interès consisteix en trobar l’excedent del 
consumidor i/o del productor partir de les funcions d’oferta i de demanda 
associades.63 Vegem un exemple: 
 
Exemple: Si les funcions d’oferta i demanda d’un bé són, respectivament: 
2 1Sp q= +  i 
225Dp q= −   
 (i) Determina el preu d’equilibri del bé, així com la quantitat ofertada i/o 
demandada a aquest preu. (ii) Calcula l’excedent del consumidor i del productor 
associat al preu d’equilibri anterior. 
SOLUCIÓ: i) Ja sabem que el preu d’equilibri ve donat per la igualtat D Sp p= . 
Per tant, la quantitat demandada i ofertada 0q  en aquestes condicions serà de: 
implica Solució2
02 24 0 4SDp p q q q= → + − = → =  unitats.64 
En conseqüència, el preu d’equilibri 0p  serà de ( ) ( )0 4 4 9D Sp p p= = =  u.m. 
ii) En general, els excedents del consumidor Dε  i del productor Sε  al nivell de 
preus 0p  i quantitat demandada (o ofertada) 0q  venen donats per les igualtats: 
0
0 0
0
q
D Dp dq p qε
 
 = −
 
 
∫  i 
0
0 0
0
q
S Sp q p dqε = − ∫ . 
Per tant, en el nostre cas, tindrem: 
( )
0
44 3
2
0 0
0 0 0
25 9 4 25 36 42.6
3
q
D D
qp dq p q q dq qε
     
 = − = − − ⋅ = − − =         
∫ ∫
⌢
 u.m. 
i: 
( ) (
0 4 42
0 0 0
0 0
9 4 2 1 36 16
q
S Sp q p dq q dq q qε = − = ⋅ − + = − + =∫ ∫  u.m. 
                                                                 
63 Especialment quan aquestes funcions no siguin lineals. 
64 L’altra solució de l’equació és negativa i, òbviament, no la considerarem. 
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3.4.2.3. Acumulació d’un bé al llarg del temps 
 
La darrera de les aplicacions econòmiques consisteix, per exemple, en calcular 
el temps que triga en esgotar-se un bé sotmès a una demanda creixent. 
 
Exemple: Se sap que la demanda en tones d’un rar mineral és de la forma 
( ) 6 0.042 10 tD t e ⋅= ⋅ , on t denota els anys transcorreguts des de l’inici de la seva 
explotació. Si les reserves inicials del mineral eren de 20000 milions de tones, 
calcula el temps que trigaran en esgotar-se. 65 
SOLUCIÓ: Suposant que la demanda mundial d’aquest mineral és contínua,66 la 
quantitat total demandada ( )0Q t  fins un cert moment 0t  (“demanda acumulada” 
en 0t ) vindrà donada per la “suma”:
67 
( ) ( )
0
0
0
t
Q t D t dt= ∫  
on 0t =  denota el moment en què s’inicia l’explotació. Sabent que les reserves 
inicials eren de 20000 milions de tones, haurem de calcular el valor de 0t  on la 
demanda acumulada sigui de 102 10⋅  tones, és a dir, ( ) 100 2 10Q t = ⋅ . Per tant: 
( ) ( ) ( )
00 0
0
0.04 6
0.0410 6 0.04 6
0
0 0 0
2 102 10 2 10 2 10 1
0.04 0.04
tt t t
tt eQ t D t dt e dt e
⋅
⋅⋅   ⋅⋅ = = = ⋅ = ⋅ = − 
 
∫ ∫ . 
En conseqüència: 
0
0
0.04
implica implica0.044
0
1 ln40110 401 149.85.
0.04 0.04
t
te e t
⋅
⋅−= → = → = =  
Per tant, el mineral té una “vida útil” de gairebé 150 anys. 
 
                                                                 
65 En aquest cas concret la demanda creix “exponencialment”. Hom diu que una funció creix (o 
decreix) exponencialment si el seu ritme de variació és proporcional, en tot moment, al seu valor 
en aquest moment. Aquest tipus de funcions tornaran a aparèixer en el tema següent. 
66 És a dir, que cal suposar que es demanda mineral en tot moment. Aquesta hipòtesi és 
necessària per a poder resoldre l’exemple a partir del càlcul integral. 
67 Es tracta de la funció integral de la funció demanda ( )D t . 
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3.5. Exercicis 
 
1. Calcula les integrals quasi immediates: 
( )22
2 3 2
44 7i.    ii.    iii.    iv.    v. 
1 2 6 71
x x x dxdx x dxe dx dx
xx x xx
+ −
 
− + − 
∫ ∫ ∫ ∫ ∫  
2. Aplicant el mètode d’integració per parts calcula les integrals: 
( ) ( )2 2 22i. 2    ii. sin    iii. ln    iv. 1 lnx xx x e dx e xdx dx x xdxx
 
+ − + 
 
∫ ∫ ∫ ∫  
3. Aplicant el mètode de substitució (canvi de variable) calcula les integrals: 
( )3 1022 3 2i.    ii.    iii.    iv. 1 7    v. 1 11 2
x
x
x
e dx xdx xdxx e dx x x dx
e xx
−
+ +−
∫ ∫ ∫ ∫ ∫  
4. Calcula les integrals definides: 
( )
24 ln2 0.25
2
2
1 0 0
1 0.5i.    ii.   iii. 1   iv. 
ln 1
e
x
e
x dx dxdx xe dx
x xx x
+
+
−
∫ ∫ ∫ ∫  
5. Calcula l’àrea que determina la funció ( ) ( )2 1 xf x x e= −  amb l’eix d’abscisses 
entre els punts 0x =  i 1x = . 
6. Troba l’àrea que tanquen la hipèrbola 1
2
y
x
=
+
 i la recta  12 5y x+ = . 
7. Donada la funció ( )
1
xf x
x
=
+
 i la recta 2 3 12y x+ = : 
i. Prova que es tallen en el punt ( )3,1.5 . 
ii. Troba l’àrea que determinen amb l’eix d’abscisses entre 0x =  i 4x = . 
8. La funció de costos marginals d’un fabricant de cotxes elèctrics és: 
( ) 0.8 4CMa q q= +  u.m. 
Si actualment la fàbrica produeix 50q =  unitats, quant costaria doblar la 
producció? 
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SOLUCIONS: 
1.  
i. 4 C
x
− +     ii. 
2
2
xe C+  
iii. 5/2 1/22 14
5
x x C  − + 
 
     iv. 
( )ln 1 2
2
x
C
−
− +  
v. ( )3 21 ln 6 713 x x C+ − +  
2.  
i. ( )2 1 xx x e C− − +   ii. ( )
2 2sin cos
5
xe x x
C
−
+  
iii. 2ln 1x C
x
  
+ +  
  
  iv. 
3 3
ln
3 9
x xx x x C
   
+ − + +   
   
 
3.  
i. arctan xe C+    ii. ( )2/328 1 23 x C− − +  
iii. 
3
3
xe C+    iv. ( ) ( )
11
1 7 1 77
6468
x x
C
− +
− +  
v. ( )
3/2 22 2 ln 1
3
x x x x C− + − + +  
4.  
i. 7
4
    ii. ln2 
iii. 33ln2
4
−    iv. 1ln2
2
−  
5. 0.54 3 0.8766e e− − ≅  
6. 7 4ln 0.004
24 3
 
− ≅ 
 
 
7. L’àrea és 41 3.416
12
≅
⌢
 
8. 3200 u.m. 
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EQUACIONS DIFERENCIALS ORDINÀRIES 
 
4.1. Equacions diferencials ordinàries 
 
Les equacions diferencials ordinàries són equacions que ens permeten, per dir-
ho així, “reconstruir” una funció real d’una variable a partir d’algunes de les 
seves derivades.68 Vegem un exemple introductori: 
 
Exemple: El mètode de datació temporal del isòtop radioactiu 14C  del carboni 
es fonamenta en el fet que la proporció d’aquesta substància en tot organisme 
viu es manté constant al llarg de la seva vida i, en morir, disminueix al no haver-
hi reposició. Suposant que en tot moment 0t ≥  després de la mort, la velocitat 
de desintegració del 14C  és proporcional a la seva quantia en t, amb una taxa de 
proporcionalitat de 41.24486 10−− ⋅ , determina la quantitat de 14C  en t. 
SOLUCIÓ: Estimarem la velocitat de desintegració del isòtop 14C  a partir de la 
derivada de la funció ( )14C t  que ens dóna la quantitat de 14C  en t. Per tant: 
( ) ( ) ( )14 4 14' 1.24486 10C t C t−= − ⋅ ⋅ . 
Aquesta equació és una equació diferencial de 1er. ordre en les variables t  i 
( )14C t  que té per solució: 69 
( ) ( ) 414 14 1.24486 100 tC t C e −− ⋅ ⋅=  
on ( )14 0C  és la quantitat de carboni 14C  inicial. Com podem veure, la quantitat 
d’aquest isòtop decreix exponencialment amb el temps ja que: 
( ) ( ) ( ) { }414 14 1.24486 10 14lim 0 lim 0 0 0t
t t
C t C e C e e−− ⋅ ⋅ −∞ −∞
→+∞ →+∞
= ⋅ = ⋅ = = = . 
                                                                 
68 Se’n diuen ordinàries ja que estan relacionades amb funcions reals d’una variable, a diferència 
de les equacions diferencials en derivades parcials  que tenen a veure amb funcions escalars. 
69 Resoldrem aquesta equació diferencial a classe. 
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4.1.1. Equació diferencial ordinària i solucions 
 
Definició: Una equació diferencial ordinària d’ordre 0n >  és una equació 
funcional que depèn de les variables x  i y , on ( )y f x=  és una funció real 
d’una variable derivable, i de les n  primeres derivades successives d’aquesta: 
( )( ), , ', , 0nF x y y y =… .70 
 
Exemple: Comprova que: 
i. 'y y x+ =    ii. ln ' 2 0y y+ =  
iii. '' 2 ' 0y y x+ + =   iv. ''' '' 5 32y xy x− − =  
són equacions diferencials i determina el seu grau.  
SOLUCIÓ: Els exemples (i) i (ii) són equacions diferencials d’ordre 1 (o de 1er. 
ordre) ja que tant sols apareix la primera derivada, i (iii) i (iv) són equacions 
diferencials de 2on. i 3er. ordre respectivament. 
 
El concepte de solució d’una equació diferencial és cabdal. De fet l’objectiu del 
tema consisteix en trobar les solucions de certes equacions diferencials.  
 
Definició: Diem que una solució d’una equació diferencial és una funció derivable 
( )y f x=  que, substituïda en l’equació, la satisfà. Poden donar-se dos tipus: 71 
1. Solució general: És una solució que depèn de tants paràmetres com ens 
indica l’ordre de l’equació diferencial. 
2. Solució particular: És qualsevol solució que s’obté de la general donant valors 
concrets als paràmetres.72 
                                                                 
70 Val a dir que la funció y  és la incògnita de l’equació diferencial. 
71 En certs casos pot haver-hi un tercer tipus de solució, anomenada singular, que és una solució 
que no és ni la general ni cap de les particulars. 
72 Des d’un punt de vista geomètric aquestes solucions s’anomenen corbes integrals. 
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Vegem un exemple: 
 
Exemple: Prova que la funció: 
1xy C e x−= ⋅ + − , amb C paràmetre 
és la solució general de l’equació diferencial: 
'y y x+ =  
i que la recta 1 0y x− + =  n’és una solució particular. 
SOLUCIÓ:  
Com que es tracta d’una equació diferencial de 1er. ordre i la funció que ens 
donen depèn d’un únic paràmetre, cal comprovar tant sols que satisfà l’equació 
diferencial. En efecte: 
( )
( ) ( )Sumant
1
' 1 1
' 1
x
x x
x
y C e x
y y C e C e x x
y C e
−
− −
−
= ⋅ + − 
→ + = − ⋅ + + ⋅ + − =
= − + 
. 
Si fem 0C = , tenim que la funció 1y x= −  és una de les solucions particulars 
ja que: 
01 0 1 1Cx xy C e x y e x x=− −= ⋅ + − → = ⋅ + − = − . 
Gràficament, la solució general ve donada per la família de corbes integrals: 
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4.2. Equacions diferencials de 1er. ordre 
 
Aquestes seran les equacions diferencials que estudiarem en primer lloc, i 
dintre d’aquestes, les més senzilles. Comencem veient com poden venir donades, 
en general, les equacions diferencials de 1er. ordre:  
 
Definició: Una equació diferencial de 1er. ordre és una equació diferencial que 
depèn tant sol de les variables ,   i 'x y y . En general, una equació diferencial 
d’aquest tipus pot venir expressada de tres maneres diferents: 73 
1. En forma implícita: ( ), , ' 0F x y y = . 
2. En forma explícita: ( )' ,y f x y= . 
3. En forma contínua: ( ) ( ), , 0p x y dx q x y dy⋅ + ⋅ = . 
 
Exemple: Troba les tres expressions equivalents de les equacions diferencials 
de 1er. ordre: 
i. ln ' 2 0y y+ =  ii. ' 1y y x= + +  iii. 0y dx x dy⋅ + ⋅ =  
SOLUCIÓ: i) Es tracta d’una equació diferencial de 1er. ordre implícita. Les 
expressions explícita i contínua serien respectivament: 
2' yy e −=  i 2 0ydx e dy− = . 
ii) Aquesta equació diferencial ve donada en forma explícita. Les expressions 
implícita i contínua serien respectivament: 
' 1 0y y x− − − =  i ( )1 0y x dx dy+ + − =  
iii) És una equació diferencial de 1er. ordre contínua. Les expressions implícita i 
explícita serien, respectivament: 
' 0xy y+ =  i ' yy
x
= − . 
                                                                 
73 Val a dir que les tres expressions són equivalents, com queda palès en el següent exemple. 
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4.2.1. Equacions diferencials de variables separades 
 
Definició: Les equacions diferencials de variables separables són de la forma: 
( ) ( ) 0p x dx q y dy+ =  
 amb ( )p x  i ( )q y  funcions reals d’una variable. 
 
Aquestes equacions diferencials es poden resoldre directament sempre i quan 
les funcions ( )p x  i ( )q y admetin primitives. En efecte: 
 
Propietat: Si ( )P x  i ( )Q y  són, respectivament, primitives de ( )p x  i ( )q y , la 
solució general implícita de l’equació diferencial ( ) ( ) 0p x dx q y dy+ =  és: 
( ) ( )P x Q y C+ = , amb C  paràmetre.74 
 
Exemple: Resol l’equació 0xdx ydy+ =  i troba la corba integral pel punt ( )1,1 . 
SOLUCIÓ: És tracta d’una equació de variables separades amb les funcions 
associades ( )p x x=  i ( )q y y= . Com que: 
( )
2
2
xxdx C P x C= + = +∫   i  ( )
2
2
yydy C Q y C= + = +∫  
tenim, com a solució general: 
( ) ( ) ( ) ( )
2 2
22
/2 i /2 Alternativament 2 2 2
2 2
P x x Q y y yxP x Q y C C x y C= =+ = → + = → + = .75 
La corba integral que passa pel punt ( )1,1  serà la circumferència: 
( ) ( ), 1,1 implica implica2 2 2 2 2 22 2 1 1 2 1 2x yx y C C C x y=+ = → = + = → = → + = . 
                                                                 
74 En rigor, la solució general és precisament la variable y que apareix com a argument de la 
funció ( )Q y .  
75 Notem que les solucions particulars (corbes integrals) són les circumferències que tenen per 
centre l’origen de coordenades. 
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4.2.2. Equacions diferencials de variables separables 
 
Definició: Les equacions diferencials de variables separables són de la forma: 
( ) ( ) ( ) ( )1 2 1 2 0p x p y dx q x q y dy⋅ ⋅ + ⋅ ⋅ =  
amb ( ) ( ) ( ) ( )1 2 1 2,  ,   i p x p y q x q y  funcions d’una variable. 
 
Aquestes equacions es poden transformar en equacions diferencials de 
variables separades dividint pel producte ( ) ( )1 2q x p y⋅ : 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
( )
( )
1 2 21
1 2 1 2
1 2
0 0q x p y
q yp xp x p y dx q x q y dy dx dy
q x p y
÷ ⋅   + = → + =       
. 
Un cop feta la divisió, caldrà aplicar el mètode de resolució del cas anterior per 
a obtenir la solució general. Vegem un exemple: 
 
Exemple: Resol l’equació diferencial  0ydx xdy+ = . 
SOLUCIÓ: Es tracta d’una equació diferencial de variables separables amb: 
( ) ( ) ( ) ( )1 2 1 21,  ,   i 1p x p y y q x x q y= = = = . 
Si dividim per ( ) ( )1 2q x p y xy=  s’obtindrà l’equació de variables separades: 
( ) ( )1 / 1 / 0x dx y dy+ = . 
Com que: 
( )1 / lnx dx x C= +∫   i  ( )1 / lny dy y C= +∫  
tenim, com a solució general: 
( ) ( ) ( ) ( )ln  i ln Alternativamentln lnP x x Q y y CP x Q y C x y C xy e= =+ = → + = → = . 
Notem que, en aquest cas, les hipèrboles equilàteres del 1er. i el 3er. quadrant 
són solucions particulars.76 
                                                                 
76 De fet es podria provar que les hipèrboles equilàteres del 2on. i 4rt. quadrants també ho són. 
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4.2.3. Equacions diferencials lineals de 1er. ordre 
 
Definició: Les equacions diferencial lineals de 1er. ordre són de la forma: 
( ) ( )'y p x y q x+ ⋅ =  
amb les funcions ( ) ( ) i p x q x  com a coeficients. A més: 
1. Si ( ) 0q x = , la equació diferencial que en resulta: 
( )' 0y p x y+ ⋅ =  
és l’equació diferencial lineal de 1er. ordre reduïda o homogènia.77 
2. Si ( )p x p=  i ( )q x q=  són constants, l’equació diferencial: 
'y p y q+ ⋅ =   
és l’equació diferencial lineal de 1er. ordre a coeficients constants ,p q ∈R . 
 
Fixem-nos que (1) i (2) es poden veure com a equacions diferencials de variables 
separables. Considerem el següent exemple: 
 
Exemple: Troba la solució general de ( )' 2 / 0y x y− =  i la solució particular que 
passa pel punt ( )1,2 . 
SOLUCIÓ: Aquesta equació diferencial lineal reduïda és “equivalent” a l’equació 
en variables separables (o de variables separades):78 
Solució
generalEquivalentment 222 0 0y dy dxdy dx y C x
x y x
 
− = → − = → = ⋅ 
 
  
Finalment, la solució particular que passa per ( )0,2  és la paràbola: 
( ) ( )
Solució
, 1,2 particularimplica2 2 22 1 0.5 0.5x yy C x C C y x== ⋅ → = ⋅ → = → = . 
                                                                 
77 Per tant, anomenarem completa a l’equació diferencial lineal de 1er. ordre general. 
78 Dos equacions diferencials són equivalents si tenen les mateixes solucions. 
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Per tal de resoldre l’equació diferencial lineal de 1er. ordre completa cal seguir 
els passos que exposem a continuació en el següent exemple:  
 
Exemple: Troba la solució general de l’equació diferencial lineal: 
( )' 2 /y x y x− =  
i la solució particular que passa pel punt ( )1,0 . 
SOLUCIÓ: Ja sabem que la solució general de la reduïda associada és: 
2y C x= ⋅ , amb C  paràmetre. 
Per a resoldre la completa considerarem el canvi de variable: 
y u v= ⋅  
on: 
i.  ( )u u x=  és una solució particular de la reduïda associada. 
ii. ( )v v x=  és una altra funció que caldrà determinar. 
Per tant, si escollim: 79 
( ) 2u x x=  
aleshores:  
2 2u xy u v y x v== ⋅ → = ⋅  
i substituint aquesta funció en la completa tenim: 
( ) ( ) ( )' implica2 2 2 22 2 1' 2 ' 2 ' 'x y y x v x v xv x v xv x v vx x x
   
= − = − ⋅ = + − = → =   
   
. 
Així doncs, la solució general de la completa serà: 
( )
Solució
general 2' ln lndxv v dx x C y u v x x C
x
= ⋅ = = + → = ⋅ = ⋅ +∫ ∫  
Finalment, tenim que pel punt ( )1,0  passa la solució particular o corba integral: 
( ) ( ) ( ) ( )
Solució
, 1,0 particularimplica2 2 2ln 0 1 ln1 0 ln .x yy x x C C C y x x== + → = + → = → = ⋅
 
                                                                 
79 Notem que aquesta funció és la solució particular de la reduïda que s’obté fent 0C = . 
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4.2.4. Equacions diferencials de Bernouilli 
 
Definició: Les equacions diferencials de Bernouilli són de la forma: 
( ) ( )' ay p x y q x y+ ⋅ = ⋅ , amb 0,1a ≠  
i on ( )p x  i ( )q y  són funcions reals. 
 
Aquestes equacions diferencials es poden transformar en lineals a partir d’un 
canvi de variable convenient. El següent exemple ens ho mostra: 
 
Exemple: Resol l’equació diferencial de Bernouilli 1'y y x y −+ = − ⋅ .80 
SOLUCIÓ:  
Per a resoldre aquesta equació caldrà dividir-la primer per 1y −  ( )ay : 
11 2' 'yy y x y y y y x−÷−+ = − ⋅ → ⋅ + = −  
i, a continuació, introduir el canvi de variable 2u y= ( )1 au y −= . Per tant: 
( )implica' 2 ' ' '/ 2u y y y u y= ⋅ → =  
En conseqüència, ens queda l’equació diferencial: 
( )' '/ 2 implica2 '' ' 2 2
2
y u y uy y y x y u x u u x
y
=  
⋅ + = − → ⋅ + = − → + = − 
 
. 
Aquesta equació diferencial “auxiliar” és lineal de 1er. ordre en les variables x  
i ( )u u x= , i té per solució general l’expressió: 
21 2
2
xxu C e −−= + ⋅ . 
Ara, desfent el canvi, s’obté la solució general de l’equació de Bernouilli inicial: 
Solució general implícita2 2 21 2
2
xxu y y C e −−= → = + ⋅ . 
                                                                 
80 En aquest cas tenim que 1a = − . 
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Una aplicació important de l’equació diferencial de Bernouilli és l’anomenada 
“corba logística” que està relacionada amb models de creixement poblacional 
diferents de l’exponencial. Vegem un exemple concret: 
 
Exemple: Si en tot instant 0t ≥ , el ritme de creixement d’una població ( )P t  en 
milers d’individus és de la forma ( ) ( ) ( )2' 3.2 0.02P t P t P t= ⋅ − ⋅ , i si la variable 
temporal ve mesurada en anys: (i) Determina la població al cap de mig any si 
inicialment era de 20000 individus ( )( )0 20P = . (ii) Prova que a la llarga la 
població s’estabilitza al voltant de 160000 individus. 
SOLUCIÓ: i) Fixem-nos que l’equació diferencial de l’enunciat és de Bernouilli a 
coeficients constants i paràmetre 2a = . Es pot provar que la solució particular 
quan ( )0 20P =  és de la forma: 81 
( ) 3.2
160
1 7 t
P t
e −
=
+ ⋅
. 
Així doncs, al cap de mig any ( )0.5t = , la població serà de 66300 individus: 
( ) ( )3.2 0.50.5 160 / 1 7 66.3P e − ⋅= + ⋅ = . 
ii) A la llarga, la població ( )P t  arribaria als 160000 individus ja que: 
( ) 160lim 160
1 7t
P t
e −∞→+∞
= =
+ ⋅
 
Gràficament: 
 
                                                                 
81 Resoldrem aquesta equació diferencial a classe. 
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4.3. Equacions diferencials de 2on. ordre 
 
4.3.1. Equació diferencial lineal de 2on. ordre a coeficients constants 
 
Entre les equacions diferencials d’ordre superior, i degut a les seves aplicacions 
econòmiques, estudiarem tant sol les equacions diferencials lineals de 2on. 
ordre a coeficients i terme independent constants. 
 
Definició: Les equacions diferencials lineals de 2on. ordre a coeficients i terme 
independent constants són de la forma: 
'' 'y a y b y c+ ⋅ + ⋅ = , amb , ,a b c ∈R . 
En el cas que 0c = , tenim l’equació diferencial lineal de 2on. ordre reduïda: 
'' ' 0y a y b y+ ⋅ + ⋅ = .82 
 
Per resoldre aquestes equacions cal, en primera instància, trobar la solució 
general de la reduïda. A tal fi, hem de considerar l’equació característica 
associada a aquesta equació diferencial com és: 
2 0a bλ λ+ ⋅ + = . 
La solució general de la reduïda depèn de les arrels d’aquesta equació: 
 
Propietat: La solució general de l’equació diferencial '' ' 0y a y b y+ ⋅ + ⋅ =  és: 
a. 1 21 2
x xy C e C eλ λ⋅ ⋅= ⋅ + ⋅ , amb 1 2,C C ∈R , si 1 2λ λ≠  són les solucions reals de 
l’equació característica. 
b. ( )1 2 xy C C x e λ ⋅= + ⋅ ⋅ , amb 1 2,C C ∈R , si λ ∈R  és la solució real doble de 
l’equació característica. 83 
                                                                 
82 Per tant, anomenarem completa a l’equació diferencial lineal de 2on. ordre inicial.  
83 No considerarem aquí les solucions complexes. 
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L’exemple que resolem a continuació  ens mostra el procés que cal dur a terme 
per a trobar la solució general d’aquest tipus d’equacions diferencials: 
 
Exemple: Resol l’equació diferencial '' 2 ' 3 11y y y+ + = . 
SOLUCIÓ: Donat que l’equació característica associada té per arrels: 
Arrels2
1 22 3 0 3 i 1λ λ λ λ+ ⋅ − = → = − =  
deduïm, per la propietat anterior, que la solució general de l’equació diferencial 
lineal de 2on. ordre reduïda associada '' 2 ' 3 0y y y+ + =  és: 
1 2 31
1 2 1 2
2
3
1
x x x xy C e C e C e C eλ λ λ
λ
⋅ ⋅ − = − = ⋅ + ⋅ = = ⋅ + ⋅ 
=  
, amb 1 2,C C ∈R   paràmetres. 
Degut a que la solució general de la completa és de la forma: 
r py y y= +  
on: 
i. ry  és la solució general de la reduïda 
ii. py  és una solució particular de la completa 
caldrà tant sols trobar una solució particular py  de l’equació diferencial inicial. 
A tal fi, i tenint en compte que el terme independent és una constant c ∈R , 
considerarem com a solució particular la funció constant: 
py α= , amb α ∈R .
84 
Per tant, com que py α=  ha de satisfer l’equació diferencial inicial, tindrem: 
implica'' '
' ''
1111 2 3 0 2 0 3 3
30
p
p p p
p p
y
y y y
y y
α
α α α
 = 
= + + = = + ⋅ + ⋅ = → = 
= =  
. 
Conseqüentment, la solució general de l’equació diferencial inicial és: 
( )31 2 113
x x
r py y y C e C e
−= + = ⋅ + ⋅ + . 
                                                                 
84 Caldrà trobar el valor numèric d’aquesta constant. 
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4.4. Aplicacions econòmiques 
 
4.4.1. Acumulació instantània d’un capital 
 
L’exemple general que analitzem a continuació respon a un escenari financer on 
l’interès meritat es transforma en capital en cada instant. 
 
Exemple: Suposem que l’increment que experimenta un capital monetari en cada 
interval de temps [ ],t t t+ ∆  és proporcional al capital inicial i a la seva durada:  
( ) ( ) ( ) ( )C t C t t C t i C t t∆ = + ∆ − = ⋅ ⋅ ∆  
on 0i >  és la constant de proporcionalitat i ( )C t  és la quantia del capital en t. 
Prova que ( )C t creix exponencialment a mesura que 0t ≥  augmenta. 
SOLUCIÓ: Si suposem ( )C t  derivable respecte t, tindrem l’equació diferencial: 
( ) ( ) ( )( ) ( ) ( ) ( )implica
0 0
' lim lim ' 0
t t
C tC t i C t i C t C t i C t
t∆ → ∆ →
∆
= = ⋅ = ⋅ → − ⋅ =
∆
. 
amb solució general: 85 
( ) it KC t e += , amb K ∈R  paràmetre. 
Ara, com que per 0t = , tenim ( ) 00 i K KC e e⋅ += = , s’obté finalment que: 
( ) ( )0it K K it itC t e e e C e+= = ⋅ = ⋅ , amb ( )0C  com a capital inicial. 
Gràficament: 
 
                                                                 
85 Resoldrem aquesta equació diferencial a classe. 
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4.4.2. Evolució temporal del preu d’un bé 
 
Veurem tot seguit, amb un exemple concret, com el model lineal de Walras 
estudia l’evolució temporal del preu d’un bé. 
 
Exemple: Si la taxa de variació o ritme de creixement del preu ( )p t  d’un bé en 
tot moment 0t ≥  és igual a ( ) ( ) ( )( )' 0.5p t D t S t= ⋅ − , sent ( ) ( )21 2D t p t= − ⋅  i 
( ) ( )10 3S t p t= ⋅ −  la demanda i oferta associades, determina ( )p t . 
SOLUCIÓ: L’expressió general del preu ( )p t  satisfà l’equació diferencial: 
( ) ( ) ( )( ) ( )' 0.5 12 6p t D t S t p t= ⋅ − = −  
que té per solució general: 
( ) 62 t Cp t e − += + , amb C  paràmetre.86 
Notem que en l’instant inicial 0t = : 
( ) ( ) ( )( )Solució general6 0 6 60 2 2 2 2 0 2C c C t tp e e p t e e p e− ⋅ + − −= + = + → = + ⋅ = + −  
i que, a la llarga, el preu ( )p t  és estable doncs: 
( ) ( )( ) ( )( )lim 2 0 2 2 0 2 0 2
t
p t p e p−∞
→+∞
= + − = + − ⋅ = . 
Val a dir que aquest valor és, precisament, el preu d’equilibri EP  del bé ja que: 
21 2  i 10 3 2D SE E ED P S P P
== − ⋅ = ⋅ − → = . 
Gràficament: 
 
                                                                 
86 Resoldrem aquesta equació diferencial a classe. 
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 4.4.3. El model de creixement de Solow 87 
 
El model de Solow relaciona, sota certes hipòtesis, la producció Q  (output) amb 
els factors capital K  i treball L  (inputs) de manera que: 
• L’output és una funció homogènia lineal dels inputs: ( ),Q f K L= . 
• Una proporció 0 1s< <  de l’output és estalviada i invertida: dK s Q
dt
= ⋅ . 
• L’input del treball creix a una tassa constant 0λ >  en la forma: dL L
dt
λ= ⋅ . 
L’equació diferencial de Solow, que s’obté de les hipòtesis anteriors, estudia la 
relació entre el capital i el treball /k K L=  i és de la forma: 
( ) { } ( ) ( )
Equació
diferencial,1 Definició ' dkf k k k s k k
dt
φ φ λ= = → = = ⋅ − ⋅ . 
 
Exemple: Troba i resol l’equació diferencial anterior suposant que la funció de 
producció és de tipus Cobb-Douglas 2/3 1/3Q K L= , la tassa d’estalvi anual és del 
30%  i la tassa de creixement de la força de treball és del 6% anual. 
SOLUCIÓ: En aquest cas concret l’equació diferencial del model de Solow és: 
( ) ( ) 2/3 1/3 2/3
implica 2/3
,1 1
30% 0.3 ' 0.3 0.06
6% 0.06
k f k k k
s k k k
φ
λ
= = ⋅ =

= = → = ⋅ − ⋅
= = 
. 
Es tracta d’una equació diferencial de Bernouilli amb solució general:88 
( ) ( )( )
30.025 50 C tk k t e −= = + ⋅ , amb C ∈R  paràmetre. 
Notem que la relació “capital per treballador” /k K L=  és estable a la llarga: 
( ) ( )( ) ( )
3 30.02 3lim lim 5 50 5 50 5 125C t
t t
k t e e− −∞
→+∞ →+∞
= + ⋅ = + ⋅ = = . 
                                                                 
87 Per a més informació sobre aquest model i el següent veure Chiang, A. C.; Wainwright, K 
(2006) Métodos fundamentales de economía matemática (4ª ed). Mc-Graw-Hill. 
88 Resoldrem aquesta equació diferencial a classe. 
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4.4.4. La corba de Phillips: relació entre l’atur i la inflació  
 
Aquest model relaciona en el temps la taxa real d’inflació ( )p , la taxa d’inflació 
esperada ( )π  i la taxa d’atur ( )U , tenint en compte la productivitat del treball 
( )T  i la taxa de creixement del capital nominal ( )m  segons les equacions: 89 
• “Expectatives augmentades”: p T U hα β π= − − + , amb , 0α β >  i 0 1h< ≤ .   
• “Expectatives adaptatives”: ( )' d j pdt
π
π π= = − , amb 0 1j< ≤ . 
• “Política monetària”: ( )' dUU k m pdt= = − − , amb 0 1k< ≤ . 
Aquestes relacions donen lloc a l’equació diferencial lineal de 2on. ordre: 
( )( ) ( )'' 1 'k j h j k j kmπ β π β π β+ + − ⋅ + ⋅ =  
que ens permet determinar les trajectòries temporals de ( )tπ , ( )p t  i ( )U t . 
 
Exemple: Donat el model de Phillips amb equacions: 
1 2
4
p U π= − + , ( )1' 2 pπ π= −  i ( )'U m p= − −  
troba les taxes esperada i real d’inflació ( )tπ  i ( )p t , i la taxa d’atur ( )U t . 
SOLUCIÓ: En aquest cas tenim 0.25α = , 0T = , 2β = , 1h = , 0.5j =  i 1k = . 
Així doncs, l’equació diferencial que modela el comportament de ( )tπ  serà: 
'' 2 ' 1 mπ π π+ ⋅ + ⋅ = . 
Es tracta d’una equació diferencial lineal de segon ordre amb solució general:90 
( ) ( )1 2 tt C C t e mπ −= + ⋅ ⋅ + , amb 1 2,C C ∈R  paràmetres. 
A partir de ( )tπ , i aplicant les hipòtesis inicials, s’obté finalment: 
( ) ( )( )2 12 tp t C t C e m−= − − ⋅ +  i ( ) ( )( )1 2 1 0.125tU t C C t e −= + − ⋅ + . 
                                                                 
89 T i m  es consideren constants. 
90 Resoldrem aquesta equació diferencial a classe. 
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4.5. Exercicis 
 
1. Prova que 1 2
x xy C e C e −= ⋅ + ⋅ , amb 1 2,C C ∈R  constants, és una solució de 
l’equació diferencial ''' ' 0y y− = . Es tracta de la solució general? Raona la 
resposta.  
2. Troba la solució general de les equacions diferencials: 
( )
( )
( )
( )
2 2
2
2
i. ' v. 2 ix. ' 1 / ln
ii. ln ' vi. ' 5 x. ' 4 / 2
iii. 1 0 vii. ' xi. '' 0.3 ' 0
3
iv. 1 0 viii. ' 6 0 xii. '' 3 ' 1 0
y x x
x
y e xdx ye dy y x y x
y y y x y x y x y y
yxdx y dy y x y y
x
xdy y dx y y e y y y
− −= = + =
= + = − =
+ + = = − + + =
+ + = + + = − + + =
 
3. Troba la solució particular de l’equació diferencial '' ' 0.25 0y y y+ + =  tal que 
( )0 0y =  i ( ) 0.51y e −= . 
4. Demostra que si el cost marginal de produir q unitats és igual al cost medi, i 
si el cost de 10 unitats és 104 u.m., llavors aquest cost és ( ) 10.4C q q= ⋅ . 
5. Isaac Newton va establir en el segle XVII que la variació instantània de la 
temperatura T d’un objecte és proporcional a la diferència de temperatura 
entre l’objecte i el medi. Si considerem la temperatura del medi constant 0T : 
i.  Resol l’equació diferencial que ens dóna la temperatura T de l’objecte en 
funció de 0T  i de la constant de proporcionalitat k ∈R . 
ii. La policia descobreix el cos sense vida del professor de matemàtiques en 
el seu despatx. El punt clau per a resoldre el suposat crim és el moment 
exacte en què es va produir. El forense arriba cap al migdia, pren la 
temperatura del cos que és de 35°  i una hora més tard comprova que ha 
baixat a 34° . Sabent que la temperatura del despatx s’ha mantingut 
constant i igual a 21° , i que la víctima tenia en vida una temperatura 
mitjana de 37° , dedueix en quin moment es va produir la seva mort. 
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SOLUCIONS: 
1. Es tracta d’una solució particular. 
2.  
i. 1ln xy e C−
 
=  
+ 
 
ii. 1lny
C x
 
=  − 
 
iii. 
( )3 21
3 2
y x C
+
+ =  
iv. 1 1
ln
y
x C
= −
−
 
v. ( )2 1xy e x C= − +  
vi. 
3
35
x C
y e
 
 − +
 
 = +  
vii. 
2
1/33
7
xy C x −= + ⋅  
viii. 6
7
x
xey C e −= + ⋅  
ix. 1ln
2 2
x Cy x
x
 
= − + 
 
 
x. ( )22 1y x Cx= −  
xi. 0.31 2
xy C C e −= + ⋅  
xii. 
3 5
2
3 5
2
1 2 1
xx
y C e C e
 − 
 
 
 +
 
 
 = + −  
3. 0.5xy xe −=  
4.  
5.  
i. La solució general és la funció 0
kt CT T e += + , on 0t ≥  denota les hores 
transcorregudes des del moment del crim. 
ii. El suposat crim es va produir aproximadament a les 10:06 del matí. 
 79
BIBLIOGRAFIA 
 
i. ADILLÓN, R.; JORBA, L. (1995) Lecciones de matemáticas para 
economistas. Barcelona: Gráficas Rey. 
ii. ALEGRE, P. et al. (1995) Matemáticas empresariales. Madrid: AC. 
iii. BALBAS, A.; GIL, J. (1987) Programación matemática. Madrid: AC. 
iv. BORRELL, J. (1982) Métodos matemáticos para la economía I y II. Madrid: 
Pirámide. 
v. CHIANG, A. C.; WAINWRIGHT, K. (2006) Métodos fundamentales de 
economia matemática (4ª ed). Madrid: McGraw-Hill. 
vi. COSTA, E. (1991) Problemas y cuestiones de matemáticas para economistas. 
Madrid: Pirámide. 
vii. DEMIDOVICH, B. (1998) Problemas y ejercicios de análisis matemático. 
Barcelona: Paraninfo. 
viii. FORT, J. M. et al. (1995) Cuestiones resueltas de matemática económica y 
financiera. Barcelona: PPU. 
ix. SYDSAETER, K.; HAMMOND, P. J. (1996) Matemáticas para el anàlisis 
económico. Madrid: Prentice Hall. 
 
 80
GLOSSARI 
 
Conjunt i punt factible, 6, 25 
Constants de restricció, 5, 24 
Corba integral, 62 
Creixement exponencial, 58  
Diferencial d’una funció, 45 
Equació característica, 71  
Equació diferencial ordinària, 62  
     “ de 1er. ordre, 64 
     “ de Bernouilli, 69 
     “ de variables separables, 66  
     “ de variables separades, 65  
     “ lineal de 1er. ordre, 67 
     “ lineal de 2on. ordre, 71 
Funció escalar   
     “ de classe 2C , 12 
     “ de Lagrange, 11 
     “ elemental, 43 
     “ integral,  51 
     “ objectiu, 5,24 
     “ de restricció, 5, 24 
Integral 
     “ definida, 49 
     “ immediata, 43 
     “ indefinida, 42 
     “ quasi immediata, 44  
     “ de tipus logarítmic, 44 
 
Matriu hessiana restringida, 14 
Models de la programació lineal, 32 
Multiplicador de Lagrange, 11 
Òptim d’un programa, 7, 26 
Optimització lliure, 11 
Preus ombra, 17 
Primitiva d’una funció, 41 
Programa, 5, 24 
     “ factible i infactible, 25 
     “ lineal, 29 
     “     “ acotat, 31  
     “ canònic, 24 
Programes equivalents, 24  
Punt crític d’un programa, 12 
Regla de Barrow, 52 
Restricció de signe, de positivitat, 5 
     “ saturada, 28 
Solució d’una equació diferencial, 62 
     “ infinita d’un programa, 26 
Valor òptim d’un programa, 7, 26 
Variables instrumentals, 5, 24 
Vèrtex del conjunt factible, 25 
