The noise level of a high-throughput screening (HTS) experiment depends on various factors such as the quality and robustness of the assay itself and the quality of the robotic platform. Screening of compound mixtures is noisier than screening single compounds per well. A classification model based on naïve Bayes (NB) may be used to enrich such data. The authors studied the ability of the NB classifier to prioritize noisy primary HTS data of compound mixtures (5 compounds/well) in 4 campaigns in which the percentage of noise presumed to be inactive compounds ranged between 81% and 91%. The top 10% of the compounds suggested by the classifier captured between 26% and 45% of the active compounds. These results are reasonable and useful, considering the poor quality of the training set and the short computing time that is needed to build and deploy the classifier. (Journal of Biomolecular Screening 2004:32-36) 
INTRODUCTION

N
AÏVE BAYES (NB) IS A SIMPLE CLASSIFICATION method based on the Bayes rule for conditional probability. 1 Bayes rule states that the probability of event A, given that event B has occurred, P(A|B), is the following:
where P(A) and P(B) denote the probabilities of events A and B, respectively. NB may be used in high-throughput screening (HTS) data analysis as a classifier between "active" and "inactive" compounds, guided by the frequency of occurrence of various molecular descriptors, 2 D, as shown in the following equation:
NB classification relies on 2 basic assumptions. First, the descriptors in the training samples are equally important. Second, the method "naïvely" (hence "naïve" Bayes) assumes independence of the descriptors from each other. 3 Therefore, their combined probability is obtained by multiplying the individual probabilities, so In practice, these assumptions are often violated, and full independence is rarely observed. Studies on HTS data show, however, that NB is very robust to violations of these assumptions. 4 NB is also known to be tolerant toward noise. 4 Indeed, HTS data might be extremely noisy when screening in mixtures. 5 In our case, the compound collection was screened in mixtures of 5 compounds/ well. Given that a compound is active, the mixture that contains this compound is likely to give a signal. The probability that any of the remaining 4 compounds in the same well will also be active is remote because the hit rate in an HTS campaign is low (ca. 0.1%). To pinpoint which of the 5 compounds is the active one, each of the compounds is retested as 1 compound/well. In this article, we refer to the remaining 4 compounds as "noise presumed to be inactive compounds." Assessment of NB noise tolerance when the HTS data are extremely noisy is therefore highly desirable. The scientific literature contains empirical evaluation of various ensemble methods. 6 However, the tolerance of NB toward noise in HTS data is unclear because the performance of NB is determined by how well its underlying assumptions describe the activity of the compounds in a given HTS campaign. Here we studied the ability of NB to enrich compound-mixtures data in 4 HTS campaigns. We also tested the accuracy of an NB classifier in mining other compound collections for additional "active" compounds in which the classifier was based on a data set, with an increasing amount of noise presumed to be inactive compounds (up to 99% of the training set).
METHODS
We used the extended-connectivity fingerprints (ECFPs) implementation in Pipeline Pilot 2 in all the test cases in this study. The ECFPs are a new class of fingerprints for molecular characterization, developed by the Sci-Tegic group, 7 that rely on the Morgan algorithm. 8 Fingerprints normally present the molecule as a collection of substructures such as functional groups. In contrast, the ECFPs features correspond to the presence of an exact structure with limited specified attachment points. To generate the fingerprints, the program assigns an initial code to each atom. Then, each atom code is updated in an iterative manner to reflect the codes of each atom's neighbors. When the desired neighborhood size is reached, the process is complete, and the set of all features is returned as the fingerprint. ECFPs can represent a much larger set of features than many fingerprints and contain a significant number of different structural units that are crucial for the molecular comparison among the compounds. To accommodate this amount of information, a hashing scheme into a space of 2 32 feature codes is used.
The Bayesian models were generated and deployed using Pipeline Pilot, in which each bin contains the number of occurrences of a given hashed fingerprint bit. The normalized probability was then calculated to provide a final contribution of the feature to the total relative estimate.
RESULTS
Can the NB classifier prioritize primary data of compound mixtures?
Advances in combinatorial and parallel chemistries, robotics, and miniaturization enable screening of large compound collections at an increasing rate. With the soaring costs of a typical screen, devising time-efficient and cost-effective strategies is highly desirable. By prioritizing the primary data, one can avoid picking "false positives" and pinpoint "false negatives," hence reducing the overall cost of the screen and increasing its yield.
We conducted a retrospective study on 4 in-house HTS campaigns. For each drug target, roughly 300,000 compounds were screened in mixtures of 5 compounds/well. The compounds were randomly assigned to these mixtures. Issues such as intermolecular chemical reactivity, cell toxicity, similarity, diversity, and redundancy were disregarded. The number of "hits" in the primary screen ranged significantly between 811 and 2792 (Table 1) . It should be noted that few of the wells had fewer than 5 compounds (but more than 1). The Z' factors for these screens ranged between 0.55 in screen III and 0.87 in screen IV. All the primary "hits" were deconvoluted; the compounds in the active wells were then screened again ("cherry-picked" for secondary screening) as 1 compound/well. The percentage of noise presumed to be inactive compounds ranged between 81% and 91% among the 4 campaigns (Table 1) . We defined all the compounds in the active wells from the primary screen (including the noise presumed to be inactive compounds) as "active." These active compounds and an additional number of "inactive" compounds, which ranged between 124,133 and 189,910, were used to construct a Bayesian model for an active compound for each of the campaigns. The Bayesian model was then employed to prioritize the compounds from the primary screen for each of the 4 campaigns. The results were compared to the secondary screen (1 compound/well) in terms of enrichment and receiver operating characteristic (ROC) curves. 9 An enrichment curve attempts to answer whether testing compounds in a particular order is beneficial. To generate such a plot, the Bayesian classifier was used to order the samples. The curve is a cumulative count of the number of active compounds found when testing the compounds in such order. Enrichment and ROC curves are closely related. ROC plots are a robust method for understanding the utility of a model or score in classifying data samples. A ROC curve describes the trade-off between sensitivity and specificity. Sensitivity is defined as the ability of the model to avoid "false negatives," whereas specificity is the ability to avoid "false positives." An ideally sensitive classifier would have an area under the curve of 1, whereas a random classifier would have a value of 0.5. Roughly, an area from 0.7 to 0.8 is considered reasonable, 0.8 to 0.9 is good, and 0.9 to 1 is excellent. In 3 of 4 cases, the quality of the model was reasonable. The area below the ROC curve was higher than 0.75. In terms of enrichment, the top 10% compounds suggested by the Bayesian model captured between 26% and 45% (Table 1 ) of the confirmed "hits."
Can an NB classifier based on extremely noisy data be used to identify additional compounds that were not tested in the campaign?
Screening of external compound collections is routine in the drug discovery process. Prioritizing these compound collections at an early stage is therefore desirable. The ability of an NB classifier to prioritize primary data of compound mixtures implies success in mining and prioritizing other compound collections, even if the training of the classifier is based on a highly noisy primary data.
Our strategy involved leaving the NB algorithm unmodified and altering the training examples to introduce factors believed to be important-in this case, increasing the amount of noise presumed to be inactive compounds. Two HTS experiments were studied. In the first one, around 300,000 compounds were tested for their inhibitory activity. These compounds were purchased from external vendors based on their drug likeness 10 and chemical diversity. Other compounds were selected from in-house lead optimization projects. In the primary screening, compounds were tested as 1 compound/well at a concentration of 10 µM. Compounds at -49% change were considered hits and were tested again at 10 µM. The Z' factor for this screen was 0.84. The percent change is the difference between the signal of the sample well and the median of the signals obtained from the blank wells on the same plate, divided by the difference between the median signal of the control wells (wells with the target protein but without the test compound) and the median signal of the blank wells that are located on the same plate. From these, 242 validated hits were identified with IC 50 values ranging between 0.02 and 23.3 µM. The 242 compounds were divided at random into 2 equal-sized groups of 121. We generated a Bayesian model based on 121 "actives" from the first group and 12,100 "inactive" compounds picked at random from the experiment.
We then tested the ability of the Bayesian model to pinpoint the other 121 actives, in which an additional 84,416 inactive compounds (that were not used for the training) were added as "decoys." We studied the enrichment in terms of percent actives captured in the first 1% (845 compounds). We focused on the first 1% because it is not practical to retest ("cherry-pick") tens of thousands of compounds. Instead, the aim of the Bayesian model here was to identify a small number of active compounds inside a large compound collection.
We then started generating noise at increasing amounts for up to 99% of the training compounds. The noise was created by picking at random inactive compounds from the training set and labeling them as active. New Bayesian models were then created from these increasingly noisy data. Each Bayesian model was evaluated on the same test set. The enrichment values when using Bayesian models, based on an increasing amount of noise, are shown in Figure 1a . The training set without any noise yielded the best Bayesian model (25% of the actives captured in the first 1% of the compounds). Strikingly, the precision of the Bayesian model was preserved, although increasing levels of noise were introduced (up to 80%). In a value of 70% noise, the model was nearly as good as the one created without any noise (identification of 20% of the actives vs. 25%).
The second HTS experiment was an agonist assay in which the same compound collection was screened. In the primary screening, compounds were tested as 1 compound/well at a concentration of 10 µM. Compounds at 10% change or greater (10% to 90% agonism) were considered hits and were tested again in duplicates at 10 µM. The Z' factor for this screen was 0.80. From these, 170 validated hits were identified with EC 50 values ranging between 0.2 and 69.9 µM. The 170 validated hits were divided at random into 2 equal-sized groups of 85 compounds. We generated a Bayesian model from 85 actives in the first group and 8500 inactive compounds picked at random from the experiment. We then used the model in attempt to identify the second half of the 85 actives in which an additional 100,000 inactive compounds (that were not part of the training set) were used as decoys. Again, we studied the enrichment in the first 1% (1002 compounds) when using Bayesian models based on an increasing amount of noise. The results are depicted in Figure 1b . The noise-free training set yielded the Bayesian model with the highest precision (25% enrichment). Unlike the previous case (the antagonist assay), the accuracy of the Bayesian model decayed with the increasing amount of noise, and at 40%, it was ineffective. To get an insight into the difference between the 2 experiments, we derived a similarity matrix between the training and test sets for each of the 2 HTS campaigns. The feature set was the same as that used for the classifier (ECFPs). Figure 2a shows the number of active compounds at increasing similarity levels, divided by the number of cells in the similarity matrix (i.e., percent similar compounds). The data are displayed in this "normalized" manner because the number of compounds used for the training and test sets was different between the 2 HTS campaigns (85 vs. 121). Figure 2b depicts the similarity between the active compounds used for the training and the inactive compounds that were used as decoys, divided by the number of cells in the similarity matrix. Figure  2c shows the similarity between the compounds used for the training set and themselves. The compounds on the diagonal (duplicates) were not included in the matrix. In the antagonist assay, the compounds used for training are more similar to the test set. However, they are also more similar to the decoy set. In both cases, there is some structural redundancy between the training sets and themselves, indicated by the percentage of compounds with a high value of the Tanimoto coefficient. The differences in the intercompound similarity distributions in Figure 2a indicate that the compounds in the training and test sets had a higher degree of similarity in the antagonist assay. This may account for the differences in sensitivity to noise.
DISCUSSION
One way of reducing the high costs and increasing the throughput of an HTS campaign is to use mixtures in which 2 or more compounds are present in the same well. In the case of 5 compounds/well, the primary screening is 5 times faster. The compound management and plate supply is more efficient, and fewer reagents are needed. When screening in mixtures of 5 compounds/ well, around 80% of the compounds identified in the primary screening are noise that is presumed to be inactive. In practice, the amount of noise is higher than 80%, and in 2 of 4 experiments, it was around 90%, although the final percentage of DMSO in each of the 4 screens was the same. This may be due to various experimental artifacts such as cell toxicity or perhaps chemical reaction, which might occur between compounds in the same mixture. Indeed, mixtures design 11 may be one way to improve the quality of the experiment. The significant amount of noise poses a serious problem when one needs to build a mathematical model based on the primary data. We have shown that an NB classifier can be used to prioritize such data. The results were still reasonable, even when the amount of noise was around 90%. The area under the ROC curve and the enrichment curves show that the model tends to be more accurate as the amount of noise is lower; the predictions for 81% and 87% noise are significantly better than the cases of 90% and 91% noise.
An NB classifier is a more attractive avenue than deriving an interwell similarity matrix and prioritizing the compounds in a decreasing Tanimoto coefficient. 5 The number of compounds that can be included in the similarity matrix is a prohibiting factor in terms of computing time. Using NB is a more efficient approach 
because the computing time grows linearly and enables the prioritization of large compound collections (1 million and more) within minutes on a desktop PC. ECFPs represent a much larger and sparse set of features than what is common for other fingerprints. The virtual size of the fingerprint is 4 billion (4,000,000,000) different features. In practice, only a small subset of those features is present for a given molecule. The usage of ECFPs resulted in a large number of bins when using the NB (order of thousands). With a diverse compound collection such as in this study, the noise is presented by descriptors with a low frequency, and therefore the signal-to-noise proportion is amplified. This may explain the tolerance of NB that was demonstrated in this work.
We believe that the similarities between the training sets and themselves (Fig. 2c) were enough to yield significant frequencies of descriptors that encoded for true active compounds. A similarity analysis cannot always foresee the NB classifier's degree of tolerance. The precision of the Bayesian model was preserved in the first case (Fig. 1a) , unlike the second one (Fig. 1b) , in which it decayed rapidly. Only retrospectively, once all the "actives" were known, the higher degree of similarity between the training and test sets for the antagonist assay (Fig. 2a) rationalized the results. Identification of additional compounds from external compound collections may be more difficult than prioritization of primary screening data. In the latter case, the model is constructed and employed on the same compounds. In the former, the model is used to prioritize new compounds. The success of the classifier therefore depends not only on the amount of noise in the training set but also on the degree of similarity between the training set and the new compound collection, as indicated by the results in Figure 1b .
A compound is considered active in the primary screen when its activity lies at or beyond the set threshold. Assigning this threshold, however, is not straightforward. 12 The primary screen measures efficacy, usually in terms of percent inhibition, and not potency (IC 50 or EC 50 values). One would like, however, to capture the maximal number of potent compounds based on the primary data. One way of achieving this goal is cherry-picking additional compounds based on a Bayesian model. Such a mathematical model needs to balance between the amounts of noise it can handle without losing its precision. Regrettably, a priori assessment of NB noise tolerance is a challenging task because such a problem in machine learning is inherently empirical. Nevertheless, we showed that NB can be used as a classifier in most of the test cases in this work, even when significant noise was introduced. It also can be argued that the best approach to enrich "noisy HTS data" is not post facto application of statistical methods but up-front screen quality improvement and switching to a single compound per well.
