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Resumo
Nos estudos estatísticos, as variáveis podem ser classiﬁcadas como quantitativas ou
qualitativas. Uma variável pode ser uma quantidade, como o número diário de assaltos
numa cidade ou o rendimento (variável quantitativa), ou um atributo, como a cor da
pele ou o grau de preferência (variável qualitativa). O segundo tipo assume categorias,
modalidades ou níveis. No caso de não existir uma ordem das categorias, estamos
perante uma variável nominal; caso contrário, se existir uma ordenação, a variável
diz-se ordinal. A escala ordinal desta é uma escala de ordenação, designando uma
posição relativa das categorias segundo uma determinada direção. A natureza deste
tipo de variáveis levanta problemas especíﬁcos, nomeadamente a inexistência de um
zero absoluto (categoria que indique ausência do atributo), o facto de se desconhecer
a distância entre as diferentes categorias, a determinação do número e a deﬁnição das
categorias e o risco de interpretações diversas sobre o signiﬁcado destas.
As escalas ordinais são muito utilizadas numa grande variedade de domínios, como
as Ciências Sociais, a Medicina, a Engenharia, a Economia, a Psicologia ou o Marketing.
Destaca-se em particular o seu interesse na realização e análise de inquéritos.
As caraterísticas destas variáveis têm portanto de ser tidas em conta no tratamento
de dados, não devendo ser utilizadas as técnicas desenvolvidas para dados quantitativos.
Tendo em vista a comparação dos resultados produzidos por diferentes métodos de aná-
lise multivariada propostos especiﬁcamente para este tipo de variáveis, são consideradas
três formas principais de abordagem: técnicas de quantiﬁcação de categorias que permi-
tem dispor de dados quantitativos para a realização de uma Análise em Componentes
Principais (ACP) Linear; uma ACP Linear com recurso ao coeﬁciente de correlação de
Spearman (apropriado para dados ordinais); uma Análise em Componentes Principais
Categórica (CATPCA), que procede ela própria à quantiﬁcação ótima das categorias e
em simultâneo realiza uma ACP; uma Análise das Correspondências (AC) com Duplica-
ção de Variáveis adequada para este tipo de dados; uma Análise das Correspondências
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Múltiplas (ACM), que constitui uma generalização da Análise das Correspondências
Simples.
Os diferentes métodos são aplicados a dois conjuntos de dados resultantes de inqué-
ritos de opinião, constituídos por variáveis qualitativas ordinais, analisando-se e compa-
rando-se os resultados obtidos. Finalmente, veriﬁca-se que as conclusões extraídas são
análogas em todas as abordagens, pelo que os dois exemplos de aplicação sugerem que
a decisão sobre que método utilizar não exige grande ponderação.
Palavras chave: Análise das correspondências; análise das correspondências múltiplas;
análise em componentes principais; análise em componentes principais categórica; cate-
goria; componente principal; correlação de Spearman; duplicação de variáveis; escala de
medida; fator; inquérito aos hábitos de consumo; inquérito social europeu; quantiﬁcação
de categorias; variável ordinal.
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Abstract
In statistical work, variables may be classiﬁed as quantitative or qualitative. A variable
may be a quantity such as the daily number of thefts in a city or income (quantitative
variable) or a characteristic, such as the skin colour or preference ranking (qualitative
variable). The latter kind takes categories, qualities or levels. If there is no meaningful
ordering of the categories, a variable is called nominal; otherwise, when such ordering
exists, it is called ordinal. An ordinal scale ranks the categories according to a given
direction and is therefore a ranking scale. The nature of this kind of variables raises
speciﬁc problems, namely the absence of an absolute zero (a category that denotes the
absence of the characteristic), the fact that the distance between the diﬀerent categories
is unkown, the determination of the number and the deﬁnition of the categories and
the risk of divergent interpretation concerning their meaning.
Ordinal scales are used in a wide range of areas such as Social Sciences, Medicine,
Engineering, Economics, Psychology or Marketing, and their interest in the application
and analysis of questionnaire data is especially important.
The features of these variables have to be taken into account in data analysis and
consequently the techniques developed for quantitative data should not be used. In
order to compare the outcome of several methods of multivariate analysis, speciﬁcally
proposed for this kind of variables, three main approaches are considered: category-
scoring techniques that provide quantitative data which can be used in a Linear Prin-
cipal Component Analysis (PCA); Linear PCA based on Spearman's correlation coef-
ﬁcient (appropriate for ordinal data); Categorical PCA (CATPCA) that computes the
categories' optimal scaling and simultaneously runs a PCA; Correspondence Analysis
with Variable Doubling, appropriate for this kind of data; Multiple Correspondence
Analysis (MCA), a generalization of the Simple Correspondence Analysis.
The diﬀerent methods are applied to two questionnaire datasets including ordinal
qualitative variables and their results are analysed and compared. Since the conclusions
v
drawn from all the approaches are similar, these two applied examples suggest that the
decision on the most appropriate method does not require very careful weighing.
Keywords: Categorical principal component analysis; category; category scoring; con-
summing habits survey; Correspondence analysis; European social survey; factor; me-
asuring scale; Multiple correspondence analysis; ordinal variable; principal component;
Principal component analysis; Spearman's correlation; variable doubling.
vi
Conteúdo
Nota biográﬁca i
Agradecimentos ii
Resumo iii
Abstract iv
1 Introdução 1
2 Quantiﬁcação das Categorias Através do Cálculo de Pontuações 9
2.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Métodos de Quantiﬁcação . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Inquérito aos hábitos de consumo da população idosa . . . . . . 12
2.3.2 Inquérito social europeu . . . . . . . . . . . . . . . . . . . . . . 16
3 Análise em Componentes Principais 21
3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Análise em Componentes Principais Linear . . . . . . . . . . . . . . . . 22
3.2.1 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1.1 Inquérito aos hábitos de consumo da população idosa . 25
3.2.1.2 Inquérito social europeu . . . . . . . . . . . . . . . . . 31
3.3 Análise em Componentes Principais Linear com Coeﬁciente de Correla-
ção Ordinal de Spearman . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.1 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1.1 Inquérito aos hábitos de consumo da população idosa . 37
3.3.1.2 Inquérito social europeu . . . . . . . . . . . . . . . . . 38
vii
3.4 Análise em Componentes Principais Categórica (CATPCA) . . . . . . . 40
3.4.1 Funções Spline . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.2 Escalonamento Ótimo (Optimal Scaling) . . . . . . . . . . . . . 46
3.4.3 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.3.1 Inquérito aos hábitos de consumo da população idosa . 52
3.4.3.2 Inquérito social europeu . . . . . . . . . . . . . . . . . 55
4 Análise das Correspondências 60
4.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Análise das Correspondências Simples . . . . . . . . . . . . . . . . . . . 60
4.3 Análise das Correspondências com Duplicação de Variáveis . . . . . . . 66
4.3.1 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.1.1 Inquérito aos hábitos de consumo da população idosa . 70
4.3.1.2 Inquérito social europeu . . . . . . . . . . . . . . . . . 74
4.4 Análise das Correspondências Múltiplas . . . . . . . . . . . . . . . . . . 78
4.4.1 Aplicações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.1.1 Inquérito aos hábitos de consumo da população idosa . 84
4.4.1.2 Inquérito social europeu . . . . . . . . . . . . . . . . . 88
5 Conclusão 94
A Análise em Componentes Principais Linear 100
A.1 Inquérito aos hábitos de consumo da população idosa . . . . . . . . . . 100
A.2 Inquérito social europeu . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B Análise em Componentes Principais Linear com Coeﬁciente de Cor-
relação Ordinal de Spearman 151
B.1 Inquérito aos hábitos de consumo da população idosa . . . . . . . . . . 151
B.2 Inquérito social europeu . . . . . . . . . . . . . . . . . . . . . . . . . . 156
C Análise em Componentes Principais Categórica (CATPCA) 162
C.1 Inquérito aos hábitos de consumo da população idosa . . . . . . . . . . 162
C.2 Inquérito social europeu . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D Análise das Correspondências com Duplicação de Variáveis 173
D.1 Inquérito aos hábitos de consumo da população idosa . . . . . . . . . . 173
D.2 Inquérito social europeu . . . . . . . . . . . . . . . . . . . . . . . . . . 183
viii
Lista de Tabelas
1.1 Questionário sobre hábitos de consumo da população idosa (IHCPI) . . 5
1.2 Questionário sobre valores humanos dos cidadãos portugueses (ISE) . . 6
2.1 Quantiﬁcação das categorias
Números inteiros ordenados (IHCPI) . . . . . . . . . . . . . . . . . . . 12
2.2 Quantiﬁcação das categorias
Índice (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Quantiﬁcação das categorias
Ridits (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Quantiﬁcação das categorias
Ordem média (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Quantiﬁcação das categorias
Quantis distribuição Normal Ridits (IHCPI) . . . . . . . . . . . . . . . 15
2.6 Quantiﬁcação das categorias
Quantis dist. Normal Ordem média (IHCPI) . . . . . . . . . . . . . . . 16
2.7 Quantiﬁcação das categorias
Números inteiros ordenados (ISE) . . . . . . . . . . . . . . . . . . . . . 16
2.8 Quantiﬁcação das categorias
Índice (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.9 Quantiﬁcação das categorias
Ridits (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.10 Quantiﬁcação das categorias
Ordem média (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.11 Quantiﬁcação das categorias
Quantis distribuição Normal Ridits (ISE) . . . . . . . . . . . . . . . . . 19
2.12 Quantiﬁcação das categorias
Quantis da dist. Normal Ordem média (ISE) . . . . . . . . . . . . . . . . . 20
ix
3.1 Percentagem da variância total explicada pelas duas soluções  ACP
(IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Questões a reter
1ª componente principal  ACP (IHCPI) . . . . . . . . . . . . . . . . . 27
3.3 Questões a reter
2ª componente principal  ACP (IHCPI) . . . . . . . . . . . . . . . . . 28
3.4 Questões a reter
3ª componente principal  ACP (IHCPI) . . . . . . . . . . . . . . . . . 29
3.5 Percentagem da variância total explicada pelas duas soluções  ACP (ISE) 31
3.6 Questões a reter
1ª componente principal  ACP (ISE) . . . . . . . . . . . . . . . . . . . 32
3.7 Questões a reter
2ª componente principal  ACP (ISE) . . . . . . . . . . . . . . . . . . . 33
3.8 Questões a reter
3ª componente principal  ACP (ISE) . . . . . . . . . . . . . . . . . . . 34
3.9 Questões a reter
4ª componente principal  ACP (ISE) . . . . . . . . . . . . . . . . . . . 35
3.10 Questões a reter
1ª componente principal  ACP Spearman (IHCPI) . . . . . . . . . . . 38
3.11 Questões a reter
2ª componente principal  ACP Spearman (IHCPI) . . . . . . . . . . . 38
3.12 Questões a reter
3ª componente principal  ACP Spearman (IHCPI) . . . . . . . . . . . 38
3.13 Questões a reter
1ª componente principal  ACP Spearman (ISE) . . . . . . . . . . . . . 39
3.14 Questões a reter
2ª componente principal  ACP Spearman (ISE) . . . . . . . . . . . . . 39
3.15 Questões a reter
3ª componente principal  ACP Spearman (ISE) . . . . . . . . . . . . . 39
3.16 Questões a reter
4ª componente principal  ACP Spearman (ISE) . . . . . . . . . . . . . 40
3.17 Quantiﬁcação das categorias
Escalonamento ótimo  CATPCA (IHCPI) . . . . . . . . . . . . . . . . 52
3.18 Questões a reter
1ª componente principal  CATPCA (IHCPI) . . . . . . . . . . . . . . 53
x
3.19 Questões a reter
2ª componente principal  CATPCA (IHCPI) . . . . . . . . . . . . . . 54
3.20 Questões a reter
3ª componente principal  CATPCA (IHCPI) . . . . . . . . . . . . . . 54
3.21 Quantiﬁcação das categorias
Escalonamento ótimo  CATPCA (ISE) . . . . . . . . . . . . . . . . . 56
3.22 Questões a reter
1ª componente principal  CATPCA (ISE) . . . . . . . . . . . . . . . . 57
3.23 Questões a reter
2ª componente principal  CATPCA (ISE) . . . . . . . . . . . . . . . . 57
3.24 Questões a reter
3ª componente principal  CATPCA (ISE) . . . . . . . . . . . . . . . . 57
3.25 Questões a reter
4ª componente principal  CATPCA (ISE) . . . . . . . . . . . . . . . . 58
4.1 Escala original . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Escala duplicada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Questões a reter
1º Fator  AC Duplicação (IHCPI) . . . . . . . . . . . . . . . . . . . . 72
4.4 Questões a reter
2º Fator  AC Duplicação (IHCPI) . . . . . . . . . . . . . . . . . . . . 73
4.5 Questões a reter
1º Fator  AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . 75
4.6 Questões a reter
2º Fator  AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . 76
4.7 Questões a reter
3º Fator  AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . 77
4.8 Questões a reter
4º Fator  AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . 77
4.9 Valores próprios e variância explicada  ACM (IHCPI) . . . . . . . . . 85
4.10 Questões a reter
1º Fator  ACM (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.11 Questões a reter
2º Fator  ACM (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.12 Valores próprios e variância explicada  ACM (ISE) . . . . . . . . . . . 89
xi
4.13 Questões a reter
1º Fator  ACM (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.14 Questões a reter
2º Fator  ACM (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.1 Matriz de correlações  ACP Números inteiros ordenados e Índice (IHCPI)101
A.2 Valores próprios e variância explicada  ACP Números inteiros ordenados
e Índice (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.3 Coordenadas e qualidade da representação das variáveis  ACP Números
inteiros ordenados e Índice (IHCPI) . . . . . . . . . . . . . . . . . . . 103
A.4 Matriz de correlações  ACP Ridits (IHCPI) . . . . . . . . . . . . . . . 105
A.5 Valores próprios e variância explicada  ACP Ridits (IHCPI) . . . . . . 106
A.6 Coordenadas e qualidade da representação das variáveis  ACP Ridits
(IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.7 Matriz de correlações  ACP Ordem média (IHCPI) . . . . . . . . . . . 109
A.8 Valores próprios e variância explicada  ACP Ordem média (IHCPI) . . 110
A.9 Coordenadas e qualidade da representação das variáveis  ACP Ordem
média (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.10 Matriz de correlações  ACP Quantis da distribuição normal com ridits
(IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.11 Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ridits (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.12 Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ridits (IHCPI) . . . . . . . . . . . . . . . . 115
A.13 Matriz de correlações  ACP Quantis da distribuição normal com ordem
média (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
A.14 Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ordem média (IHCPI) . . . . . . . . . . . . . . . . . . . . 118
A.15 Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ordem média (IHCPI) . . . . . . . . . . . 119
A.16 Matriz de correlações  ACP Números inteiros ordenados e Índice (ISE) 121
A.17 Valores próprios e variância explicada  ACP Números inteiros ordenados
e Índice (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.18 Coordenadas e qualidade da representação das variáveis  ACP Números
inteiros ordenados e Índice (ISE) . . . . . . . . . . . . . . . . . . . . . 124
xii
A.19 Matriz de correlações  ACP Ridits (ISE) . . . . . . . . . . . . . . . . 127
A.20 Valores próprios e variância explicada  ACP Ridits (ISE) . . . . . . . 129
A.21 Coordenadas e qualidade da representação das variáveis  ACP Ridits
(ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
A.22 Matriz de correlações  ACP Ordem média (ISE) . . . . . . . . . . . . 133
A.23 Valores próprios e variância explicada  ACP Ordem média (ISE) . . . 135
A.24 Coordenadas e qualidade da representação das variáveis  ACP Ordem
média (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.25 Matriz de correlações  ACP Quantis da distribuição normal com ridits
(ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.26 Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ridits (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . 141
A.27 Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ridits (ISE) . . . . . . . . . . . . . . . . . 142
A.28 Matriz de correlações  ACP Quantis da distribuição normal com ordem
média (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A.29 Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ordem média (ISE) . . . . . . . . . . . . . . . . . . . . . . 147
A.30 Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ordem média (ISE) . . . . . . . . . . . . . 148
B.1 Matriz de correlações de Spearman  ACP Spearman (IHCPI) . . . . . 152
B.2 Valores próprios e variância explicada  ACP Spearman (IHCPI) . . . . 153
B.3 Coordenadas e qualidade da representação das variáveis  ACP Spear-
man (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
B.4 Matriz de correlações de Spearman  ACP Spearman (ISE) . . . . . . . 156
B.5 Valores próprios e variância explicada  ACP Spearman (ISE) . . . . . 158
B.6 Coordenadas e qualidade da representação das variáveis  ACP Spear-
man (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
C.1 Matriz de correlações das variáveis transformadas  CATPCA (IHCPI) 163
C.2 Valores próprios e variância explicada  CATPCA (IHCPI) . . . . . . . 164
C.3 Coordenadas e qualidade da representação das variáveis  CATPCA
(IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
C.4 Matriz de correlações das variáveis transformadas  CATPCA (ISE) . . 167
xiii
C.5 Valores próprios e variância explicada  CATPCA (ISE) . . . . . . . . 169
C.6 Coordenadas e qualidade da representação das variáveis  CATPCA (ISE)170
D.1 Valores próprios e variância explicada  AC Duplicação (IHCPI) . . . . 174
D.2 Coordenadas, contribuições e qualidade da representação das variáveis 
AC Duplicação (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . 175
D.3 Valores próprios e variância explicada  AC Duplicação (ISE) . . . . . 183
D.4 Coordenadas, contribuições e qualidade da representação das variáveis 
AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
xiv
Lista de Figuras
3.1 Círculo de Correlações
Plano da 1ª e 2ª componentes principais
ACP (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Círculo de Correlações
Plano da 2ª e 3ª componentes principais
ACP (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Círculo de Correlações
Plano da 1ª e 2ª componentes principais
ACP (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Círculo de Correlações
Plano da 3ª e 4ª componentes principais
ACP (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Círculo de Correlações
Plano da 1ª e 2ª componentes principais
CATPCA (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6 Círculo de Correlações
Plano da 2ª e 3ª componentes principais
CATPCA (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.7 Círculo de Correlações
Plano da 1ª e 2ª componentes principais
CATPCA (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.8 Círculo de Correlações
Plano da 3ª e 4ª componentes principais
CATPCA (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
xv
4.1 Representação gráﬁca das questões
Plano do 1º e 2º fatores
AC Duplicação (IHCPI) . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Representação gráﬁca das questões
Plano do 1º e 2º fatores
AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Representação gráﬁca das questões
Plano do 3º e 4º fatores
AC Duplicação (ISE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
xvi
Capítulo 1
Introdução
As variáveis consideradas nos estudos estatísticos podem ser de diferentes tipos. Com
efeito, elas assumem valores que têm determinadas caraterísticas de interesse e podem
ser classiﬁcadas como qualitativas ou quantitativas, se apenas considerarmos a sua na-
tureza. Uma variável pode ser uma quantidade, sobre a qual podem ser realizadas
operações aritméticas, ou pode ser um atributo como a cor da pele, o estado civil, o
grau de preferência ou a classe social. No primeiro caso, a variável é classiﬁcada como
quantitativa e no segundo como qualitativa (Maroco, 2011). As variáveis quantitati-
vas podem ser discretas ou contínuas. No caso das primeiras, o conjunto dos valores
possíveis da variável é ﬁnito, como por exemplo o número de defeituosos num lote de
50 unidades de produto (que pode assumir valores no conjunto {0, 1, 2, . . . , 50}), ou
inﬁnito numerável, como por exemplo o número diário de assaltos numa cidade (que
pode assumir valores no conjunto {0, 1, 2, 3, . . .}). A segunda subclassiﬁcação ocorre
nos casos em que a variável pode assumir valores num intervalo contínuo, pelo que
o conjunto desses valores é inﬁnito não numerável. A variável idade, por exemplo, é
uma variável contínua, se for medida com bastante precisão, pois um indivíduo pode
apresentar 32.1023 anos de idade e diﬁcilmente dois indivíduos terão idades iguais. As
variáveis que não são quantitativas são classiﬁcadas como qualitativas. Os valores que
estas podem assumir são normalmente chamados de categorias, modalidades ou níveis.
No caso de não existir uma ordem das categorias, estamos perante uma variável nomi-
nal. Caso contrário, se existir uma ordenação, a variável diz-se ordinal. É importante
salientar que tal ordenação é natural, conforme se veriﬁca por exemplo com a classe
social (baixa < média < alta).
Os valores associados a cada variável podem ser classiﬁcados em escalas de medida
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que expressam a quantidade ou a qualidade dos dados. Assim, as variáveis quantita-
tivas podem ser medidas numa escala intervalar ou de razão. Uma variável de escala
intervalar, além de ordenar as unidades quanto à caraterística mensurada, possui uma
unidade de medida constante, mas a origem (ponto zero) dessa escala é arbitrária. Os
exemplos mais comuns da escala intervalar são as escalas Celsius e Fahrenheit, usadas
para medir a temperatura, pois esta assume valores quantitativos e podemos aﬁrmar
que uma temperatura de 10ºC é inferior a uma temperatura de 20ºC mas, no entanto,
não podemos aﬁrmar que um valor num intervalo especíﬁco da escala é múltiplo de ou-
tro, ou seja, não podemos dizer que um objeto à temperatura de 20ºC está duas vezes
mais quente do que um a 10ºC. Este tipo de escala não possui uma medida de ausência
do atributo (zero absoluto). A escala intervalar ordena os valores de acordo com o
grau em que possuem um dado atributo e os intervalos ao longo da escala são iguais.
Uma variável de escala de razão ordena as unidades quanto à caraterística mensurada,
possui uma unidade de medida constante e uma origem, ou ponto zero, única. Existe
uma relação exata entre os valores assumidos pela variável. O peso ou a altura são
exemplos de escala de medida de razão. Podemos aﬁrmar neste caso que um indivíduo
que pese 100kg é duas vezes mais pesado do que um indivíduo que pese 50kg. Como a
própria designação sugere, razões iguais entre valores da escala de razão correspondem
a razões iguais entre as unidades mensuradas.
As variáveis qualitativas ou categóricas utilizam uma escala de medida composta
por um conjunto de categorias, podendo esta escala ser nominal (não pressupõe a or-
denação das categorias) ou ordinal (as categorias encontram-se ordenadas), conforme
já foi referido (Agresti, 2002). Uma variável de escala nominal classiﬁca as unidades
em modalidades ou categorias quanto à caraterística que representa, não estabelecendo
qualquer relação de grandeza ou ordem. É denominada nominal porque duas categorias
quaisquer diferenciam-se apenas pelo nome. Exemplos deste tipo de variáveis e respeti-
vas escalas (entre parêntesis) são: o estado civil (solteiro, casado, divorciado, união de
facto, viúvo), tipo de música favorita (clássica, jazz, rock, outra) e o sexo (masculino
ou feminino). Uma variável de escala ordinal classiﬁca as unidades em modalidades ou
categorias quanto à caraterística que representa, estabelecendo uma relação de ordem
entre as unidades pertencentes a categorias distintas, ou seja, pressupõe uma escala
categórica ordenada. A escala ordinal é uma escala de ordenação, designando uma
posição relativa das categorias segundo uma determinada direção. As escalas ordinais
são muito usadas nas Ciências Sociais tendo em vista medir atitudes e opiniões como,
por exemplo, a opinião sobre casamento entre pessoas do mesmo sexo (discordante, sem
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opinião, concordante) ou a frequência de ida a espetáculos culturais (nunca, raramente,
ocasionalmente, frequentemente). Na Medicina também são usadas com frequência
para, por exemplo, descrever o tipo de dor (indolor, suave, intensa) e o grau de uma do-
ença (I, II, III). São ainda extensíveis a áreas como as Ciências Comportamentais (por
exemplo, categorização de tipos de doenças mentais: esquizofrenia, neurose e depres-
são), no Marketing (por exemplo, indicação da preferência sobre determinada marca
de um produto: Marca A, Marca B ou Marca C), na Engenharia, em áreas como o
controlo de qualidade, ou seja sempre que um item é classiﬁcado de acordo com deter-
minadas categorias (Agresti, 2007). Em diversos campos, as escalas ordinais resultam
ainda da sumarização dos possíveis valores de variáveis contínuas num conjunto de clas-
ses. Exemplos são o IMC (Índice de Massa Corporal) medido como <18.5, 18.5-24.9,
25-29.9, ≥ 30, para magreza, peso normal, excesso de peso, obeso, e a tensão arterial
medida como <120, 120-139, 140-159, ≥160, para normal, pré-hipertensão, hipertensão
de grau I, hipertensão de grau II. No caso das escalas ordinais, ao contrário das esca-
las intervalares, existe uma ordem clara das categorias, desconhecendo-se no entanto a
distância absoluta entre as mesmas. No exemplo da dor medida nas categorias indolor,
suave, intensa, estamos perante uma variável ordinal na medida em que a pessoa que
refere uma dor suave sente mais dor do que a pessoa que indica indolor mas, no entanto,
não temos referência a qualquer medida numérica que indique uma diferença entre estes
dois níveis (Agresti, 2010). Em resumo, a mais simples e limitada das escalas é a escala
nominal porque permite apenas a identiﬁcação das categorias. Em seguida, tem-se a es-
cala ordinal, que permite ordenar os diferentes níveis das categorias. De maior alcance,
tem-se a escala intervalar, que permite o posicionamento de valores em relação a um
ponto arbitrário e ﬁnalmente, a mais poderosa de todas as escalas é a escala de razão,
uma vez que permite a comparação de valores em termos absolutos. Existe ainda a
possibilidade de dados que foram registados num determinado tipo de escala numérica
serem transformados em dados de outro tipo de escala, desde que para esse efeito se
respeite a hierarquia e os atributos básicos de cada uma. Assim, os dados de uma es-
cala de razão podem ser transformados em dados intervalares, os intervalares podem ser
transformados em ordinais e os ordinais podem ser transformados em nominais. Tais
transformações envolvem, necessariamente, alguma perda de informação.
A natureza das variáveis qualitativas ordinais levanta problemas especíﬁcos. Con-
forme referido anteriormente, uma escala ordinal mede atributos que se distinguem em
grau ou intensidade, indica relações do tipo maior/menor do que e estabelece uma
hierarquia entre as modalidades ou categorias, deﬁnindo um sentido de orientação. O
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maior problema da escala ordinal está na impossibilidade desta comparar as variações
de intensidade entre as suas diversas modalidades e essa limitação implica outras, nome-
adamente o facto de se desconhecer a distância entre essas modalidades e a inexistência
de um zero absoluto, ou seja, uma modalidade que indique ausência de todo o conteúdo
inerente à grandeza medida pela escala. A própria deﬁnição da escala implica deter-
minar a melhor solução para duas questões problemáticas: a escolha do número c de
categorias e a determinação dos limites ou pontos de corte de cada uma das classes ou
intervalos quando se pretende categorizar variáveis quantitativas. A controvérsia e o
problema de mensuração das variáveis ordinais resume-se à diﬁculdade em determinar a
escala e à subjetividade inerente a esta (Kampen e Swyngedouw, 2000). Na elaboração
de um inquérito, a semântica escolhida na deﬁnição das categorias para cada variável e
o signiﬁcado atribuído por quem as deﬁne pode não ser o mesmo de quem vai responder.
A natureza destas variáveis apresenta portanto caraterísticas próprias que têm de
ser consideradas no tratamento de dados, não devendo ser utilizadas as técnicas de-
senvolvidas para dados quantitativos. Tendo isso em conta, pretende-se efetuar uma
análise multivariada de dados descritos por este tipo de variáveis, para o que irão ser
consideradas três formas principais de abordagem:
 Cálculo de valores numéricos (quantiﬁcações) para as categorias, pela atribuição
de números inteiros a estas ou através da utilização das frequências absolutas
ou relativas das observações. Estes procedimentos permitem dispor de dados
quantitativos que depois podem ser analisados com as técnicas apropriadas para
dados deste tipo (Agresti, 2010; Bross, 1958; Leal e Maroco, 2010; Maroco, 2011),
tal como será feito no capítulo seguinte.
 Análise em Componentes Principais (ACP) que permite resumir (condensar) a
informação contida num conjunto de variáveis quantitativas intercorrelacionadas
num conjunto menor de variáveis não correlacionadas, as componentes princi-
pais, perdendo o mínimo possível de informação (Lavado, 2004; Maroco, 2011;
Rodrigues, 2007). Consideram-se três alternativas: a Análise em Componentes
Principais Linear utilizando as quantiﬁcações obtidas no capítulo anterior para
as categorias das variáveis, o recurso ao coeﬁciente de correlação de Spearman,
apropriado para variáveis ordinais (Maroco, 2011), e a Análise em Componentes
Principais Categórica, que procede à quantiﬁcação das categorias e, em simultâ-
neo, realiza a Análise em Componentes Principais pretendida (De Leeuw, 2005;
Lavado, 2004; Linting et al., 2007; Meulman, 1992; Meulman, Koiij e Heiser,
2004).
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 Análise das Correspondências (AC), cujo principal objetivo é o estudo das rela-
ções entre as categorias de variáveis qualitativas num espaço de menor dimensão
de forma a identiﬁcar nesta dimensão a existência de padrões subjacentes (Ben-
zécri, 1969, 1973; Escoﬁer, 2003; Lebart, Morineau e Piron, 1995; Le Roux e
Rouanet, 2010). Consideram-se duas variantes: a Análise das Correspondências
Simples com Duplicação de Variáveis, desenvolvida para conseguir ter em conta
a ordenação das categorias encontrada nas variáveis ordinais (Benzécri, 1973; Le
Roux, 2014) e a Análise das Correspondências Múltiplas (ACM) por ser uma ge-
neralização da primeira e para comprovar que não é apropriada para este tipo de
variáveis (Escoﬁer e Pagès, 1998; Lebart, Morineau e Piron, 1995).
Os diferentes métodos serão aplicados a dois conjuntos de dados ordinais:
 Inquérito de opinião sobre hábitos de consumo da população idosa (IHCPI) 
A fonte dos dados é Lemos (2013) e a respetiva base é composta por 133 indi-
víduos com mais de 60 anos dos concelhos de Lisboa e Matosinhos que foram
inquiridos sobre as motivações pelas quais vão às compras, classiﬁcando o nível
de importância de várias motivações de acordo com a escala Nenhuma, Pouca,
Alguma, Bastante e Muita. A Tabela (1.1) apresenta o conjunto de questões
que compõem a parte do questionário que irá ser utilizada.
Tabela 1.1: Questionário sobre hábitos de consumo da população idosa (IHCPI)
Vou às compras para:
1 Comprar algo novo para substituir algo antigo
2 Criar uma nova imagem para mim e para a minha casa
3 Sentir-me um pioneiro comprando produtos inovadores
4 Comprar com cautela, de modo a cumprir com as responsabilidades familiares
5 Conseguir encontrar uma verdadeira pechincha
6 Fazer comparações de modo a encontrar a melhor relação qualidade/preço
7 Negociar com o vendedor o preço de um produto
8 Obter um desconto num produto com defeito
9 Encontrar exatamente o que procuro
10 Encontrar o que procuro, no mínimo tempo possível
11 Ir às compras com pessoas com gostos semelhantes aos meus
12 Falar e trocar opiniões com o vendedor e outros clientes
13 Fazer da ida às compras um passeio com alguém conhecido
14 Ser atendido/a por um vendedor que procura agradar
15 Ter um funcionário a apresentar os produtos para a minha escolha
16 Ouvir música e ver animações alusivas a uma campanha do estabelecimento
17 Experimentar uma amostra de um produto ou passar pelo espaço de livraria
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 Inquérito social europeu (ISE)  A fonte dos dados é o European Social Sur-
vey administrado em cerca de 30 países europeus em 2012 pela European Re-
search Infrastructure (ERIC) com o objetivo de avaliar o sucesso dos países
europeus na promoção do bem estar social dos seus cidadãos. Este inquérito
abrange um conjunto muito variado de questões que incidem essencialmente so-
bre a avaliação e compreensão da democracia e do bem estar pessoal e social
(http://www.europeansocialsurvey.org/). Desta base de dados, foram seleciona-
das 21 questões relativas aos valores humanos dos cidadãos e 77 indivíduos portu-
gueses do sexo masculino, com idades compreendidas entre os 40 e os 45 anos. As
questões incidem sobre o grau de semelhança com o respondente e utilizam uma
escala ordinal de 6 categorias Exatamente como eu, Muito parecido comigo,
Parecido comigo, Um bocadinho parecido comigo, Nada parecido comigo e
Não tem nada a ver comigo. A Tabela (1.2) apresenta o conjunto de questões
que compõem a parte do questionário que irá ser utilizada.
Tabela 1.2: Questionário sobre valores humanos dos cidadãos portugueses (ISE)
Indique em que medida as seguintes caraterísticas são
parecidas consigo:
1
Um homem que dá importância a ter novas ideias e ser criativo.
Gosta de fazer as coisas à sua maneira.
2
Um homem para quem é importante ser rico. Quer ter muito
dinheiro e coisas caras.
3
Um homem que acha importante que todas as pessoas no mundo
sejam tratadas igualmente. Acredita que todos devem ter as
mesmas oportunidades na vida.
4
Um homem que dá muita importância a poder mostrar as suas
capacidades. Quer que as pessoas admirem o que faz.
5
Um homem que dá importância a viver num sítio onde se sinta
seguro. Evita tudo o que possa por a sua segurança em risco.
6
Um homem que gosta de surpresas e está sempre à procura de
coisas novas para fazer. Acha que é importante fazer muitas coisas
diferentes na vida.
6
Questionário sobre valores humanos dos cidadãos portugueses (ISE) (cont.)
Indique em que medida as seguintes caraterísticas são
parecidas consigo:
7
Um homem que acha que as pessoas devem fazer o que lhes
mandam. Acha que as pessoas devem cumprir sempre as regras
mesmo quando ninguém está a ver.
8
Um homem para quem é importante ouvir pessoas diferentes de si.
Mesmo quando discorda de alguém continua a querer compreender
essa pessoa.
9
Um homem para quem é importante ser humilde e modesto.
Tenta não chamar a atenção sobre si.
10
Um homem para quem é importante passar bons momentos.
Gosta de tratar bem de si.
11
Um homem para quem é importante tomar as suas próprias
decisões sobre o que faz. Gosta de ser livre e não estar dependente
dos outros.
12
Um homem para quem é importante ajudar os que o rodeiam.
Preocupa-se com o bem-estar dos outros.
13
Um homem para quem é importante ter sucesso. Gosta de receber
o reconhecimento dos outros.
14
Um homem para quem é importante que o Governo garanta a sua
segurança, contra todas as ameaças. Quer que o Estado seja forte,
de modo a poder defender os cidadãos.
15
Um homem que procura a aventura e gosta de correr riscos. Quer
ter uma vida emocionante.
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Questionário sobre valores humanos dos cidadãos portugueses (ISE) (cont.)
Indique em que medida as seguintes caraterísticas são
parecidas consigo:
16
Um homem para quem é importante portar-se sempre como deve
ser. Evita fazer coisas que os outros digam que é errado.
17
Um homem para quem é importante que os outros lhe tenham
respeito. Quer que as pessoas façam o que ele diz.
18
Um homem para quem é importante ser leal para com os amigos.
Dedica-se às pessoas que lhe são próximas.
19
Um homem que acredita seriamente que as pessoas devem
proteger a natureza. Proteger o ambiente é importante para ele.
20
Um homem que dá importância à tradição. Faz tudo o que pode
para agir de acordo com a sua religião e a sua família.
21
Um homem que procura aproveitar todas as oportunidades para
se divertir. É importante para ele fazer coisas que lhe dão prazer.
Os respetivos resultados serão comparados, analisando as suas semelhanças ou di-
ferenças e destacando o que cada um evidencia, de modo a concluir sobre o seu desem-
penho no tratamento de dados de variáveis qualitativas ordinais.
Esta dissertação desenvolve-se ao longo de cinco capítulos. Após esta introdução,
são abordados no capítulo seguinte diferentes métodos de quantiﬁcação das categorias.
O terceiro capítulo incide sobre Análise em Componentes Principais, começando por se
descrever a ACP Linear. Esta é em seguida efetuada utilizando as diferentes quantiﬁca-
ções calculadas no capítulo anterior. O recurso ao coeﬁciente de correlação de Spearman
para realizar uma ACP com base nas variáveis originais é também considerado. Por
ﬁm, apresenta-se ainda a Análise em Componentes Principais Categórica. O quarto
capítulo trata a Análise das Correspondências, apresentando-se inicialmente a AC Sim-
ples, a que se segue a AC com Duplicação de Variáveis e, por último, descreve-se ainda
a Análise das Correspondências Múltiplas. Após a apresentação de cada método, são
efetuadas aplicações aos dois conjuntos de dados. Finalmente, no quinto capítulo são
sintetizadas as principais conclusões, destacando-se a comparação entre os resultados
obtidos pelos diferentes métodos.
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Capítulo 2
Quantiﬁcação das Categorias Através
do Cálculo de Pontuações
2.1 Introdução
Uma primeira abordagem ao tratamento de dados qualitativos ordinais consiste em
proceder à quantiﬁcação das suas categorias, ou seja, à atribuição de valores numéricos
a estas, permitindo assim dispor de dados quantitativos a que podem em seguida ser
aplicados os métodos apropriados para tratar esse tipo de dados. É fundamental ter
em consideração que nem todas as técnicas de quantiﬁcação de categorias de variáveis
qualitativas devem ser utilizadas, uma vez que a natureza ordinal das variáveis tem que
ser tida em conta, o que signiﬁca que a ordenação das categorias tem de se encontrar
reﬂetida no conjunto dos valores numéricos obtidos. Neste capítulo são abordados os
principais métodos de quantiﬁcação, seguindo-se uma aplicação destes aos dois conjun-
tos de dados referidos.
2.2 Métodos de Quantiﬁcação
Seja X a matriz de dados de dimensão (n× p), o que signiﬁca que se dispõe de n indi-
víduos e p variáveis qualitativas ordinais X1, X2, . . . , Xp, em que a variável Xj assume
um número cj de categorias (j = 1, . . . , p). As quantiﬁcações (ou pontuações) são uti-
lizadas para descrever dados ordinais e são ordenadas de acordo com as categorias, ou
seja, ν1 < ν2 < . . . < νcj para Xj. Os principais tipos de quantiﬁcações para categorias
ordinais são:
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 Números inteiros ordenados (Agresti, 2010; Maroco, 2011)  atribuir arbitraria-
mente números inteiros ordenados às categorias. No entanto, diferentes números
podem levar a diferentes conclusões. Além disso, as diferenças entre os números
implicam admitir que se conhecem as distâncias entre categorias. Por exemplo,
se atribuirmos as quantiﬁcações (1, 2, 3) às categorias, no caso de existirem três
categorias, está-se a admitir distâncias iguais entre as categorias o que pode não
ser verdade, ou pode nem ser possível determinar essas distâncias. Outra solução
frequentemente adotada é, deﬁnindo uma categoria neutra ou central (de acordo
com a ordenação das categorias), atribuir a quantiﬁcação 0 a essa categoria neutra
e atribuir os inteiros negativos e positivos às categorias que lhe estão à esquerda e
à direita respetivamente. No exemplo anterior, as quantiﬁcações seriam (−1, 0, 1).
Um dos tipos de escala mais utilizado é a escala de Likert onde o número de ca-
tegorias é normalmente ímpar, existindo uma categoria neutra, central, sendo as
restantes categorias simétricas em relação a essa. Supondo por exemplo uma es-
cala de cinco categorias, as quantiﬁcações seriam (−2,−1, 0, 1, 2), sendo também
frequente usar-se (1, 2, 3, 4, 5).
 Índice (Leal e Maroco, 2010)  atribuir às categorias da variável Xj números
naturais bkj (kj = 1, 2, . . . , cj) a começar em 0 e calcular um índice νIkj com valores
entre 0 e 100:
νIkj =
bkj
max
(
bkj
) × 100. (2.1)
Outra alternativa é recorrer à utilização dos próprios dados para determinação das
quantiﬁcações:
 Ridits (Bross, 1958)  proporção acumulada média. Sendo as proporções amos-
trais pkj , a proporção acumulada média na categoria kj é
νrkj =
kj−1∑
s=1
ps +
1
2
pkj kj = 1, 2, . . . , cj (2.2)
ou seja, a proporção dos indivíduos nas categorias anteriores à categoria kj mais
metade da proporção da categoria kj.
 Ordem média (Agresti, 2010)  média das ordens que seriam atribuídas às ob-
servações numa categoria se elas pudessem ser ordenadas sem empates. A ordem
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média na categoria kj com nkj observações é dada por
νmkj =
kj−1∑
s=1
ns + 1 +
kj∑
s=1
ns
2
. (2.3)
Enquanto as quantiﬁcações de ordem média tomam valores entre 1 e n, o número
total de observações, os ridits tomam valores entre 0 e 1. A relação linear entre
eles é (Agresti, 2010)
νmkj = nνrkj + 0.5; νrkj =
νmkj − 0.5
n
. (2.4)
 Quantis da distribuição Normal (Agresti, 2010)  quando as categorias represen-
tam uma partição em intervalos de possíveis valores de uma variável contínua não
observada, que se admite ter distribuição Normal, então as quantiﬁcações podem
ser
ν
(r)
Nkj
= Φ−1
(
νrkj
)
(2.5)
onde νrkj é o ridit da categoria kj, Φ representa a Função de Distribuição da
Normal Estandardizada e Φ−1 (x) é o quantil desta distribuição cuja probabilidade
acumulada é x. Da mesma forma, uma quantiﬁcação baseada na ordem média é
ν
(m)
Nkj
= Φ−1
( νmkj
n+ 1
)
. (2.6)
É importante sublinhar que todas as quantiﬁcações obtidas seguem a ordenação das
categorias da variável original, cumprindo assim um requisito exigível a qualquer mé-
todo. No entanto, os dois primeiros (Números inteiros ordenados e Índice) atribuem
sempre a mesma distância a quaisquer duas categorias consecutivas sejam quais forem
as observações, não sendo baseados nestas. Por exemplo, no Inquérito de opinião sobre
hábitos de consumo da população idosa referido anteriormente, a distância entre Ne-
nhuma e Pouca é igual à distância entre Bastante e Muita para qualquer conjunto
de dados, o que parece ser arbitrário e pouco realista ou, pelo menos, muito discutível.
Nos restantes métodos, os valores são calculados a partir dos dados e procuram reﬂetir
a distribuição destes mas, no entanto, esses valores podem não reﬂetir a escala subja-
cente de uma forma realista (Agresti, 2010). Continuando com o mesmo exemplo, é
possível que a distância entre as quantiﬁcações de Nenhuma e Alguma seja inferior
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à distância entre as de Alguma e Bastante, o que também parece pouco adequado.
2.3 Aplicações
Após a descrição dos diferentes métodos de quantiﬁcação das categorias, procede-se
agora à sua aplicação aos dois conjuntos de dados apresentados anteriormente.
2.3.1 Inquérito aos hábitos de consumo da população idosa
Relembre-se que este conjunto de dados é constituído por um inquérito sobre as mo-
tivações pelas quais os idosos vão às compras, classiﬁcando o nível de importância de
dezassete aﬁrmações de acordo com a escala Nenhuma, Pouca, Alguma, Bastante
e Muita (Tabela 1.1).
Portanto, esta escala constitui uma variável qualitativa ordinal onde as categorias
são ordenadas por ordem crescente de acordo com o seu nível de importância. Con-
sequentemente, os métodos para quantiﬁcação das categorias descritos anteriormente
podem ser aplicados. Os resultados obtidos por cada método são apresentados abaixo,
calculando-se nesta fase as quantiﬁcações que serão utilizadas no capítulo seguinte.
Note-se que, conforme referido anteriormente, essas quantiﬁcações crescem com o nível
de importância das categorias, respeitando a ordenação destas, conforme é exigível.
Veriﬁca-se também que os dois primeiros métodos atribuem de facto a mesma distância
a categorias consecutivas. Além disso, na questão 4, por exemplo, os valores dos ridits
e da ordem média das categorias Nenhuma e Alguma estão mais próximos do que
os valores desta última e de Bastante, o que também parece ser muito discutível.
Tabela 2.1: Quantiﬁcação das categorias
Números inteiros ordenados (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 a 17 1 2 3 4 5
Tabela 2.2: Quantiﬁcação das categorias
Índice (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 a 17 0 25 50 75 100
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Tabela 2.3: Quantiﬁcação das categorias
Ridits (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 0.038 0.192 0.436 0.624 0.842
2 0.079 0.241 0.466 0.684 0.880
3 0.154 0.402 0.575 0.733 0.906
4 0.004 0.023 0.113 0.353 0.759
5 0.034 0.113 0.282 0.575 0.872
6 0.011 0.045 0.135 0.376 0.774
7 0.229 0.556 0.722 0.857 0.962
8 0.282 0.643 0.786 0.887 0.962
9 0.004 0.015 0.117 0.357 0.752
10 0.015 0.049 0.180 0.429 0.782
11 0.124 0.323 0.485 0.695 0.910
12 0.086 0.282 0.508 0.752 0.940
13 0.180 0.425 0.575 0.767 0.936
14 0.045 0.143 0.320 0.609 0.887
15 0.045 0.165 0.406 0.703 0.917
16 0.150 0.425 0.628 0.801 0.947
17 0.056 0.165 0.395 0.692 0.906
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Tabela 2.4: Quantiﬁcação das categorias
Ordem média (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 5.5 26.0 58.5 83.5 112.5
2 11.0 32.5 62.5 91.5 117.5
3 21.0 54.0 77.0 98.0 121.0
4 1.0 3.50 15.5 47.5 101.5
5 5.0 15.5 38.0 77.0 116.5
6 2.0 6.5 18.50 50.5 103.5
7 31.0 74.5 96.5 114.5 128.5
8 38.0 86.0 105.0 118.5 128.5
9 1.0 2.50 16.0 48.0 100.5
10 2.5 7.0 24.5 57.5 104.5
11 17.0 43.5 65.0 93.0 121.5
12 12.0 38.0 68.0 100.5 125.5
13 24.5 57.0 77.0 102.5 125.0
14 6.5 19.5 43.0 81.5 118.5
15 6.5 22.5 54.5 94.0 122.5
16 20.5 57.0 84.0 107.0 126.5
17 8.0 22.5 53.0 92.5 121.0
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Tabela 2.5: Quantiﬁcação das categorias
Quantis distribuição Normal Ridits (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 -1.779 -0.872 -0.161 0.316 1.003
2 -1.412 -0.704 -0.085 0.480 1.173
3 -1.019 -0.248 0.190 0.622 1.317
4 -2.673 -2.004 -1.212 -0.376 0.704
5 -1.827 -1.212 -0.577 0.190 1.137
6 -2.281 -1.694 -1.102 -0.316 0.754
7 -0.741 0.142 0.588 1.068 1.779
8 -0.577 0.366 0.792 1.212 1.779
9 -2.673 -2.169 -1.192 -0.366 0.680
10 -2.169 -1.656 -0.914 -0.180 0.779
11 -1.155 -0.458 -0.038 0.511 1.339
12 -1.363 -0.577 0.019 0.680 1.554
13 -0.914 -0.190 0.190 0.729 1.523
14 -1.694 -1.068 -0.469 0.277 1.212
15 -1.694 -0.972 -0.238 0.533 1.387
16 -1.035 -0.190 0.326 0.844 1.620
17 -1.586 -0.972 -0.267 0.501 1.317
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Tabela 2.6: Quantiﬁcação das categorias
Quantis dist. Normal Ordem média (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 -1.739 -0.863 -0.160 0.314 0.993
2 -1.391 -0.698 -0.084 0.476 1.159
3 -1.008 -0.246 0.188 0.617 1.299
4 -2.434 -1.941 -1.197 -0.373 0.698
5 -1.783 -1.197 -0.572 0.188 1.124
6 -2.172 -1.660 -1.089 -0.314 0.747
7 -0.734 0.141 0.583 1.056 1.739
8 -0.572 0.363 0.784 1.197 1.739
9 -2.434 -2.082 -1.178 -0.363 0.674
10 -2.082 -1.624 -0.905 -0.179 0.772
11 -1.141 -0.455 -0.037 0.507 1.321
12 -1.344 -0.572 0.019 0.674 1.527
13 -0.905 -0.188 0.188 0.722 1.497
14 -1.660 -1.056 -0.465 0.275 1.197
15 -1.660 -0.962 -0.236 0.529 1.367
16 -1.024 -0.188 0.324 0.836 1.590
17 -1.557 -0.962 -0.265 0.497 1.299
2.3.2 Inquérito social europeu
Relembre-se que este conjunto de dados é constituído por um inquérito sobre os valores
humanos dos cidadãos, classiﬁcando o grau de semelhança com o respondente a partir de
uma escala ordinal de seis categorias Exatamente como eu, Muito parecido comigo,
Parecido comigo, Um bocadinho parecido comigo, Nada parecido comigo e Não
tem nada a ver comigo (Tabela 1.2). As quantiﬁcações das categorias pelos diferentes
métodos são apresentadas nas tabelas seguintes.
Tabela 2.7: Quantiﬁcação das categorias
Números inteiros ordenados (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 a 21 1 2 3 4 5 6
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Tabela 2.8: Quantiﬁcação das categorias
Índice (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 a 21 0 20 40 60 80 100
Tabela 2.9: Quantiﬁcação das categorias
Ridits (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 0.097 0.338 0.669 0.916 0.987 1.000
2 0.019 0.091 0.266 0.558 0.825 0.961
3 0.091 0.364 0.740 0.955 0.987 1.000
4 0.065 0.279 0.623 0.890 0.981 1.000
5 0.091 0.351 0.682 0.903 0.981 1.000
6 0.052 0.266 0.565 0.825 0.974 1.000
7 0.026 0.182 0.487 0.734 0.883 0.981
8 0.071 0.318 0.675 0.922 0.994 1.000
9 0.052 0.227 0.526 0.818 0.961 0.994
10 0.071 0.286 0.604 0.864 0.974 1.000
11 0.110 0.390 0.727 0.942 0.994 1.000
12 0.052 0.292 0.656 0.903 0.981 0.994
13 0.045 0.247 0.591 0.877 0.987 1.000
14 0.084 0.318 0.656 0.922 1.000 1.000
15 0.006 0.104 0.286 0.552 0.838 0.974
16 0.052 0.247 0.552 0.799 0.942 1.000
17 0.058 0.318 0.656 0.870 0.974 1.000
18 0.084 0.351 0.688 0.916 0.994 1.000
19 0.071 0.331 0.688 0.922 0.994 1.000
20 0.006 0.156 0.513 0.805 0.922 0.981
21 0.026 0.182 0.494 0.799 0.948 0.987
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Tabela 2.10: Quantiﬁcação das categorias
Ordem média (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 8.0 26.5 52.0 71.0 76.5 77.5
2 2.0 7.5 21.0 43.5 64.0 74.5
3 7.5 28.5 57.5 74.0 76.5 77.5
4 5.5 22.0 48.5 69.0 76.0 77.5
5 7.5 27.5 53.0 70.0 76.0 77.5
6 4.5 21.0 44.0 64.0 75.5 77.5
7 2.5 14.5 38.0 57.0 68.5 76.0
8 6.0 25.0 52.5 71.5 77.0 77.5
9 4.5 18.0 41.0 63.5 74.5 77.0
10 6.0 22.5 47.0 67.0 75.5 77.5
11 9.0 30.5 56.5 73.0 77.0 77.5
12 4.5 23.0 51.0 70.0 76.0 77.0
13 4.0 19.5 46.0 68.0 76.5 77.5
14 7.0 25.0 51.0 71.5 77.5 77.5
15 1.0 8.5 22.5 43.0 65.0 75.5
16 4.5 19.5 43.0 62.0 73.0 77.5
17 5.0 25.0 51.0 67.5 75.5 77.5
18 7.0 27.5 53.5 71.0 77.0 77.5
19 6.0 26.0 53.5 71.5 77.0 77.5
20 1.0 12.5 40.0 62.5 71.5 76.0
21 2.5 14.5 38.5 62.0 73.5 76.5
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Tabela 2.11: Quantiﬁcação das categorias
Quantis distribuição Normal Ridits (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 -1.296 -0.419 0.437 1.376 2.227 5.199
2 -2.065 -1.335 -0.624 0.147 0.933 1.763
3 -1.335 -0.349 0.644 1.691 2.227 5.199
4 -1.515 -0.585 0.314 1.224 2.065 5.199
5 -1.335 -0.384 0.473 1.296 2.065 5.199
6 -1.626 -0.624 0.163 0.933 1.944 5.199
7 -1.944 -0.908 -0.033 0.624 1.191 2.065
8 -1.465 -0.473 0.455 1.419 2.484 5.199
9 -1.626 -0.748 0.065 0.908 1.763 2.484
10 -1.465 -0.566 0.263 1.097 1.944 5.199
11 -1.224 -0.280 0.605 1.568 2.484 5.199
12 -1.626 -0.547 0.401 1.296 2.065 2.484
13 -1.691 -0.685 0.230 1.158 2.227 5.199
14 -1.376 -0.473 0.401 1.419 5.199 5.199
15 -2.484 -1.260 -0.566 0.131 0.985 1.944
16 -1.626 -0.685 0.131 0.837 1.568 5.199
17 -1.568 -0.473 0.401 1.127 1.944 5.199
18 -1.376 -0.384 0.491 1.376 2.484 5.199
19 -1.465 -0.437 0.491 1.419 2.484 5.199
20 -2.484 -1.012 0.033 0.860 1.419 2.065
21 -1.944 -0.908 -0.016 0.837 1.626 2.227
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Tabela 2.12: Quantiﬁcação das categorias
Quantis da dist. Normal Ordem média (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 -1.267 -0.413 0.431 1.342 2.070 2.489
2 -1.949 -1.304 -0.615 0.145 0.917 1.697
3 -1.304 -0.344 0.635 1.633 2.070 2.489
4 -1.472 -0.577 0.310 1.198 1.949 2.489
5 -1.304 -0.378 0.466 1.267 1.949 2.489
6 -1.574 -0.615 0.161 0.917 1.851 2.489
7 -1.851 -0.893 -0.032 0.615 1.166 1.949
8 -1.426 -0.466 0.448 1.383 2.232 2.489
9 -1.574 -0.736 0.064 0.893 1.697 2.232
10 -1.426 -0.558 0.260 1.076 1.851 2.489
11 -1.198 -0.277 0.596 1.521 2.232 2.489
12 -1.574 -0.539 0.396 1.267 1.949 2.232
13 -1.633 -0.674 0.227 1.135 2.070 2.489
14 -1.342 -0.466 0.396 1.383 2.489 2.489
15 -2.232 -1.232 -0.558 0.129 0.967 1.851
16 -1.574 -0.674 0.129 0.823 1.521 2.489
17 -1.521 -0.466 0.396 1.105 1.851 2.489
18 -1.342 -0.378 0.484 1.342 2.232 2.489
19 -1.426 -0.431 0.484 1.383 2.232 2.489
20 -2.232 -0.993 0.032 0.846 1.383 1.949
21 -1.851 -0.893 -0.016 0.823 1.574 2.070
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Capítulo 3
Análise em Componentes Principais
3.1 Introdução
A Análise em Componentes Principais (ACP) Linear é um método estatístico bastante
utilizado quando se pretende analisar dados multivariados. Esta técnica permite trans-
formar um conjunto de variáveis quantitativas intercorrelacionadas num novo conjunto
de variáveis não correlacionadas, as componentes principais. O objetivo principal é
então o de resumir (condensar) a informação contida no conjunto de variáveis origi-
nais num conjunto menor de variáveis perdendo o mínimo possível de informação. A
ACP foi primeiramente introduzida por Pearson (1901) e foi desenvolvida por Hotelling
(1933) para utilização em Psicometria. Após os anos 50 do século passado, surgiram
vários desenvolvimentos (Gower, 1967; Jeﬀers, 1967; Rao, 1964) e o aparecimento dos
computadores veio facilitar a aplicação prática deste método.
Neste capítulo, começa por se descrever a ACP, procedendo-se à sua aplicação aos
dois conjuntos de dados já referidos, utilizando as quantiﬁcações obtidas no capítulo
anterior. Em seguida, efetua-se uma nova ACP com os mesmos dados, desta vez re-
correndo ao coeﬁciente de correlação de Spearman, apropriado para variáveis ordinais.
Por ﬁm, introduz-se a ACP categórica (CATPCA) que procede à quantiﬁcação das ca-
tegorias e, em simultâneo, realiza a Análise em Componentes Principais; este método
é também aplicado aos mesmos conjuntos de dados.
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3.2 Análise em Componentes Principais Linear
Sendo X1, X2, . . . , Xp as p variáveis originais observadas para n indivíduos, representa-
se por X a matriz de dados de dimensão (n× p). A ACP substitui aquelas variáveis por
um conjunto de p novas variáveis não correlacionadas entre si Y1, Y2, . . . , Yp, designadas
componentes principais, e que são combinações lineares das variáveis originais:
Y1 = γ11X1 + γ12X2 + . . .+ γ1pXp
Y2 = γ21X1 + γ22X2 + . . .+ γ2pXp (3.1)
...
...
...
Yp = γp1X1 + γp2X2 + . . .+ γppXp
onde γhj é o peso da variável j na componente principal h (h, j = 1, . . . , p) e
γh =

γh1
γh2
...
γhp
 .
Dispondo de n indivíduos, a h-ésima (h = 1, . . . , p) componente principal é
yh =

y1h
y2h
...
ynh
 .
As componentes principais explicam a variância total das variáveis originais de forma
repartida e ordenada (Rodrigues, 2007), ou seja, a primeira componente explica mais
variância do que a segunda (ou seja, tem variância máxima), a segunda mais do que a
terceira (ou seja, maximiza a parte da variância restante) e assim sucessivamente:
Var (Y1) ≥ Var (Y2) ≥ . . . ≥ Var (Yp) .
Impõe-se ainda a restrição de normalização γ′hγh =
p∑
j=1
γ2hj = 1 (h = 1, . . . , p) , que
assegura que as combinações lineares (3.1) sejam únicas. Além disso, as componentes
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principais têm média nula e não são correlacionadas entre si (ou seja, são ortogonais),
isto é, Cov (Yh1 , Yh2) = 0 (h1, h2 = 1, . . . , p; h1 6= h2), o que implica, em termos dos
parâmetros das combinações lineares (3.1), que γ′h1γh2 = γh11γh21 + . . .+ γh1pγh2p = 0.
Sendo [X1 X2 . . . Xp]′ o vetor das variáveis originais, a sua matriz de variâncias
e covariâncias é representada por Σ. Tal como foi referido acima, pretende-se que
a primeira componente principal tenha variância máxima, ou seja, pretende-se que
Var (Y1) = γ′1Σγ1 seja máxima, sujeita à restrição γ
′
1γ1 = 1. A segunda componente
é calculada de modo idêntico, ou seja, escolhe-se o vetor γ2 tal que Var (Y2) = γ′2Σγ2
seja máxima sujeita às restrições de normalização γ′2γ2 = 1 e de ortogonalidade re-
lativamente à primeira componente Y1, dada por γ′1γ2 = 0 ou, de forma equivalente,
por Cov (Y1, Y2) = γ′1Σγ2 = 0. Este processo é repetido até à obtenção de todas as
p componentes, não correlacionadas entre si (ortogonais) e com variância decrescente,
como foi referido inicialmente.
Para efetuar este cálculo, note-se em primeiro lugar que se está perante um problema
de maximização que consiste em determinar o vetor dos pesos γ que maximiza γ′Σγ
sujeito à restrição γ′γ = 1. A solução deste problema pode ser obtida por recurso ao
método dos multiplicadores de Lagrange (Maroco, 2011; Sharma, 1996) para
(Σ− λI) γ = 0 sujeito à restrição γ′γ = 1
onde λ é o multiplicador de Lagrange, I é a matriz identidade de dimensão (p× p) e 0
é o vetor nulo de p elementos. A solução deste sistema de equações é obtida a partir da
condição
∣∣∣Σ−λI∣∣∣ = 0, onde ∣∣∣Σ−λI∣∣∣ é o determinante da matriz (Σ− λI). Esta equação
pode ainda ser escrita na forma k1λp+k2λp−1+. . .+kpλ+kp+1 = 0 e possui p raízes λ1 ≥
λ2 ≥ . . . ≥ λp que são os valores próprios da matriz Σ. Sendo λ1 o primeiro valor próprio,
o vetor próprio correspondente γ1 (primeiro vetor próprio da matriz Σ) obtém-se através
do sistema (Σ− λ1I) γ1 = 0 com γ′1γ1 = 1, de que resulta γ′1Σγ1 = λ1. Conclui-
se portanto que a primeira componente principal Y1 é deﬁnida pelo primeiro vetor
próprio da matriz Σ e a sua variância é, conforme foi referido anteriormente, Var (Y1) =
γ′1Σγ1 = λ1. Após a obtenção da primeira componente, passa-se à determinação da
segunda por um processo semelhante com a restrição adicional, já indicada acima, da
ortogonalidade em relação à primeira. Assim, sendo λ2 o segundo valor próprio, o vetor
próprio correspondente γ2 obtém-se a partir do sistema (Σ− λ2I) γ2 = 0 com γ′2γ2 = 1
e γ′1γ2 = 0, de que resulta γ
′
2Σγ2 = λ2. A segunda componente principal é então deﬁnida
pelo segundo vetor próprio γ2 e a sua variância é Var (Y2) = γ′2Σγ2 = λ2. O cálculo das
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restantes componentes segue o mesmo procedimento.
Habitualmente, a análise é feita com as variáveis Xj centradas (subtraídas da média)
ou estandardizadas (subtraídas da média e divididas pelo desvio padrão). Neste segundo
caso, em vez da matriz de variâncias e covariâncias Σ, utiliza-se a matriz de correlações
(Pearson) para o cálculo das componentes principais, uma vez que a matriz de variâncias
e covariâncias entre as variáveis estandardizadas coincide com a matriz de correlações
entre as variáveis originais X1, X2, . . . , Xp.
Os valores das componentes principais designam-se por principal component scores,
object scores ou, simplesmente, scores e os vetores γh (h = 1, . . . , p) são designados por
eixos principais. Os coeﬁcientes de correlação de Pearson entre as variáveis iniciais e
as componentes principais designam-se por component loadings ou loadings. Para uma
variável Xj e uma componente principal Yh (j, h = 1, . . . , p), este coeﬁciente é dado por
rXj ,Yh =
γhj
√
λh
sXj
,
onde sXj representa o desvio padrão de Xj. Quando as variáveis são estandardizadas,
tem-se
rXj ,Yh = γhj
√
λh
e, neste caso, rXj ,Yh é a coordenada de Xj no eixo gerado pelo vetor unitário Yh/
√
λh.
Uma vez que as componentes principais são ortogonais, é possivel representar Xj no
plano [Yh1 , Yh2 ] de duas quaisquer componentes (h1, h2 = 1, . . . , p; h1 6= h2). Consequen-
temente, para dados estandardizados, as variáveis são representadas num círculo de
centro 0 e raio 1, designado por círculo de correlações.
A qualidade de representação de Xj na componente principal Yh é medida pelo
quadrado do cosseno do ângulo formado por estas, dado por
cos2θhj = r
2
Xj ,Yh
.
Esta medida é também designada por contribuição relativa da componente Yh para
a variável Xj. A qualidade de representação é geralmente considerada boa quando
cos2θhj ≥ 0.5. Por sua vez, a qualidade de representação de Xj no plano [Yh1 , Yh2 ] é
medida pelo quadrado do cosseno do ângulo que Xj forma com [Yh1 , Yh2 ], dado por
cos2ζ[h1,h2]j = r
2
Xj ,Yh1
+ r2Xj ,Yh2
.
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Esta medida é também designada por contribuição relativa do plano [Yh1 , Yh2 ] para a
variável Xj.
O conjunto das componentes principais a reter para a análise subsequente, em nú-
mero de q, inferior a p (q < p), deve explicar uma elevada percentagem da variabilidade
total das variáveis iniciais, pelo que as q componentes podem ser utilizadas em vez des-
tas. Para determinar o valor de q, utilizam-se habitualmente três critérios: o critério
de Kaiser, que consiste em reter as componentes principais cujos valores próprios as-
sociados sejam superiores a 1 (aplicável para variáveis estandardizadas), o critério de
Pearson, que consiste em reter o número de componentes principais que, no seu con-
junto, expliquem pelo menos 80% da variância total e o critério de Cattel (regra do
cotovelo), que consiste em reter as componentes principais até àquela em que o ganho
da variância total explicada já não é relevante, ou seja, até àquela em que ocorre a
inﬂexão da curva que relaciona o número da componente e o respetivo valor próprio
(scree plot).
Além disso, a interpretação das componentes principais permite identiﬁcar os fatores
subjacentes às características mais importantes dos dados e, em especial, à forma da
estrutura das relações entre os indivíduos, entre as variáveis e entre ambos.
3.2.1 Aplicações
As quantiﬁcações obtidas para as categorias pelos diferentes métodos abordados no
capítulo anterior para os dois conjuntos de dados podem agora ser utilizadas para a
realização de uma Análise em Componentes Principais Linear (cujos resultados com-
pletos se encontram no Apêndice A), uma vez que as variáveis qualitativas ordinais
foram transformadas em variáveis quantitativas.
3.2.1.1 Inquérito aos hábitos de consumo da população idosa
É necessário referir em primeiro lugar que as soluções obtidas, e nomeadamente as
questões selecionadas para a análise de cada componente, são coincidentes em todos
os métodos. Esta conclusão deve-se ao facto de as correlações entre as questões, os
valores próprios e as respetivas percentagens da variância explicada serem quase iguais
ou mesmo coincidentes em todas as soluções, assim como as coordenadas das questões
nas componentes principais. Consequentemente, as conclusões extraídas são também
as mesmas, pelo que serão apresentadas apenas uma vez (e não em separado para
cada método). No caso particular do método da atribuição de números inteiros orde-
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nados às categorias (método 1) e do cálculo de um índice (método 2), os resultados
são mesmo coincidentes, pois as quantiﬁcações das categorias obtidas pelo segundo são
transformações lineares das obtidas pelo primeiro, pelo que os resultados respetivos são
apresentados em conjunto (Apêndice A).
As matrizes de correlações de Pearson entre as variáveis quantiﬁcadas (Tabelas A.1,
A.4, A.7, A.10 e A.13) mostram a existência de muitas correlações moderadas e algumas
elevadas, o que indica ser adequado efetuar uma ACP com estes quadros de dados.
Assim, realizou-se uma ACP normada (dados estandardizados), sendo necessário
em primeiro lugar determinar o número de componentes a reter (Tabelas A.2, A.5, A.8,
A.11 e A.14): o critério de Kaiser indica uma solução com cinco componentes principais,
o critério de Pearson indica uma solução com oito componentes principais e o critério
de Cattel indica também uma solução com cinco componentes principais (a Tabela 3.1
resume a percentagem da variância total explicada por cada solução). Uma vez que a
qualidade da representação das questões a partir da quinta componente principal já é
muito fraca, opta-se por reter cinco componentes.
Tabela 3.1: Percentagem da variância total explicada pelas duas soluções  ACP
(IHCPI)
5 Componentes 8 Componentes
Métodos 1 e 2 68.59% 81.47%
Método 3 69.27% 81.80%
Método 4 74.09% 81.80%
Método 5 68.76% 81.50%
Método 6 68.81% 81.52%
Para a análise da primeira componente principal, selecionaram-se as questões indi-
cadas na Tabela 3.2, extraída das Tabelas A.3, A.6, A.9, A.12 e A.15, uma vez que são
as que apresentam um coeﬁciente de correlação (representado por r nas tabelas) ele-
vado (em valor absoluto) com esta componente principal. A qualidade de representação
destas questões, medida pelo quadrado do coeﬁciente de correlação (também indicado
na tabela), é aceitável ou boa (para algumas questões, o quadrado do coeﬁciente de
correlação é inferior a 0.5, o valor a partir do qual se considera habitualmente que
essa qualidade é boa, mas, como se encontra muito próximo deste valor, optou-se por
considerá-las na análise desta componente).
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Tabela 3.2: Questões a reter
1ª componente principal  ACP (IHCPI)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q1 0.73 0.53 0.73 0.53 0.73 0.53 0.73 0.53 0.73 0.53
Q2 0.71 0.51 0.72 0.52 0.72 0.52 0.71 0.51 0.71 0.51
Q3 0.75 0.56 0.73 0.54 0.73 0.54 0.73 0.53 0.73 0.53
Q5 0.66 0.43 0.67 0.45 0.67 0.45 0.66 0.44 0.66 0.44
Q12 0.71 0.50 0.69 0.47 0.69 0.47 0.70 0.49 0.70 0.49
Q16 0.64 0.40 0.62 0.38 0.62 0.38 0.62 0.38 0.62 0.38
Q17 0.64 0.41 0.66 0.43 0.66 0.43 0.65 0.42 0.65 0.42
Assim, conclui-se que a primeira componente principal opõe os idosos que atri-
buem maior importância aos que atribuem menor importância às motivações para ir
às compras Comprar algo novo para substituir algo antigo (questão 1), Criar uma
nova imagem para mim e para a minha casa (questão 2), Sentir-me um pioneiro
comprando produtos inovadores (questão 3), Conseguir encontrar uma verdadeira pe-
chincha (questão 5), Falar e trocar opiniões com o vendedor e outros clientes (ques-
tão 12), Ouvir música e ver animações alusivas a uma campanha do estabelecimento
(questão 16) e Experimentar uma amostra de um produto ou passar pelo espaço de
livraria (questão 17). Note-se que faz todo o sentido que estas motivações formem a
mesma componente principal, pois ter como motivação comprar algo novo para substi-
tuir algo antigo está fortemente associado à necessidade de renovação da imagem (para
a pessoa ou para a sua casa), o que pode ser atingido experimentando produtos inova-
dores e aproveitando preços mais favoráveis. Além disso, para conseguir compras deste
tipo com sucesso ou estes preços, é frequentemente necessário ou, pelo menos, é muito
vantajoso ouvir o vendedor ou outros clientes, estar atento às campanhas dos estabele-
cimentos comerciais ou experimentar amostras dos produtos. Podemos por isso concluir
que a primeira componente principal carateriza os idosos cujas principais motivações
para ir às compras são a substituição de produtos usados por novos e criar uma nova
imagem através da aquisição de produtos inovadores, obtendo descontos. Para este ﬁm,
eles adotam estratégias de pesquisa de mercado tais como trocar opiniões com o ven-
dedor ou com outros clientes, estar atento às campanhas promocionais e experimentar
amostras de produtos.
Para a análise da segunda componente principal, selecionou-se apenas a questão
Encontrar exatamente o que procuro (questão 9), pois é a única que apresenta um
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coeﬁciente de correlação aceitável (em valor absoluto) com esta componente princi-
pal, apresentando uma qualidade da representação ainda razoável (Tabela 3.3, também
extraída das Tabelas A.3, A.6, A.9, A.12 e A.15).
Tabela 3.3: Questões a reter
2ª componente principal  ACP (IHCPI)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q9 -0.62 0.39 0.66 0.44 0.66 0.44 -0.65 0.43 -0.66 0.43
Logo, conclui-se que a segunda componente principal opõe os idosos que atribuem
maior importância aos que atribuem menor importância a esta motivação para ir às
compras, ou seja, podemos aﬁrmar que a segunda componente principal carateriza os
idosos cuja principal motivação para ir às compras é comprar exatamente o produto
pretendido.
Para ilustrar estas conclusões, a Figura 3.1 mostra, para o método Números Inteiros
Ordenados (Método 1), a representação das variáveis no círculo de correlações deﬁnido
pelo plano das duas primeiras componentes principais. Reﬁra-se que as coordenadas
das variáveis em cada componente são os respetivos coeﬁcientes de correlação com essa
componente apresentados nas tabelas Coordenadas e qualidade de representação das
variáveis no Apêndice A. Para os restantes métodos, esta representação é quase idêntica,
uma vez que os coeﬁcientes de correlação estão extremamente próximos. Relativamente
à primeira componente principal, observa-se com efeito que as questões selecionadas têm
coordenadas positivas elevadas (lado direito da componente), mostrando a associação
entre elas. Na segunda componente, o gráﬁco evidencia que se destaca apenas a questão
9.
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Figura 3.1: Círculo de Correlações
Plano da 1ª e 2ª componentes principais
ACP (IHCPI)
Relativamente à terceira componente principal, selecionou-se apenas as questões
Negociar com o vendedor o preço de um produto (questão 7) e Obter um desconto
num produto com defeito (questão 8) (Tabela 3.4, também extraída das Tabelas A.3,
A.6, A.9, A.12 e A.15).
Tabela 3.4: Questões a reter
3ª componente principal  ACP (IHCPI)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q7 -0.76 0.57 -0.73 0.53 -0.73 0.53 -0.75 0.57 -0.75 0.56
Q8 -0.69 0.48 -0.66 0.43 -0.66 0.43 -0.70 0.49 -0.70 0.49
Logo, conclui-se que a terceira componente principal opõe os idosos que atribuem
maior importância a estas motivações aos que têm o comportamento contrário. Esta
conclusão é compreensível, uma vez que as pessoas que vão às compras com a motivação
de obter descontos em produtos com defeito querem também negociar os preços (perﬁl
negociador). Podemos por isso aﬁrmar que a terceira componente principal carateriza
os idosos cuja motivação é obter o melhor preço.
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A Figura 3.2 mostra o círculo de correlações para o método Números Inteiros Or-
denados (Método 1), no plano da segunda e da terceira componentes principais. Nesta
última, destacam-se as questões 7 e 8 de acordo com a análise efetuada.
Figura 3.2: Círculo de Correlações
Plano da 2ª e 3ª componentes principais
ACP (IHCPI)
Na quarta e na quinta componentes, veriﬁca-se que não existe nenhuma questão que
se destaque individualmente, pois os coeﬁcientes de correlação são todos baixos (em
valor absoluto), o que conduz também a uma qualidade da representação das questões
muito fraca (os r2 são muito inferiores a 0.5), podendo distorcer a análise. Além disso,
a quase totalidade das questões com maior coeﬁciente de correlação (em valor absoluto)
já foi considerada na análise das componentes anteriores ou poderia tê-lo sido, pelo que
conduziria às mesmas conclusões. Consequentemente, a quarta e a quinta componentes
não iriam acrescentar nada de novo nem de relevante ao que já foi concluído a partir
das anteriores, pelo que se torna desnecessário detalhar a sua análise aqui (é de referir
que as três primeiras componentes analisadas com pormenor explicam no seu conjunto
cerca de 55% da variância total em todos os métodos).
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3.2.1.2 Inquérito social europeu
À semelhança do conjunto de dados anterior (Inquérito aos hábitos de consumo da po-
pulação idosa), as soluções obtidas e as questões selecionadas para a análise de cada
componente são as mesmas em todos os métodos. Com efeito, as correlações entre as
questões, os valores próprios e as respetivas percentagens da variância explicada são
novamente quase iguais ou mesmo coincidentes em todas as soluções, assim como as
coordenadas das questões nas componentes principais. Consequentemente, as conclu-
sões extraídas são também as mesmas, pelo que serão novamente apresentadas apenas
uma vez. No caso particular do método da atribuição de números inteiros ordenados às
categorias (método 1) e do cálculo de um índice (método 2) os resultados são mesmo
coincidentes, pelo que são apresentados em conjunto (Apêndice A).
As matrizes de correlações de Pearson entre as variáveis quantiﬁcadas (Tabelas A.16,
A.19, A.22, A.25 e A.28) mostram a existência de muitas correlações moderadas, o que
indica ser adequado efetuar uma ACP com estes quadros de dados.
Assim, realizou-se uma ACP normada (dados estandardizados), sendo necessário
em primeiro lugar determinar o número de componentes a reter (Tabelas A.17, A.20,
A.23, A.26 e A.29). O critério de Kaiser indica uma solução com seis componentes
principais, o critério de Pearson indica uma solução com dez componentes principais e o
critério de Cattel indica uma solução com seis ou sete componentes principais. Uma vez
que o segundo critério (Pearson) conduz a um número muito elevado de componentes
(relembre-se que o inquérito tem 21 questões), optou-se por reter seis componentes
principais, seguindo os outros dois critérios.
Tabela 3.5: Percentagem da variância total explicada pelas duas soluções  ACP (ISE)
6 Componentes 10 Componentes
Métodos 1 e 2 66.68% 81.66%
Método 3 66.00% 81.00%
Método 4 66.00% 81.00%
Método 5 66.40% 81.40%
Método 6 66.40% 81.40%
Para a análise da primeira componente principal, selecionaram-se as questões indi-
cadas na Tabela 3.6, extraída das Tabelas A.18, A.21, A.24, A.27 e A.30, uma vez que
são as que apresentam um coeﬁciente de correlação elevado (em valor absoluto) com
esta componente principal. A qualidade de representação destas questões é razoável ou
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boa (o quadrado do coeﬁciente de correlação é inferior a 0.5 para algumas destas ques-
tões mas, como se encontra próximo deste valor, optou-se por considerá-las na análise
desta componente).
Tabela 3.6: Questões a reter
1ª componente principal  ACP (ISE)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q5 0.68 0.46 0.68 0.46 0.68 0.46 0.68 0.46 0.68 0.46
Q6 0.67 0.45 0.65 0.43 0.65 0.43 0.67 0.45 0.67 0.45
Q10 0.73 0.54 0.73 0.53 0.73 0.53 0.73 0.54 0.73 0.54
Q11 0.63 0.39 0.64 0.41 0.64 0.41 0.63 0.40 0.63 0.40
Q13 0.67 0.45 0.65 0.42 0.65 0.42 0.67 0.45 0.67 0.45
Q17 0.63 0.39 0.65 0.43 0.65 0.43 0.64 0.41 0.64 0.41
Q18 0.68 0.46 0.68 0.46 0.68 0.46 0.68 0.46 0.68 0.46
Assim, conclui-se que a primeira componente principal opõe os homens que se sentem
mais parecidos aos que se sentem menos parecidos com as caraterísticas Um homem
que dá importância a viver num sítio onde se sinta seguro. Evita tudo o que possa
por a sua segurança em risco. (questão 5), Um homem que gosta de surpresas e
está sempre à procura de coisas novas para fazer. Acha que é importante fazer muitas
coisas diferentes na vida. (questão 6), Um homem para quem é importante passar
bons momentos. Gosta de tratar bem de si. (questão 10), Um homem para quem é
importante tomar as suas próprias decisões sobre o que faz. Gosta de ser livre e não
estar dependente dos outros. (questão 11), Um homem para quem é importante ter
sucesso. Gosta de receber o reconhecimento dos outros. (questão 13), Um homem
para quem é importante que os outros lhe tenham respeito. Quer que as pessoas façam
o que ele diz. (questão 17) e Um homem para quem é importante ser leal para com
os amigos. Dedica-se às pessoas que lhe são próximas. (questão 18).
Portanto, esta componente deﬁne um perﬁl de homens para quem é importante
sentir segurança a nível ambiental, pessoal e social, associada à lealdade e dedicação
aos amigos e pessoas próximas, e ao mesmo tempo tem gosto pelo risco, pela autonomia
e liberdade, valoriza a diversidade, o prazer, o sucesso, o reconhecimento e o respeito
dos outros. A segurança proporciona estabilidade e autoconﬁança o que por sua vez
lhe permite lançar-se a novos desaﬁos, atingir o sucesso, o reconhecimento e o respeito,
conseguindo ser dominante. Em conclusão, esta componente carateriza os homens que
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têm um perﬁl arrojado assente numa base de estabilidade pessoal e social.
Para a análise da segunda componente principal, selecionaram-se as questões Um
homem para quem é importante ser rico. Quer ter muito dinheiro e coisas caras.
(questão 2) e Um homem para quem é importante ser humilde e modesto. Tenta
não chamar a atenção sobre si. (questão 9), pois são as únicas cujos coeﬁcientes de
correlação com esta componente principal se destacam (todas as restantes questões
apresentam coeﬁcientes de correlação baixos em valor absoluto), apresentando por isso
uma qualidade da representação aceitável (Tabela 3.7, também extraída das Tabelas
A.18, A.21, A.24, A.27 e A.30).
Tabela 3.7: Questões a reter
2ª componente principal  ACP (ISE)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q2 -0.63 0.40 -0.59 0.35 -0.59 0.35 -0.63 0.40 -0.63 0.40
Q9 0.71 0.50 0.65 0.42 0.65 0.42 0.70 0.49 0.69 0.48
Logo, conclui-se que a segunda componente principal opõe os homens que se sentem
mais parecidos com a caraterística Um homem para quem é importante ser rico. Quer
ter muito dinheiro e coisas caras. (questão 2) e menos parecidos com Um homem
para quem é importante ser humilde e modesto. Tenta não chamar a atenção sobre
si. (questão 9) aos que têm um perﬁl oposto, ou seja, podemos aﬁrmar que a segunda
componente principal opõe os homens que valorizam a riqueza e ostentação aos que,
pelo contrário, são modestos e pretendem uma vida mais humilde e reservada.
Para ilustrar estas conclusões, a Figura 3.3 mostra o círculo de correlações para
o método Números Inteiros Ordenados (Método 1) e, tal como no conjunto de dados
anterior, esta representação é quase idêntica para os restantes métodos. Relativamente
à primeira componente principal, observa-se que as questões selecionadas têm coorde-
nadas positivas elevadas (lado direito da componente), mostrando a associação entre
elas. Na segunda componente, o gráﬁco evidencia que se destacam as questões 2 e 9 e
que estas estão em oposição, pois as suas coordenadas têm sinais contrários.
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Figura 3.3: Círculo de Correlações
Plano da 1ª e 2ª componentes principais
ACP (ISE)
Relativamente à terceira componente principal, selecionou-se apenas a questão Um
homem que acha que as pessoas devem fazer o que lhes mandam. Acha que as pessoas
devem cumprir sempre as regras mesmo quando ninguém está a ver. (questão 7)
(Tabela 3.8, também extraída das Tabelas A.18, A.21, A.24, A.27 e A.30).
Tabela 3.8: Questões a reter
3ª componente principal  ACP (ISE)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q7 0.75 0.57 -0.71 0.50 -0.71 0.50 -0.73 0.53 -0.73 0.53
Logo, conclui-se que a terceira componente principal opõe os homens que se sentem
mais parecidos aos que se sentem menos parecidos com esta caraterística, ou seja, po-
demos aﬁrmar que a terceira componente principal carateriza os homens que valorizam
o cumprimento das regras de cidadania (elevado grau de civismo).
Para a quarta componente principal, selecionou-se apenas a questão Um homem
que dá importância à tradição. Faz tudo o que pode para agir de acordo com a sua
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religião e a sua família.  (questão 20) (Tabela 3.9, também extraída das Tabelas A.18,
A.21, A.24, A.27 e A.30).
Tabela 3.9: Questões a reter
4ª componente principal  ACP (ISE)
Métodos 1 e 2 Método 3 Método 4 Método 5 Método 6
Questões r r2 r r2 r r2 r r2 r r2
Q20 0.78 0.61 0.83 0.68 0.83 0.68 0.81 0.66 0.81 0.66
Logo, conclui-se que a quarta componente principal opõe os homens que se sen-
tem mais parecidos aos que se sentem menos parecidos com esta caraterística, ou seja,
podemos aﬁrmar que a quarta componente principal carateriza os homens mais tradi-
cionalistas para quem os valores como a família e religião são de extrema importância.
A Figura 3.4 mostra o círculo de correlações para o método Números Inteiros Or-
denados (Método 1), no plano da terceira e da quarta componentes principais, onde
se destacam apenas as questões 7 e 20 respetivamente, de acordo com as conclusões
anteriores.
Figura 3.4: Círculo de Correlações
Plano da 3ª e 4ª componentes principais
ACP (ISE)
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Por ﬁm, não se apresenta a análise da quinta e da sexta componentes pelos mesmos
motivos referidos relativamente à quarta e quinta componentes do conjunto de dados
anterior (as quatro primeiras componentes em conjunto explicam cerca de 56% da
variância total em todos os métodos).
3.3 Análise em Componentes Principais Linear com
Coeﬁciente de Correlação Ordinal de Spearman
Uma vez que a utilização das correlações de Pearson não é correta para variáveis ordi-
nais, uma solução alternativa simples consiste em recorrer ao coeﬁciente de correlação
ordinal de Spearman, representado por RS. Com efeito, este é adequado para variáveis
ordinais, adaptando-se por isso a este problema, permitindo então efetuar uma Aná-
lise em Componentes Principais Linear sobre a matriz de correlações de Spearman, tal
como se faz com as correlações de Pearson.
Este coeﬁciente de correlação é uma medida de associação não paramétrica entre
duas variáveis qualitativas ordinais ou quantitativas (Maroco, 2011; Desu e Raghavarao,
2004). Para o seu cálculo, começa por se ordenar separadamente as observações de cada
uma das variáveis e o coeﬁciente é calculado aplicando a expressão do coeﬁciente de
correlação de Pearson às ordens atribuídas e não aos valores originais das variáveis:
RS =
n∑
i=1
(rxi − rx) (ryi − ry)√
n∑
i=1
(rxi − rx)2
n∑
i=1
(ryi − ry)2
= 1−
6
n∑
i=1
d2i
n3 − n
onde rx e ry representam as ordens das observações das variáveis X e Y respetivamente,
n é a dimensão da amostra e di = (rxi − ryi) , i = 1, . . . , n.
As propriedades deste coeﬁciente são:
 −1 ≤ RS ≤ 1: se RS = −1, existe uma correlação perfeita ou máxima de sentido
inverso entre as variáveis; se RS = 1, existe uma correlação perfeita ou máxima
no mesmo sentido (quando a ordenação das duas variáveis é a mesma); se RS = 0,
as variáveis não estão associadas.
 RS é invariante a transformações lineares das variáveis.
 RS (x, y) = RS (y, x).
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3.3.1 Aplicações
Procede-se agora à realização de uma Análise em Componentes Principais com o coeﬁ-
ciente de correlação ordinal de Spearman (cujos resultados completos se encontram no
Apêndice B) para os dois conjuntos de dados.
3.3.1.1 Inquérito aos hábitos de consumo da população idosa
A matriz de correlações de Spearman (Tabela B.1) mostra a existência de muitas cor-
relações moderadas e algumas elevadas, o que indica ser adequado efetuar uma ACP
com este quadro de dados.
Assim, realizou-se uma ACP normada (dados estandardizados) sobre a matriz de
correlações de Spearman, veriﬁcando-se em primeiro lugar que os resultados (correlações
entre as questões, valores próprios, respetivas percentagens da variância explicada e
coordenadas das questões nas componentes principais) são quase coincidentes com os
obtidos na ACP Linear a partir da quantiﬁcação das categorias (método anterior),
pelo que as conclusões são as mesmas. Com efeito, a Tabela B.2 (Apêndice B) conduz
novamente a optar pela solução com cinco componentes, pelos mesmos motivos da ACP
Linear anterior.
Por sua vez, as questões selecionadas para a análise das três primeiras componentes
principais são também as mesmas, conforme pode ser observado nas Tabelas 3.10, 3.11
e 3.12 respetivamente, extraídas da Tabela B.3 (Apêndice B). Consequentemente, as
conclusões mantêm-se, pelo que não serão repetidas aqui (assim como as representações
do círculo de correlações). Não se apresenta também a análise da quarta e da quinta
componentes, tal como na ACP Linear anterior, pelos mesmos motivos (as três primeiras
componentes analisadas com pormenor explicam no seu conjunto 55.4% da variância
total).
Em resumo, as conclusões destas duas abordagens (ACP Linear a partir da quantiﬁ-
cação das categorias e ACP Linear com os dados originais e recurso à correlação ordinal
de Spearman) são coincidentes para este conjunto de dados.
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Tabela 3.10: Questões a reter
1ª componente principal  ACP Spearman (IHCPI)
Questões r r2
Q1 0.73 0.53
Q2 0.72 0.52
Q3 0.73 0.54
Q5 0.67 0.45
Q12 0.69 0.47
Q16 0.62 0.38
Q17 0.66 0.43
Tabela 3.11: Questões a reter
2ª componente principal  ACP Spearman (IHCPI)
Questões r r2
Q9 0.66 0.44
Tabela 3.12: Questões a reter
3ª componente principal  ACP Spearman (IHCPI)
Questões r r2
Q7 0.66 0.44
Q8 0.66 0.43
3.3.1.2 Inquérito social europeu
A matriz de correlações de Spearman (Tabela B.4) mostra a existência de muitas cor-
relações moderadas, o que indica ser adequado efetuar uma ACP com este quadro de
dados.
Assim, realizou-se uma ACP normada (dados estandardizados) sobre a matriz de
correlações de Spearman, veriﬁcando-se, à semelhança do que se observou com o con-
junto de dados anterior, que os resultados (correlações entre as questões, valores pró-
prios, respetivas percentagens da variância explicada e coordenadas das questões nas
componentes principais) estão muito próximos dos obtidos na ACP Linear a partir da
quantiﬁcação das categorias (método anterior), pelo que as conclusões são as mesmas.
Com efeito, a Tabela B.5 (Apêndice B) conduz novamente a optar pela solução com
seis componentes, pelos mesmos motivos da ACP Linear anterior.
38
Por sua vez, as questões selecionadas para a análise das quatro primeiras componen-
tes principais são também as mesmas, conforme pode ser observado nas Tabelas 3.13,
3.14, 3.15 e 3.16 respetivamente, extraídas da Tabela B.6 (Apêndice B). Consequente-
mente, as conclusões mantêm-se, pelo que não serão repetidas aqui. Não se apresenta
também a análise da quinta e da sexta componentes, tal como na ACP Linear ante-
rior, pelos mesmos motivos (as quatro primeiras componentes analisadas com pormenor
explicam no seu conjunto 55.6% da variância total).
Em resumo, as conclusões destas duas abordagens (ACP Linear a partir da quantiﬁ-
cação das categorias e ACP Linear com os dados originais e recurso à correlação ordinal
de Spearman) são novamente coincidentes.
Tabela 3.13: Questões a reter
1ª componente principal  ACP Spearman (ISE)
Questões r r2
Q5 0.68 0.46
Q6 0.66 0.43
Q10 0.73 0.53
Q11 0.64 0.41
Q13 0.65 0.42
Q17 0.65 0.43
Q18 0.68 0.46
Tabela 3.14: Questões a reter
2ª componente principal  ACP Spearman (ISE)
Questões r r2
Q2 0.59 0.35
Q9 -0.65 0.42
Tabela 3.15: Questões a reter
3ª componente principal  ACP Spearman (ISE)
Questões r r2
Q7 0.71 0.50
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Tabela 3.16: Questões a reter
4ª componente principal  ACP Spearman (ISE)
Questões r r2
Q20 0.83 0.68
3.4 Análise em Componentes Principais Categórica
(CATPCA)
A Análise em Componentes Principais Categórica (CATPCA) reveste-se de grande im-
portância em estudos que utilizam variáveis qualitativas, medidas em escalas nominais
ou ordinais, como é habitual em áreas como as Ciências Sociais e Humanas e de estu-
dos de mercado. Este método, que quantiﬁca as variáveis categóricas enquanto reduz
a dimensão dos dados, foi primeiramente desenvolvido em 1990 pela Universidade de
Leiden na Holanda (Giﬁ, 1990; Meulman, 1992). Um dos objetivos desta variante não
linear da ACP consiste em determinar, para cada categoria, um valor escalonado de
forma ótima designado por quantiﬁcação.
As funções spline desempenham um papel muito importante neste método, nome-
adamente na deﬁnição da quantiﬁcação das categorias, no procedimento conducente a
essa quantiﬁcação e na obtenção das componentes principais. Por este motivo, começa
por se fazer uma introdução às funções spline após a qual se passa à abordagem da
Análise em Componentes Principais Categórica.
3.4.1 Funções Spline
As funções spline foram introduzidas por Schoemberg (1946) para resolução de pro-
blemas de ajustamento de dados, sendo as referências fundamentais De Boor (1978) e
Schumaker (1981) (segue-se de perto a exposição feita em Lavado, 2004).
Para a deﬁnição destas funções, considere-se um intervalo [a, b] com a < b, e seja
∆ = {δ1, δ2, . . . , δq} com a = δ1 < δ2 < . . . δq = b, uma partição do intervalo em q − 1
subintervalos I1 =[δ1, δ2[ , I2 = [δ2, δ3[ , . . . , Iq−2 = [δq−2, δq−1[ , Iq−1 = [δq−1, δq] . Os
pontos interiores da partição ∆ designam-se por pontos de junção.
Seja uma função s deﬁnida no intervalo [a, b], si a restrição de s ao intervalo Ii e
s
(v)
i a derivada de ordem v de si (i = 1, . . . , q − 1). A função s é um spline de ordem k
(grau k − 1) com pontos de junção δ2, . . . , δq−1 se, e só se, para todo o i = 1, ..., q − 1,
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si é um polinómio de grau k− 1 e, para todo o i = 1, ..., q− 2, e s(v)i (δi+1) = s(v)i+1 (δi+1)
para v = 0, 1, . . . , k − 2. A primeira condição signiﬁca que s é um polinómio de grau
k − 1 em cada subintervalo, apesar de poder ser um polinómio diferente para cada
subintervalo, sendo por isso designado de polinómio segmentado de grau k−1 ou função
seccionalmente polinomial de grau k− 1. A segunda condição, relativa à igualdade das
derivadas, assegura que os polinómios se ligam de forma suave nos pontos de junção,
tornando estes impercetíveis na representação gráﬁca.
A forma mais simples para gerar splines parte da utilização dos basis-splines ou
B-splines como base. Para a sua deﬁnição, considere-se uma sequência de nós não
decrescente t = {t1, t2, . . . , td+k} onde d = k+ q− 2, o que signiﬁca que t1 = t2 = . . . =
tk = δ1, td+1 = td+2 = . . . = td+k = δq e ti < ti+1, para todo i = k, k + 1, . . . , k + q − 2
ou seja δi = tk+i−1 para todo i = 2, 3, . . . , k − 1. Note-se que apenas os pontos δ1 e
δq estão associados a k nós, uma vez que são os pontos em que o spline é descontínuo.
Portanto, existem q − 2 + 2k = d + k nós. Assim, com a sequência de nós t deﬁnida
acima, a função B-spline de ordem k é (para i = 1, 2, . . . , d)
B
[1]
i (x) =
1 ti ≤ x < ti+10 caso contrário (3.2)
e
B
[k]
i (x) =
x− ti
ti+k−1 − tiB
[k−1]
i (x) +
ti+k − x
ti+k − ti+1B
[k−1]
i+1 (x) para k > 1 (3.3)
onde a primeira parcela é nula quando ti+k−1 − ti = 0, sucedendo o mesmo com a
segunda quando ti+k − ti+1 = 0. Em primeiro lugar, deﬁnem-se B-splines de ordem 1
(ou grau 0), ou seja, seccionalmente constantes; em seguida, B-splines seccionalmente
lineares a partir dos anteriores, seguindo-se B-splines seccionalmente quadráticos a
partir dos lineares e assim sucessivamente até aos B-splines de ordem k (seccionalmente
polinomiais de ordem k). Portanto, trata-se de um procedimento recursivo. A título
de exemplo, seja ∆ = {1, 2, 5, 10} , d = 4 e k = 2. Sendo k = 2, t = {1, 1, 2, 5, 10, 10} e
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B
[1]
1 (x) = 0
B
[1]
2 (x) =
1 1 ≤ x < 20 caso contrário
B
[1]
3 (x) =
1 2 ≤ x < 50 caso contrário
B
[1]
4 (x) =
1 5 ≤ x < 100 caso contrário.
Consequentemente, o primeiro B-spline seccionalmente linear é calculado da forma
B
[2]
1 (x) =
x− t1
t1+2−1 − t1B
[1]
1 (x) +
t1+2 − x
t1+2 − t1+1B
[1]
2 (x)
=
x− t1
t2 − t1B
[1]
1 (x) +
t3 − x
t3 − t2B
[1]
2 (x)
=
x− 1
1− 1B
[1]
1 (x) +
2− x
2− 1B
[1]
2 (x)
= 0 + (2− x)B[1]2 (x) = 2− x para 1 ≤ x < 2,
sendo 0 para outros valores de x. Assim, o conjunto dos B-splines seccionalmente
lineares é
B
[2]
1 (x) =
2−x1 1 ≤ x < 20 caso contrário
B
[2]
2 (x) =

x−1
1
1 ≤ x < 2
5−x
3
2 ≤ x < 5
0 caso contrário
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B
[2]
3 (x) =

x−2
3
2 ≤ x < 5
10−x
5
5 ≤ x < 10
0 caso contrário
B
[2]
4 (x) =
x−55 5 ≤ x < 100 caso contrário.
Conclui-se então que os B-splines têm as seguintes propriedades:
 B
[k]
i (x) são polinómios segmentados de grau k − 1;
 B
[k]
i (x) > 0 se x ∈ ]ti, ti+k[ e B[k]i (x) = 0 caso contrário;
 0 ≤ B[k]i (x) ≤ 1 ∀x;

d∑
i=1
B
[k]
i (x) = 1 para x ∈ ]ti, ti+k[.
Qualquer spline s de ordem k pode ser expresso como combinação linear de d B-splines
de ordem k :
s (x) =
d∑
i=1
αiB
[k]
i (x) (3.4)
onde αi (i = 1, . . . , d) são os coeﬁcientes da combinação linear. Logo, uma mudança no
coeﬁciente αi apenas afeta o spline s no intervalo ]ti, ti+k[. O spline s (x) é não negativo
desde que os coeﬁcientes αi sejam não negativos.
A partir dos B-splines deﬁnem-se os M-splines :
M
[k]
i (x) =
k
ti+k − tiB
[k]
i (x) para i = 1, 2, . . . , d. (3.5)
Os M-splines têm as seguintes propriedades:
 os M [k]i (x) são polinómios segmentados de grau k − 1;
 M
[k]
i (x) > 0 se x ∈ ]ti, ti+k[ e M [k]i (x) = 0 caso contrário;

´ +∞
−∞ M
[k]
i (x) dx =
´ td+k
t1
M
[k]
i (x) = 1.
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As duas últimas propriedades signiﬁcam que uma funçãoM-spline pode ser considerada
uma função densidade de probabilidade de uma variável aleatória contínua. Além disso,
qualquer spline s de ordem k pode ser expresso como combinação linear de d M-splines
de ordem k :
s (x) =
d∑
i=1
βiM
[k]
i (x) (3.6)
onde βi (i = 1, . . . , d) são os coeﬁcientes da combinação linear. Logo, uma mudança no
coeﬁciente βi apenas afeta o spline s no intervalo ]ti, ti+k[. O spline s (x) é não negativo
desde que os coeﬁcientes βi sejam não negativos. Se
d∑
i=1
βi = 1, então
´ +∞
−∞ s (x) dx = 1.
Finalmente, se β1 = 0, então s (a) = 0 e, se βd = 0, então s (b) = 0.
Uma vez que, conforme foi referido acima, qualquer função M-spline pode ser consi-
derada como uma função densidade de probabilidade de uma variável aleatória contínua,
é então possível deﬁnir a respetiva Função de Distribuição, obtendo-se os I-splines :
I
[k]
i (x) =
ˆ x
−∞
M
[k]
i (u) du ∀i=1, 2, . . . , d, (3.7)
ou seja, o i -ésimo I-spline de ordem k é a Função de Distribuição associada ao i -ésimo
M-spline da mesma ordem.
Reﬁra-se ainda que, uma vez que umM-spline é um polinómio segmentado de ordem
k ou grau k − 1, o I-spline que lhe corresponde tem ordem k + 1 ou grau k.
Retome-se o exemplo anterior em que ∆ = {1, 2, 5, 10} , d = 4 e k = 2. A partir do
cálculo dos B-splines feito anteriormente, é possível agora obter os M-splines, sendo o
primeiro calculado da forma
M
[2]
1 (x) =
2
t1+2 − t1B
[2]
1 (x) =
2
2− 1
2− x
1
=
4− 2x
1
para 1 ≤ x < 2.
Assim, o conjunto dos M-splines é
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M
[2]
1 (x) =
4−2x1 1 ≤ x < 20 caso contrário
M
[2]
2 (x) =

0.5x−0.5
1
1 ≤ x < 2
2.5−0.5x
3
2 ≤ x < 5
0 caso contrário
M
[2]
3 (x) =

0.25x−0.5
3
2 ≤ x < 5
2.5−0.25x
5
5 ≤ x < 10
0 caso contrário
M
[2]
4 (x) =
0.4x−25 5 ≤ x < 100 caso contrário.
Consequentemente, o primeiro I-spline é
I
[2]
1 (x) =
ˆ x
−∞
M
[2]
1 (u) du =
ˆ x
1
(
4− 2u
1
)
du =
4 (x− 1)− x2 + 1
1
=
−x2 + 4x− 3
1
para 1 ≤ x < 2.
Da mesma forma, o conjunto dos I-splines é
I
[2]
1 (x) =
−x
2+4x−3
1
1 ≤ x < 2
0 caso contrário
I
[2]
2 (x) =

x2−2x+1
4
1 ≤ x < 2
−x2+10x−16
12
2 ≤ x < 5
0 caso contrário
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I
[2]
3 (x) =

x2−4x+4
24
2 ≤ x < 5
−x2+20x−75
40
5 ≤ x < 10
0 caso contrário
I
[2]
4 (x) =
x
2−10x+25
25
5 ≤ x < 10
0 caso contrário.
Os I-splines têm as seguintes propriedades:
 0 ≤ I [k]i (x) ≤ 1 ∀x;
 I
[k]
i (x) é monótona não decrescente;
 I
[k]
i (x) = 0 para x ≤ ti;
 0 < I (x) < 1 se x ∈ ]ti, ti+k[;
 I
[k]
i (x) = 1 para x ≥ ti+k.
Finalmente, sendo
s (x) =
d∑
i=1
δiI
[k]
i (x) , (3.8)
se os coeﬁcientes δi forem não negativos, então s (x) é um spline não decrescente de
grau k. Se
d∑
i=1
δi = 1 e δi ≥ 0 ∀i, então s (b) = 1.
3.4.2 Escalonamento Ótimo (Optimal Scaling)
Quando se codiﬁca uma variável não-numérica com recurso aos números naturais e se
utiliza a Análise em Componentes Principais Linear, admite-se que a análise das variá-
veis ordinais é efetuada como se as variáveis fossem numéricas. Trata-se pois de uma
forma empírica e primitiva de tratar as variáveis qualitativas, quantiﬁcando a priori
as suas categorias e recorrendo aos métodos pensados para as variáveis numéricas. O
processo de transformação de uma categoria num número designa-se por quantiﬁcação.
A ideia fundamental da CATPCA é determinar a quantiﬁcação ótima de cada catego-
ria tendo em vista a otimização de um determinado critério (Maroco, 2011; Meulman,
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1992), sendo este a minimização de uma função perda (De Leeuw, 2005; De Leeuw e
Van Rijckevorsel, 1988; Giﬁ, 1990; Lavado, 2004; Linting et al., 2007; Meulman, Koiij
e Heiser, 2004). Esta mede a perda de informação resultante da representação das va-
riáveis originais por um pequeno número de componentes (as componentes principais).
Ao contrário das variáveis originais, as quantiﬁcações numéricas obtidas possuem pro-
priedades métricas. De um modo geral, os valores numéricos atribuídos a cada uma
das categorias são obtidos com recurso ao método iterativo dos mínimos quadrados
alternados.
Conforme deﬁnido anteriormente, X é a matriz de dados de dimensão (n× p), o
que signiﬁca que se dispõe de n indivíduos e p variáveis qualitativas ordinais, em que
a variável Xj assume um número de cj categorias (j = 1, . . . , p); os vetores xj, colunas
da matriz X, representam as observações da variável Xj para todos os indivíduos.
Representa-se por φj uma transformação aplicada à variável Xj, por φ o vetor de
p∑
j=1
cj
elementos com as p transformações e por y um vetor n-dimensional, y ∈ Rn.
Começaremos por apresentar o caso mais simples de extração de uma única compo-
nente principal (solução unidimensional), para mais fácil compreensão do procedimento
adotado, seguindo-se a descrição do caso geral de extração de um qualquer número de
componentes. Assim, a função perda no caso unidimensional é
σ (y, φ) =
1
p
p∑
j=1
SQ (y − φj (xj)) (3.9)
onde SQ (A) é a soma dos quadrados de todos os elementos de uma qualquer matriz
A. Pretende-se determinar o par (y, φ) que minimize σ sob a restrição y′y = 1 (esta
restrição é necessária para garantir uma solução não trivial, que é aquela em que os
vetores obtidos são nulos). Para esse par, os valores de y designam-se por scores e φ é a
quantiﬁcação ótima. Assim, a função perda quantiﬁca a perda de informação inerente à
substituição do conjunto das variáveis transformadas φj (xj) (j = 1, . . . , p) pela variável
y através da média do quadrado da distância Euclideana entre estas.
As transformações φj consideradas são splines de ordem k gerados por d I-splines
φj (xj) =
d∑
i=1
δiI
[k]
i (xj) . (3.10)
Reﬁra-se que, no caso da ACP Linear (para variáveis quantitativas), as transformações
47
φj são lineares, isto é, φj (xj) = γjxj, o que signiﬁca que todos os valores da variável
Xj são multiplicados pelo mesmo escalar γj ∈ R designado por peso da variável. Este
tipo de transformação equivale a considerar um spline de grau 1, sem nós interiores,
resultando num polinómio de grau 1. Conclui-se por isso que é possível realizar uma
ACP Linear através da minimização da função perda em alternativa à abordagem mais
habitual da maximização da variância explicada, conforme foi descrita na introdução
deste capítulo (a ACP Linear é portanto um caso particular da ACP Não Linear).
A minimização da função perda (3.9) é feita recorrendo a um algoritmo iterativo
baseado no método dos mínimos quadrados alternados. Quando o algoritmo converge,
obtém-se a solução ótima (mínimo da função perda) para a quantiﬁcação φj das ca-
tegorias (j = 1, . . . , p) e para os scores y dos indivíduos, ou seja, determinam-se os
seus valores ótimos pelos mínimos quadrados. O algoritmo dos mínimos quadrados
alternados é designado desta forma porque alterna entre os dois passos seguintes:
 minimização da função perda em ordem a y para φ ﬁxo;
 minimização da função perda em ordem a φ para y ﬁxo.
Este algoritmo processa-se segundo as iterações seguintes (Giﬁ, 1990; Lavado, 2004;
Linting et al., 2007):
1. Inicialização:
(a) y é gerado de forma aleatória;
(b) y é normalizado e centrado, representando-se por y˜;
(c) φ é determinado pela média dos scores y˜ dos indivíduos em cada categoria,
representando-se por φ˜.
2. Atualização dos scores dos indivíduos:
y˜ é atualizado com a média das quantiﬁcações das categorias de cada indivíduo
e representa-se por y+.
3. Normalização:
y+ passa a ter norma unitária.
4. Atualização das quantiﬁcações das categorias:
φ˜ é atualizado pela repetição de 1(c) com y+e representa-se por φ+.
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5. Critério de convergência:
(a) Se σ
(
y˜, φ˜
)
− σ (y+,φ+) ≤ ε, para ε > 0 (inﬁnitesimal) previamente especi-
ﬁcado, então (y+,φ+) é a solução;
(b) Caso contrário, repetem-se os passos 2 a 4 partindo de (y+,φ+) .
Este algoritmo conduz à solução ótima para φ e para y, a quantiﬁcação das categorias
e os scores dos indivíduos respetivamente (De Leeuw, 2005).
A função perda pode também ser generalizada ao caso de extração de várias compo-
nentes principais. Para este efeito, é necessário deﬁnir previamente uma matriz indica-
triz Gj, de dimensão (n× cj), associada às observações da variável Xj, ou seja, ao vetor
xj (j = 1, . . . , p). Os elementos desta matriz são gju,v = 1, u = 1, . . . , n; v = 1, . . . , cj,
se o indivíduo i (i = 1, . . . , n) pertencer à categoria cj e gju,v = 0 caso contrário. Cada
linha da matriz tem somente um elemento igual a 1 e os restantes (cj − 1) iguais a 0.
Por exemplo, suponha-se que a variável Xj pode assumir as categorias 1, 2, 5, 10 e que
as observações para três indivíduos são xj =
[
5 10 2
]′
. Então, a respetiva matriz
indicatriz é
Gj =
 0 0 1 00 0 0 1
0 1 0 0
 .
A partir das matrizes G1,G2, . . . ,Gp, constrói-se a matriz indicatriz do quadro de dados
X:
G =
[
G1 . . . Gp
]
, (3.11)
tendo esta matriz dimensão
(
n×
p∑
j=1
cj
)
.
Representando por Y a matriz (n× q) das componentes principais a reter (q < p),
a função perda no caso geral é
σ (Y,v1, . . . ,vp) =
1
p
p∑
j=1
SQ
(
Y −Gjvjw′j
)
=
1
p
p∑
j=1
tr
[(
Y −Gjvjw′j
)′ (
Y −Gjvjw′j
)]
(3.12)
onde tr indica o traço de uma matriz, vj (j = 1, . . . , p) é o vetor de cj elementos com a
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quantiﬁcação dada pelo I-spline (3.8) das categorias da variável Xj, pelo que o vetor das
observações dessas categorias para os n indivíduos dado por (3.10) é φj (xj) = Gjvj e wj
é um vetor de q elementos (designados por loadings) que são os coeﬁcientes de correlação
entre a j-ésima variável transformada (quantiﬁcada) e as componentes principais, isto
é, sendo whj (h = 1, . . . , q) o h-ésimo elemento de wj, whj = r (Gjvj,yh); os vetores
wj são agrupados na matriz W de dimensão (q × p).
A minimização da função perda (3.12) é feita pelo método dos mínimos quadra-
dos alternados descrito anteriormente, generalizado à existência de várias componentes
principais e efetuando também a minimização em ordem a wj, sujeita a algumas res-
trições:
 Y′Y = nI onde I é a matriz identidade de dimensão (q × q) (note-se que esta
restrição seria Y′Y = I se as variáveis iniciais pudessem ser previamente norma-
lizadas e divididas por
√
n, mas, como tal só pode ser implementado durante o
procedimento de otimização, a restrição tem que ser Y′Y = nI); esta restrição
serve para evitar a solução trivial W = 0 e Y = 0.
 1′Y = 0′ onde 1 e 0 são vetores de elementos iguais a 1 e de elementos iguais
a 0 respetivamente; esta restrição é imposta para que os scores sejam centrados
(média nula).
 v′jG
′
jGjvj = n, o que é equivalente a Var (Gjvj) = 1.
As duas primeiras restrições implicam que as colunas de Y (as componentes principais)
sejam ortonormadas, ou seja, tenham média nula, desvio padrão igual a 1 e sejam não
correlacionadas.
Finalmente, reﬁra-se que a perda, medida pela função perda indicada acima, causada
pela substituição das variáveis transformadas com recurso à utilização de splines pelas
componentes principais, depende ainda da deﬁnição de parâmetros como o grau do
spline, o número e a localização dos nós e eventuais restrições sobre os coeﬁcientes
δi (i = 1, . . . , d) em (3.8). Lavado (2004), baseando-se em Winsberg e Ramsay (1983),
refere que se deve evitar na otimização a variação do número e da localização dos nós, tal
como do grau do spline, tomando essas opções como parâmetros do modelo. Baseados
na sua experiência, Winsberg e Ramsay (1983), Ramsay (1988) e De Leeuw e Van
Rijckevorsel (1988) sugerem que, em geral, não é necessário utilizar mais do que dois
nós e que o grau do spline não necessita de ser superior a dois. Além disso, é importante
ter em conta que, para variáveis ordinais, o spline tem que ser monótono crescente de
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modo a respeitar a ordem das categorias, ou seja, quando estas estão ordenadas por
ordem crescente, as respetivas quantiﬁcações têm também que aumentar. É por isso
necessário que, na minimização da função perda, os coeﬁcientes da combinação linear
dos I-splines em (3.8) sejam positivos, conforme foi referido.
Tal como na ACP Linear, a seleção do número de componentes a reter baseia-se na
variância explicada (V E) por cada uma (Giﬁ, 1990; Lavado, 2004; Meulman, Koiij e
Heiser, 2004), sendo a variância explicada pela h-ésima componente principal a soma dos
quadrados das correlações entre as variáveis transformadas e essa componente principal:
V Eh =
p∑
j=1
w2hj =
p∑
j=1
r2 (Gjvj,yh) h = 1, . . . , q. (3.13)
Então, uma vez que
p∑
h=1
V Eh = p (se o número de componentes principais a reter for
igual ao número de variáveis, ou seja, q = p), a proporção da variância explicada pela
h-ésima componente principal é V Eh/p.
Sendo Φ a matriz dos dados transformados e Σ a sua matriz de correlações, a V E
pela h-ésima componente principal é o h-ésimo maior valor próprio de Σ, representado
por λh, ou seja,
V Eh = λh h = 1, . . . , q. (3.14)
É de salientar ainda que, na solução ótima obtida, a função perda é
σ (Y,v1, . . . ,vp) = pq −
p∑
j=1
q∑
h=1
w2hj = pq −
q∑
h=1
λh (3.15)
Por ﬁm, note-se que, em alternativa ao recurso à CATPCA para obtenção das
componentes principais, esta pode ser utilizada unicamente para obtenção das quantiﬁ-
cações das categorias (na solução ótima) e a partir destas realizar-se uma ACP Linear.
3.4.3 Aplicações
Procede-se agora à realização de uma Análise em Componentes Principais Categórica,
cujos resultados completos se encontram no Apêndice C para os dois conjuntos de dados.
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3.4.3.1 Inquérito aos hábitos de consumo da população idosa
A quantiﬁcação das categorias efetuada pela CATPCA é apresentada na Tabela 3.17.
Tabela 3.17: Quantiﬁcação das categorias
Escalonamento ótimo  CATPCA (IHCPI)
Questão Nenhuma Pouca Alguma Bastante Muita
1 -1.898 -1.014 -0.137 0.210 1.232
2 -1.696 -0.727 0.014 0.406 1.343
3 -1.246 -0.283 0.324 0.670 1.492
4 -4.101 -2.957 -1.178 -0.359 0.864
5 -2.399 -1.459 -0.386 0.256 1.186
6 -3.408 -2.419 -0.935 -0.226 0.866
7 -0.918 0.028 0.584 1.325 2.093
8 -0.770 0.288 0.814 1.443 2.340
9 -4.338 -3.141 -1.255 -0.386 0.864
10 -3.158 -2.130 -0.822 -0.154 0.922
11 -1.444 -0.487 0.147 0.632 1.381
12 -1.567 -0.673 0.083 0.804 1.605
13 -1.165 -0.183 0.321 0.875 1.599
14 -2.186 -1.235 -0.281 0.355 1.240
15 -2.014 -1.096 -0.143 0.566 1.480
16 -1.191 -0.308 0.347 1.021 1.784
17 -2.012 -1.008 -0.140 0.490 1.407
A matriz de correlações das variáveis transformadas (ou seja, quantiﬁcadas conforme
a Tabela 3.17), apresentada na Tabela C.1, mostra a existência de muitas correlações
moderadas e algumas elevadas, o que indica ser adequado efetuar uma ACP Categórica
com este quadro de dados.
Assim, realizou-se uma CATPCA com recurso a um spline com dois nós e grau
dois, seguindo as indicações referidas acima. Foram ensaiadas várias alterações a estes
parâmetros, mas as conclusões obtidas foram sempre as mesmas, o que sugere que esta
análise é bastante robusta aos valores desses parâmetros.
Os resultados deste método (correlações entre as questões, valores próprios, respe-
tivas percentagens da variância explicada e coordenadas das questões nas componentes
principais) são quase coincidentes com os das análises anteriores, pelo que o mesmo se
veriﬁca com as conclusões. Com efeito, a Tabela C.2 (Apêndice C) conduz novamente
a optar pela solução com cinco componentes.
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Por sua vez, as questões selecionadas para a análise das três primeiras componentes
principais são também as mesmas, conforme pode ser observado nas Tabelas 3.18, 3.19
e 3.20 respetivamente, extraídas da Tabela C.3 (Apêndice C), pelo que as conclusões
mantêm-se, não sendo por isso repetidas. Note-se que, apesar da qualidade de repre-
sentação da questão 9 na segunda componente ser fraca (r2= 0.32) o que por si só a
excluiria da análise, é a única questão que se destaca nesta componente. Além disso, a
percentagem da variância desta questão explicada por esta componente é 32%, um valor
que não é demasiado baixo. Acresce ainda que, como esta questão foi incluída na análise
pelos métodos anteriores, pode-se admitir que tem alguma relevância na interpretação
dos dados. Consequentemente, opta-se por considerar esta questão na interpretação da
segunda componente principal.
A Figura 3.5 mostra o círculo de correlações no plano das duas primeiras compo-
nentes principais e, tal como na ACP Linear, observa-se com efeito que as questões
selecionadas em cada componente são as que se destacam, evidenciando as conclusões
extraídas. Por sua vez, a Figura 3.6 mostra que, relativamente à terceira componente
principal, apenas se destacam as questões 7 e 8, conﬁrmando também as respetivas
conclusões.
À semelhança das análises anteriores, não se apresenta também a análise da quarta
e da quinta componentes pelos mesmos motivos (reﬁra-se que as três primeiras compo-
nentes analisadas com pormenor explicam no seu conjunto 53.4% da variância total).
Portanto, as conclusões da CATPCA coincidem com as das abordagens anteriores.
Tabela 3.18: Questões a reter
1ª componente principal  CATPCA (IHCPI)
Questões r r2
Q1 0.72 0.52
Q2 0.70 0.49
Q3 0.73 0.54
Q5 0.65 0.42
Q12 0.71 0.51
Q16 0.63 0.40
Q17 0.63 0.40
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Tabela 3.19: Questões a reter
2ª componente principal  CATPCA (IHCPI)
Questões r r2
Q9 0.56 0.32
Tabela 3.20: Questões a reter
3ª componente principal  CATPCA (IHCPI)
Questões r r2
Q7 0.72 0.51
Q8 0.64 0.41
Figura 3.5: Círculo de Correlações
Plano da 1ª e 2ª componentes principais
CATPCA (IHCPI)
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Figura 3.6: Círculo de Correlações
Plano da 2ª e 3ª componentes principais
CATPCA (IHCPI)
Efectuou-se ainda uma ACP Linear com as quantiﬁcações obtidas pela CATPCA
(Tabela 3.17), mas os resultados são coincidentes com os desta (sendo por isso desne-
cessário apresentá-los).
3.4.3.2 Inquérito social europeu
A quantiﬁcação das categorias efetuada pela CATPCA é apresentada na Tabela 3.21
(algumas categorias não puderam ser quantiﬁcadas devido à inexistência de observa-
ções).
A matriz de correlações das variáveis transformadas (ou seja, quantiﬁcadas conforme
a Tabela 3.21), apresentada na Tabela C.4, mostra novamente a existência de muitas
correlações moderadas, o que indica ser adequado efetuar uma ACP Categórica com
este quadro de dados.
Assim, tal como para o conjunto de dados anterior, realizou-se uma CATPCA com
recurso a um spline com dois nós e grau dois (foram ainda ensaiadas várias alterações
a estes parâmetros, mas as conclusões obtidas foram sempre as mesmas).
Os resultados deste método (correlações entre as questões, valores próprios, respe-
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Tabela 3.21: Quantiﬁcação das categorias
Escalonamento ótimo  CATPCA (ISE)
Questão Exatamente
como eu
Muito
parecido
comigo
Parecido
comigo
Um boca-
dinho
parecido
comigo
Nada
parecido
comigo
Não tem
nada a
ver
comigo
1 -1.471 -0.494 0.509 1.471 2.467 
2 -2.291 -1.496 -0.633 0.195 0.987 1.832
3 -1.495 -0.414 0.723 1.688 2.889 
4 -1.661 -0.669 0.350 1.320 2.331 
5 -1.440 -0.479 0.502 1.427 2.406 
6 -1.698 -0.751 0.162 1.098 2.024 
7 -1.786 -0.974 -0.165 0.639 1.440 2.249
8 -1.624 -0.559 0.518 1.581 2.654 
9 -1.737 -0.846 0.076 0.981 1.870 2.794
10 -1.599 -0.655 0.290 1.201 2.145 
11 -1.386 -0.362 0.700 1.714 2.766 
12 -1.644 -0.648 0.398 1.399 2.359 3.441
13 -1.836 -0.789 0.260 1.303 2.350 
14 -1.706 -0.424 0.459 1.552  
15 -2.315 -1.486 -0.623 0.227 1.062 1.919
16 -1.696 -0.787 0.116 0.897 1.812 
17 -1.56 -0.598 0.373 1.305 2.272 
18 -1.506 -0.479 0.546 1.572 2.598 
19 -1.597 -0.530 0.545 1.609 2.681 
20 -1.936 -1.063 -0.095 0.835 1.726 2.697
21 -1.908 -1.009 -0.049 0.876 1.766 2.735
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tivas percentagens da variância explicada e coordenadas das questões nas componentes
principais) são muito semelhantes aos das análises anteriores, aplicando-se o mesmo às
conclusões obtidas. Com efeito, a Tabela C.5 (Apêndice C) conduz novamente a optar
por uma solução com seis componentes.
Por sua vez, as questões selecionadas para a análise das componentes principais são
também as mesmas, conforme pode ser observado nas Tabelas 3.22, 3.23, 3.24 e 3.25
respetivamente, extraídas da Tabela C.6 (Apêndice C), e nas Figuras 3.7 e 3.8 que
representam os círculos de correlações no plano das duas primeiras componentes prin-
cipais e no plano das duas seguintes respetivamente. Consequentemente, as conclusões
mantêm-se, pelo que não serão repetidas aqui. À semelhança das análises anteriores,
não se apresenta também a análise da quinta e da sexta componentes (as quatro primei-
ras componentes analisadas com pormenor explicam no seu conjunto 56.2% da variância
total).
Portanto, as conclusões da CATPCA coincidem com as das abordagens anteriores.
Tabela 3.22: Questões a reter
1ª componente principal  CATPCA (ISE)
Questões r r2
Q5 0.68 0.46
Q6 0.67 0.45
Q10 0.73 0.54
Q11 0.63 0.39
Q13 0.67 0.45
Q17 0.63 0.39
Q18 0.68 0.46
Tabela 3.23: Questões a reter
2ª componente principal  CATPCA (ISE)
Questões r r2
Q2 0.64 0.41
Q9 -0.70 0.49
Tabela 3.24: Questões a reter
3ª componente principal  CATPCA (ISE)
Questões r r2
Q7 0.76 0.57
57
Tabela 3.25: Questões a reter
4ª componente principal  CATPCA (ISE)
Questões r r2
Q20 0.78 0.61
Figura 3.7: Círculo de Correlações
Plano da 1ª e 2ª componentes principais
CATPCA (ISE)
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Figura 3.8: Círculo de Correlações
Plano da 3ª e 4ª componentes principais
CATPCA (ISE)
Efectuou-se também para este conjunto de dados uma ACP Linear com as quanti-
ﬁcações obtidas pela CATPCA (Tabela 3.21), mas os resultados são coincidentes com
os desta, sendo por isso desnecessário apresentá-los.
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Capítulo 4
Análise das Correspondências
4.1 Introdução
Os fundamentos teóricos da Análise das Correspondências Simples (AC) remontam pro-
vavelmente a Fisher (1940), mas foi Benzécri (1969, 1973) quem a apresentou sob este
nome e a desenvolveu. A AC é um método adaptado a tabelas de contingência, obtidas
através da classiﬁcação das observações segundo as categorias de duas variáveis qualita-
tivas, permitindo estudar as correspondências (relações ou associações) eventualmente
existentes entre estas. O objetivo principal consiste no estudo das relações entre as
categorias de variáveis qualitativas num espaço de menor dimensão, de forma a identiﬁ-
car nesta dimensão a existência de padrões subjacentes, ou seja, pretende-se resumir o
conjunto das variáveis qualitativas por um pequeno número de variáveis quantitativas
onde os dados possam ser bem representados (ver também Escoﬁer, 2003; Greenacre,
2007; Lebart, Morineau e Piron, 1995; Le Roux e Rouanet, 2010). Neste capítulo, co-
meça por se apresentar a Análise das Correspondências Simples, seguindo-se a Análise
das Correspondências com Duplicação de Variáveis, que constitui uma adaptação da
primeira a dados ordinais. Por ﬁm, e apesar de não ser um método adequado para
variáveis ordinais, descreve-se a Análise das Correspondências Múltiplas. Estes dois
últimos métodos são aplicados aos mesmos conjuntos de dados dos capítulos anteriores.
4.2 Análise das Correspondências Simples
Numa tabela de contingência, as colunas representam as categorias de uma das variáveis
e as linhas as categorias da outra. Consideremos então uma tabela de contingência entre
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duas variáveis qualitativas A e B, que assumem as categorias A1, . . . , Ap1 e B1, . . . , Bp2
respetivamente:
B1 · · · Bj · · · Bp2 ni.
A1 n11 · · · n1j · · · n1p2 n1.
...
...
...
...
...
...
...
Ai ni1 · · · nij · · · nip2 ni.
...
...
...
...
...
...
...
Ap1 np11 · · · np1j · · · np1p2 np1.
n.j n.1 · · · n.j · · · n.p2 n
onde nij representa o número de indivíduos (frequência absoluta) que apresentam simul-
taneamente as categorias Ai e Bj (i = 1, . . . , p1;j = 1, . . . , p2); ni. =
p2∑
j=1
nij é o número
de indivíduos que apresentam a categoria Ai (frequência absoluta marginal das linhas);
n.j =
p1∑
i=1
nij é o número de indivíduos que apresentam a categoria Bj (frequência abso-
luta marginal das colunas); n =
p1∑
i=1
p2∑
j=1
nij é o número total de indivíduos. Em termos
das frequências relativas fij = nij/n (proporção de indivíduos que apresentam as cate-
gorias Ai e Bj simultaneamente), obtém-se o quadro
B1 · · · Bj · · · Bp2 fi.
A1 f11 · · · f1j · · · f1p2 f1.
...
...
...
...
...
...
...
Ai fi1 · · · fij · · · fip2 fi.
...
...
...
...
...
...
...
Ap1 fp11 · · · fp1j · · · fp1p2 fp1.
f.j f.1 · · · f.j · · · f.p2 1
onde fi. e f.j são as frequências relativas marginais e
p1∑
i=1
p2∑
j=1
fij = 1. A partir deste
quadro, deﬁne-se a matriz das frequências relativas,
F =

f11 · · · f1j · · · f1p2
...
...
...
...
...
fi1 · · · fij · · · fip2
...
...
...
...
...
fp11 · · · fp1j · · · fp1p2

.
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Para analisar a tabela de contingência, não se utilizam as frequências absolutas,
mas sim os quadros de perﬁs-linha e de perﬁs-coluna com a distribuição percentual dos
elementos em cada linha e em cada coluna, respetivamente, ou seja,
f (j|i) = fij
fi.
=
nij
ni.
(perﬁs-linha); f (i|j) = fij
f.j
=
nij
n.j
(perﬁs-coluna)
para i = 1, . . . , p1 e j = 1, . . . , p2, o que signiﬁca que os perﬁs-linha e os perﬁs-coluna
são frequências condicionadas:
Quadro de perﬁs-linha Quadro de perﬁs-coluna
B1 · · · Bj · · · Bp2 Total B1 · · · Bj · · · Bp2
A1
f11
f1.
· · · f1j
f1.
· · · f1p2
f1.
1 A1
f11
f.1
· · · f1j
f.j
· · · f1p2
f.p2
...
...
...
...
...
...
...
...
...
...
...
...
...
Ai
fi1
fi.
· · · fij
fi.
· · · fip2
fi.
1 Ai
fi1
f.1
· · · fij
f.j
· · · fip2
f.p2
...
...
...
...
...
...
...
...
...
...
...
...
...
Ap1
fp11
fp1.
· · · fp1j
fp1.
· · · fp1p2
fp1.
1 Ap1
fp11
f.1
· · · fp1j
f.j
· · · fp1p2
f.p2
Total 1 · · · 1 · · · 1
Os perﬁs-linha indicam a distribuição da variável B para cada categoria da variável
A, ou seja, f (j|i) representa a proporção de indivíduos que veriﬁcam a categoria Bj
sabendo que veriﬁcam a categoria Ai; os perﬁs-coluna indicam a distribuição da variável
A para cada categoria da variávelB, ou seja, f (i|j) representa a proporção de indivíduos
que veriﬁcam a categoria Ai sabendo que veriﬁcam a categoria Bj. Em resumo, estes
perﬁs são estimativas das probabilidades condicionadas das categorias de uma variável
conhecendo a categoria da outra.
Deﬁne-se também o perﬁl-linha médio (centro de gravidade da nuvem das p1 linhas)
como a média dos perﬁs-linha ponderados pelas frequências marginais das linhas:
fI =
p1∑
i=1
fi.

fi1
fi.
...
fip2
fi.
 =

f.1
...
f.p2
 .
De forma semelhante, deﬁne-se o perﬁl-coluna médio (centro de gravidade da nuvem
das p2 colunas) como a média dos perﬁs-coluna ponderados pelas frequências marginais
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das colunas:
fJ =
p2∑
j=1
f.j

f1j
f.j
...
fp1j
f.j
 =

f1.
...
fp1.
 .
A partir destas frequências marginais (linhas e colunas), constroem-se as matrizes DI
e DJ que são matrizes diagonais cujos elementos da diagonal principal são fi. e f.j
respetivamente.
Neste contexto, quando se pretende analisar as linhas da tabela considera-se a ma-
triz dos perﬁs-linha como um quadro indivíduos × variáveis, em que cada indivíduo é
ponderado pelo peso fi., e efetua-se uma ACP. Para determinar a proximidade entre
duas categorias de uma variável linha, utiliza-se a distância do qui-quadrado entre dois
pontos perﬁs-linha, o que permite evitar o problema das categorias mais representadas
terem maior peso:
d2 (i1, i2) =
p2∑
j=1
1
f.j
(
fi1j
fi1.
− fi2j
fi2.
)2
i1, i2 = 1, . . . , p1.
Em alternativa, quando se pretende analisar as colunas da tabela considera-se a trans-
posta da matriz dos perﬁs-coluna como um quadro indivíduos × variáveis, em que cada
indivíduo é ponderado pelo peso f.j, e efetua-se uma ACP. Para determinar a proximi-
dade entre duas categorias de uma variável coluna, a distância do qui-quadrado entre
dois pontos perﬁs-coluna é:
d2 (j1, j2) =
p1∑
i=1
1
fi.
(
fij1
f.j1
− fij2
f.j2
)2
j1, j2 = 1, . . . , p2.
Para realizar a ACP, seria em princípio necessário centrar previamente os dados e
diagonalizar a matriz de variâncias e covariâncias. No entanto, este procedimento é
equivalente a efetuar a análise com os dados não centrados, desprezando o primeiro
fator, que tem um valor próprio associado unitário (fator trivial).
Na análise da nuvem dos perﬁs-linha, a matriz a diagonalizar é
S = F′D−I FD
−
J (4.1)
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cujo elemento (i, j) é dado por
p1∑
k=1
fkifkj
fk.f.j
, representando-se por λh e por γh os seus
valores e vetores próprios (h = 1, . . . , p2) respetivamente, a partir dos quais se obtêm
os fatores
ψh = D
−
I FD
−
J γh. (4.2)
Consequentemente, as coordenadas dos perﬁs-linha no h-ésimo fator (coordenadas fa-
toriais) são dadas por
ψhi =
p2∑
j=1
fij
fi.f.j
γhj (i = 1, . . . , p1) .
Recorrendo ao mesmo procedimento, poderia efetuar-se a análise da nuvem dos
perﬁs-coluna. No entanto, a análise de ambos os tipos de perﬁs conduz aos mesmos
valores próprios não nulos e os vetores próprios de uma podem ser obtidos a partir dos
vetores próprios da outra. Sendo p = min (p1, p2), existem as seguintes relações entre
esses vetores designadas por fórmulas de transição:
ξh=
√
λh
FD−J γh; γh=
√
λh
F′D−I ξh h = 1, . . . , p,
onde ξh é o h-ésimo vetor próprio da nuvem dos perﬁs-coluna. Assim, sendo ϕh o h-
ésimo fator dos pontos-coluna, as coordenadas fatoriais dos dois tipos de perﬁs veriﬁcam
as relações
ϕh=
√
λh
D−J F
′ψh; ψh=
√
λh
D−I Fϕh
e
ϕhj =
1√
λh
p1∑
i=1
fij
f.j
ψhi ψhi =
1√
λh
p2∑
j=1
fij
fi.
ϕhj.
Estas expressões permitem a representação simultânea das duas nuvens de pontos.
A variância dos fatores, ou seja, a sua norma, é Var (ψh) = Var (ϕh) = λh. A
inércia total da nuvem de pontos é igual à soma dos valores próprios não triviais (não
unitários), ou seja,
p2−1∑
h=1
λh, pelo que a taxa de inércia associada ao h-ésimo fator, que
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indica a parte da inércia total da nuvem explicada por este, é
λh
p2−1∑
h=1
λh
.
Para a determinação do número de fatores a reter para a análise, o critério habitual-
mente utilizado consiste em reter os fatores cuja variância explicada é superior à média.
Além das coordenadas fatoriais, existem outros dois tipos de coeﬁcientes que tra-
zem informação relevante para a análise. Em primeiro lugar, para os perﬁs-linha, a
contribuição relativa da categoria Ai para a variância do h-ésimo fator é
Ctrhi =
fi.ψ
2
hi
λh
(i = 1, . . . , p1) ;
para os perﬁs-coluna, a contribuição relativa da categoria Bj para a variância do h-ésimo
fator é
Ctrhj =
f.jϕ
2
hj
λh
(j = 1, . . . , p2) ,
sendo
p1∑
i=1
Ctrhi =
p2∑
j=1
Ctrhj = 1. As categorias com maior contribuição são as que deter-
minam o possível signiﬁcado de um fator, pois são elas que ﬁxam a posição deste (em
Rp2 para as linhas e em Rp1 para as colunas).
Em segundo lugar, pretende-se veriﬁcar se um ponto está bem representado num
determinado fator (ou num subespaço). A qualidade desta representação é medida pelo
quadrado do cosseno do ângulo entre o fator e o vetor formado pelo ponto (linha i ou
coluna j) e com origem no centro de gravidade da nuvem :
cos2θhi =
d2h (Ai, fI)
d2 (Ai, fI)
=
ψ2hi
p2∑
j=1
1
f.j
(
fij
fi.
− f.j
)2
cos2ζhj =
d2h (Bj, fJ)
d2 (Bj, fJ)
=
ϕ2hj
p1∑
i=1
1
fi.
(
fij
f.j
− fi.
)2 .
Esta medida é também designada por contribuição relativa do fator para a categoria.
Quanto mais próximo de 1 for o cos2, melhor é a projeção do ponto no fator (costuma
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considerar-se que a qualidade de representação é aceitável quando cos2 > 0.5). A
qualidade de representação de um ponto linha num plano [γh1 , γh2 ] é obtida somando
os respetivos cos2:
ψ2h1i
p2∑
j=1
1
f.j
(
fij
fi.
− f.j
)2 + ψ2h2ip2∑
j=1
1
f.j
(
fij
fi.
− f.j
)2 = ψ2h1i + ψ2h2ip2∑
j=1
1
f.j
(
fij
fi.
− f.j
)2 ,
determinando-se de forma análoga para os pontos coluna. Note-se que, para todo o
i = 1, . . . , p1 e para todo o j = 1, . . . , p2,
∑
h
cos2θhi =
∑
h
cos2ζhj = 1.
A AC pode ser aplicada não só a uma tabela de contingência mas também a um
quadro de dados semelhante ao utilizado na ACP, descrita anteriormente, ou seja, um
quadro indivíduos × variáveis, sendo estas quantitativas e assumindo apenas valores
positivos. Consequentemente, cada elemento deste quadro é um número real positivo.
Estes valores são transformados em percentagens do total do quadro e, a partir destas,
desenvolve-se um procedimento análogo ao descrito acima para a AC baseada numa
tabela de contingência (após o cálculo das frequências relativas), ou seja, calculam-se
grandezas correspondentes aos perﬁs-linha e perﬁs-coluna e efetua-se toda a análise a
partir destes valores. Assim, o objetivo deixa de ser o estudo da ligação entre duas
variáveis qualitativas (tabela de contingência) passando a ser o de condensar a infor-
mação contida no quadro de dados num conjunto de fatores em número inferior ao das
variáveis originais.
4.3 Análise das Correspondências com Duplicação de
Variáveis
A Análise das Correspondências sobre um quadro indivíduos × variáveis, acabada de
referir, apresenta o inconveniente de não conseguir ter em conta a ordenação das ca-
tegorias encontrada em dados ordinais, ou seja, nos casos em que as categorias das
variáveis (questões) são ordenadas (encontrando-se compreendidas entre dois limites ou
pólos), tal como sucede frequentemente em quadros de dados resultantes da realização
de inquéritos.
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A AC de um quadro de dados após codiﬁcação por duplicação (também desig-
nada por codiﬁcação bipolar) foi desenvolvida para resolver este problema (Benzécri,
1969, 1973; Benzécri e Benzécri, 1984; Le Roux, 2014). A codiﬁcação por duplicação
permite assim atribuir papéis simétricos a uma qualquer categoria e à sua contrária.
Em primeiro lugar, são atribuídos valores numéricos às categorias. Representando xij o
valor atribuído à j-ésima variável para o i-ésimo indivíduo (i = 1, . . . , n; j = 1, . . . , p),
supõe-se que cada variável se encontra limitada por um par de números (mj,Mj), ou
seja, mj ≤ xij ≤ Mj. Assim, xij é substituído por dois valores (que originam os pólos
positivo e negativo):
νij+ = x
i
j −mj νij− = Mj − xij (4.3)
fazendo-se desta forma corresponder a cada indivíduo um par de valores para cada res-
posta, pelo que o quadro de dados duplicado tem n linhas e um total de 2p colunas, uma
vez que existem p pares de pontos associados às variáveis. Por exemplo, para a escala da
j-ésima variável, a que já foram atribuídos os valores numéricos (1, 2, 3, 4, 5), suponha-se
que um determinado indivíduo respondeu 4, a quarta categoria ordenada (Tabela 4.1).
Então, os valores da escala subtraídos do mínimo (mj = 1) são (0, 1, 2, 3, 4) e os valores
obtidos pela subtração da escala original ao seu máximo (Mj = 5) são (4, 3, 2, 1, 0) , es-
tando portanto medidos na escala duplicada. Assim a resposta do indivíduo dá origem
ao par (3, 1) nas novas escalas (Tabela 4.2), correspondendo à quarta categoria destas.
Tabela 4.1: Escala original
√
1 2 3 4 5
Tabela 4.2: Escala duplicada
4 3 2 1 0√
0 1 2 3 4
Representa-se a amplitude do intervalo de variação da j-ésima variável por εj =
Mj−mj, a sua média por ε = 1
p
p∑
j=1
εj, a média e a variância da mesma variável por Xj
e S2j respetivamente e a variância da variável normalizada Xj/εj por ηj = Var (Xj) /ε
2
j .
Sendo Zj =
(
Xj −mj
)
/εj, tem-se 1− Zj =
(
Mj −Xj
)
/εj.
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Representando por νis o (i, s)-ésimo elemento (i = 1, . . . , n; s = 1, . . . , 2p) do quadro
de dados duplicado, a soma da i-ésima linha deste quadro é
νi =
2p∑
s=1
νis=
p∑
j=1
(
νij+ + ν
i
j−
)
= pε;
a soma da s-ésima coluna é νs =
n∑
i=1
νis e as somas da sua duplicação são
νj+ =
n∑
i=1
(
xij −mj
)
= n
(
Xj −mj
)
= nεjZj
νj− =
n∑
i=1
(
Mj − xij
)
= n
(
Mj −Xj
)
= nεj (1− Zj) ;
a soma de todos os elementos do quadro é
n∑
i=1
2p∑
s=1
νis =
n∑
i=1
p∑
j=1
(
νij+ + ν
i
j−
)
= npε.
A Análise das Correspondências com Duplicação de Variáveis consiste na realização
de uma AC sobre este quadro (Le Roux, 2014, de onde são retirados os resultados que
se seguem). O quadrado da distância entre os dois pontos resultantes da duplicação da
categoria k de uma qualquer variável (dois pontos perﬁs-variáveis) é
d2(k+, k−) =
n∑
i=1
(
νij+
νj+
− ν
i
j−
νj−
)2
νi
n∑
i=1
p∑
j=1
(
νij+ + ν
i
j−
) =
n∑
i=1
(
xij −mj
n
(
Xj −mj
) − Mj − xij
n
(
Mj −Xj
))2
1
n
=
=
(
εj(
Mj −Xj
) (
Xj −mj
))2 n∑
i=1
(
xij −Xj
)2
n
=
=

1
εj
Zj (1− Zj)

2
Var (Xj) =
ηj
(Zj (1− Zj))2
.
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Por sua vez, o quadrado da distância entre dois pontos perﬁs-indivíduos i1 e i2 é
d2(i1, i2) =
2p∑
s=1
(
νi1s
νi1
− ν
i2
s
νi2
)2
νs
n∑
i=1
2p∑
s=1
νis
=
(
1
pε
)2 2p∑
s=1
(νi1s − νi2s )2
νs
npε
=
=
n
pε
2p∑
s=1
(νi1s − νi2s )2
νs
=
n
pε
p∑
j=1
((
νi1j+ − νi2j+
)2
νj+
+
(
νi1j− − νi2j−
)2
νj−
)
.
Uma vez que νi1j+ − νi2j+ = νi1j− − νi2j− = xi1j − xi2j ,
d2(i1, i2) =
1
pε
p∑
j=1
[(
xi1j − xi2j
)2( 1
Xj −mj
+
1
Mj −Xj
)]
=
=
1
pε
p∑
j=1
[(
xi1j − xi2j
)2( εj(
Xj −mj
) (
Mj −Xj
))] =
=
1
pε
p∑
j=1
( (
xi1j − xi2j
)2
εjZj (1− Zj)
)
.
A parte da inércia da nuvem explicada pela j-ésima variável (questão), ou seja, a
sua contribuição absoluta, é
Ctaj =
1
p
εj
ε
ηj
Zj (1− Zj)
com Ctaj ≤ 1
p
εj
ε
(sendo de notar que a soma das Cta de todas as variáveis é igual à
inércia da nuvem). A contribuição da mesma variável para a variância do h-ésimo fator
(eixo), ou seja, a sua contribuição relativa é
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Ctrhj =
εjZj
p ε
[
Cov (Xj/εj, γh)
Zj
]2
λh
+
εj (1− Zj)
p ε
[
Cov (Xj/εj, γh)
1− Zj
]2
λh
= (4.4)
=
1
p
εj
ε
[Cov (Xj/εj, γh)]
2
Zj (1− Zj)
λh
(4.5)
onde γh representa o h-ésimo fator principal e λh o valor próprio correspondente. A
expressão (4.4) mostra que a contribuição da variável resulta da soma das contribuições
relativas dos seus dois pólos.
A qualidade de representação no h-ésimo fator dos pontos νj+ e νj− é igual para
ambos, pelo que se deﬁne apenas a qualidade de representação da variável (questão):
cos2 θhj =
(Cov (Xj/εj, γh))
2
ηj
onde θhj é o ângulo formado por νj+ ou por νj− com o fator principal (os dois ângulos
são iguais).
Por ﬁm, as coordenadas dos pontos νj+ e νj− no h-ésimo fator principal são respe-
tivamente
ψhj+ =
Cov (Xj/εj, γh)
Zj
ψhj− = −Cov (Xj/εj, γh)
1− Zj .
4.3.1 Aplicações
Procede-se agora à realização de uma Análise das Correspondências (AC) do quadro de
dados com duplicação, cujos resultados completos se encontram no Apêndice D para os
dois conjuntos de dados.
4.3.1.1 Inquérito aos hábitos de consumo da população idosa
Em primeiro lugar, é necessário determinar o número de fatores a reter. Conforme
referido acima, o critério habitualmente utilizado para este efeito consiste em reter os
fatores cuja variância explicada é superior à média, apresentando-se na Tabela D.1 os
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valores próprios e a percentagem de variância explicada por cada fator (são apresenta-
dos apenas os 17 maiores valores próprios não triviais porque os restantes 16 são nulos,
uma vez que as variáveis duplicadas não têm qualquer contribuição para a variância
total). Sendo a variância total, ou seja, a soma desses valores, igual a 0.4374 e existindo
17 questões, a variância média é 0.4374/17 = 0.026. Como só os cinco primeiros fatores
têm uma variância superior à média, deve reter-se cinco fatores para a análise, expli-
cando 70.1% da variância total. Para a análise dos fatores, a Tabela D.2 mostra, para
as variáveis com duplicação, as coordenadas dos dois pólos (+,-) das questões, as res-
pectivas contribuições para os fatores (Ctr) e a qualidade da representação (relembre-se
que os cossenos dos ângulos formados pelos dois pólos de cada questão são iguais). É
importante sublinhar que as coordenadas dos pólos positivos (que signiﬁcam pouca im-
portância) e dos negativos (muita importância) de cada questão são também positivas
e negativas respetivamente, estando por isso de acordo com o signiﬁcado dos pólos e
mostrando que estes estão opostos (representados em lados opostos dos fatores). Além
disso, os pólos positivos das diferentes questões estão associados entre si (representa-
dos no mesmo lado dos fatores), sucedendo o mesmo com os pólos negativos. Note-se
ainda que as Ctr dos dois pólos de cada questão assumem valores diferentes, por vezes
próximos, mas muito afastados noutros casos.
Assim, a análise do primeiro fator conduz a reter as questões indicadas na Tabela 4.3
(onde se indica a contribuição total de cada questão, obtida pela soma das contribuições
dos seus dois pólos), pois são as questões cuja contribuição para a variância do fator é
mais elevada (superior à contribuição média no fator) e cuja qualidade de representação,
medida pelo cos2, é pelo menos aceitável. A respeito deste último aspeto, é de referir,
por um lado, que as questões 5 e 17 foram consideradas apesar da respetiva qualidade de
representação ser um pouco fraca (os cos2 são iguais a 0.40) porque as suas contribuições
são elevadas e, por outro, que a questão 13, apesar de ter uma contribuição ainda
elevada, foi excluída por ter uma qualidade de representação muito fraca (cos2 apenas
de 0.32). No seu conjunto, a contribuição para a variância do fator das sete questões
selecionadas é de 73.3%, um valor elevado.
Veriﬁca-se portanto que as questões selecionadas para a análise deste fator são as
mesmas das selecionadas pelos métodos anteriormente aplicados, pelo que as conclusões
são também coincidentes, não sendo por isso repetidas aqui.
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Tabela 4.3: Questões a reter
1º Fator  AC Duplicação (IHCPI)
Questões Coord. Ctr cos2
Q1 11.59
(+) 0.41 4.73 0.54
(-) -0.60 6.86 0.54
Q2 11.77
(+) 0.47 5.44 0.53
(-) -0.54 6.33 0.53
Q3 16.40
(+) 0.68 9.31 0.61
(-) -0.52 7.09 0.61
Q5 6.87
(+) 0.28 2.36 0.40
(-) -0.53 4.50 0.40
Q12 10.02
(+) 0.48 5.18 0.52
(-) -0.45 4.84 0.52
Q16 9.82
(+) 0.58 6.02 0.43
(-) -0.36 3.80 0.43
Q17 6.79
(+) 0.33 2.91 0.39
(-) -0.44 3.88 0.39
Para a análise do segundo fator, retém-se as questões Negociar com o vendedor
o preço de um produto (questão 7) e Obter um desconto num produto com defeito
(questão 8) (Tabela 4.4, também extraída da Tabela D.2), pois são aquelas cujas contri-
buições se destacam relativamente a quaisquer outras. No que se refere à qualidade da
sua representação, a primeira tem um cos2 apenas ligeiramente inferior a 0.5, pelo que
se optou por retê-la para a análise, e a segunda mostra uma boa qualidade. Além disso,
as questões Ir às compras com pessoas com gostos semelhantes aos meus (questão 11)
e Fazer da ida às compras um passeio com alguém conhecido (questão 13) apresen-
tam também contribuições importantes, superiores à média, mas a qualidade da sua
representação é muito fraca (os seus cos2 são muito baixos), pelo que foram excluídas
da análise. Veriﬁca-se então que este fator conduz às mesmas conclusões da terceira
componente dos métodos anteriores, pelo que não serão repetidas aqui.
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Tabela 4.4: Questões a reter
2º Fator  AC Duplicação (IHCPI)
Questões Coord. Ctr cos2
Q7 22.83
(+) -0.79 16.13 0.49
(-) 0.33 6.69 0.49
Q8 30.08
(+) -1.06 23.02 0.59
(-) 0.32 7.07 0.59
A Figura 4.1 representa os pólos positivo e negativo das questões no plano dos
dois primeiros fatores. Note-se que, com uma única exceção, todas as questões estão
orientadas com o pólo positivo à direita e o negativo à esquerda (essa exceção é a
questão 7, em que as coordenadas de ambos os pólos no primeiro fator são muito
próximas de zero). Veriﬁca-se que as questões selecionadas na análise de ambos os
fatores se destacam no gráﬁco, seja devido a um dos seus pólos ou a ambos, uma vez
que as coordenadas destes são elevadas em valor absoluto em pelo menos um dos dois
fatores. As conclusões extraídas acima surgem assim claramente evidenciadas de uma
forma muito sugestiva, mostrando para as diferentes questões a associação entre os
pólos positivos, por um lado, e, por outro, a associação entre os pólos negativos, bem
como a oposição entre os dois pólos.
Figura 4.1: Representação gráﬁca das questões
Plano do 1º e 2º fatores
AC Duplicação (IHCPI)
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Nos restantes três fatores, veriﬁca-se que as únicas questões com Ctr que poderiam
ser aceitáveis, apesar de baixas, têm uma qualidade de representação muito fraca (os
cos2 são muito inferiores a 0.5) pelo que não foram consideradas. Por este motivo, à
semelhança dos métodos anteriores, não se apresenta também a análise destes fatores
(os dois primeiros fatores analisados com pormenor explicam no seu conjunto 44.1% da
variância total).
Em resumo, veriﬁca-se que a Análise das Correspondências com Duplicação de Variá-
veis conduz quase às mesmas conclusões dos métodos anteriores, observando-se apenas
uma ligeira diferença (que consiste em excluir a questão 9, Encontrar exatamente o
que procuro, naquela análise).
4.3.1.2 Inquérito social europeu
A Tabela D.3 apresenta os valores próprios e a percentagem de variância explicada por
cada fator. Sendo a variância total de 0.1945 e existindo 21 questões, a variância média
é 0.1945/21 = 0.009, pelo que se retém 6 fatores para a análise, explicando 67.3% da
variância total.
Assim, a análise do primeiro fator conduz a reter as questões indicadas na Tabela
4.5 (construída a partir da Tabela D.4), pois são as questões cuja contribuição para
a variância do fator é mais elevada (superior à contribuição média no fator) e cuja
qualidade de representação é pelo menos aceitável (apesar dos seus cos2 serem apenas
próximos de 0.40, um valor ainda razoável, as questões 11 e 16 foram consideradas
porque têm uma contribuição elevada). No seu conjunto, a contribuição para a variância
do fator das oito questões selecionadas é de 56.9%, um valor considerável.
Veriﬁca-se portanto que, com a exceção da questão 16 (Um homem para quem é
importante portar-se sempre como deve ser. Evita fazer coisas que os outros digam que
é errado.), as questões selecionadas para a análise deste fator são as mesmas dos mé-
todos anteriores. Com efeito, a característica deﬁnida por aquela questão enquadra-se
claramente no perﬁl descrito por este fator nas análises anteriores, reforçando a cara-
terização deste. Consequentemente, as conclusões obtidas sobre este fator nos métodos
anteriores são as mesmas, não sendo por isso repetidas aqui.
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Tabela 4.5: Questões a reter
1º Fator  AC Duplicação (ISE)
Questões Coord. Ctr cos2
Q5 7.61
(+) 0.46 5.34 0.44
(-) -0.20 2.27 0.44
Q6 7.87
(+) 0.41 5.01 0.47
(-) -0.23 2.86 0.47
Q10 8.95
(+) 0.46 5.91 0.53
(-) -0.24 3.05 0.53
Q11 6.02
(+) 0.45 4.41 0.38
(-) -0.16 1.61 0.38
Q13 5.99
(+) 0.36 3.89 0.45
(-) -0.20 2.10 0.45
Q16 7.39
(+) 0.38 4.57 0.39
(-) -0.23 2.82 0.39
Q17 6.71
(+) 0.41 4.53 0.40
(-) -0.20 2.18 0.40
Q18 6.39
(+) 0.43 4.52 0.42
(-) -0.18 1.88 0.42
Para a análise do segundo fator, retém-se as questões Um homem para quem é
importante ser rico. Quer ter muito dinheiro e coisas caras. (questão 2) e Um homem
para quem é importante ser humilde e modesto. Tenta não chamar à atenção sobre
si. (questão 9) (Tabela 4.6, também extraída da Tabela D.4), pois são aquelas cujas
contribuições são muito elevadas. No que se refere à qualidade da sua representação,
a primeira tem um cos2 um pouco inferior a 0.5, mas ainda aceitável, e a segunda
mostra uma boa qualidade. Note-se que os pólos (+) das duas questões apresentam
coordenadas de sinal contrário, o mesmo sucedendo com os pólos (-), o que está de
acordo com o signiﬁcado destas características (tal como nos métodos anteriormente
aplicados). Veriﬁca-se então que este fator conduz às mesmas conclusões da segunda
componente dos métodos anteriores, pelo que não serão repetidas aqui.
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Tabela 4.6: Questões a reter
2º Fator  AC Duplicação (ISE)
Questões Coord. Ctr cos2
Q2 20.81
(+) 0.28 9.24 0.42
(-) -0.35 11.57 0.42
Q9 24.73
(+) -0.43 15.22 0.57
(-) 0.27 9.51 0.57
A Figura 4.2 representa os pólos positivo e negativo das questões no plano dos dois
primeiros fatores e note-se que todas as questões estão orientadas com o pólo positivo
à direita e o negativo à esquerda. Tal como no conjunto de dados anterior, as questões
selecionadas na análise de ambos os fatores destacam-se no gráﬁco, seja devido a um
dos seus pólos ou a ambos, evidenciando de uma forma clara e sugestiva as conclusões
extraídas acima, nomeadamente as associações e oposições entre as questões e entre os
seus pólos positivo e negativo.
Figura 4.2: Representação gráﬁca das questões
Plano do 1º e 2º fatores
AC Duplicação (ISE)
Para a análise do terceiro e do quarto fatores (Tabelas 4.7 e 4.8), retém-se as mesmas
questões dos métodos anteriores. Veriﬁca-se então que este fatores conduzem às mesmas
conclusões das correspondentes componentes dos métodos anteriores, pelo que não serão
repetidas aqui.
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Tabela 4.7: Questões a reter
3º Fator  AC Duplicação (ISE)
Questões Coord. Ctr cos2
Q7 33.17
(+) -0.41 18.52 0.52
(-) 0.32 14.65 0.52
Tabela 4.8: Questões a reter
4º Fator  AC Duplicação (ISE)
Questões Coord. Ctr cos2
Q20 38.20
(+) 0.37 22.03 0.54
(-) -0.27 16.17 0.54
A Figura 4.3 representa os pólos das questões no plano do terceiro e quarto fato-
res, evidenciando as conclusões extraídas. Em particular, mostra que se destacam as
questões selecionadas para a análise de cada fator e a oposição entre os pólos dessas
questões.
Figura 4.3: Representação gráﬁca das questões
Plano do 3º e 4º fatores
AC Duplicação (ISE)
À semelhança do ocorrido com os métodos anteriores, e pelos mesmos motivos, não
se apresenta também a análise do quinto e do sexto fatores (os quatro primeiros fatores
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analisados com pormenor explicam no seu conjunto 57.1% da variância total).
Em resumo, veriﬁca-se que, para este conjunto de dados, a Análise das Corres-
pondências com Duplicação de Variáveis também conduz quase às mesmas conclusões
dos métodos anteriormente aplicados, observando-se apenas uma ligeira diferença (que
consiste em incluir a questão 16 na interpretação do primeiro fator).
4.4 Análise das Correspondências Múltiplas
O objetivo de uma Análise das Correspondências Múltiplas (ACM) é semelhante ao de
uma Análise em Componentes Principais (estudo de um quadro indivíduos × variáveis),
mas é também uma generalização do objetivo de uma Análise das Correspondências.
A aplicação mais habitual da ACM é o tratamento das respostas a um inquérito, onde
cada questão constitui uma variável cujas categorias são as respostas possíveis. A
primeira abordagem teórica foi proposta por Burt (1950), mas foi Benzécri (1973) quem
a desenvolveu (ver também Escoﬁer, 2003; Escoﬁer e Pagès, 1998; Lebart, Morineau e
Piron, 1995; Moreau, Doudin e Cazes, 2000).
À semelhança da ACP e da AC, o resultado consiste na determinação de fatores,
veriﬁcando-se quais as categorias que mais contribuem para a formação de cada fator
de modo a identiﬁcar as relações relevantes e as associações entre as categorias das
diferentes variáveis. Consegue-se assim evidenciar as relações mais importantes entre
as próprias variáveis de uma forma eﬁciente e objetiva e ainda descrever e interpretar
a proximidade entre os indivíduos. No entanto, este método apresenta o inconveniente
de não ter em conta a ordenação das categorias encontrada em variáveis ordinais.
Mantendo a notação anterior, X é a matriz de dados com as respostas (quadro
indivíduos × variáveis) de dimensão (n× p), o que signiﬁca que se dispõe de n indi-
víduos e p variáveis qualitativas ordinais, em que a variável Xj assume um número
cj de categorias (j = 1, . . . , p) . A título de exemplo, suponha-se que cinco pessoas (ou
seja, n = 5) responderam a um inquérito de satisfação sobre um determinado serviço,
composto por quatro questões (ou seja, p = 4) com as categorias Insatisfeito, Indife-
rente e Satisfeito. Começa por se atribuir os valores 1, 2 e 3 às três categorias
respetivamente e constrói-se a matriz de dados de dimensão (5× 4) , ou seja, o quadro
de dados condensado:
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X =

2 3 2 1
1 3 2 2
3 1 1 2
1 1 3 1
1 2 3 3
 .
Veriﬁca-se portanto que, por exemplo, o primeiro indíviduo respondeu Indiferente à
primeira e terceira questões, Satisfeito à segunda e Insatisfeito à quarta questão.
Assim, cada linha da matriz representa as respostas de um qualquer indíviduo a todas
as questões e uma coluna representa as respostas de todos os indíviduos a essa questão.
Esta matriz é transformada num quadro de variáveis binárias (cujos elementos são
0 ou 1), designado por quadro disjuntivo completo, que é igual à matriz indicatriz G
deﬁnida em (3.11) com n linhas e c =
p∑
j=1
cj colunas. Cada elemento desta matriz é igual
a 1 ou 0, conforme o indivíduo escolha ou não uma qualquer categoria de uma dada
questão, pelo que a soma de cada linha é constante e corresponde ao número de questões,
ou seja, gi. = p (i = 1, . . . , n). Por sua vez, a soma g.h (h = 1, . . . , c) de cada coluna
indica o número de indivíduos que escolheram a respetiva categoria. Consequentemente,
a soma de todos os elementos da matriz G é igual a np. No exemplo, o quadro disjuntivo
completo (onde os blocos indicam as respostas a cada questão) é
G =

0 1 0 | 0 0 1 | 0 1 0 | 1 0 0
1 0 0 | 0 0 1 | 0 1 0 | 0 1 0
0 0 1 | 1 0 0 | 1 0 0 | 0 1 0
1 0 0 | 1 0 0 | 0 0 1 | 1 0 0
1 0 0 | 0 1 0 | 0 0 1 | 0 0 1

e portanto, o número de colunas é c =
4∑
j=1
cj = 3 + 3 + 3 + 3 = 12, e o número de
linhas é 5; por sua vez a soma de cada linha é 4 (o número de questões) e as somas das
colunas são 3, 1, 1, 2, 1, 2, 1, 2, 2, 2, 2 e 1 respetivamente (o número de indíviduos
que responderam a cada categoria). A soma de cada bloco é igual a 5 (n) e a soma do
número total de elementos é np = 20. É importante sublinhar que em cada bloco da
matriz G o número 1 só pode aparecer uma vez em cada linha.
Procede-se em seguida ao cruzamento de todas as variáveis binárias duas a duas,
de modo a obter uma matriz B cuja diagonal principal é composta pelas frequências
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absolutas das respostas às categorias (número de indivíduos que escolheram a categoria
correspondente à respetiva coluna) e se designa por quadro de Burt, ou seja, B = G′G
(note-se que esta matriz tem p2 blocos). No exemplo, tem-se
B =

3 0 0 | 1 1 1 | 0 1 2 | 1 1 1
0 1 0 | 0 0 1 | 0 1 0 | 1 0 0
0 0 1 | 1 0 0 | 1 0 0 | 0 1 0
− − − | − − − | − − − | − − −
1 0 1 | 2 0 0 | 1 0 1 | 1 1 0
1 0 0 | 0 1 0 | 0 0 1 | 0 0 1
1 1 0 | 0 0 2 | 0 2 0 | 1 1 0
− − − | − − − | − − − | − − −
0 0 1 | 1 0 0 | 1 0 0 | 0 1 0
1 1 0 | 0 0 2 | 0 2 0 | 1 1 0
2 0 0 | 1 1 0 | 0 0 2 | 1 0 1
− − − | − − − | − − − | − − −
1 1 0 | 1 0 1 | 0 1 1 | 2 0 0
1 0 1 | 1 0 1 | 1 1 0 | 0 2 0
1 0 0 | 0 1 0 | 0 0 1 | 0 0 1

e note-se que B tem 42 = 16 blocos. A partir desta matriz, deﬁne-se ainda a matriz
diagonal D cujos blocos diagonais são os do quadro de Burt, o que signiﬁca que os ele-
mentos da diagonal principal de D correspondem às frequências absolutas das respostas
às categorias. Assim, esta matriz tem também p2 blocos. No exemplo,
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D =

3 0 0 | 0 0 0 | 0 0 0 | 0 0 0
0 1 0 | 0 0 0 | 0 0 0 | 0 0 0
0 0 1 | 0 0 0 | 0 0 0 | 0 0 0
− − − | − − − | − − − | − − −
0 0 0 | 2 0 0 | 0 0 0 | 0 0 0
0 0 0 | 0 1 0 | 0 0 0 | 0 0 0
0 0 0 | 0 0 2 | 0 0 0 | 0 0 0
− − − | − − − | − − − | − − −
0 0 0 | 0 0 0 | 1 0 0 | 0 0 0
0 0 0 | 0 0 0 | 0 2 0 | 0 0 0
0 0 0 | 0 0 0 | 0 0 2 | 0 0 0
− − − | − − − | − − − | − − −
0 0 0 | 0 0 0 | 0 0 0 | 2 0 0
0 0 0 | 0 0 0 | 0 0 0 | 0 2 0
0 0 0 | 0 0 0 | 0 0 0 | 0 0 1

.
Consequentemente, o peso de cada indíviduo é 1/n (1/5 = 0.2, no exemplo), o peso
de cada categoria é a sua frequência relativa, ou seja, g.h/(np) (no exemplo, para a
primeira categoria da primeira questão, temos 3/ (5× 4) = 0.15).
A Análise das Correspondências Múltiplas é uma Análise das Correspondências do
quadro disjuntivo completo. Assim, a partir deste quadro, calculam-se os perﬁs-linha:(
gi1
gi.
,
gi2
gi.
, . . . ,
gic
gi.
)
=
(
gi1
p
,
gi2
p
, . . . ,
gic
p
)
i = 1, . . . , n
e os perﬁs-coluna: (
g1h
g.h
,
g2h
g.h
, . . . ,
gnh
g.h
)
h = 1, . . . , c.
No exemplo, o quadro dos perﬁs-linha é

0 1/4 0 | 0 0 1/4 | 0 1/4 0 | 1/4 0 0
1/4 0 0 | 0 0 1/4 | 0 1/4 0 | 0 1/4 0
0 0 1/4 | 1/4 0 0 | 1/4 0 0 | 0 1/4 0
1/4 0 0 | 1/4 0 0 | 0 0 1/4 | 1/4 0 0
1/4 0 0 | 0 1/4 0 | 0 0 1/4 | 0 0 1/4

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e o quadro dos perﬁs-coluna é

0 1/1 0 | 0 0 1/2 | 0 1/2 0 | 1/2 0 0
1/3 0 0 | 0 0 1/2 | 0 1/2 0 | 0 1/2 0
0 0 1/1 | 1/2 0 0 | 1/1 0 0 | 0 1/2 0
1/3 0 0 | 1/2 0 0 | 0 0 1/2 | 1/2 0 0
1/3 0 0 | 0 1/1 0 | 0 0 1/2 | 0 0 1/1
 .
A partir do quadro disjuntivo completo G, calculam-se as distâncias do qui-quadrado
entre os pares de indivíduos e entre os pares de categorias, sendo assim possível de-
terminar a proximidade entre indivíduos (dois indivíduos estão próximos se escolherem
globalmente as mesmas categorias), entre categorias de diferentes questões (duas ca-
tegorias estão próximas se globalmente disserem respeito aos mesmos indivíduos ou a
indivíduos semelhantes) e entre categorias da mesma questão. Deste modo, o quadrado
da distância entre duas categorias h1 e h2 é
d2 (h1, h2) =
n∑
i=1
n
(
gih1
g.h1
− gih2
g.h2
)2
e o quadrado da distância entre dois indivíduos i1 e i2 é
d2 (i1, i2) =
1
p
c∑
h=1
n
g.h
(gi1h − gi2h)2 .
A matriz a diagonalizar numa ACM é
S =
1
p
G′GD−1 =
1
p
BD−1
e representam-se os seus valores próprios e os vetores próprios associados por λh e γh
respetivamente (h = 1, . . . , c) , a partir dos quais se obtêm os fatores dos pontos-linha:
ψh = D
−1γh.
De forma semelhante, é possível obter os fatores dos pontos-coluna ϕh, mas é também
possível recorrer às relações de transição entre os dois tipos de fatores:
ϕh=
√
λh
D−G′ψh; ψh=

p
√
λh
Gϕh. (4.6)
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Os fatores ϕh e ψh, de norma λh, representam respetivamente as coordenadas dos
pontos-linha e pontos-coluna no h-ésimo eixo fatorial e, a partir das relações (4.6), a
coordenada da s-ésima categoria no h-ésimo fator é
ϕhs =
1√
λh
n∑
i=1
gis
g.s
ψhi =
1
g.s
√
λh
∑
i∈n(s)
ψhi,
onde n (s) representa o conjunto dos indivíduos que escolheram a categoria s, e a coor-
denada do i-ésimo indíviduo no h-ésimo fator é
ψhi =
1√
λh
c∑
s=1
gis
gi.
ϕhs =
1
p
√
λh
∑
s∈c(i)
ϕhs,
onde c (i) representa o conjunto de categorias escolhidas pelo i-ésimo indíviduo.
Sendo o centro de gravidade global o vetor Γ de (n× 1) elementos todos iguais a
1/n, o quadrado da distância de uma categoria a Γ é dada por
d2 (h,Γ) = n
c∑
h=1
(
gih
g.h
− 1
n
)2
=
n
g.h
− 1,
pelo que se conclui que esta distância é tanto maior quanto menor for a frequência
absoluta da categoria.
Deﬁne-se ainda a inércia associada a uma categoria como
I (h) =
g.h
np
d2 (h,Γ) =
1
p
(
1− g.h
n
)
,
pelo que se conclui que esta inércia é tanto maior quanto menor for a frequência absoluta
desta e o máximo, 1/p, é atingido quando a frequência absoluta for nula. A inércia
associada a uma questão é
I (j) =
cj∑
h=1
I (h) =
1
p
(cj − 1) .
Consequentemente, esta inércia é função crescente do número das categorias da questão.
Por ﬁm, a inércia total é
I =
p∑
j=1
I (j) =
c
p
− 1
e, por isso, quando todas as questões têm o mesmo número de b categorias, a inércia total
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é b−1. Conclui-se também que a inércia total não depende dos dados, e nomeadamente
das relações entre as questões, mas unicamente do número de questões e de categorias,
ou seja, do formato do questionário.
A proporção da inércia da nuvem explicada pela j-ésima questão designa-se por
contribuição absoluta (Cta) e é dada por
Ctaj =
cj − 1
c− p .
A parte da variância do h-ésimo fator (eixo) explicada pela mesma questão designa-se
por contribuição relativa (Ctr) e é dada por
CTRhj =
1
λh
cj∑
s=1
fs (ψhs)
2
onde fs =
g.s/n
p
é o peso da categoria s (relembre-se que g.s indica o número dos indi-
víduos que escolheram esta categoria) e ψhs é a sua coordenada no fator (eixo) h.
A qualidade de representação no h-ésimo fator da categoria s é dada por
cos2 θhs =
g.s/n
1− g.s/n (ψhs)
2
onde θhs (0 ≤ θhs ≤ pi) é o ângulo formado pela categoria s com o fator principal h.
4.4.1 Aplicações
Procede-se agora à realização de uma Análise das Correspondências Múltiplas (ACM)
do quadro de dados, cujos resultados, por serem demasiado extensos, não são apresen-
tados na totalidade1.
4.4.1.1 Inquérito aos hábitos de consumo da população idosa
A Tabela 4.9 apresenta os valores próprios e a percentagem de variância explicada por
cada fator (são apresentados apenas os 30 maiores valores próprios porque os restantes
têm valores muito reduzidos, pelo que têm uma contribuição quase irrelevante para a
variância total). Sendo a variância total, ou seja, a soma dos valores próprios igual
a 3.8235 e existindo 85 categorias (17 questões × 5 categorias), a variância média é
1Os resultados completos podem ser disponibilizados pela autora.
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3.8235/85 = 0.045. Neste caso, os primeiros 30 fatores têm uma variância superior à
média, explicando 80.8% da variância total, pelo que seriam estes os fatores a reter para
análise, o que seria demasiado extenso.
Tabela 4.9: Valores próprios e variância explicada  ACM (IHCPI)
Fatores Valor Próprio % % Acumulada
1 0.344 8.99 8.99
2 0.252 6.58 15.56
3 0.180 4.70 20.27
4 0.151 3.95 24.22
5 0.147 3.85 28.07
6 0.135 3.53 31.60
7 0.123 3.22 34.82
8 0.114 2.98 37.80
9 0.108 2.83 40.63
10 0.104 2.71 43.34
11 0.099 2.59 45.93
12 0.095 2.49 48.42
13 0.092 2.42 50.84
14 0.090 2.34 53.18
15 0.086 2.24 55.42
16 0.083 2.17 57.58
17 0.081 2.11 59.70
18 0.078 2.05 61.74
19 0.076 1.99 63.73
20 0.074 1.94 65.67
21 0.072 1.88 67.55
22 0.069 1.81 69.36
23 0.063 1.66 71.02
24 0.061 1.59 72.62
25 0.057 1.49 74.10
26 0.055 1.44 75.55
27 0.054 1.42 76.97
28 0.051 1.33 78.31
29 0.048 1.27 79.57
30 0.045 1.19 80.76
Assim, a título ilustrativo, irá proceder-se à análise dos três primeiros fatores apenas,
porque são os que têm valores próprios que se destacam claramente de todos os restantes.
Para este efeito, a Tabela 4.10 mostra as coordenadas, as respectivas contribuições (Ctr)
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e a qualidade da representação (cos2) das categorias a reter no primeiro fator, notando-
se que, como é habitual neste tipo de análise, as Ctr e os cos2 são frequentemente muito
baixos.
Foram então selecionadas as categorias cujas contribuições para a variância do fator
são as mais elevadas e que no seu conjunto explicam 50.4% (cumprindo o critério de
que a soma das Ctr atinja um valor entre 50% e 80%).
Tabela 4.10: Questões a reter
1º Fator  ACM (IHCPI)
Questões Categoria Coord. Ctr cos2
Q1 Muita -0.95 4.90 0.42
Q2 Muita -1.17 5.67 0.44
Q2 Pouca 0.95 2.57 0.18
Q3 Muita -1.28 5.29 0.38
Q3 Pouca 0.87 2.45 0.18
Q5 Muita -0.84 3.12 0.24
Q11 Muita -1.08 3.61 0.26
Q11 Pouca 0.99 2.53 0.17
Q12 Muita -1.39 4.00 0.27
Q13 Muita -1.04 2.34 0.16
Q14 Muita -0.89 3.04 0.23
Q15 Muita -1.19 4.01 0.28
Q16 Muita -1.23 2.73 0.18
Q17 Muita -1.14 4.17 0.30
Assim, conclui-se que o primeiro fator opõe os idosos que atribuem muita importân-
cia às motivações para ir às compras Comprar algo novo para substituir algo antigo
(questão 1), Criar uma nova imagem para mim e para a minha casa (questão 2),
Sentir-me um pioneiro comprando produtos inovadores (questão 3), Conseguir en-
contrar uma verdadeira pechincha (questão 5), Ir às compras com pessoas com gostos
semelhantes aos meus (questão 11), Falar e trocar opiniões com o vendedor e outros
clientes (questão 12), Fazer da ida às compras um passeio com alguém conhecido
(questão 13), Ser atendido/a por um vendedor que procura agradar (questão 14),
Ter um funcionário a apresentar os produtos para a minha escolha (questão 15), Ou-
vir música e ver animações alusivas a uma campanha do estabelecimento (questão
16) e Experimentar uma amostra de um produto ou passar pelo espaço de livraria
(questão 17) aos idosos que atribuem pouca importância às motivações Criar uma
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nova imagem para mim e para a minha casa, (questão 2) Sentir-me um pioneiro
comprando produtos inovadores (questão 3) e Ir às compras com pessoas com gostos
semelhantes aos meus (questão 11). No essencial, este fator mantém o signiﬁcado da
primeira componente ou primeiro fator dos métodos anteriores, acrescentando algumas
motivações que apontam no mesmo sentido e que reforçam as conclusões extraídas.
Para a análise do segundo fator, retém-se as categorias cujas contribuições para a
variância do fator explicam no seu conjunto 51.2% (Tabela 4.11).
Tabela 4.11: Questões a reter
2º Fator  ACM (IHCPI)
Questões Categoria Coord. Ctr cos2
Q1 Nenhuma -1.45 3.71 0.17
Q2 Nenhuma -1.11 4.56 0.23
Q3 Nenhuma -0.77 4.25 0.26
Q9 Alguma 0.77 2.70 0.14
Q11 Nenhuma -1.01 5.94 0.34
Q12 Nenhuma -1.17 5.49 0.28
Q12 Bastante 0.77 3.49 0.20
Q13 Nenhuma -0.83 5.78 0.39
Q13 Bastante 0.85 3.54 0.19
Q15 Nenhuma -1.16 2.85 0.13
Q16 Nenhuma -0.88 5.45 0.33
Q17 Nenhuma -1.14 3.44 0.17
Assim, conclui-se que o segundo fator opõe os idosos que atribuem nenhuma im-
portância às motivações para ir às compras Comprar algo novo para substituir algo
antigo (questão 1), Criar uma nova imagem para mim e para a minha casa (questão
2), Sentir-me um pioneiro comprando produtos inovadores (questão 3), Ir às compras
com pessoas com gostos semelhantes aos meus (questão 11), Falar e trocar opiniões
com o vendedor e outros clientes (questão 12), Fazer da ida às compras um passeio
com alguém conhecido (questão 13), Ter um funcionário a apresentar os produtos
para a minha escolha (questão 15), Ouvir música e ver animações alusivas a uma
campanha do estabelecimento (questão 16) e Experimentar uma amostra de um pro-
duto ou passar pelo espaço de livraria (questão 17) aos idosos que atribuem alguma
importância à motivação Encontrar exatamente o que procuro (questão 9) e bastante
importância às motivações Falar e trocar opiniões com o vendedor e outros clientes
(questão 12) e Fazer da ida às compras um passeio com alguém conhecido (questão
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13). Veriﬁca-se portanto que este fator conduz a conclusões semelhantes ao anterior,
incidindo sobre quase as mesmas motivações, mas com as categorias opostas (Muita
no primeiro fator e Nenhuma no segundo). Consequentemente, este fator pouco ou
nada acrescenta à caraterização dos hábitos de consumo dos idosos, o que permite até
aﬁrmar que o primeiro é suﬁciente para essa caraterização ou que os dois fatores podem
ser analisados em conjunto ou em simultâneo.
O terceiro fator volta a destacar um padrão das motivações de consumo semelhante
ao dos dois fatores anteriores, incidindo sobre a grande maioria dessas motivações e
em categorias muito próximas, ou seja, as motivações selecionadas para a análise deste
fator são quase as mesmas dos dois anteriores, apenas diferindo as categorias. Conse-
quentemente, o signiﬁcado do fator distingue-se dos anteriores essencialmente pelo nível
de importância das motivações, não sendo por isso fundamental proceder à sua análise.
Por ﬁm, é de referir que, uma vez que se realizou apenas uma análise parcial e exem-
pliﬁcativa dos resultados desta ACM, não são apresentadas as representações gráﬁcas
das categorias nos fatores, pois tal não se justiﬁcaria face aos objetivos aqui pretendidos
(o mesmo se aplica ao conjunto de dados seguinte).
4.4.1.2 Inquérito social europeu
A Tabela 4.12 apresenta os valores próprios e a percentagem de variância explicada
pelos primeiros 27 fatores, totalizando 80% da variância total (como esta percentagem
é um valor elevado, optou-se por apresentar apenas estes fatores, omitindo os restantes,
cuja contribuição para a variância total já é quase irrelevante). Sendo a variância total
(soma dos valores próprios) igual a 3.8572 e existindo 126 categorias (21 questões × 6
categorias), a variância média é 3.8572/126 = 0.031, pelo que os primeiros 37 fatores
têm uma variância superior à média, explicando 90.2% da variância total. Analisar um
número tão elevado de fatores seria demasiado extenso e muitos deles não acrecentariam
nada de relevante.
Assim, a título ilustrativo, irá proceder-se à análise dos três primeiros fatores apenas,
porque são os que têm valores próprios que se destacam claramente de todos os restantes.
Para este efeito, a Tabela 4.13 mostra as coordenadas, as respectivas contribuições (Ctr)
e a qualidade da representação (cos2) das categorias a reter no primeiro fator, notando-
se que, como é habitual neste tipo de análise, as Ctr e os cos2 são frequentemente muito
baixos. Foram então selecionadas as categorias cujas contribuições para a variância do
fator são as mais elevadas e que no seu conjunto explicam 51.1% dessa variância.
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Tabela 4.12: Valores próprios e variância explicada  ACM (ISE)
Fatores Valor Próprio % % Acumulada
1 0.356 9.24 9.24
2 0.250 6.47 15.71
3 0.195 5.05 20.76
4 0.159 4.13 24.89
5 0.157 4.06 28.95
6 0.150 3.90 32.85
7 0.140 3.62 36.47
8 0.132 3.43 39.90
9 0.123 3.19 43.09
10 0.119 3.08 46.17
11 0.115 2.98 49.15
12 0.107 2.77 51.92
13 0.100 2.59 54.51
14 0.095 2.46 56.97
15 0.087 2.27 59.23
16 0.085 2.20 61.43
17 0.083 2.16 63.59
18 0.078 2.02 65.61
19 0.073 1.89 67.50
20 0.069 1.80 69.30
21 0.068 1.77 71.07
22 0.065 1.68 72.75
23 0.061 1.58 74.33
24 0.059 1.52 75.85
25 0.056 1.44 77.29
26 0.054 1.40 78.69
27 0.051 1.33 80.02
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Tabela 4.13: Questões a reter
1º Fator  ACM (ISE)
Questões Categoria Coord. Ctr cos2
Q1 Exatamente como eu -1.20 3.71 0.34
Q4 Exatamente como eu -1.70 4.95 0.43
Q5 Exatamente como eu -1.44 4.96 0.45
Q6 Exatamente como eu -1.66 3.76 0.31
Q10 Exatamente como eu -1.64 5.04 0.44
Q11 Exatamente como eu -1.29 5.14 0.50
Q13 Exatamente como eu -2.15 5.53 0.45
Q14 Exatamente como eu -1.37 4.17 0.37
Q16 Exatamente como eu -1.87 5.41 0.46
Q17 Exatamente como eu -1.74 4.67 0.40
Q19 Exatamente como eu -1.41 3.74 0.33
Assim, conclui-se que o primeiro fator deﬁne os homens que se sentem exatamente
como as caraterísticas Um homem que dá importância a ter novas ideias e ser criativo.
Gosta de fazer as coisas à sua maneira. (questão 1), Um homem que dá muita impor-
tância a poder mostrar as suas capacidades. Quer que as pessoas admirem o que faz.
(questão 4), Um homem que dá importância a viver num sítio onde se sinta seguro.
Evita tudo o que possa por a sua segurança em risco (questão 5), Um homem que
gosta de surpresas e está sempre à procura de coisas novas para fazer. Acha que é
importante fazer muitas coisas diferentes na vida (questão 6), Um homem para quem
é importante passar bons momentos. Gosta de tratar bem de si. (questão 10), Um
homem para quem é importante tomar as suas próprias decisões sobre o que faz. Gosta
de ser livre e não estar dependente dos outros (questão 11), Um homem para quem é
importante ter sucesso. Gosta de receber o reconhecimento dos outros. (questão 13),
Um homem para quem é importante que o Governo garanta a sua segurança, contra
todas as ameaças. Quer que o Estado seja forte, de modo a poder defender os cidadãos.
(questão 14), Um homem para quem é importante portar-se sempre como deve ser.
Evita fazer coisas que os outros digam que é errado. (questão 16), Um homem para
quem é importante que os outros lhe tenham respeito. Quer que as pessoas façam o
que ele diz. (questão 17) e Um homem que acredita seriamente que as pessoas devem
proteger a natureza. Proteger o ambiente é importante para ele. (questão 19). Tal
como no conjunto de dados anterior, este fator conserva no essencial o signiﬁcado da
primeira componente ou primeiro fator dos métodos anteriores, acrescentando algumas
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Tabela 4.14: Questões a reter
2º Fator  ACM (ISE)
Questões Categoria Coord. Ctr cos2
Q2 Não tem nada a ver comigo -1.19 2.07 0.02
Q3 Nada parecido comigo -2.11 2.18 0.12
Q4 Muito parecido comigo 0.69 2.70 0.20
Q4 Nada parecido comigo -1.81 3.21 0.18
Q5 Muito parecido comigo 0.61 2.38 0.19
Q5 Um bocadinho parecido comigo -1.12 3.08 0.19
Q5 Nada parecido comigo -1.26 2.05 0.11
Q7 Muito parecido comigo 0.69 2.29 0.16
Q7 Nada parecido comigo -0.98 3.02 0.19
Q8 Um bocadinho parecido comigo -1.18 3.39 0.20
Q9 Muito parecido comigo 0.73 2.48 0.17
Q9 Um bocadinho parecido comigo -0.66 2.03 0.14
Q10 Muito parecido comigo 0.63 2.14 0.16
Q13 Muito parecido comigo 0.76 3.39 0.26
Q14 Um bocadinho parecido comigo -1.01 2.98 0.19
Q16 Muito parecido comigo 0.92 4.53 0.33
Q18 Um bocadinho parecido comigo -1.23 4.04 0.25
características que reforçam a caraterização do perﬁl aí deﬁnido.
Para a análise do segundo fator, retém-se as categorias cujas contribuições para a
variância do fator explicam no seu conjunto 50% (Tabela 4.14).
Assim, conclui-se que o segundo fator opõe os homens que se sentem muito parecidos
com as caraterísticas Um homem que dá muita importância a poder mostrar as suas
capacidades. Quer que as pessoas admirem o que faz. (questão 4), Um homem que dá
importância a viver num sítio onde se sinta seguro. Evita tudo o que possa por a sua
segurança em risco (questão 5), Um homem que acha que as pessoas devem fazer o
que lhes mandam. Acha que as pessoas devem cumprir sempre as regras mesmo quando
ninguém está a ver. (questão 7), Um homem para quem é importante ser humilde e
modesto. Tenta não chamar a atenção sobre si. (questão 9), Um homem para quem
é importante passar bons momentos. Gosta de tratar bem de si. (questão 10), Um
homem para quem é importante ter sucesso. Gosta de receber o reconhecimento dos
outros. (questão 13), Um homem para quem é importante portar-se sempre como
deve ser. Evita fazer coisas que os outros digam que é errado. (questão 16) aos
homens que sentem que não têm nada a ver com a caraterística Um homem para quem
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é importante ser rico. Quer ter muito dinheiro e coisas caras. (questão 2), aos que
se sentem nada parecidos com as caraterísticas Um homem que acha importante que
todas as pessoas no mundo sejam tratadas igualmente. Acredita que todos devem ter as
mesmas oportunidades na vida. (questão 3), Um homem que dá muita importância a
poder mostrar as suas capacidades. Quer que as pessoas admirem o que faz. (questão
4), Um homem que dá importância a viver num sítio onde se sinta seguro. Evita tudo
o que possa por a sua segurança em risco (questão 5) e Um homem que acha que as
pessoas devem fazer o que lhes mandam. Acha que as pessoas devem cumprir sempre
as regras mesmo quando ninguém está a ver. (questão 7) e aos que se sentem um
bocadinho parecidos com as caraterísticas Um homem que dá importância a viver num
sítio onde se sinta seguro. Evita tudo o que possa por a sua segurança em risco (questão
5), Um homem para quem é importante ouvir pessoas diferentes de si. Mesmo quando
discorda de alguém continua a querer compreender essa pessoa. (questão 8), Um
homem para quem é importante ser humilde e modesto. Tenta não chamar a atenção
sobre si. (questão 9), Um homem para quem é importante que o Governo garanta
a sua segurança, contra todas as ameaças. Quer que o Estado seja forte, de modo a
poder defender os cidadãos. (questão 14) e Um homem para quem é importante ser
leal com os amigos. Dedica-se às pessoas que lhe são próximas. (questão 18).
Veriﬁca-se portanto que este fator conduz a conclusões próximas do anterior, inci-
dindo sobre quase as mesmas caraterísticas, mas com outras categorias. Além disso,
acrescenta algumas caraterísticas que, por vezes, nem se enquadram com as outras,
diﬁcultando a análise. Consequentemente, este fator distingue-se do anterior essencial-
mente pelo grau de semelhança com as caraterísticas e pouco acrescenta à caraterização
do perﬁl de homem deﬁnido no fator anterior.
O terceiro fator volta a deﬁnir um perﬁl semelhante ao dos dois fatores anteriores,
pois destaca a grande maioria das mesmas caraterísticas (apenas acrescenta duas outras
que reforçam as conclusões anteriores), distinguindo-se pelas categorias dessas caraterís-
ticas. Portanto, as caraterísticas selecionadas para análise deste fator são semelhantes
às dos dois fatores anteriores, mas as categorias, ou seja, o grau de semelhança com
essas caraterísticas, são diferentes. Consequentemente, o signiﬁcado do fator distingue-
se dos anteriores essencialmente pelo grau de semelhança com as características, não
sendo por isso fundamental apresentar a sua análise.
Por não ter em conta a natureza ordinal destas variáveis, os resultados da ACM são
de interpretação por vezes difícil, muito detalhados e nem sempre com grande sentido.
Como trata todas as categorias individualmente, não consegue captar a ordenação des-
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tas na respetiva variável, produzindo alguns resultados pouco organizados e de fraca
relevância. Conﬁrmando o que já era conhecido a priori, é possivel então concluir
que este método não é de facto apropriado para tratar dados de variáveis qualitativas
ordinais, tendo apesar disso sido aplicado de forma a evidenciar esta conclusão.
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Capítulo 5
Conclusão
Em muitas situações os atributos observados assumem uma natureza qualitativa e
distinguem-se em grau ou intensidade, o que signiﬁca que têm uma natureza quali-
tativa ordinal. As variáveis qualitativas ordinais utilizam assim uma escala de medida
composta por um conjunto de categorias ordenadas, isto é, existe uma hierarquia entre
estas, estando deﬁnido um sentido de orientação. As escalas ordinais são muito uti-
lizadas numa grande variedade de domínios, destacando-se a realização de inquéritos
tendo em vista medir atitudes, opiniões, frequência de ocorrência de acontecimentos e
intensidades.
A natureza destas variáveis levanta problemas especíﬁcos, nomeadamente a inexis-
tência de um zero absoluto (categoria que indique ausência de todo o conteúdo inerente
à grandeza medida pela escala) e o facto de se desconhecer a distância entre as cate-
gorias. O número e a deﬁnição destas categorias constituem também diﬁculdades na
construção da escala, a que se junta ainda o risco de o signiﬁcado atribuído por quem
a deﬁne não ser necessariamente o mesmo de quem vai responder ao inquérito.
As caraterísticas destas variáveis têm portanto de ser tidas em conta no tratamento
de dados, não devendo ser utilizadas as técnicas desenvolvidas para dados quantitativos.
Tendo em vista a comparação dos resultados de diferentes métodos de análise multiva-
riada desenvolvidos especifícamente para este tipo de variáveis, foram consideradas três
formas principais de abordagem: em primeiro lugar, foram descritas diferentes técnicas
de quantiﬁcação de categorias, permitindo assim dispor de dados quantitativos utiliza-
dos subsequentemente para a realização de uma Análise em Componentes Principais
(ACP) Linear; em seguida, considerou-se uma ACP Linear, mas desta vez com recurso
ao coeﬁciente de correlação de Spearman (apropriado para dados ordinais); em terceiro
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lugar, abordou-se a Análise em Componentes Principais Categórica (CATPCA), que
procede ela própria à quantiﬁcação ótima (escalonamento ótimo) das categorias e em
simultâneo realiza uma ACP; posteriormente, foi considerada a Análise das Corres-
pondências com Duplicação de Variáveis adequada para este tipo de dados; por ﬁm,
apresentou-se ainda a Análise das Correspondências Múltiplas (ACM), por constituir
uma generalização da Análise das Correspondências (AC) Simples, apesar de não ser
capaz de ter em conta a natureza ordinal destas variáveis.
Os diferentes métodos foram aplicados a dois conjuntos de dados resultantes de
inquéritos de opinião, constituídos por variáveis qualitativas ordinais: Inquérito aos
hábitos de consumo da população idosa (classiﬁcação do nível de importância das mo-
tivações pelas quais os inquiridos vão às compras segundo a escala Nenhuma, Pouca,
Alguma, Bastante e Muita) e Inquérito social europeu (classiﬁcação do grau de
semelhança dos inquiridos com diversas caraterísticas segundo a escala Exatamente
como eu, Muito parecido comigo, Parecido comigo, Um bocadinho parecido co-
migo, Nada parecido comigo e Não tem nada a ver comigo).
Os resultados obtidos por cada método foram analisados, produzindo conclusões
sobre os padrões e perﬁs dos inquiridos. Finalmente, veriﬁcou-se que estas são as
mesmas em todos os casos, com particularidades muito pequenas que resultam das es-
peciﬁcidades de cada método e que não alteram o signiﬁcado essencial dos resultados.
Consequentemente, estes dois exemplos de aplicação sugerem que usar métodos apro-
priados para variáveis ordinais, mais ou menos elaborados, ou métodos mais básicos
(como as técnicas de quantiﬁcação das categorias, mais ou menos rudimentares e mais
ou menos baseadas nos dados) conduz a conclusões quase idênticas, pelo que a decisão
sobre que método utilizar parece não exigir grande ponderação.
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Apêndice A
Análise em Componentes Principais
Linear
A.1 Inquérito aos hábitos de consumo da população
idosa
Resultados
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Método: Números Inteiros Ordenados e Índice
Tabela A.1: Matriz de correlações  ACP Números inteiros ordenados e Índice (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.73 1.00
Q3 0.67 0.76 1.00
Q4 0.29 0.25 0.14 1.00
Q5 0.45 0.42 0.41 0.39 1.00
Q6 0.30 0.23 0.17 0.51 0.33 1.00
Q7 -0.15 -0.05 -0.16 0.11 -0.03 0.16 1.00
Q8 -0.10 -0.01 -0.07 0.01 0.12 -0.01 0.66 1.00
Q9 0.17 0.17 0.03 0.38 0.08 0.35 0.01 -0.02 1.00
Q10 0.15 0.08 0.05 0.26 0.06 0.29 -0.03 -0.06 0.42
Q11 0.12 0.10 0.13 0.05 0.31 0.01 0.14 0.15 -0.06
Q12 0.39 0.35 0.49 0.00 0.38 0.15 0.08 0.16 -0.18
Q13 0.23 0.19 0.27 -0.01 0.26 -0.04 -0.02 0.18 -0.15
Q14 0.11 0.17 0.19 0.19 0.31 0.07 0.09 0.20 0.15
Q15 0.24 0.27 0.28 0.08 0.29 0.10 0.05 0.10 0.22
Q16 0.38 0.34 0.44 -0.07 0.33 0.09 -0.18 -0.12 -0.10
Q17 0.41 0.39 0.43 0.02 0.28 0.16 -0.17 -0.09 0.11
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Matriz de correlações  ACP Números inteiros ordenados e Índice (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1,00
Q11 -0.10 1.00
Q12 -0.09 0.45 1.00
Q13 -0.10 0.59 0.54 1.00
Q14 0.06 0.47 0.45 0.31 1.00
Q15 0.08 0.26 0.39 0.23 0.58 1.00
Q16 0.03 0.24 0.43 0.35 0.25 0.40 1.00
Q17 0.06 0.17 0.37 0.22 0.32 0.41 0.54 1.00
Tabela A.2: Valores próprios e variância explicada  ACP Números inteiros ordenados
e Índice (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.7534 27.96 27.96
2 2.4061 14.15 42.11
3 2.0789 12.23 54.34
4 1.3555 7.97 62.32
5 1.0671 6.28 68.59
6 0.7970 4.69 73.28
7 0.7895 4.64 77.93
8 0.6022 3.54 81.47
9 0.5625 3.31 84.78
10 0.4601 2.71 87.48
11 0.4344 2.56 90.04
12 0.4189 2.46 92.50
13 0.3272 1.92 94.43
14 0.2897 1.70 96.13
15 0.2722 1.60 97.73
16 0.2075 1.22 98.95
17 0.1778 1.05 100.00
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Tabela A.3: Coordenadas e qualidade da representação das variáveis  ACP Números
inteiros ordenados e Índice (IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Números inteiros
ordenados e Índice (IHCPI) (cont.)
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Método: Ridits
Tabela A.4: Matriz de correlações  ACP Ridits (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.73 1.00
Q3 0.67 0.75 1.00
Q4 0.29 0.26 0.09 1.00
Q5 0.42 0.42 0.40 0.41 1.00
Q6 0.29 0.23 0.16 0.50 0.36 1.00
Q7 -0.21 -0.12 -0.25 0.09 -0.09 0.14 1.00
Q8 -0.17 -0.08 -0.12 -0.05 0.04 -0.01 0.63 1.00
Q9 0.19 0.19 0.04 0.42 0.16 0.39 -0.01 -0.09 1.00
Q10 0.19 0.14 0.06 0.34 0.12 0.35 -0.01 -0.12 0.50
Q11 0.12 0.11 0.13 0.06 0.32 -0.02 0.10 0.15 -0.04
Q12 0.38 0.35 0.50 0.00 0.38 0.14 0.03 0.11 -0.18
Q13 0.21 0.18 0.26 -0.02 0.24 -0.09 -0.02 0.20 -0.14
Q14 0.11 0.17 0.18 0.20 0.34 0.04 0.06 0.20 0.17
Q15 0.24 0.26 0.28 0.04 0.30 0.06 0.03 0.07 0.21
Q16 0.37 0.32 0.42 -0.08 0.31 0.07 -0.19 -0.11 -0.13
Q17 0.42 0.39 0.41 0.07 0.31 0.19 -0.23 -0.15 0.14
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Matriz de correlações  ACP Ridits (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.06 1.00
Q12 -0.05 0.45 1.00
Q13 -0.09 0.58 0.54 1.00
Q14 0.11 0.48 0.42 0.31 1.00
Q15 0.12 0.26 0.39 0.23 0.62 1.00
Q16 0.02 0.25 0.44 0.36 0.25 0.39 1.00
Q17 0.10 0.18 0.37 0.21 0.33 0.42 0.53 1.00
Tabela A.5: Valores próprios e variância explicada  ACP Ridits (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.7658 28.03 28.03
2 2.5570 15.04 43.08
3 2.0972 12.34 55.41
4 1.3372 7.87 63.28
5 1.0187 5.99 69.27
6 0.8203 4.83 74.09
7 0.7562 4.45 78.54
8 0.5543 3.26 81.80
9 0.5232 3.08 84.88
10 0.4597 2.70 87.59
11 0.4349 2.56 90.14
12 0.4202 2.47 92.62
13 0.3268 1.92 94.54
14 0.2878 1.69 96.23
15 0.2625 1.54 97.77
16 0.2046 1.20 98.98
17 0.1737 1.02 100.00
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Tabela A.6: Coordenadas e qualidade da representação das variáveis  ACP Ridits
(IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Ridits (IHCPI) (cont.)
C
o
m
p
.
1
0
C
o
m
p
.
1
1
C
o
m
p
.
1
2
C
o
m
p
.
1
3
C
o
m
p
.
1
4
C
o
m
p
.
1
5
C
o
m
p
.
1
6
C
o
m
p
.
1
7
Q
u
es
t.
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
Q
1
0
.1
2
0
.0
1
-0
.0
4
0
.0
0
-0
.0
3
0
.0
0
-0
.2
0
0
.0
4
0
.3
2
0
.1
0
-0
.1
8
0
.0
3
0
.0
2
0
.0
0
0
.1
0
0
.0
1
Q
2
0
.0
8
0
.0
1
-0
.0
5
0
.0
0
0
.1
0
0
.0
1
0
.0
8
0
.0
1
-0
.0
5
0
.0
0
0
.1
2
0
.0
1
-0
.2
2
0
.0
5
-0
.2
0
0
.0
4
Q
3
-0
.0
9
0
.0
1
0
.0
2
0
.0
0
0
.0
3
0
.0
0
0
.2
0
0
.0
4
-0
.1
4
0
.0
2
0
.1
0
0
.0
1
0
.2
1
0
.0
5
0
.1
8
0
.0
3
Q
4
0
.3
7
0
.1
4
0
.1
8
0
.0
3
-0
.1
7
0
.0
3
0
.0
1
0
.0
0
-0
.0
9
0
.0
1
0
.0
0
0
.0
0
0
.1
3
0
.0
2
-0
.0
7
0
.0
0
Q
5
-0
.2
5
0
.0
6
-0
.0
9
0
.0
1
0
.1
1
0
.0
1
-0
.1
7
0
.0
3
-0
.0
9
0
.0
1
-0
.0
1
0
.0
0
-0
.0
6
0
.0
0
0
.0
6
0
.0
0
Q
6
-0
.1
8
0
.0
3
-0
.0
7
0
.0
1
-0
.0
7
0
.0
0
0
.1
6
0
.0
2
0
.1
7
0
.0
3
0
.1
4
0
.0
2
-0
.0
5
0
.0
0
0
.0
1
0
.0
0
Q
7
0
.2
2
0
.0
5
-0
.1
5
0
.0
2
0
.0
9
0
.0
1
-0
.1
1
0
.0
1
-0
.1
7
0
.0
3
0
.0
0
0
.0
0
-0
.0
8
0
.0
1
0
.1
5
0
.0
2
Q
8
-0
.1
8
0
.0
3
0
.1
8
0
.0
3
-0
.0
2
0
.0
0
0
.0
9
0
.0
1
0
.1
4
0
.0
2
-0
.0
4
0
.0
0
0
.1
3
0
.0
2
-0
.1
1
0
.0
1
Q
9
-0
.2
3
0
.0
5
-0
.1
6
0
.0
3
-0
.1
1
0
.0
1
0
.0
6
0
.0
0
-0
.1
4
0
.0
2
-0
.2
1
0
.0
4
0
.0
1
0
.0
0
0
.0
0
0
.0
0
Q
1
0
0
.0
2
0
.0
0
0
.1
2
0
.0
1
0
.1
7
0
.0
3
-0
.0
7
0
.0
0
0
.0
1
0
.0
0
0
.0
7
0
.0
0
0
.0
1
0
.0
0
-0
.0
1
0
.0
0
Q
1
1
0
.0
6
0
.0
0
-0
.2
5
0
.0
6
0
.3
1
0
.1
0
0
.0
4
0
.0
0
0
.0
7
0
.0
1
0
.0
5
0
.0
0
0
.1
3
0
.0
2
-0
.0
6
0
.0
0
Q
1
2
-0
.1
0
0
.0
1
0
.1
1
0
.0
1
-0
.0
4
0
.0
0
-0
.1
0
0
.0
1
-0
.1
4
0
.0
2
-0
.2
2
0
.0
5
0
.0
1
0
.0
0
-0
.1
3
0
.0
2
Q
1
3
-0
.0
6
0
.0
0
0
.1
1
0
.0
1
-0
.3
3
0
.1
1
-0
.0
4
0
.0
0
-0
.0
4
0
.0
0
0
.1
4
0
.0
2
-0
.1
2
0
.0
1
0
.0
8
0
.0
1
Q
1
4
0
.0
8
0
.0
1
0
.1
9
0
.0
4
0
.0
7
0
.0
1
0
.2
2
0
.0
5
0
.1
2
0
.0
1
-0
.0
8
0
.0
1
-0
.1
6
0
.0
2
0
.1
2
0
.0
2
Q
1
5
0
.0
2
0
.0
0
-0
.2
0
0
.0
4
-0
.2
2
0
.0
5
-0
.1
8
0
.0
3
0
.0
5
0
.0
0
0
.1
9
0
.0
3
0
.0
9
0
.0
1
-0
.0
6
0
.0
0
Q
1
6
0
.2
0
0
.0
4
-0
.1
9
0
.0
4
-0
.0
9
0
.0
1
0
.2
2
0
.0
5
-0
.0
3
0
.0
0
-0
.1
4
0
.0
2
0
.0
0
0
.0
0
-0
.0
3
0
.0
0
Q
1
7
-0
.0
1
0
.0
0
0
.3
0
0
.0
9
0
.1
9
0
.0
4
-0
.1
4
0
.0
2
-0
.0
7
0
.0
1
0
.0
6
0
.0
0
0
.0
2
0
.0
0
0
.0
1
0
.0
0
108
Método: Ordem Média
Tabela A.7: Matriz de correlações  ACP Ordem média (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.73 1.00
Q3 0.67 0.75 1.00
Q4 0.29 0.26 0.09 1.00
Q5 0.42 0.42 0.40 0.41 1.00
Q6 0.29 0.23 0.16 0.50 0.36 1.00
Q7 -0.21 -0.12 -0.25 0.09 -0.09 0.14 1.00
Q8 -0.17 -0.08 -0.12 -0.05 0.04 -0.01 0.63 1.00
Q9 0.19 0.19 0.04 0.42 0.16 0.39 -0.01 -0.09 1.00
Q10 0.19 0.14 0.06 0.34 0.12 0.35 -0.01 -0.12 0.50
Q11 0.12 0.11 0.13 0.06 0.32 -0.02 0.10 0.15 -0.04
Q12 0.38 0.35 0.50 0.00 0.38 0.14 0.03 0.11 -0.18
Q13 0.22 0.18 0.26 -0.02 0.24 -0.09 -0.02 0.20 -0.14
Q14 0.11 0.17 0.18 0.20 0.34 0.04 0.06 0.20 0.17
Q15 0.24 0.26 0.28 0.04 0.30 0.06 0.03 0.07 0.21
Q16 0.37 0.32 0.42 -0.08 0.31 0.07 -0.19 -0.11 -0.13
Q17 0.42 0.39 0.41 0.07 0.31 0.19 -0.23 -0.15 0.14
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Matriz de correlações  ACP Ordem média (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.06 1.00
Q12 -0.05 0.45 1.00
Q13 -0.09 0.58 0.54 1.00
Q14 0.11 0.48 0.42 0.31 1.00
Q15 0.12 0.26 0.39 0.23 0.62 1.00
Q16 0.02 0.25 0.44 0.36 0.25 0.39 1.00
Q17 0.10 0.18 0.37 0.21 0.33 0.42 0.53 1.00
Tabela A.8: Valores próprios e variância explicada  ACP Ordem média (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.7661 28.04 28.04
2 2.5566 15.04 43.07
3 2.0972 12.34 55.41
4 1.3373 7.87 63.28
5 1.0186 5.99 69.27
6 0.8202 4.82 74.09
7 0.7564 4.45 78.54
8 0.5543 3.26 81.80
9 0.5231 3.08 84.88
10 0.4598 2.70 87.59
11 0.4348 2.56 90.14
12 0.4201 2.47 92.62
13 0.3267 1.92 94.54
14 0.2879 1.69 96.23
15 0.2624 1.54 97.77
16 0.2046 1.20 98.98
17 0.1737 1.02 100.00
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Tabela A.9: Coordenadas e qualidade da representação das variáveis  ACP Ordem
média (IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Ordemmédia (IHCPI)
(cont.)
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Método: Quantis da Distribuição Normal com Ridits
Tabela A.10: Matriz de correlações  ACP Quantis da distribuição normal com ridits
(IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.72 1.00
Q3 0.66 0.75 1.00
Q4 0.29 0.25 0.12 1.00
Q5 0.44 0.42 0.40 0.41 1.00
Q6 0.30 0.23 0.17 0.51 0.34 1.00
Q7 -0.15 -0.08 -0.20 0.10 -0.05 0.16 1.00
Q8 -0.10 -0.04 -0.10 -0.01 0.09 0.00 0.65 1.00
Q9 0.16 0.17 0.03 0.39 0.11 0.36 0.00 -0.05 1.00
Q10 0.15 0.10 0.05 0.29 0.08 0.32 -0.01 -0.08 0.46
Q11 0.12 0.11 0.12 0.07 0.32 0.00 0.11 0.15 -0.05
Q12 0.40 0.36 0.49 0.01 0.38 0.16 0.05 0.13 -0.18
Q13 0.24 0.21 0.26 0.00 0.24 -0.06 -0.03 0.18 -0.13
Q14 0.12 0.17 0.18 0.20 0.34 0.06 0.08 0.21 0.18
Q15 0.25 0.27 0.28 0.08 0.30 0.09 0.04 0.09 0.23
Q16 0.38 0.32 0.41 -0.08 0.31 0.07 -0.17 -0.12 -0.11
Q17 0.41 0.39 0.43 0.04 0.29 0.17 -0.18 -0.11 0.12
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Matriz de correlações  ACP Quantis da distribuição normal com ridits (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.08 1.00
Q12 -0.08 0.46 1.00
Q13 -0.09 0.56 0.52 1.00
Q14 0.08 0.48 0.43 0.31 1.00
Q15 0.10 0.28 0.39 0.23 0.61 1.00
Q16 0.04 0.24 0.43 0.34 0.25 0.41 1.00
Q17 0.07 0.18 0.38 0.21 0.34 0.43 0.52 1.00
Tabela A.11: Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ridits (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.7601 28.00 28.00
2 2.4160 14.21 42.21
3 2.0961 12.33 54.54
4 1.3726 8.07 62.62
5 1.0438 6.14 68.76
6 0.8036 4.73 73.48
7 0.7917 4.66 78.14
8 0.5714 3.36 81.50
9 0.5399 3.18 84.68
10 0.4553 2.68 87.36
11 0.4388 2.58 89.94
12 0.4324 2.54 92.48
13 0.3249 1.91 94.39
14 0.2855 1.68 96.07
15 0.2765 1.63 97.70
16 0.2160 1.27 98.97
17 0.1753 1.03 100.00
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Tabela A.12: Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ridits (IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ridits (IHCPI) (cont.)
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Método: Quantis da Distribuição Normal com Ordem Média
Tabela A.13: Matriz de correlações  ACP Quantis da distribuição normal com ordem
média (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.72 1.00
Q3 0.66 0.75 1.00
Q4 0.28 0.25 0.12 1.00
Q5 0.44 0.42 0.40 0.41 1.00
Q6 0.30 0.23 0.16 0.51 0.34 1.00
Q7 -0.16 -0.08 -0.21 0.10 -0.05 0.16 1.00
Q8 -0.11 -0.04 -0.10 -0.01 0.09 0.00 0.64 1.00
Q9 0.16 0.17 0.03 0.40 0.11 0.37 0.01 -0.05 1.00
Q10 0.15 0.10 0.05 0.29 0.08 0.32 -0.01 -0.09 0.46
Q11 0.12 0.11 0.12 0.06 0.32 0.00 0.11 0.15 -0.05
Q12 0.40 0.36 0.49 0.00 0.38 0.16 0.05 0.13 -0.18
Q13 0.24 0.21 0.26 0.00 0.24 -0.06 -0.03 0.18 -0.13
Q14 0.12 0.17 0.18 0.20 0.34 0.06 0.08 0.21 0.18
Q15 0.25 0.27 0.28 0.07 0.30 0.09 0.04 0.09 0.23
Q16 0.38 0.32 0.41 -0.08 0.31 0.07 -0.18 -0.12 -0.11
Q17 0.41 0.39 0.43 0.04 0.29 0.17 -0.19 -0.11 0.13
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Matriz de correlações  ACP Quantis da distribuição normal com ordem média (IHCPI)
(cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.08 1.00
Q12 -0.08 0.46 1.00
Q13 -0.08 0.56 0.52 1.00
Q14 0.08 0.48 0.43 0.31 1.00
Q15 0.10 0.28 0.39 0.23 0.61 1.00
Q16 0.04 0.24 0.43 0.34 0.25 0.41 1.00
Q17 0.07 0.18 0.38 0.21 0.34 0.43 0.52 1.00
Tabela A.14: Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ordem média (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.7614 28.01 28.01
2 2.4267 14.27 42.28
3 2.0971 12.34 54.62
4 1.3705 8.06 62.68
5 1.0414 6.13 68.81
6 0.8033 4.73 73.53
7 0.7892 4.64 78.17
8 0.5694 3.35 81.52
9 0.5400 3.18 84.70
10 0.4542 2.67 87.37
11 0.4380 2.58 89.95
12 0.4326 2.54 92.49
13 0.3242 1.91 94.40
14 0.2851 1.68 96.08
15 0.2759 1.62 97.70
16 0.2156 1.27 98.97
17 0.1754 1.03 100.00
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Tabela A.15: Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ordem média (IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ordem média (IHCPI) (cont.)
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A.2 Inquérito social europeu
Resultados
Método: Números Inteiros Ordenados e Índice
Tabela A.16: Matriz de correlações  ACP Números inteiros ordenados e Índice (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.13 1.00
Q3 0.16 0.05 1.00
Q4 0.30 0.21 0.23 1.00
Q5 0.29 0.23 0.43 0.45 1.00
Q6 0.33 0.17 0.13 0.42 0.34 1.00
Q7 0.18 0.08 -0.03 0.11 0.13 0.39 1.00
Q8 0.32 0.14 0.19 0.22 0.42 0.33 0.22 1.00
Q9 0.12 -0.31 0.24 0.00 0.26 0.24 0.44 0.24 1.00
Q10 0.30 0.26 0.30 0.43 0.45 0.46 0.12 0.23 0.10 1.00
Q11 0.27 0.18 0.22 0.21 0.46 0.35 0.10 0.40 0.14 0.57 1.00
Q12 0.30 -0.11 0.36 0.08 0.16 0.28 0.16 0.27 0.43 0.21 0.19
Q13 0.22 0.38 0.13 0.50 0.37 0.42 0.30 0.17 0.04 0.58 0.40
Q14 0.15 -0.05 0.22 0.25 0.49 0.24 0.21 0.25 0.39 0.35 0.32
Q15 0.23 0.28 0.04 0.19 0.10 0.42 0.22 0.21 -0.07 0.40 0.36
Q16 0.27 0.21 0.06 0.29 0.30 0.45 0.59 0.33 0.33 0.24 0.22
Q17 0.36 0.28 0.06 0.49 0.30 0.40 0.23 0.36 0.08 0.35 0.33
Q18 0.29 0.02 0.32 0.32 0.41 0.28 0.17 0.45 0.26 0.47 0.44
Q19 0.11 -0.02 0.31 0.29 0.40 0.22 -0.03 0.17 0.23 0.45 0.31
Q20 -0.03 0.27 0.05 0.00 0.28 0.07 0.30 0.15 0.26 0.16 0.02
Q21 0.14 0.42 0.07 0.33 0.22 0.44 -0.06 0.10 -0.16 0.48 0.23
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Matriz de correlações  ACP Números inteiros ordenados e Índice (ISE) (cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.15 1.00
Q14 0.31 0.36 1.00
Q15 0.14 0.31 -0.03 1.00
Q16 0.20 0.37 0.36 0.29 1.00
Q17 0.24 0.41 0.37 0.37 0.46 1.00
Q18 0.52 0.42 0.36 0.07 0.26 0.29 1.00
Q19 0.39 0.24 0.37 0.13 0.19 0.22 0.63 1.00
Q20 0.05 0.14 0.04 0.07 0.32 -0.02 0.17 0.15 1.00
Q21 0.10 0.36 0.02 0.49 0.14 0.22 0.22 0.23 0.21 1.00
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Tabela A.17: Valores próprios e variância explicada  ACP Números inteiros ordenados
e Índice (ISE)
Componentes Valor Próprio % % Acumulada
1 6.2301 29.67 29.67
2 2.3514 11.20 40.86
3 1.8550 8.83 49.70
4 1.3518 6.44 56.13
5 1.1801 5.62 61.75
6 1.0346 4.93 66.68
7 0.9111 4.34 71.02
8 0.8395 4.00 75.02
9 0.7074 3.37 78.39
10 0.6886 3.28 81.66
11 0.6095 2.90 84.57
12 0.5639 2.69 87.25
13 0.4451 2.12 89.37
14 0.3833 1.83 91.20
15 0.3482 1.66 92.86
16 0.3296 1.57 94.42
17 0.2863 1.36 95.79
18 0.2788 1.33 97.12
19 0.2465 1.17 98.29
20 0.2132 1.02 99.30
21 0.1460 0.70 100.00
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Tabela A.18: Coordenadas e qualidade da representação das variáveis  ACP Números
inteiros ordenados e Índice (ISE)
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Coordenadas e qualidade da representação das variáveis  ACP Números inteiros
ordenados e Índice (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  ACP Números inteiros
ordenados e Índice (ISE) (cont.)
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Método: Ridits
Tabela A.19: Matriz de correlações  ACP Ridits (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.11 1.00
Q3 0.19 0.02 1.00
Q4 0.32 0.15 0.17 1.00
Q5 0.30 0.20 0.34 0.45 1.00
Q6 0.34 0.15 0.12 0.43 0.33 1.00
Q7 0.21 0.06 0.03 0.11 0.14 0.40 1.00
Q8 0.32 0.10 0.22 0.22 0.43 0.29 0.26 1.00
Q9 0.14 -0.28 0.30 0.08 0.30 0.25 0.43 0.29 1.00
Q10 0.32 0.25 0.27 0.43 0.47 0.44 0.13 0.24 0.16 1.00
Q11 0.30 0.19 0.19 0.19 0.48 0.36 0.12 0.39 0.15 0.54 1.00
Q12 0.31 -0.05 0.40 0.11 0.20 0.27 0.21 0.33 0.39 0.25 0.24
Q13 0.21 0.33 0.10 0.50 0.35 0.42 0.28 0.17 0.09 0.55 0.38
Q14 0.15 -0.06 0.27 0.26 0.52 0.22 0.21 0.24 0.39 0.35 0.31
Q15 0.24 0.28 -0.04 0.16 0.09 0.44 0.24 0.19 -0.08 0.40 0.36
Q16 0.30 0.15 0.09 0.34 0.33 0.43 0.57 0.37 0.33 0.26 0.24
Q17 0.34 0.24 0.11 0.47 0.35 0.41 0.21 0.40 0.13 0.36 0.35
Q18 0.30 0.02 0.32 0.32 0.39 0.27 0.22 0.44 0.28 0.47 0.45
Q19 0.11 0.05 0.34 0.30 0.43 0.23 0.02 0.18 0.25 0.46 0.34
Q20 0.00 0.24 0.03 -0.01 0.23 0.07 0.21 0.15 0.23 0.18 0.07
Q21 0.12 0.37 -0.02 0.35 0.22 0.44 -0.03 0.07 -0.14 0.49 0.29
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Matriz de correlações  ACP Ridits (ISE) (cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.21 1.00
Q14 0.31 0.34 1.00
Q15 0.14 0.31 -0.05 1.00
Q16 0.22 0.34 0.34 0.30 1.00
Q17 0.35 0.44 0.36 0.38 0.49 1.00
Q18 0.53 0.42 0.35 0.08 0.28 0.31 1.00
Q19 0.35 0.24 0.35 0.13 0.19 0.22 0.63 1.00
Q20 0.05 0.08 0.03 0.11 0.30 0.02 0.19 0.20 1.00
Q21 0.05 0.33 0.03 0.48 0.16 0.22 0.19 0.30 0.20 1.00
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Tabela A.20: Valores próprios e variância explicada  ACP Ridits (ISE)
Componentes Valor Próprio % % Acumulada
1 6.3359 30.17 30.17
2 2.3288 11.09 41.26
3 1.7065 8.13 49.39
4 1.3109 6.24 55.63
5 1.1461 5.46 61.09
6 1.0276 4.89 65.98
7 0.8661 4.12 70.10
8 0.8185 3.90 74.00
9 0.7736 3.68 77.68
10 0.6987 3.33 81.01
11 0.6110 2.91 83.92
12 0.5345 2.55 86.47
13 0.4930 2.35 88.81
14 0.4046 1.93 90.74
15 0.3756 1.79 92.53
16 0.3421 1.63 94.16
17 0.3092 1.47 95.63
18 0.2743 1.31 96.94
19 0.2627 1.25 98.19
20 0.2189 1.04 99.23
21 0.1616 0.77 100.00
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Tabela A.21: Coordenadas e qualidade da representação das variáveis  ACP Ridits
(ISE)
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Coordenadas e qualidade da representação das variáveis  ACP Ridits (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  ACP Ridits (ISE) (cont.)
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Método: Ordem Média
Tabela A.22: Matriz de correlações  ACP Ordem média (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.11 1.00
Q3 0.19 0.02 1.00
Q4 0.32 0.15 0.17 1.00
Q5 0.30 0.20 0.34 0.45 1.00
Q6 0.34 0.15 0.12 0.43 0.33 1.00
Q7 0.21 0.06 0.03 0.11 0.14 0.40 1.00
Q8 0.32 0.10 0.22 0.22 0.43 0.29 0.26 1.00
Q9 0.14 -0.28 0.30 0.08 0.30 0.25 0.43 0.29 1.00
Q10 0.32 0.25 0.27 0.43 0.47 0.44 0.13 0.24 0.16 1.00
Q11 0.30 0.19 0.19 0.19 0.48 0.36 0.12 0.39 0.15 0.54 1.00
Q12 0.31 -0.05 0.40 0.11 0.20 0.27 0.21 0.33 0.39 0.25 0.24
Q13 0.21 0.33 0.10 0.50 0.35 0.42 0.28 0.17 0.09 0.55 0.38
Q14 0.15 -0.06 0.27 0.26 0.52 0.22 0.21 0.24 0.39 0.35 0.31
Q15 0.24 0.28 -0.04 0.16 0.09 0.44 0.24 0.19 -0.08 0.40 0.36
Q16 0.30 0.15 0.09 0.34 0.33 0.43 0.57 0.37 0.33 0.26 0.24
Q17 0.34 0.24 0.11 0.47 0.35 0.41 0.21 0.40 0.13 0.36 0.35
Q18 0.30 0.02 0.32 0.32 0.39 0.27 0.22 0.44 0.28 0.47 0.45
Q19 0.11 0.05 0.34 0.30 0.43 0.23 0.02 0.18 0.25 0.46 0.34
Q20 0.00 0.24 0.03 -0.01 0.23 0.07 0.21 0.15 0.23 0.18 0.07
Q21 0.12 0.37 -0.02 0.35 0.22 0.44 -0.03 0.07 -0.14 0.49 0.29
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Matriz de correlações  ACP Ordem média (ISE) (cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.21 1.00
Q14 0.31 0.34 1.00
Q15 0.14 0.31 -0.05 1.00
Q16 0.22 0.34 0.34 0.30 1.00
Q17 0.35 0.44 0.36 0.38 0.49 1.00
Q18 0.53 0.42 0.35 0.08 0.28 0.31 1.00
Q19 0.35 0.24 0.35 0.13 0.19 0.22 0.63 1.00
Q20 0.05 0.08 0.03 0.11 0.30 0.02 0.19 0.20 1.00
Q21 0.05 0.33 0.03 0.48 0.16 0.22 0.19 0.30 0.20 1.00
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Tabela A.23: Valores próprios e variância explicada  ACP Ordem média (ISE)
Componentes Valor Próprio % % Acumulada
1 6.3363 30.17 30.17
2 2.3276 11.08 41.26
3 1.7066 8.13 49.38
4 1.3108 6.24 55.63
5 1.1456 5.46 61.08
6 1.0277 4.89 65.97
7 0.8663 4.13 70.10
8 0.8189 3.90 74.00
9 0.7736 3.68 77.68
10 0.6990 3.33 81.01
11 0.6110 2.91 83.92
12 0.5340 2.54 86.46
13 0.4931 2.35 88.81
14 0.4046 1.93 90.74
15 0.3757 1.79 92.53
16 0.3421 1.63 94.16
17 0.3095 1.47 95.63
18 0.2744 1.31 96.94
19 0.2628 1.25 98.19
20 0.2189 1.04 99.23
21 0.1616 0.77 100.00
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Tabela A.24: Coordenadas e qualidade da representação das variáveis  ACP Ordem
média (ISE)
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(cont.)
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Tabela A.25: Matriz de correlações  ACP Quantis da distribuição normal com ridits
(ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.13 1.00
Q3 0.15 0.03 1.00
Q4 0.31 0.20 0.22 1.00
Q5 0.29 0.23 0.40 0.44 1.00
Q6 0.32 0.16 0.14 0.43 0.34 1.00
Q7 0.18 0.08 -0.01 0.12 0.13 0.41 1.00
Q8 0.32 0.13 0.19 0.22 0.42 0.34 0.23 1.00
Q9 0.11 -0.31 0.25 0.00 0.26 0.24 0.44 0.24 1.00
Q10 0.30 0.25 0.30 0.43 0.46 0.46 0.14 0.23 0.10 1.00
Q11 0.27 0.16 0.22 0.21 0.46 0.34 0.14 0.40 0.14 0.57 1.00
Q12 0.30 -0.08 0.38 0.11 0.18 0.28 0.17 0.29 0.40 0.24 0.22
Q13 0.22 0.38 0.13 0.50 0.38 0.42 0.31 0.17 0.04 0.58 0.40
Q14 0.15 -0.05 0.24 0.26 0.50 0.26 0.22 0.25 0.39 0.35 0.32
Q15 0.23 0.26 0.04 0.20 0.09 0.40 0.22 0.21 -0.07 0.40 0.36
Q16 0.28 0.20 0.09 0.30 0.31 0.47 0.60 0.34 0.33 0.26 0.24
Q17 0.37 0.30 0.08 0.48 0.32 0.40 0.26 0.38 0.07 0.36 0.36
Q18 0.28 0.02 0.33 0.32 0.41 0.28 0.20 0.44 0.25 0.48 0.44
Q19 0.11 -0.02 0.31 0.29 0.41 0.22 -0.01 0.17 0.22 0.45 0.31
Q20 -0.02 0.27 0.06 -0.01 0.24 0.07 0.24 0.13 0.25 0.16 0.04
Q21 0.14 0.42 0.04 0.33 0.21 0.43 -0.03 0.09 -0.16 0.46 0.23
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Matriz de correlações  ACP Quantis da distribuição normal com ridits (ISE) (cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.18 1.00
Q14 0.31 0.36 1.00
Q15 0.15 0.31 -0.05 1.00
Q16 0.23 0.38 0.38 0.28 1.00
Q17 0.28 0.42 0.36 0.37 0.49 1.00
Q18 0.53 0.42 0.35 0.08 0.28 0.30 1.00
Q19 0.39 0.24 0.37 0.14 0.20 0.22 0.63 1.00
Q20 0.07 0.13 0.04 0.08 0.29 0.00 0.19 0.18 1.00
Q21 0.12 0.35 0.02 0.48 0.16 0.22 0.23 0.24 0.19 1.00
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Tabela A.26: Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ridits (ISE)
Componentes Valor Próprio % % Acumulada
1 6.3122 30.06 30.06
2 2.3268 11.08 41.14
3 1.7775 8.46 49.60
4 1.3243 6.31 55.91
5 1.1767 5.60 61.51
6 1.0282 4.90 66.41
7 0.9019 4.29 70.70
8 0.8292 3.95 74.65
9 0.7230 3.44 78.09
10 0.6899 3.29 81.38
11 0.6201 2.95 84.33
12 0.5697 2.71 87.04
13 0.4517 2.15 89.20
14 0.3789 1.80 91.00
15 0.3533 1.68 92.68
16 0.3327 1.58 94.27
17 0.3106 1.48 95.75
18 0.2727 1.30 97.04
19 0.2430 1.16 98.20
20 0.2294 1.09 99.29
21 0.1482 0.71 100.00
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Tabela A.27: Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ridits (ISE)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ridits (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ridits (ISE) (cont.)
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Método: Quantis da distribuição Normal com Ordem Média
Tabela A.28: Matriz de correlações  ACP Quantis da distribuição normal com ordem
média (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.13 1.00
Q3 0.16 0.03 1.00
Q4 0.31 0.20 0.22 1.00
Q5 0.30 0.22 0.40 0.45 1.00
Q6 0.32 0.16 0.14 0.43 0.34 1.00
Q7 0.18 0.08 -0.01 0.12 0.13 0.41 1.00
Q8 0.32 0.12 0.20 0.22 0.42 0.33 0.23 1.00
Q9 0.11 -0.31 0.25 0.01 0.27 0.24 0.45 0.25 1.00
Q10 0.30 0.25 0.29 0.43 0.46 0.46 0.14 0.24 0.11 1.00
Q11 0.27 0.17 0.22 0.21 0.47 0.34 0.13 0.40 0.14 0.57 1.00
Q12 0.30 -0.08 0.39 0.11 0.19 0.28 0.17 0.30 0.39 0.24 0.22
Q13 0.22 0.37 0.13 0.50 0.38 0.42 0.31 0.17 0.05 0.58 0.40
Q14 0.15 -0.05 0.25 0.26 0.51 0.26 0.22 0.25 0.39 0.35 0.32
Q15 0.23 0.27 0.03 0.19 0.09 0.41 0.22 0.21 -0.07 0.40 0.36
Q16 0.28 0.20 0.09 0.30 0.32 0.47 0.59 0.34 0.34 0.26 0.24
Q17 0.37 0.29 0.09 0.48 0.32 0.40 0.25 0.38 0.08 0.36 0.36
Q18 0.29 0.02 0.33 0.32 0.41 0.28 0.20 0.44 0.26 0.48 0.44
Q19 0.11 -0.01 0.32 0.29 0.42 0.22 0.00 0.17 0.22 0.46 0.31
Q20 -0.02 0.26 0.05 -0.01 0.24 0.07 0.24 0.13 0.25 0.16 0.05
Q21 0.14 0.41 0.03 0.33 0.22 0.43 -0.03 0.09 -0.16 0.47 0.24
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Matriz de correlações  ACP Quantis da distribuição normal com ordem média (ISE)
(cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.19 1.00
Q14 0.31 0.36 1.00
Q15 0.16 0.31 -0.05 1.00
Q16 0.23 0.38 0.38 0.28 1.00
Q17 0.29 0.42 0.36 0.38 0.49 1.00
Q18 0.54 0.42 0.35 0.08 0.28 0.30 1.00
Q19 0.39 0.24 0.37 0.14 0.20 0.22 0.64 1.00
Q20 0.06 0.12 0.04 0.08 0.29 0.00 0.19 0.18 1.00
Q21 0.11 0.35 0.02 0.48 0.16 0.22 0.23 0.25 0.20 1.00
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Tabela A.29: Valores próprios e variância explicada  ACP Quantis da distribuição
normal com ordem média (ISE)
Componentes Valor Próprio % % Acumulada
1 6.3354 30.17 30.17
2 2.3223 11.06 41.23
3 1.7720 8.44 49.66
4 1.3242 6.31 55.97
5 1.1706 5.57 61.54
6 1.0261 4.89 66.43
7 0.8969 4.27 70.70
8 0.8215 3.91 74.61
9 0.7310 3.48 78.10
10 0.6890 3.28 81.38
11 0.6187 2.95 84.32
12 0.5625 2.68 87.00
13 0.4552 2.17 89.17
14 0.3790 1.80 90.97
15 0.3549 1.69 92.66
16 0.3349 1.59 94.26
17 0.3100 1.48 95.73
18 0.2752 1.31 97.04
19 0.2416 1.15 98.20
20 0.2299 1.09 99.29
21 0.1492 0.71 100.00
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Tabela A.30: Coordenadas e qualidade da representação das variáveis  ACP Quantis
da distribuição normal com ordem média (ISE)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ordem média (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  ACP Quantis da distri-
buição normal com ordem média (ISE) (cont.)
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Apêndice B
Análise em Componentes Principais
Linear com Coeﬁciente de Correlação
Ordinal de Spearman
B.1 Inquérito aos hábitos de consumo da população
idosa
151
Resultados
Tabela B.1: Matriz de correlações de Spearman  ACP Spearman (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.73 1.00
Q3 0.67 0.75 1.00
Q4 0.29 0.26 0.09 1.00
Q5 0.42 0.42 0.40 0.41 1.00
Q6 0.29 0.23 0.16 0.50 0.36 1.00
Q7 -0.21 -0.12 -0.25 0.09 -0.09 0.14 1.00
Q8 -0.17 -0.08 -0.12 -0.05 0.04 -0.01 0.63 1.00
Q9 0.19 0.19 0.04 0.42 0.16 0.39 -0.01 -0.09 1.00
Q10 0.19 0.14 0.06 0.34 0.12 0.35 -0.01 -0.12 0.50
Q11 0.12 0.11 0.13 0.06 0.32 -0.02 0.10 0.15 -0.04
Q12 0.38 0.35 0.50 0.00 0.38 0.14 0.03 0.11 -0.18
Q13 0.22 0.18 0.26 -0.02 0.24 -0.09 -0.02 0.20 -0.14
Q14 0.11 0.17 0.18 0.20 0.34 0.04 0.06 0.20 0.17
Q15 0.24 0.26 0.28 0.04 0.30 0.06 0.03 0.07 0.21
Q16 0.37 0.32 0.42 -0.08 0.31 0.07 -0.19 -0.11 -0.13
Q17 0.42 0.39 0.41 0.07 0.31 0.19 -0.23 -0.15 0.14
152
Matriz de correlações de Spearman  ACP Spearman (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.06 1.00
Q12 -0.05 0.45 1.00
Q13 -0.09 0.58 0.54 1.00
Q14 0.11 0.48 0.42 0.31 1.00
Q15 0.12 0.26 0.39 0.23 0.62 1.00
Q16 0.02 0.25 0.44 0.36 0.25 0.39 1.00
Q17 0.10 0.18 0.37 0.21 0.33 0.42 0.53 1.00
Tabela B.2: Valores próprios e variância explicada  ACP Spearman (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.766 28.03 28.03
2 2.557 15.04 43.08
3 2.098 12.34 55.41
4 1.338 7.87 63.28
5 1.018 5.99 69.27
6 0.820 4.82 74.10
7 0.757 4.45 78.55
8 0.555 3.26 81.81
9 0.524 3.08 84.89
10 0.460 2.71 87.60
11 0.434 2.55 90.15
12 0.420 2.47 92.62
13 0.326 1.92 94.54
14 0.288 1.70 96.23
15 0.262 1.54 97.77
16 0.205 1.20 98.98
17 0.174 1.02 100.00
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Tabela B.3: Coordenadas e qualidade da representação das variáveis  ACP Spearman
(IHCPI)
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Coordenadas e qualidade da representação das variáveis  ACP Spearman (IHCPI)
(cont.)
C
o
m
p
.
1
0
C
o
m
p
.
1
1
C
o
m
p
.
1
2
C
o
m
p
.
1
3
C
o
m
p
.
1
4
C
o
m
p
.
1
5
C
o
m
p
.
1
6
C
o
m
p
.
1
7
Q
u
es
t.
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
r
r2
Q
1
0
.1
2
0
.0
1
0
.0
4
0
.0
0
0
.0
4
0
.0
0
-0
.2
0
0
.0
4
-0
.3
2
0
.1
0
0
.1
8
0
.0
3
0
.0
1
0
.0
0
0
.1
0
0
.0
1
Q
2
0
.0
8
0
.0
1
0
.0
5
0
.0
0
-0
.1
0
0
.0
1
0
.0
8
0
.0
1
0
.0
5
0
.0
0
-0
.1
2
0
.0
1
-0
.2
2
0
.0
5
-0
.2
0
0
.0
4
Q
3
-0
.0
9
0
.0
1
-0
.0
2
0
.0
0
-0
.0
3
0
.0
0
0
.2
0
0
.0
4
0
.1
4
0
.0
2
-0
.1
0
0
.0
1
0
.2
1
0
.0
5
0
.1
8
0
.0
3
Q
4
0
.3
7
0
.1
4
-0
.1
8
0
.0
3
0
.1
6
0
.0
3
0
.0
1
0
.0
0
0
.0
9
0
.0
1
0
.0
0
0
.0
0
0
.1
3
0
.0
2
-0
.0
7
0
.0
0
Q
5
-0
.2
5
0
.0
6
0
.1
0
0
.0
1
-0
.1
1
0
.0
1
-0
.1
7
0
.0
3
0
.0
9
0
.0
1
0
.0
1
0
.0
0
-0
.0
6
0
.0
0
0
.0
6
0
.0
0
Q
6
-0
.1
8
0
.0
3
0
.0
7
0
.0
1
0
.0
7
0
.0
1
0
.1
6
0
.0
2
-0
.1
7
0
.0
3
-0
.1
4
0
.0
2
-0
.0
5
0
.0
0
0
.0
1
0
.0
0
Q
7
0
.2
2
0
.0
5
0
.1
6
0
.0
2
-0
.0
8
0
.0
1
-0
.1
1
0
.0
1
0
.1
7
0
.0
3
0
.0
0
0
.0
0
-0
.0
8
0
.0
1
0
.1
5
0
.0
2
Q
8
-0
.1
8
0
.0
3
-0
.1
8
0
.0
3
0
.0
1
0
.0
0
0
.0
9
0
.0
1
-0
.1
4
0
.0
2
0
.0
4
0
.0
0
0
.1
3
0
.0
2
-0
.1
1
0
.0
1
Q
9
-0
.2
3
0
.0
5
0
.1
6
0
.0
2
0
.1
2
0
.0
1
0
.0
6
0
.0
0
0
.1
4
0
.0
2
0
.2
1
0
.0
4
0
.0
1
0
.0
0
0
.0
0
0
.0
0
Q
1
0
0
.0
2
0
.0
0
-0
.1
2
0
.0
1
-0
.1
8
0
.0
3
-0
.0
7
0
.0
0
-0
.0
1
0
.0
0
-0
.0
7
0
.0
0
0
.0
1
0
.0
0
-0
.0
1
0
.0
0
Q
1
1
0
.0
6
0
.0
0
0
.2
6
0
.0
7
-0
.3
0
0
.0
9
0
.0
4
0
.0
0
-0
.0
7
0
.0
1
-0
.0
5
0
.0
0
0
.1
3
0
.0
2
-0
.0
6
0
.0
0
Q
1
2
-0
.1
0
0
.0
1
-0
.1
1
0
.0
1
0
.0
3
0
.0
0
-0
.1
1
0
.0
1
0
.1
4
0
.0
2
0
.2
2
0
.0
5
0
.0
1
0
.0
0
-0
.1
3
0
.0
2
Q
1
3
-0
.0
6
0
.0
0
-0
.1
2
0
.0
1
0
.3
3
0
.1
1
-0
.0
4
0
.0
0
0
.0
4
0
.0
0
-0
.1
4
0
.0
2
-0
.1
2
0
.0
1
0
.0
8
0
.0
1
Q
1
4
0
.0
8
0
.0
1
-0
.1
8
0
.0
3
-0
.0
8
0
.0
1
0
.2
2
0
.0
5
-0
.1
1
0
.0
1
0
.0
8
0
.0
1
-0
.1
6
0
.0
2
0
.1
2
0
.0
1
Q
1
5
0
.0
2
0
.0
0
0
.1
9
0
.0
4
0
.2
3
0
.0
5
-0
.1
8
0
.0
3
-0
.0
5
0
.0
0
-0
.1
9
0
.0
4
0
.0
9
0
.0
1
-0
.0
6
0
.0
0
Q
1
6
0
.2
0
0
.0
4
0
.1
9
0
.0
4
0
.1
0
0
.0
1
0
.2
1
0
.0
5
0
.0
3
0
.0
0
0
.1
4
0
.0
2
0
.0
0
0
.0
0
-0
.0
3
0
.0
0
Q
1
7
-0
.0
1
0
.0
0
-0
.2
9
0
.0
8
-0
.2
0
0
.0
4
-0
.1
3
0
.0
2
0
.0
7
0
.0
1
-0
.0
6
0
.0
0
0
.0
2
0
.0
0
0
.0
1
0
.0
0
155
B.2 Inquérito social europeu
Resultados
Tabela B.4: Matriz de correlações de Spearman  ACP Spearman (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.11 1.00
Q3 0.19 0.02 1.00
Q4 0.32 0.15 0.17 1.00
Q5 0.31 0.20 0.34 0.45 1.00
Q6 0.34 0.15 0.12 0.43 0.33 1.00
Q7 0.21 0.06 0.03 0.11 0.14 0.40 1.00
Q8 0.32 0.10 0.22 0.22 0.43 0.29 0.26 1.00
Q9 0.14 -0.28 0.30 0.08 0.30 0.25 0.43 0.29 1.00
Q10 0.32 0.25 0.27 0.43 0.47 0.44 0.13 0.24 0.16 1.00
Q11 0.30 0.19 0.19 0.19 0.48 0.36 0.12 0.39 0.15 0.54 1.00
Q12 0.31 -0.05 0.40 0.11 0.20 0.27 0.21 0.33 0.39 0.25 0.24
Q13 0.21 0.34 0.10 0.50 0.35 0.42 0.28 0.18 0.09 0.55 0.38
Q14 0.15 -0.06 0.27 0.26 0.52 0.22 0.21 0.24 0.39 0.35 0.31
Q15 0.24 0.28 -0.04 0.16 0.09 0.44 0.24 0.19 -0.08 0.40 0.36
Q16 0.30 0.15 0.09 0.34 0.33 0.43 0.57 0.37 0.33 0.26 0.24
Q17 0.35 0.24 0.11 0.47 0.35 0.41 0.21 0.40 0.13 0.36 0.35
Q18 0.30 0.02 0.32 0.32 0.39 0.27 0.22 0.44 0.28 0.47 0.45
Q19 0.11 0.05 0.34 0.31 0.43 0.23 0.02 0.18 0.25 0.46 0.34
Q20 0.01 0.24 0.03 -0.01 0.23 0.07 0.21 0.15 0.23 0.18 0.07
Q21 0.12 0.38 -0.02 0.35 0.22 0.45 -0.03 0.07 -0.15 0.49 0.29
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Matriz de correlações de Spearman  ACP Spearman (ISE) (cont.)
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.21 1.00
Q14 0.31 0.34 1.00
Q15 0.14 0.31 -0.05 1.00
Q16 0.22 0.34 0.34 0.30 1.00
Q17 0.35 0.44 0.36 0.38 0.49 1.00
Q18 0.53 0.42 0.36 0.08 0.28 0.31 1.00
Q19 0.35 0.24 0.35 0.14 0.19 0.22 0.63 1.00
Q20 0.06 0.08 0.03 0.11 0.30 0.02 0.19 0.20 1.00
Q21 0.05 0.33 0.03 0.48 0.16 0.22 0.19 0.30 0.20 1.00
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Tabela B.5: Valores próprios e variância explicada  ACP Spearman (ISE)
Componentes Valor Próprio % % Acumulada
1 6.336 30.17 30.17
2 2.329 11.09 41.26
3 1.707 8.13 49.39
4 1.311 6.24 55.63
5 1.146 5.46 61.09
6 1.027 4.89 65.98
7 0.866 4.12 70.10
8 0.819 3.90 74.00
9 0.773 3.68 77.68
10 0.699 3.33 81.01
11 0.611 2.91 83.92
12 0.535 2.55 86.47
13 0.493 2.35 88.82
14 0.405 1.93 90.74
15 0.376 1.79 92.53
16 0.343 1.63 94.17
17 0.309 1.47 95.64
18 0.274 1.30 96.94
19 0.262 1.25 98.19
20 0.218 1.04 99.23
21 0.162 0.77 100.00
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Tabela B.6: Coordenadas e qualidade da representação das variáveis  ACP Spearman
(ISE)
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Coordenadas e qualidade da representação das variáveis  ACP Spearman (ISE)
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Apêndice C
Análise em Componentes Principais
Categórica (CATPCA)
C.1 Inquérito aos hábitos de consumo da população
idosa
Resultados
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Tabela C.1: Matriz de correlações das variáveis transformadas  CATPCA (IHCPI)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Q1 1.00
Q2 0.71 1.00
Q3 0.67 0.74 1.00
Q4 0.28 0.24 0.11 1.00
Q5 0.45 0.42 0.39 0.39 1.00
Q6 0.30 0.23 0.15 0.51 0.31 1.00
Q7 -0.16 -0.06 -0.19 0.10 -0.04 0.14 1.00
Q8 -0.10 -0.01 -0.07 0.00 0.13 -0.02 0.65 1.00
Q9 0.14 0.14 0.01 0.34 0.07 0.33 0.00 -0.02 1.00
Q10 0.13 0.06 0.03 0.22 0.04 0.27 -0.02 -0.06 0.40
Q11 0.09 0.07 0.11 0.04 0.28 -0.03 0.14 0.17 -0.07
Q12 0.38 0.35 0.49 0.01 0.37 0.15 0.07 0.15 -0.18
Q13 0.21 0.17 0.25 -0.01 0.24 -0.06 -0.02 0.20 -0.15
Q14 0.11 0.15 0.17 0.19 0.30 0.08 0.09 0.20 0.17
Q15 0.24 0.26 0.26 0.08 0.27 0.10 0.05 0.10 0.23
Q16 0.37 0.32 0.41 -0.08 0.33 0.08 -0.17 -0.12 -0.11
Q17 0.41 0.37 0.43 0.02 0.26 0.14 -0.17 -0.08 0.09
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Matriz de correlações das variáveis transformadas  CATPCA (IHCPI) (cont.)
Questões
Questões
Q10 Q11 Q12 Q13 Q14 Q15 Q16 Q17
Q10 1.00
Q11 -0.11 1.00
Q12 -0.10 0.44 1.00
Q13 -0.10 0.58 0.53 1.00
Q14 0.05 0.45 0.44 0.29 1.00
Q15 0.08 0.27 0.38 0.22 0.57 1.00
Q16 0.04 0.24 0.44 0.34 0.24 0.41 1.00
Q17 0.05 0.15 0.36 0.20 0.32 0.40 0.52 1.00
Tabela C.2: Valores próprios e variância explicada  CATPCA (IHCPI)
Componentes Valor Próprio % % Acumulada
1 4.621 27.18 27.18
2 2.386 14.04 41.22
3 2.072 12.19 53.41
4 1.386 8.16 61.57
5 1.065 6.26 67.83
6 0.821 4.83 72.66
7 0.797 4.69 77.35
8 0.618 3.64 80.98
9 0.565 3.32 84.30
10 0.489 2.88 87.18
11 0.446 2.63 89.81
12 0.421 2.48 92.28
13 0.326 1.92 94.20
14 0.292 1.72 95.92
15 0.285 1.67 97.59
16 0.225 1.32 98.92
17 0.184 1.08 100.00
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Tabela C.3: Coordenadas e qualidade da representação das variáveis  CATPCA
(IHCPI)
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Coordenadas e qualidade da representação das variáveis  CATPCA (IHCPI) (cont.)
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C.2 Inquérito social europeu
Resultados
Tabela C.4: Matriz de correlações das variáveis transformadas  CATPCA (ISE)
Questões
Questões
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11
Q1 1.00
Q2 0.13 1.00
Q3 0.16 0.05 1.00
Q4 0.30 0.21 0.24 1.00
Q5 0.29 0.23 0.43 0.45 1.00
Q6 0.33 0.17 0.14 0.43 0.34 1.00
Q7 0.18 0.09 -0.03 0.11 0.13 0.39 1.00
Q8 0.32 0.14 0.19 0.22 0.42 0.33 0.22 1.00
Q9 0.12 -0.31 0.24 0.00 0.26 0.24 0.44 0.24 1.00
Q10 0.30 0.26 0.30 0.43 0.45 0.46 0.13 0.23 0.10 1.00
Q11 0.27 0.18 0.21 0.21 0.46 0.35 0.11 0.40 0.14 0.57 1.00
Q12 0.31 -0.11 0.36 0.08 0.16 0.28 0.16 0.27 0.43 0.22 0.19
Q13 0.22 0.38 0.13 0.50 0.37 0.42 0.30 0.17 0.04 0.58 0.40
Q14 0.16 -0.05 0.23 0.26 0.50 0.25 0.19 0.27 0.38 0.36 0.33
Q15 0.23 0.28 0.04 0.19 0.11 0.42 0.22 0.20 -0.07 0.40 0.36
Q16 0.28 0.21 0.06 0.29 0.31 0.46 0.59 0.34 0.34 0.25 0.23
Q17 0.36 0.29 0.06 0.48 0.30 0.40 0.23 0.36 0.08 0.35 0.33
Q18 0.29 0.02 0.32 0.32 0.41 0.28 0.17 0.45 0.26 0.47 0.44
Q19 0.11 -0.02 0.31 0.29 0.40 0.22 -0.03 0.17 0.23 0.45 0.31
Q20 -0.03 0.27 0.05 0.00 0.27 0.07 0.30 0.15 0.26 0.16 0.03
Q21 0.14 0.42 0.07 0.34 0.22 0.44 -0.06 0.09 -0.16 0.48 0.23
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Matriz de correlações das variáveis transformadas  CATPCA (ISE) (cont.)
Questões
Questões
Q12 Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21
Q12 1.00
Q13 0.15 1.00
Q14 0.31 0.37 1.00
Q15 0.14 0.31 -0.02 1.00
Q16 0.20 0.37 0.37 0.29 1.00
Q17 0.24 0.42 0.37 0.38 0.46 1.00
Q18 0.52 0.42 0.36 0.07 0.27 0.29 1.00
Q19 0.39 0.24 0.38 0.13 0.19 0.22 0.63 1.00
Q20 0.06 0.14 0.04 0.07 0.32 -0.02 0.17 0.15 1.00
Q21 0.09 0.36 0.04 0.49 0.15 0.22 0.22 0.23 0.21 1.00
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Tabela C.5: Valores próprios e variância explicada  CATPCA (ISE)
Componentes Valor Próprio % % Acumulada
1 6.262 29.82 29.82
2 2.348 11.18 41.00
3 1.846 8.79 49.79
4 1.347 6.41 56.20
5 1.173 5.58 61.79
6 1.035 4.93 66.72
7 .916 4.36 71.08
8 .835 3.98 75.05
9 .709 3.38 78.43
10 .687 3.27 81.70
11 .607 2.89 84.59
12 .558 2.66 87.25
13 .446 2.13 89.38
14 .389 1.85 91.23
15 .350 1.67 92.90
16 .329 1.57 94.46
17 .286 1.36 95.82
18 .273 1.30 97.13
19 .247 1.18 98.30
20 .213 1.01 99.32
21 .144 0.68 100.00
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Tabela C.6: Coordenadas e qualidade da representação das variáveis  CATPCA (ISE)
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Coordenadas e qualidade da representação das variáveis  CATPCA (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  CATPCA (ISE) (cont.)
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Apêndice D
Análise das Correspondências com
Duplicação de Variáveis
D.1 Inquérito aos hábitos de consumo da população
idosa
Resultados
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Tabela D.1: Valores próprios e variância explicada  AC Duplicação (IHCPI)
Fatores Valor Próprio % % Acumulada
1 0.126 28.76 28.76
2 0.067 15.36 44.12
3 0.052 11.89 56.01
4 0.035 7.91 63.92
5 0.027 6.14 70.07
6 0.019 4.41 74.47
7 0.019 4.28 78.75
8 0.015 3.34 82.10
9 0.013 3.08 85.18
10 0.012 2.83 88.01
11 0.011 2.44 90.45
12 0.009 2.05 92.50
13 0.009 1.95 94.46
14 0.007 1.64 96.09
15 0.006 1.43 97.52
16 0.006 1.36 98.88
17 0.005 1.12 100.00
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Tabela D.2: Coordenadas, contribuições e qualidade da representação das variáveis 
AC Duplicação (IHCPI)
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Coordenadas, contribuições e qualidade da representação das variáveis  AC Duplicação
(IHCPI) (cont.)
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Coordenadas, contribuições e qualidade da representação das variáveis  AC Duplicação
(IHCPI) (cont.)
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Coordenadas, contribuições e qualidade da representação das variáveis  AC Duplicação
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Coordenadas. contribuições e qualidade da representação das variáveis  AC Duplicação
(IHCPI) (cont.)
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D.2 Inquérito social europeu
Resultados
Tabela D.3: Valores próprios e variância explicada  AC Duplicação (ISE)
Fatores Valor Próprio % % Acumulada
1 0.057 29.40 29.40
2 0.023 11.63 41.03
3 0.019 9.58 50.61
4 0.013 6.48 57.09
5 0.011 5.59 62.68
6 0.009 4.62 67.30
7 0.008 4.17 71.47
8 0.007 3.82 75.29
9 0.006 3.30 78.59
10 0.006 3.19 81.78
11 0.005 2.77 84.55
12 0.005 2.64 87.19
13 0.004 2.15 89.34
14 0.004 1.81 91.15
15 0.003 1.78 92.93
16 0.003 1.56 94.49
17 0.003 1.39 95.88
18 0.003 1.32 97.21
19 0.002 1.11 98.32
20 0.002 1.00 99.33
21 0.001 0.67 100.00
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Tabela D.4: Coordenadas, contribuições e qualidade da representação das variáveis 
AC Duplicação (ISE)
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Coordenadas e qualidade da representação das variáveis  AC Duplicação (ISE) (cont.)
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Coordenadas e qualidade da representação das variáveis  AC Duplicação (ISE) (cont.)
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