We investigate the microeconomic effects of labor regulations that protect employment and are expected to increase rigidity in labor markets. We exploit a unique outlet-level dataset obtained from a multinational food chain operating 2,525 similar retail outlets in 43 countries outside the United States. The dataset contains information on output, input costs and labor costs at a weekly frequency over several years, allowing us to examine the consequences of increased rigidity at a much more detailed level than has been possible with commonly available annual frequency or aggregate data. We find that higher levels of the index of labor market rigidity are associated with significantly lower output elasticity of labor demand, as well as significantly higher levels of hysteresis (measured as the elasticity of current labor costs with respect to the previous week's). Specifically, an increase of one standard deviation in the labor regulation rigidity index (1) reduces the response of labor cost to a one standard deviation increase in output (revenue) by about 4.5 percentage points (from 26.8 percent to 22.3 percent); and (2) increases the response of labor cost to a one standard deviation increase in lagged labor cost by about 9.6 percentage points (from 17.0 percent to 26.6 percent). Our estimates imply that the dampening factor (the ratio of actual to optimal labor adjustment) goes down by about 25 percent (from 0.68 to 0.50) for an increase in the index of labor regulation from its 25th to 75th percentile. Finally, we find evidence that the Company delayed entry and operates fewer outlets in countries with more rigid labor laws. Overall, the data imply a significant impact of labor laws on labor adjustment and related decisions at the micro level.
Introduction
Labor market regulations that constrain the ability of firms to adjust employment levels are an important and controversial public policy issue in many countries around the world. Popular support for such regulation is quite high, and proposed changes in such regulations often give rise to strong emotional reactions by both opponents and proponents. For example, a recent proposed relaxation of firing rules for younger workers in France had to be withdrawn in the face of mass demonstrations.
There is considerable variation in the extent of labor regulation across countries (see Figure   1 ). Given this variation, the impact of these policies on growth and employment at the national level is an important question for research. While a number of papers have examined this at a macro level (e.g., Botero, Djankov, La Porta, Lopez-de-Silanes and Shleifer, 2004; Lazear, 1990) , there have been very few microeconomic cross-country empirical studies of the impact of labor market rigidities on firm level outcomes.
An important channel through which labor market rigidities could affect aggregate growth would be by impeding reallocation of resources across firms, which should be reflected in labor choices made at the firm level. In this paper, we exploit a unique cross-country dataset to examine whether and how labor regulations affect flexibility and input decisions at a microeconomic level. Our dataset, obtained from an international fast-food chain, provides us information on labor choices at a weekly frequency across 2,840 outlets in 43 countries over multiple years.
These data present some unique advantages that we utilize in this study. First, the data cover outlets of the same firm operating under a single, common brand worldwide. In other words, we are comparing decisions at outlets that produce basically the same output using the same technology around the world. These comparisons thus are unaffected by firm specific policy and technology differences that could confound other firm-level cross-country studies. Second, the availability of high frequency data at the outlet level allows us to include outlet, outlet year and outlet-year-season fixed effects in our analyses, thereby controlling for a variety of factors that could confound analyses of more aggregate data. Finally, most firm-level studies of labor rigidity and adjustment costs use annual data, which as pointed out by Hamermesh and Pfann (1996) can hide a lot of turnover that occurs within the year. 1 Our data allow us to examine weekly employment decisions and thus capture changes in these within the year.
Confidentiality restrictions prevent us from disclosing the name of the company and also specific information on some of the variables in the dataset. Hereafter, we refer to the firm as the "Company" and its main product as "the product." 2 1 However, Anderson (1993) and Hamermesh (1989) used weekly and monthly data respectively. 2 The product is a common fast-food item and for the purposes of thinking about our results, the reader may
We model the effect of an increase in the rigidity of labor regulation as an increase in the cost of adjusting labor levels. We first examine a simple model of optimal labor choice based on a Cobb-Douglas production function, combined with quadratic adjustment costs and quadratic costs of being off-equilibrium. This model yields two important implications that we bring to the data, namely: (1) increases in rigidity reduce the responsiveness of labor demand to changes in output (revenue), and (2) increases in rigidity increase the persistence of labor decisions, as reflected in an increased elasticity of labor demand with respect to lagged labor. 3 Both of these implications are intuitive, and the latter has been tested extensively in a number of previous studies (see Heckman and Pagés, 2004 for a review). Our tests on simulated data of firms following the optimal policy rules in a more general dynamic optimization framework show that our predictions hold also for asymmetric linear adjustment costs and for lump sum, hence non-convex, adjustment costs.
Results from our baseline econometric specifications suggest a strong effect of labor regulations on labor choice at the outlet level. Using the labor regulation index developed by Botero et al. (2004), we find that the effect of a one standard deviation change in revenue on labor demand is lower by 4.48 percentage points (change from 26.74 percent to 22.26 percent) in a country whose regulation index is one standard deviation above the mean. For lagged labor, our estimates imply that the effect of a one standard deviation change in lagged labor on current labor demand is higher by 9.56 percentage points (increased from 17.10 per cent to 26.67 per cent) in a country that has the regulation index one standard deviation above the mean.
The statistical significance and the magnitude of the effects are very similar when we use an alternative measure of hiring/firing inflexibility obtained from the 2002 Global Competitiveness Survey. We also use a number of other strategies, including GMM estimation and within-country analyses, to address various identification issues, and our basic findings are quite robust across these alternatives.
We use results from our baseline regressions to estimate the parameters of our underlying model, and quantify the implied dampening of labor cost adjustments as well as the misallocation of labor. Our results imply that labor regulations dampen adjustments in labor by a factor of 0.68 at the 25th percentile of the labor regulation index, and 0.50 at the 75th percentile of the labor regulation index, a reduction of about 25% in labor cost adjustments. Similarly, defining gross misallocation as the absolute difference between the implied optimal and the actual log labor level, we estimate that, for those outlets operating in countries where the labor regulation index is in the top quartile of its distribution, a decrease in the labor regulation index from its consider her favorite fast-food item as the product here. 3 We modify the standard model slightly to yield a regression specification of log labor costs on lagged log labor costs and log revenue.
75th to its 25th percentile (a difference of 0.31) would decrease gross misallocation of labor by 4.2 percentage points on average.
Given the large measured impact of labor regulation on weekly labor adjustment, we next look at how labor regulation affects the Company's decision to enter a country, and also the extent of its operations within countries. Consistent with the negative impact of rigid regulations on outlet level labor choice, we find some evidence that the Company enters later and operates fewer outlets in countries where it faces more rigid labor regulations.
To our knowledge, ours is the first cross-country study to use establishment level data to examine the consequences of rigidity in labor market regulations on firm behavior. The paper closest in spirit to ours is Cabellero, Cowan, Engel and Micco (2004), who use cross-country 3-digit ISIC UN data to test for the effects of labor regulation (also measured per the Botero et al., 2004 index) on adjustment costs. They find that adjustment costs are greater in countries with more rigid labor regulation, and that these effects are stronger for countries that have better law enforcement. In recent work, Haltiwanger, Scarpetta and Schweiger (2006) also find that gross industry-level job turnover is affected by labor regulations. 4 The rest of the paper is organized as follows. Section 2 describes the theoretical motivation for our empirical analysis. Section 3 discusses the data and key variables. Section 4 reports results from the baseline specification and the robustness to using an alternative measure of the rigidity of labor regulations. Section 5 discusses potential identification issues and reports the results from robustness checks to address these issues. Section 6 reports estimates of the extent of dampening of labor adjustment induced by labor market regulations. Section 7 focuses on the effect of labor regulations on entry and size of operations. Section 8 concludes.
Theory and econometric specification
In this paper, we are interested in understanding the microeconomic implications of national labor regulations that hinder the ability of firms to flexibly adjust their labor levels. In particular, in our empirical work we examine two indices of labor regulations (discussed in more detail in Section 3 and Section 4.1). In theory, if the national labor regulations captured by these indices have an impact on the day-to-day operations of firms, we expect the impact to be analogous to that of an increase in the adjustment costs for labor.
A standard test for the presence of labor adjustment costs in the literature is to examine 4 A large literature has examined the effect of labor regulation on overall employment levels, labor turnover and unemployment duration, using household survey data (see Heckman and Pagés, 2004, or Addison and Teixera, 2001 , for reviews of this literature). Petrin and Sivadasan (2006) and Aguirregabiria and Alonso-Borrego (2004) consider the effect of increasing labor regulation on firm behavior within a country. A separate literature has looked at various aspects of labor adjustment costs, including whether they are symmetric, convex (smooth) or non-convex (s, S) (see Bond and Van Reenen, forthcoming, for a review).
hysteresis in labor demand (Abraham and Houseman, 1994 ; several studies in Heckman and Pagés, 2004) . That is, increased adjustment costs are expected to increase the elasticity of labor demand with respect to labor level choices made in the prior period. The intuition behind this result is that with increased adjustment costs, firms facing demand or productivity shocks would not adjust fully from previously chosen labor levels. 5 Similar reasoning suggests that the observed elasticity of labor demand with respect to output would be lower in the presence of adjustment costs. While small demand or productivity shocks would shift output levels, in the presence of adjustment costs we could expect relatively less change in labor, dampening the observed elasticity of labor demand with respect to output.
To formalize these intuitive predictions, and develop an econometric framework to more carefully address the relationship between labor costs and output, in the next section we examine a simple model which draws on Heckman and Pagés (2004) (who drew on the work of Holt, Modigliani, Muth and Simon, 1960).
A simple model of labor demand with adjustment costs
Let the optimal labor choice at date t be determined by a static theory. Assuming a CobbDouglas production function, outlet-level output is given by:
where Q t is the quantity of output produced by the outlet in period t, L t is the level of labor used, and M t represents materials. This specification assumes that the capital stock is fixed, so that the productivity term Θ t can be considered a Hicks-neutral total factor productivity term augmented by firm-specific capital stock. 6 Assume the outlet faces an iso-elastic demand curve:
where P t is the price per unit of output in period t, Λ t represents demand shifters, and µ is the own-price elasticity of demand. 7 The outlet's profit function is: 5 Another interpretation is that when faced with adjustment costs, firms would not adjust at all unless the shocks are sufficiently large. The former (partial adjustment) occurs in models with symmetric strictly convex adjustment costs, while the latter (lumpy adjustment) is the case in models with fixed costs. In either case, taking an average over a number of firms facing uncorrelated shocks, the correlation of current period labor with prior period labor would be higher when adjustment costs are higher (see Section 2.2).
6 That is, the actual production function may be a three input production function:
7 If µ is finite, then the outlet faces a downward sloping demand curve and enjoys some market power. The case of a perfectly competitive output market in this context corresponds to µ = −∞.
where W t is the wage rate per unit of labor input in period t, and S t is the price per unit of material input.
Assuming inputs are supplied competitively, first-order conditions yield optimal labor and materials input demand functions conditional on output (sales revenue) and input prices as follows:
where small cap variables indicate logs and r t = log(P t Q t ) represents log of sales revenue. Since input prices and quantities are not separately observable in our data (see Section 3 below), we rewrite these equations in terms of labor and materials cost, which are observable. Denoting the log labor cost as b t = log(W t L t ) and the log materials cost as f t = log(S t M t ), we get:
Equations 3 and 4 represent the optimal input costs in a static equilibrium with no adjustment costs. In the presence of adjustment costs, however, at any time t the outlet may not choose labor levels corresponding to the static (zero adjustment cost) equilibrium. Let the cost of being off the static optimum be quadratic in log labor costs: 8
where γ o > 0. Thus this cost is increasing in the parameter γ o and also in the magnitude of the difference between actual labor and optimal static labor choice in period t. Additionally, we assume a cost of adjustment that is again quadratic in log labor costs:
As discussed earlier, labor regulations that affect labor market flexibility would be expected to increase adjustment costs. Hence, in the above equation, we expect the adjustment cost parameter in country j, γ j a , to be an increasing function of the labor regulation index (i.e.,
∂f ∂τ > 0, where τ j = index of labor regulation in country j). The optimal policy in the presence of adjustment costs minimizes the sum of the cost of being out of static equilibrium (c o t ) and the adjustment cost (c a t ). This yields the following equation for optimal labor cost in the presence of adjustment costs:
where
. Combining equations 3 and 5 yields:
Since ω j is an increasing function of adjustment costs, it is also an increasing function of the index of labor regulation. We write down a first-order approximation for ω j as ω j a o + a 1 τ j .
Then equation 6 yields the following econometric specification:
where b it represents log labor cost, and r it is log revenue, both for outlet i in period t, while τ j represents the index of labor regulation for country j, where outlet i is located. In this equation, the η is are outlet, outlet-year or outlet-year-season fixed effects, while ε it represents the residual error term.
The parameters of interest are the coefficients on the interaction terms, δ r and δ b . Our theory implies that δ r = −a 1 < 0, and δ b = a 1 > 0. 9 Thus our model predicts that if labor regulations increase the labor adjustments costs faced by outlets, then in countries with a larger index of labor regulation: (1) the elasticity of total labor cost with respect to output will be lower; and (2) the elasticity of labor cost with respect to last period's labor cost will be higher.
An infinite horizon asymmetric cost dynamic model
One potential concern with the predicted effects in Section 2.1 is that the specification and implied effects on labor demand may be driven by the assumption of symmetric, quadratic adjustment costs, and/or by the simplification of the complex dynamic labor choice problem to the simpler problem of minimizing the sum of quadratic adjustment and off the optimum path costs (Heckman and Pagés, 2004) . In this section, we briefly examine a dynamic stochastic programming model with three alternative specifications for the adjustment costs. While this model does not yield closed form solutions, for each of the specifications we numerically estimate optimal policy functions for specified parameter values. We then use these optimal policy functions to simulate the actions of firms operating under different adjustment costs regimes, and use the simulated data to test whether the empirical specification in Section 2.1 holds in this more complicated and realistic environment.
The details of the stochastic dynamic model and the simulation procedure are discussed in Appendix 1. We choose the alternative adjustment cost specifications to address two issues 9 Note that δ r = −δ b = −a 1 . However this prediction holds only if our model specification is exactly correct. In particular, if the adjustment cost or the cost of being off equilibrium is not quadratic, or if our first-order approximation for ω above is inexact, then this relation would not hold. This is illustrated in the results from our simulations using a more general dynamic optimization model in Section 2.2 below. raised in the literature (see the review by Bond and Van Reenen, forthcoming). First, a number of studies have looked at whether labor adjustment costs are symmetric or asymmetric, as this has implications for firm behavior and for macroeconomic models of the economy. They have generally found evidence for asymmetries (Hamermesh and Pfann, 1996) . Second, Hamermesh (1989) showed that in contrast to aggregate data, labor dynamics at the plant level are very lumpy. Davis and Haltiwanger (1992) showed that there was significant heterogeneity in plant level employment adjustment both in times of recessions as well as booms. These findings have motivated the modelling of adjustment costs as non-convex, usually captured by a fixed or lump sum adjustment cost (e.g., Cooper To understand the impact of the nature of adjustment costs on our predictions, we obtain the optimal policy function and simulate data for four different scenarios: (1) a benchmark case with zero adjustment costs; (2) symmetric, quadratic adjustment costs, as in our model above; (3) asymmetric, linear adjustment costs; and (4) non-convex (lump-sum) adjustment costs. For each scenario, we choose 45 adjustment cost regimes and simulate data for 75 firms over 104 periods (corresponding to two years at weekly frequency) in each regime, to match our data where we have information for about 45 countries, and a total sample size of about 350,000. 10 In all scenarios we assume the demand and productivity shock processes are iid across firms and over time. We then run a regression per equation 7 using the simulated data (see Appendix 1, Section D for details) for each scenario. The results are summarized in Table 1 . Consistent with the model in Section 2.1, in the absence of adjustment costs the coefficient on lagged labor is zero while the coefficient on revenue is almost one. 11 Also, as expected, with zero adjustment costs, the coefficient on the interaction terms are zero. The results in columns 3 to 8 indicate that, across alternative functional forms for the adjustment costs (and across different types of fixed effects), the predictions of the simple model in Section 2.1 hold also in our simulated data. Across all specifications, the coefficient on lagged labor is higher and the coefficient on revenue is lower when adjustment costs are higher. Interestingly, the reduction in the revenue elasticity with increases in adjustment costs is greatest when adjustment costs are non-convex (fixed cost case). The increase in hysteresis (elasticity with respect to prior period's labor cost) with adjustment costs is highest for the scenario where adjustment costs are asymmetric, but remains a feature of the data in the alternative scenarios nonetheless.
The main conclusion we draw from our simulation results is that the predictions in Section 2.1 are not artifacts of our simple modelling framework, but are robust to modelling optimal 10 All 45 regimes have zero adjustment costs in the benchmark zero adjustment cost case. 11 The small discrepancy from a coefficient equal to one arises because the optimal labor choices are rounded to increments of 0.2 when we solve for the optimal policy function.
responses in a more complex infinite horizon framework with different forms of adjustment costs.
Data description and definition of variables
The main data source for this study is an internal dataset from a US-based international fastfood chain, which operates in over 43 countries around the world. 12 This dataset contains weekly outlet-level financial data on inputs and outputs. Specifically, we observe sales revenue, labor costs and material costs each week for every outlet in every foreign country over a number of years. For our baseline analyses, we rely on labor regulation indices defined and assessed in the early 2000s, and hence focus on the 4-year period 2000-2003. 13 In our empirical analyses, we want to ensure that we compare outcomes obtained under similar circumstances. For that reason, we eliminate all observations that pertain to potentially unusual situations, such as outlets operating with a different type of facility (e.g., limited menu facilities), or observations related to unusual time periods (i.e., at start-up or within a short time from the closing of an outlet). Specifically, we exclude those outlets in operation for less than one year by the time we observe them, and dropped those observations pertaining to the last year of operation of an outlet as well.
Our main measure of cross-country labor regulation inflexibility is an index of labor regulation constructed by Botero et al. (2004) . As noted earlier, the variation in this index across countries is shown in Figure 1 . This index is constructed using information on regulations governing alternative employment contracts, regulatory costs of increasing work hours, regulatory cost of firing workers and mandated dismissal procedures. Detailed information on the different components that make up this index are given in Appendix 2a. One attractive feature of this index is that it summarizes detailed information on regulations affecting the ability of firms to adjust labor flexibly. Since a common basis is used to evaluate the laws across all countries, this index has the advantage of being comparable across countries.
Summary statistics for our key variables are shown in Table 2 . The statistics are reported for the subsample of the dataset that appears in our baseline analyses in Table 3 (i.e., observations for which we have data on labor costs, lagged labor costs, revenue and the Botero et al. (2004) index of labor regulation).
In Panel A, we show that the Company operated a different number of outlets in different numbers of countries each year, but a total of 2,525 outlets in 43 countries are included overall in our data. Panels B and C show the mean, standard deviation and some percentiles of labor cost, revenue, and materials cost, all of which are shown in a rescaled version of U.S. dollars, to preserve confidentiality. The number of observations and countries where relevant data are available is higher when we rely on the GCS index of inflexibility, as reflected in Table 4 . Data for the GCS index are available for 48 of the countries where the firm operates, and the number of observations (outlets) thus goes up to 337,128 (2840).
A number of other outlet characteristics are available also from the parent Company for various subsets of our data. In our analyses in Section 4, however, these characteristics are controlled for by outlet, outlet-year and outlet-season-year fixed effects as most are fixed over time, or only vary once every few months. For example, the form of corporate governance varies across outlets, but remains fixed over time during the period of our data. Hence these are absorbed by outlet-level fixed effects in our analyses below. 14 
Empirical results: Baseline specification
In our baseline regressions, in Table 3 , we examine the specification in equation 7, using the index of labor regulation constructed by Botero et al. (2004) . Because the variation in the regulatory index is at the country level, we cluster standard errors at that level.
In the first three columns of Table 3 , we show estimates of the labor cost specification without interaction terms. As can be seen, overall the elasticity of labor cost with respect to revenue is between 32.6 and 38.8 percent (depending on what fixed effects are controlled for). The hysteresis (elasticity of labor demand in period t with respect to labor demand in period t − 1) varies from 0.535 to 0.2, decreasing as we move from outlet to outlet-year-season fixed effects. 15 Results in columns 4, 5 and 6 imply that the elasticity of labor demand with respect to revenue is significantly lower in countries with more rigid labor regulation, as predicted by theory.
Also consistent with the theory, we find greater hysteresis in countries with more regulated labor markets. These effects are all statistically significant at the 5 percent level or better.
The economic importance of the effects can be gauged using the coefficients combined with summary statistics, as shown in the bottom panel of Table 3 . From column 4, where we control for outlet fixed effects, we see that in a country with the mean level of labor regulation In sum, in all the specifications, we find that labor regulation has a statistically significant and economically important impact on the elasticity of labor demand with respect to revenue, and contributes significantly to labor cost hysteresis. The proportional impact is higher for lagged labor (e.g., 9.56 percentage points relative to 17.10 percent at the mean), but is also large for sales revenue (4.48 percent relative to 26.74 percent). We interpret the results as strong evidence that differences in labor market rigidities across countries have real effects on the operations and labor decisions of the individual fast-food outlets that comprise the Company.
Robustness to alternative measure of labor rigidity
The index of labor regulation used in our baseline specification is from Botero et al. (2004) who constructed it by examining the details of laws and regulations that affect the flexibility of hiring and firing employees. As we discussed earlier, a key advantage of this index is that it is assessed on a similar basis across countries. Not surprisingly then, a number of authors have relied on this measure of labor regulation in their analyses (e.g., Caballero et al., 2004) . However, one potentially serious disadvantage of the Botero et al (2004) measure is that the enforcement of legal rules may vary across countries, either due to lack of resources or to lobbying by business or labor interest groups. Also, in reality, some non-regulatory factors, such as the strength of labor unions for example, could affect the flexibility in hiring and firing.
We address these concerns by verifying the robustness of our results to an alternative measure that is meant to capture the operational reality relating to the flexibility in hiring and firing faced by businesses. This measure is obtained from the 2002 Global Competitiveness Survey, which polls executives regarding business conditions in their country. 16 One of the questions asked is whether the hiring and firing of workers is impeded by regulations or flexibly determined by employers. The response is given on a scale from one to seven, with a higher score reflecting a higher degree of labor market flexibility. We use the responses to this question to construct an index of the inflexibility of the labor market, which is defined for a particular country j as the minimum reported flexibility score, across all countries, divided by the flexibility score for country j. (Note that this sets the maximum value of the inflexibility index equal to one.)
One potential drawback of this and similar measures based on surveys of managers in different countries is that the ratings across countries are not done on a common basis, and hence may suffer from pessimism or optimism biases. 17 A scatter plot of the two measures of labor market rigidities for the 64 countries where data are available on both indices is presented in Appendix 3. The two measures are positively correlated but they do differ importantly for many countries, possibly for the reasons just described.
The correlation between the two measures is stronger however for the subsample of countries in our dataset, as reflected in the steeper slope of the dashed fitted line, which uses the square root of the number of observations for each country in our dataset as a weight for the correlations.
Results obtained with this alternative measure, shown in Table 4 Table 3 . Here again, as expected from the theory, we find that in markets with higher perceived inflexibility in hiring and firing, the elasticity of labor demand with respect to revenue is lower, and the elasticity with respect to lagged labor is higher than in markets with more flexibility in hiring and firing. Moreover, the magnitude of the effects we find with this alternative measure is comparable to the effects shown in Table 3 . Specifically, as shown in the bottom panel of Table 4 , our estimates imply that the effect of a one standard deviation increase in revenue on labor demand is decreased -as a result of an increase in the index of hiring/firing inflexibility -by 6.63 percentage points when we include outlet fixed effects, by 6.49 percentage points when we include outlet-year effects, and by 5.83 percentage points when we include outlet-year-season fixed effects. The equivalent calculations for lagged labor imply increases of 10.95, 10.13, and 7.96 percentage points, respectively. Thus the estimated impact of a one standard deviation increase in the index of inflexibility is greater than for the index of labor regulation used in the baseline case (as reported in Table 3 ) when 16 The survey is used to prepare the Global Competitiveness Report (GCR), published by the World Economic Forum in collaboration with the Center for International Development (CID) at Harvard University and the Institute for Strategy and Competitiveness, Harvard Business School. We thank Richard Freeman for providing access to these data. 17 For example, managers in one country may rate the flexibility of labor practices in their country low, even if it is higher than that in another country where managers rated their system as highly flexible. (The source of the bias could be cultural differences or could be recent macroeconomic events.)
we look at the effect of revenue changes, but somewhat smaller for labor cost hysteresis. In all cases, the effects are of similar importance, however.
Identification issues & other robustness checks
To understand potential identification issues in our analyses above, we turn our attention to the error term in equation 7. Defining the full error term as e it = η is + ε it , equation 7 implies that:
where we again use j to index the country where outlet i is located. Given this error structure and the assumptions of our model, there are five main potential sources of bias. In each case, however, it is important to note that the potential bias is controlled for to a large extent by the outlet-period fixed effects that we include in our model. Moreover, our parameters of interest are affected only if biases are systematically related to the differences in labor regulation, which we do not expect to be the case. Still, in this section we briefly discuss each of the potential source of bias, as well as the strategies we adopt to address them.
Potential Sources of Bias
As just noted, we have identified five reasons why our baseline estimates may be biased. We describe each of these here.
First, the production function parameter α, and the demand elasticity parameter µ could vary across countries, or even possibly between outlets within a country, and over time. Under the reasonable assumption that these parameters are fixed within an outlet or an outlet-year or outlet-year-season cell, however, our outlet-period fixed effects (η is ) will satisfactorily control for these omitted supply and demand parameters. Moreover, outlet-period fixed effects also control for differences in the level of the regulation index (τ j ) across countries.
Second, if labor, output price and materials for period t are chosen at some prior time t − h, where h < 1, and demand is subject to unanticipated shocks, then the error term e it in equation 7 would include a prediction error term. Specifically, equation 6 is modified to:
Thus, unexpected demand (and productivity) shocks would induce a negative correlation between the error term in equation 7 and the revenue variable, biasing the coefficient on the revenue variable downward. 18 The downward bias on the revenue term due to prediction errors does not affect our coefficients of interest, δ r and δ b , in equation 7 so long as the prediction bias is not systematically larger in countries with more rigid regulations, for reasons unrelated to changes in labor regulation. Since, a priori, we have no reason to believe that the prediction bias would be larger in countries with a larger labor regulation index, we expect our baseline results to be unaffected by prediction error. 19 A third source of bias could arise if our model was misspecified. In particular, if the production function had a more general CES form Q t = (αL
where σ is the elasticity of substitution between labor and materials, the error term (equation 8) would include output and input prices, as follows:
where w t is log wage and p t is log output price. In general, the omitted wage and price variables would be correlated with the regressors (revenue and lagged labor cost), leading to biased estimates. Again our outlet-period fixed effects should control for these omitted variables, and if there remains some uncontrolled variability, our coefficients of interest are affected only if the size of the bias is systematically correlated with the regulation. are likely to be captured by our outlet-period fixed effects, we do not expect the autocorrelation issue to be severe. And even if the error terms are autocorrelated, our estimates are upward biased only if the autocorrelation is systematically stronger in countries with a larger index of labor regulation, which we do not expect to be the case.
Finally, another possible concern with our baseline results is that other country-specific fixed effects potentially correlated with cross-sectional variation in labor regulation could bias our comparisons. For example, if demand characteristics for the Company's products are systematically different in countries with higher levels of regulation, that could affect our results. 18 The intuition for this downward bias is straightforward -since labor is chosen early, when actual quantity is below predicted levels due to unanticipated negative demand and/or productivity shocks, the labor variable is "too high" for the low quantity and hence low revenue realization. Thus large positive residuals in labor costs are correlated with low revenue values and vice versa. This is similar to the errors in variables model -see e.g. Griliches and Hausman 1986. However, since lagged labor costs are set already by t − h, this variable is orthogonal to the prediction error term (assuming h < 1.
19 Similarly, unanticipated changes in wage rates could also affect equation 1 and hence equation 3, as could unanticipated voluntary quitting by workers. If shocks to wages and unanticipated quitting are uncorrelated with output quantity and prices once we control for outlet and outlet-period fixed effects, they will not induce any biases in our estimation. Moreover, they will not induce bias in our coefficients of interest so long as the shocks are not systematically greater in more regulated labor markets.
Again our detailed outlet-period fixed effects, directly control for many country-specific characteristics that may affect labor demand. However, there may be omitted factors that affect labor's responsiveness to sales or hysteresis in labor, and hence potentially bias our results.
Although we expect the biases above to be controlled for to a large extent by outlet-period fixed effects, and we do not expect the biases to be systematically related to the differences in labor regulation, we check the robustness of our results to these sources of bias in three ways.
First, we use the information available in our data on the choice of material costs. Second, we rely on information concerning changes to labor rigidity within countries. Third, we use a GMM approach (based on Arellano and Bond, 1991 and Blundell and Bond, 1998). These three approaches and the results they yield are described in detail below.
Robustness check: Material costs specification
In this section, we use data on material costs and run the same regression as in 7 for these (f it ):
If the estimates of δ r and δ b in our regression equation 7 are indeed driven by the effects of labor regulation on the adjustment costs for labor, our theory predicts that the corresponding coefficients in a regression for material costs should be statistically insignificant. That is, we expect δ f r = 0 and δ f b = 0 (and γ f = 0). 20 If our baseline results are biased, however, because unanticipated demand or productivity shocks are systematically greater in countries with poor regulation, then the coefficient on revenue interacted with labor regulation would be downward biased in the material costs regressions as well since the bias here is the same as for equation 9. Similarly, model misspecification would produce similar biases on the coefficient of revenue and lagged materials cost here as in our labor cost regressions. Also, if the larger hysteresis in labor demand is driven by a greater autocorrelation of the error term in countries with a larger labor regulation index, this should have a similar effect on the material costs specification (so long as this is induced by unobserved persistence in demand or productivity shocks). Finally a number of country specific factors that affect responsiveness to sales or hysteresis in labor costs are also likely to affect material costs in a similar way. For example, poor telecom infrastructure that could negatively affect the firms' ability to coordinate with their workers is also likely to affect the firm's ability to coordinate with the suppliers of material inputs.
The results, in Table 5 , show that the impact of labor regulation on materials demand (columns 4, 5 and 6) is never statistically significant. Moreover, the economic magnitude of the effects is very small, as shown in the bottom panel of Table 5 . Specifically, the impact of a one standard deviation increase in the labor regulation index on the response of material demand to a one standard deviation change in revenue is -0.24, 0.00, and -0.79 percentage points in our specifications with outlet, outlet-year and outlet-year-season fixed effects respectively. Turning to the impact of regulation on the response to changes in lagged materials choice, again we find that the coefficients are insignificant. The magnitude of the effects are slightly larger, but they remain quite small -at 2.21, 1.74, and 0.86 percentage points, respectively, for our three specifications. Moreover, contrary to the case of labor demand where we found increased hysteresis, here we find decreased hysteresis when labor regulation becomes more rigid. This may reflect a more careful optimization of material costs when labor flexibility is low; however, as noted above, these effects are not statistically significant. 21 In summary, the results from the material costs specification suggest that the estimated effects of labor regulation on labor costs are not driven by biases such as spurious correlation between unexpected demand/productivity shocks or persistence in demand/productivity shocks and the regulation index, but rather reflect real effects of increased regulation on labor costs.
Robustness check: Within country changes to labor rigidity
Finally, we want to address the concern that other country-specific fixed effects potentially correlated with cross-sectional variation in labor regulation could bias our comparisons in one further way. Specifically, we compare outcomes before and after a change in labor rigidity. This approach directly controls for a number of country-specific factors (such as relative wage and income levels, infrastructure, etc) as long as these remain fixed during the period of analysis.
Most countries, however, do not change regulation regimes very often. Moreover, indexes that are developed to capture the degree of regulation are not necessarily updated over time. we examined a number of secondary data sources on labor laws in countries in our dataset and identified important regulatory changes affecting labor flexibility in South Korea over the period 21 In Appendix 4, Table A.1, we present results from the same specification using our alternative measure of labor market inflexibility (from the 2002 Global Competitiveness Survey). The results are very similar to those presented above, in both statistical and economic significance.
1996 to 1998. Not surprisingly, the labor market inflexibility as indicated by the GCS does not change much over a 2-year period; there are significant changes only for a small number of countries. In order to minimize measurement error, we focus on countries with the largest changes. We adopt a difference-in-difference approach, comparing results for countries with the largest increase in the inflexibility index to countries with the largest decreases. 22 We then use our data for 2001 and 2003 and run the following regression:
where D 03 is a dummy variable for 2003 and D 90 is a dummy variable for observations belonging to countries in the top decile of changes in the inflexibility index. The omitted group are observations belonging to countries in the bottom decile of the change in inflexibility. The key coefficients of interest are δ 7 and δ 8 , as these reflect the differences in responsiveness to sales and in hysteresis respectively, for the top decile countries relative to the bottom decile countries. Thus δ 7 and δ 8 are difference-in-difference estimates of the effect of increasing inflexibility, controlling for country specific fixed effects as well as common cross-country trends. We also examine the same specification for material costs, to rule out non-regulation related factors that could affect input demand.
The results are reported in Table 7a . 23 Consistent with our theory, we find that δ 7 is negative and significant in all specifications, suggesting a decrease in responsiveness to sales with increases in labor inflexibility. Similarly, δ 8 is positive and significant, confirming that hysteresis increases following an increase in labor inflexibility. As would be the case if changes for labor are driven by changes in rigidity, the results for materials (columns 3 and 4) confirms that materials demand is largely unaffected. While there is some evidence of an increase in responsiveness to sales in column 3, this drops in size and significance when outlet-year-season fixed effects are included in column 4.
Similarly, results from analyzing the Company's data in South Korea, where we found evidence of important regulatory changes affecting labor flexibility, further confirm our baseline results. Specifically, the South Korean government introduced legislation in 1996 to significantly relax labor laws, but modified these in 1997 in the face of strong resistance from labor unions (Kim, 1998) . Following the Asian financial crisis in late 1997 and a "bail out" by the IMF, 22 Since these are responses on a Likert scale in different survey years, we focus on the relative changesspecifically changes in rankings -as a measure of relative increase in inflexibility. 23 Since we focus on changes over time for a small number of countries with the largest shifts in the inflexibility index, standard errors are clustered at the outlet level.
however, further flexibility was introduced in the Labor Standards Act (LSA) in 1998 (Kim, 2005) . The LSA increased labor market flexibility in a number of ways, including by allowing flexible layoffs, flexible work hours, the hiring of substitute workers during disputes, and not compensating workers for wage losses due to strikes and multiple unions (Kim 1998 ). More information on the key changes to the South Korean labor laws is presented in Appendix 2b
(which is taken from Table 3 in Kim, 1998) .
We analyze the data on South Korea in four ways, as presented in Table 7b . One, in columns 1 and 2, look at the labor demand in South Korea before and after the passage of liberalized labor laws. Two, in columns 3 and 4, we examine changes to materials demand, to see if other contemporaneous changes may have affected input demand. Three, in columns 5 and 6, we look at the difference-in-differences impact on labor demand in the South Korea relative to other Asian countries in the Asia-Pacific region (as defined by the Company). These countries include (in order of Company presence in this period) Japan, Taiwan, Philippines, India, Guam, China and Malaysia. Finally, in columns 7 and 8, we control for other contemporaneous biases by looking at the difference-in-differences specification for materials demand. The differencein-differences approach helps address potential biases from contemporaneous macroeconomic changes that affected the whole region (e.g. the Asian crisis in 1997).
We present results for South Korea in Table 7b . Since the years 1996, 1997 and 1998, witnessed changes to the labor laws, we define the pre-reform period as the years 1994 and 1995, and the post-reform period as the years 1999 and 2000. 24 As predicted by our theory, we find that the responsiveness of labor cost to revenue increased, whereas the hysteresis in labor costs decreased significantly after the reforms. Strikingly, there is no impact of the labor law liberalization on materials cost, both in the before-after and the difference-in-differences specifications.
We interpret the consistency of the difference-in-difference estimates and our case study of South Korea with our baseline findings as suggesting that the effects of labor rigidity on labor decisions are not driven by omitted country specific effects correlated with labor regulation.
Combined with the evidence from our other robustness checks, we conclude that our baseline findings are a conservative assessment of the adjustments that outlets make based on the different regulatory regimes they face. 25 24 Also, eliminating 1997 and 1998 reduces potential biases from the 1997 Asian financial crisis. As discussed above, possible bias from the crisis is also controlled by comparing to other Asian countries. In any case, we examined a number of aggregate variables for South Korea during this time frame (1994 to 2000) and found no significant discontinuity in these or in out data around 1997, suggesting that the financial crisis did not directly impact the sales or operations of the fast-food outlets that we study. 25 As mentioned above, a key assumption of our within-country analyses is that other important institutions did not undergo changes at the same time as labor regulations were changed; given the short time frame we use, large changes in other institutional factors may be less likely.
Robustness check: GMM specification
As discussed in Bond (2002) , while fixed effects usefully address the issue of cross sectional heterogeneity in analyses such as ours, in an autoregressive model as in equation 7 there could be a bias when we use detailed fixed effects. 26 Another issue arises from the potential endogeneity of the regressors (e.g. due to possible mis-specification error, as discussed above). A solution to these issues is the GMM approach formulated by Arellano and Bond (1991) and refined by Blundell and Bond (1998) . This approach also addresses the issue of autocorrelated error terms in such models, and proposes suitable autocorrelation tests to confirm the validity of instruments in the presence of possible autocorrelation.
Specifically, Arellano and Bond suggest first-differencing variables to eliminate the individual effects in the data, and then using suitably lagged levels of the endogenous variables as instruments. Blundell and Bond suggest augmenting this "difference" estimator with suitably lagged differences of endogenous variables as instruments for equations in levels. The moment conditions from the differenced equations combined with the moment conditions for the levels equations then yield a "system" estimator.
One attractive feature of this GMM approach is that in sufficiently long panels, a number of lags are available as potential instruments. Thus the model is generally overidentified, allowing for tests of the overidentifying restrictions using the Sargan/Hansen test. 27 In general, lags of We examined a number of alternative GMM instruments and approaches (differenced, level and system). 28 In addition to the lagged labor cost and lagged revenue, we also used lagged materials cost as possible instruments. While we found our results to be consistent generally 26 In general, the within (fixed effects) estimator is downward biased in short panels (Nickell 1981) . This is because the transformed lagged dependent variable is (bi,t−1
bi,t) and the transformed error term
in the former is correlated with i,t in the latter. Thus, the bias is decreasing in the length of the panel T. (Other cross terms induce bias too, but these are smaller as they are divided by terms of the order of T 2 .) In our estimates using outlet fixed effects, the panel length for most of the outlets is close to 208 (52*4). Thus our panel is long enough that this bias is unlikely to be severe in these regressions. The length is shorter with outlet-year (52) and outlet-year-season fixed effects (13) , and so the within estimator coefficient is more likely to be biased downward in these regressions. Note that our parameter of interest is the coefficient of lagged labor interacted with regulation, which may not be systematically biased due to this. 27 This advantage is somewhat offset by the fact that with too many instruments, the Sargan/Hansen test is considerably weakened (Roodman 2006 ). In our estimations, we limit the number of lags used as instruments. 28 To implement the GMM approach, we use the Stata procedure developed by Roodman (2006) .
with those from our baseline specifications, most specifications failed either the Hansen/Sargan tests, or the autocorrelation tests, or both. We found that shorter lags (of order less than 7)
were invalid as the error term appears to have a high degree of autocorrelation. This is not surprising given the high frequency data that we use -at the weekly level, omitted shocks may be highly persistent and hence correlated across many periods.
A level GMM specification using lags 7 and 8 of the endogenous variables (revenue, lagged labor and these variables interacted with the regulation index) passed the overidentification test as well as the autocorrelation tests. The results for this specification are presented in Table 6 . Here again the elasticity of labor cost with respect to revenue is significantly lower in countries with a larger regulation index, as seen from the negative and significant coefficient on the product of the regulation index and revenue. Similarly, there is evidence of greater hysteresis in countries with more rigid labor regulations, as the coefficient on the product of lagged labor and the regulation index is significant and positive. As expected, the AR(1) test fails, given that, by construction, the differenced error terms are AR(1). However, there is no evidence of autocorrelation of orders 7 or 8, implying that the use of these lags of the endogenous variables as instruments is valid. The coefficients on both interaction terms are stronger than in our baseline analyses above. This suggests that if anything, the potential endogeneity in our baseline regressions biases the estimates on the parameters of interest (coefficients on the interaction terms) downward rather than upward.
We find similar results using the GMM approach with the index of hiring/firing inflexibility For the GCS measure, the specification that passed both the overidentification tests and the autocorrelation tests was a level GMM model where we used 7 to 8 lags of lagged labor, revenue and material costs, as well as their interactions with the inflexibility index, as instruments.
Here too, the estimated effect of changes in inflexibility on the responsiveness to revenue and hysteresis of labor costs is larger when we correct for possible endogeneity using the difference GMM approach. 29 We conclude that the results from our baseline analyses may be conservative, and that our 29 Even in specifications that fail one or the other specification tests, the results are in general, very similar to what we find here. As an illustration, results from 3 alternative specifications are reported in Appendix 4, Table A.3. Columns 1, 2 and 3 report results from using level, difference and system GMM specifications respectively, with 3 to 4 lags of the lagged labor costs and revenue (and interactions with the regulation index) as instruments. In columns 1 and 2, both the overidentification test as well as the autocorrelation tests fail. In column 3, the overidentification test passes, but there is evidence of 3 and 4 order autocorrelation. However, in all the cases, the results are similar to our baseline results in Table 4 -the elasticity of labor cost with respect to revenue goes down and labor cost hysteresis goes up with increases in the regulation index across all these specifications. As in Table 6 , the effect of regulation (coefficients on the cross-terms) are larger in Table A.2 compared to Table 4 . For the GCS measure too, we found that other specifications that failed one or the other specification tests generally yielded results similar in spirit to those in Table 4 .
baseline specifications were not biased upwards by endogeneity.
Estimated adjustment dampening and gross misallocation
In this section we take our estimates in Tables 3 and 4 more seriously, and translate these into parameters of the simple model set forth in Section 2.1. 30 This allows us to (1) assess the implied dampening in labor adjustment induced by rigidities in labor regulation, and (2) measure the optimal labor costs implied by the model, and, accordingly, the extent of misallocation of labor at each outlet.
Assessing the Dampening of Labor Adjustment
From equation 5, we get the following relationship between actual and optimal labor cost adjustments:
Since b is the log of labor costs, the expression on the left-hand side is approximately the observed also is between 0 than 1. Thus, the theory implies that regulatory rigidity dampens all observed adjustments to labor, on both the hiring and the firing margins.
The expression (1 − ω j ), which we call the "dampening factor," provides a measure of the extent to which labor adjustments are reduced by the labor regulations. Note that ω j = a 0 + a 1 .τ j . Moreover, we can obtain estimates of a 0 and a 1 from the coefficients in our regressions. Table 8 presents alternative estimates of the dampening factor at different percentiles of the distribution of labor regulation. In panel 1, we use coefficient estimates from column 3 of Table   3 to derive a 0 and a 1 , and then use these to calculate the dampening factor at different values of the Botero et al. (2004) regulation index. The estimated dampening factor is larger when we use the coefficients on the revenue variables compared to the coefficients on the lagged labor variables. Using the estimates in row 3 of panel 1, which represent the average of the coefficients attached to revenues and lagged labor, we find that labor regulations dampen adjustments in labor by a factor of 0.68 at the 25th percentile of the labor regulation index, and 0.50 at the 75th percentile of the labor regulation index, a reduction of about 25% in labor cost adjustments. In panel 2, we find very similar results using the GCS index results from Table 4 . 31 30 Note that while our model is very simple, our estimates are consistent with many of its assumptions. For example, in most of our specifications, we cannot reject the hypothesis that δ r = −δ b , an implication from our very simple model. 31 These estimates of the dampening factor -as well as the estimates below, of labor misallocation -are conservative, as the effects are larger if we use coefficients from the GMM specifications.
Assessing Labor Misallocation
Our simple model in Section 2.1 allows us to also measure how much misallocation of labor is caused by the dampening of the adjustment process. Specifically, equation 11 implies the following optimal labor choice for each outlet:
Note that, per our model, optimal labor choice is always higher (lower) than actual if labor levels are increased (decreased) relative to the prior period. Thus the net effect on employment is ambiguous -if the productivity and demand shocks across outlets and over time are mean zero, the mean net misallocation could well be about zero within countries. 32 To capture the inefficiency of holding too little or too much labor, however, we define "gross labor misallocation" ρ as:
This gross labor misallocation measure indicates how much distortion there is between the optimal and actual labor level in each outlet each week. Since this is a difference in logs, it can be thought of as the percentage difference between optimal and actual labor costs. 33 To assess how the magnitude of misallocation relates to labor regulation, we estimate the decrease in gross misallocation resulting from a hypothetical decrease in labor regulation by the inter-quartile difference (p75 -p25, which is 0.31 in our data), for those outlets operating in countries in the top quartile of the labor regulation index. We do this in three steps. First, for outlet i in country j in period t, we estimate the optimal labor choice b * i,t using the estimated ω j (given the actual regulation index τ j for country j) along with actual b i,t and b i,t−1 in equation the bottom quartile of the labor regulation index, we find that an increase in the labor regulation 32 In fact, we find that this is the case generally in our data. 33 This interpretation is only an approximation, which holds better when the differences are small. However, redefining the reallocation term precisely as the percentage difference between optimal and actual labor levels (i.e., ρ = to the 80th percentile. Similarly, our estimates of the lower bounds of gross misallocation in the range of 2.5 to 4.2 percent, is in line with some of the effects calibrated by Hopenhayn and Rogerson (1993) for variables that could be interpreted similarly. They find that a severance pay equal to 6 to 12 months of wages results in a reduction in net employment of 1.7 to 2.5 percent, and a layoff cost to wage bill ratio of 2.6 to 4.4 percent respectively.
Note that our results in this section are obtained by taking the simple model set forth in Section 2.1 seriously. In particular, the optimal labor choice (equation 12) is driven by the assumptions of symmetric quadratic (convex) costs. With this assumption, once the parameter ω j is recovered, any change to actual labor levels provides information for estimating the optimal or zero adjustment cost labor level. In a more general model, where costs are not strictly convex, adjustments would be lumpy, and hence the optimal labor levels would be more difficult to recover.
Impact on international expansion
Given the evidence above that labor regulation affects labor input choices at the outlet level, a reasonable implication would be that the Company might delay entry or expand more slowly in markets where labor regulations are relatively more constraining.
We test for such effects in Table 9 . Other key variables that we expect to influence foreign entry and expansion, and hence must control for in our regressions, are the size of the market, which we proxy for using the population of the country and per capita income levels, and the distance of the country from the headquarters (United States). Note that these are the key factors typically used to explain international trade in the "gravity" model of trade. We obtain data on real GDP per capita (constant price: chain series) and population from the Penn World Tables. Data on the distance from the U.S. capital to the capital of other foreign countries are from Jon Haveman's Web site. 34 Further, since the Company is headquartered in the United States, one might expect it to find other countries where English is the primary language to be more attractive markets. Data on primary language are available also from Jon Haveman's Web site. Finally, the entry and expansion decisions are likely to be influenced by local regulatory requirements for starting new businesses. We capture this by including the log of the time (in days) to start a new business in different countries, which we obtain from the World Bank's World Development Indicators data. 35 Our dependent variables of interest are the hazard of entry into a country, in columns 1 and 2 of Table 9 , and the number of outlets in each country, in columns 3 and 4.
We analyze the entry decision using a Cox partial likelihood (proportional hazard) model, at a weekly frequency from the time of first entry into a foreign market to the end of 2003. 36 We include observations for all countries for which we have data on all variables in all periods, including countries where the Company had not established any operations by the end of our data period, namely the end of 2003. Since unobserved country-specific factors are likely to drive the error term, we adjust the standard errors for clustering at the country level.
Consistent with the gravity model of trade, the results, in columns 1 and 2 of 36 We have data on the opening date of each outlet. We calculate the date of entry into each country from the date of opening of the oldest outlet in each country. Note that our results are robust to analyzing the entry decisions using just a single cross-section of the data, considering the time-varying variables to be fixed at their end of 2002 values.
Controlling for the above factors, in column 1 we also see that the Company has entered later into those markets with more rigid labor regulation, as measured by the Botero et al. (2004) index. The magnitude of this effect is large; a one standard deviation increase in the Botero et al. (2004) index leads to reduction in weekly entry rate of about half. 37 On the other hand, we find no significant effect of labor hiring/firing inflexibility using the GCS index in column 2.
Results are similar when we look at the effects of the same variables on the number of outlets established in foreign markets, conditional on entry (columns 3 and 4 of Table 9 ). First, we find that there are more outlets in countries with larger population and higher GDP per capita, and fewer outlets in countries further away from the United States. Here, the English language dummy continues to have no significant effect, but the number of outlets in operation is significantly lower in countries where regulatory and other requirements increase the time to start a business.
As in the entry regressions, in column 3, we find that labor regulation, as measured by the The results in this section should be interpreted under the caveat that a number of idiosyncratic and transient factors also may have influenced entry and expansion by the Company in foreign markets. Some of these omitted factors could be correlated with the regulation index, though we have no a priori reasons to expect them to be. Also, while the data on labor regulations and entry regulations (proxied using time to start a business) are valid for the early 2000s, 37 Specifically, e −3.676 * 0.16 = .55. Given that the Company entered about 43 countries out of 68 potential destinations over 20*52=1040 weeks between 1983 and 2003, the weekly hazard rate into entry is quite low (mean value of 0.09 percent in the subsample). Our estimates suggest that this probability is lowered to about 0.05 percent by a one standard deviation increase in the Botero et al. (2004) index.
38 The mean number of outlets in the subsample used in this analysis is 37.02 and the standard deviation is 68. 32. as just noted, the entry and expansion decisions were made over a long period in the 80s and 90s. Still, the results we find with respect to the Company's expansion decisions are consistent with our findings in the previous sections. We conclude that labor market rigidity appears to hamper international entry and expansion, in addition to affecting labor choices within outlets.
Conclusion
In this paper, we ask whether rigidities associated with labor regulation, as measured by an index of statutory requirements (constructed by Botero et al., 2004) or through surveys of executives, have a measurable impact on the day-to-day operations of firms. We address this question using data from a single fast-food chain with operations around the world. We find strong evidence that labor regulations dampen the responses to demand/supply shocks in our very micro-level data. To our knowledge, ours is the first establishment-level cross-country study to document such an effect.
We believe that our within-firm establishment data present several unique advantages for the type of analyses we carry out and thus strengthen our results in important ways. First, the fact that our data are from a single firm implies that we are holding constant a number of headquarters' policies that may confound comparisons of different firms across countries in other studies. Second, the outlets at this Company are producing the same product across different countries using similar technologies. Thus it is reasonable to assume that our results are not driven by differences in output decisions or technology and production function parameters across countries. Finally, our data are available at very high frequency (weekly) for a long period of time (four years), which has significant advantages relative to annual frequency firm level or aggregate data where considerable within-year or establishment-level variation may go unmeasured (Hamermesh, 1989; Hamermesh and Pfann, 1996) . The very high frequency of our data also allows us to adopt estimation strategies involving outlet, outlet-year or even outlet-year-season fixed effects, and thereby control for many factors that might bias estimates otherwise.
In addition to showing a measurable impact of regulations on the day-to-day operations and labor decisions of existing outlets within this firm, we find some evidence that the Company has delayed entry and operates fewer outlets -conditional on the per capita income, population, entry barriers for new firms, and distance to the United States -in countries with more rigid labor regulations. This, in turn, implies a reduction in labor usage by the Company quite apart from the adjustment costs we focused on in this paper. 39 39 See Lafontaine and Sivadasan (forthcoming) for analyses of the productivity and labor choice decisions of the Company.
Our study focused on assessing the effect of labor regulation on the Company's operations.
A major goal of labor policies, of course, is to protect labor. Our findings are consistent with the idea that incumbent workers benefit from the regulation, as the outlets do not reduce labor as much as they would otherwise when facing negative shocks. Thus such workers may benefit from longer employment tenure or reduced uncertainty. Of course, our results also imply that the outlets do not increase labor as much as they would under a less regulated regime when they face positive shocks. Moreover, employment is distorted because the Company delays entry and does not expand as much in markets with more rigid labor regulation.
Our findings of a negative impact of labor market rigidities on labor adjustment in fastfood outlets contrasts with the findings of zero impact of increased minimum wage laws on employment in fast-food stores documented by Card and Krueger in a number of studies (see Card and Krueger, 1997) . The indices we focus on capture difficulties in adjusting labor levels due to labor regulations that are distinct from minimum wage laws. Also, while our results suggest a definitive impact of these labor regulations on labor choice as predicted by economic theory, our findings here relate to dampening of adjustments rather than net employment effects.
Within existing outlets, our results imply that increasing the index of regulation or of hiring/firing inflexibility from the 25th to the 75th percentile leads to an increase in gross misallocation of labor equivalent to about 4.2 percent of labor costs (for the top quartile of the regulation index). Past research (e.g., Foster, Haltiwanger and Krizan, 1998) has highlighted the importance of the reallocation of resources from less productive to more productive firms as a source of aggregate productivity growth, and hence national output growth and welfare.
Our results suggest that labor regulations reduce the ability of firms to adjust labor levels in response to demand or productivity fluctuations, thus hampering the reallocation of resources and potentially impeding an important channel for aggregate productivity growth.
Fixed or lump sum adjustment costs: g(∆L
t ) = c f · D t ,
where D t is an indicator function
for any change in labor (hiring or firing), that is D t is equal to 1 if ∆L t = 0 and 0 otherwise.
The assumption of quadratic symmetric adjustment costs is invoked in a number of early theoretical papers on labor adjustment costs. However, Jaramillo et al. (1993) and Pfann and Palm (1993) suggest that labor adjustment costs are asymmetric. Our specification of asymmetric firing costs is consistent with regimes with mandated severance payments. The fixed adjustment cost regime reflects the possible non-convexities in adjustment costs, as modelled in the literature (e.g., Caballero et al., 1997; Rota, 2004) .
The sufficient condition for equation 16 to be a contraction mapping is that the objective function be concave, which is fulfilled if α < 1 (see Stokey, Lucas and Prescott, 1989) . However, the equation does not yield closed form solutions for the value function V (φ, L) or the policy function L (φ, L). To obtain numeric solutions, we need to make assumptions regarding parameter values, which we discuss in the next section.
B Selecting parameter values
We make the following parametric assumptions to derive a numeric solution to the dynamic programming problem in equation 16:
• α = 0.216, assuming α = 0.36 and demand elasticity µ = -2.5. 40
• φ ∈ [0, 1]. (The evolution of φ over time is discussed below.)
• β = 1 1.08 , based on an 8 percent required rate of return for outlet owners.
• Wage W is set to 0.03552, to obtain an upper bound on labor of exactly 10.
With these assumptions, the per period labor choices are bounded between 1 and 10, since
(1−α ) = 10. Correspondingly, the output level and value functions are also bounded, which implies that the sufficient conditions for equation 16 to be a contraction mapping hold. We assume that φ follows a discrete Markov chain, with 10 states (s 1 = 0.1, s 2 = 0.2, ..., s 10 = 1.0). We also assume that the shock process is iid. This is captured by setting T ii = T ij = 0.1, where T ij is the probability of transition from state s i to s j .
C Solving the model and simulating data
Our simulations are intended to capture the effect of varying the cost of labor adjustment parameter (c s , c a , and c f ) on the relationship between labor demand, measured output (revenue) and lagged labor demand. We undertake the following 2-stage procedure:
C.1 Stage 1: Obtaining optimal policy functions
In this stage, we solve and store the optimal policy function for 45 separate regimes. The adjustment cost parameter c s varies from 0 to 1 in 44 equal increments in the quadratic case, while c a and c f vary from 0 to 8 period's (week) wage in 44 equal increments in the asymmetric and fixed cost cases. Standard errors are clustered at the regime (country) level.
Since standard regularity conditions hold, the Bellman equation (16) can be solved numerically. We find that the estimated optimal value function converges well in about 4 to 6 iterations. We obtain the optimal policy functions for four scenarios: (1) A benchmark case with zero adjustment costs; (2) Symmetric, quadratic adjustment costs; (3) Asymmetric, linear adjustment costs; and (4) Non-convex (fixed or lump sum) adjustment costs.
C.2 Stage 2: Simulating data
In the second stage, we simulate data for 75 outlets in each of the 45 adjustment cost regimes, for each of the four scenarios. For each outlet i, we draw period 0 labor levels (l i0 ) from a uniform distribution over [0, 10] , and period 0 combined demand/productivity shocks (φ i0 ) from a uniform distribution over [0, 1] . Draws of φ for period t( φ it ) are based on the prior period shock and the transition probability matrix. Labor choice in period t is based on the optimal policy function (solved in stage 1 above).
First, we simulate the model for an initial 50 periods to allow the distribution of shocks and labor levels to reach steady state. We then simulate 104 periods (2 years of 52 weeks each) of data for each outlet, for each of the four scenarios.
D Regression analysis on simulated data
At the end of stage 2, we have four datasets, each containing data on 45 · 75 = 3, 375 outlets for 104 weeks each (3, 375 * 104 = 351, 000 observations). To analyze the effect of changes in adjustment costs on the elasticity of labor demand to revenue and with respect to the previous period's labor demand, we run the following regression specification on the simulated data:
where i indexes outlets, j indexes the 45 different adjustment costs regimes, and t indexes weeks. The log labor cost
Labor choice is made by each outlet based on the optimal policy function (and depends on prior period labor and current φ shock). Log revenue r j it is defined as log of the product of price and quantity, which in this model is log (φ it .L α it ). Finally, c j represents adjustment costs (and is therefore analogous to the labor regulation index in the data), and η j is captures outlet or outlet-season fixed effects. The results from running the regression on the simulated data are presented in Table 1 and discussed in Section 2.2.
Alternative employment contracts
Measures the existence and cost of alternatives to the standard employment contract, computed as the average of: (1) a dummy variable equal to one if part-time workers enjoy the mandatory benefits of full-time workers; (2) a dummy variable equal to one if terminating part-time workers is at least as costly as terminating full-time workers; (3) a dummy variable equal to one if fixed-term contracts are only allowed for fixedterm tasks; and (4) the normalized maximum duration of fixed-term contracts.
Cost of increasing hours worked
Measures the cost of increasing the number of hours worked. We start by calculating the maximum number of "normal" hours of work per year in each country (excluding overtime, vacations, holidays, etc.). Normal hours range from 1,758 in Denmark to 2,418 in Kenya. Then we assume that firms need to increase the hours worked by their employees from 1,758 to 2,418 hours during one year. A firm first increases the number of hours worked until it reaches the country's maximum normal hours of work, and then uses overtime. If existing employees are not allowed to increase the hours worked to 2,418 hours in a year, perhaps because overtime is capped, we assume the firm doubles its workforce and each worker is paid 1,758 hours, doubling the wage bill of the firm. The cost of increasing hours worked is computed as the ratio of the final wage bill to the initial one.
Cost of firing workers
Measures the cost of firing 20 percent of the firm's workers (10 percent are fired for redundancy and 10 percent without cause). The cost of firing a worker is calculated as the sum of the notice period, severance pay, and any mandatory penalties established by law or mandatory collective agreements for a worker with three years of tenure with the firm. If dismissal is illegal, we set the cost of firing equal to the annual wage. The new wage bill incorporates the normal wage of the remaining workers and the cost of firing workers. The cost of firing workers is computed as the ratio of the new wage bill to the old one.
Dismissal procedures
Measures worker protection granted by law or mandatory collective agreements against dismissal. It is the average of the following seven dummy variables which equal one: (1) if the employer must notify a third party before dismissing more than one worker; (2) if the employer needs the approval of a third party prior to dismissing more than one worker; (3) if the employer must notify a third party before dismissing one redundant worker; (4) if the employer needs the approval of a third party to dismiss one redundant worker; (5) if the employer must provide relocation or retraining alternatives for redundant employees prior to dismissal; (6) if there are priority rules applying to dismissal or layoffs; and (7) if there are priority rules applying to reemployment.
Employment laws index
Measures the protection of labor and employment laws as the average of: (1) Instrumented --Log (Lagged labor cost), Regulation X Log (Lagged labor), Log (Revenue), Regulation X Log (Revenue)
Instruments (IV style) --Lags 7 and 8 of Log (Lagged labor cost), Regulation X Log (Lagged labor), Log (Revenue), Regulation X Log (Revenue). Table 9 : Labor regulation and international expansion Columns 1 and 2 report estimated coefficients (not exponentiated) from a Cox proportional hazard model where "failure" is defined as entry into a country. The sample for these columns is weekly observations for the period from the time of first entry in a foreign market to 2003 for all countries (including countries that the Company never entered) for which we have data on all the variables. Columns 3 and 4 report results from an OLS with year fixed effects model, where the dependent variable is the number of outlets in the country. The sample for these columns is weekly observations for countries that the firm has entered within our data period. The index of labor regulation is obtained from Botero et al. (2004) . The index of hiring/firing inflexibility is constructed using data from the 2002 Global Competitiveness Survey. Standard errors are clustered at country level. + significant at 10 percent; * significant at 5 percent; ** significant at 1 percent.
(1) The dependent variable is the log of material cost per week for each outlet. "Inflexibility" is the index of hiring/firing inflexibility, constructed using data from the 2002 Global Competitiveness Survey. Standard errors clustered at the country level. * significant at 5 percent; ** significant at 1 percent.
(1) 
