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Abstract
Let G be an additive finite abelian group of order n, and let S be a sequence of n + k
elements in G, where k ≥ 1. Assume that S contains t distinct elements. Let ∑n(S ) denote the
set consists of all elements in G which can be expressed as a sum over subsequence of S of
length n. In this paper we prove that, either 0 ∈
∑
n(S ) or |
∑
n(S )| ≥ k + t − 1. This confirms a
conjecture by Y.O. Hamidoune in 2000.
1. Introduction
Let G be an additive abelian group of order n, and let S = (a1, · · · , ak) be a sequence of elements in
G with k = |S | ≥ n. Denote by ∑n(S ) the set that consists of all elements which can be expressed
as a sum over a subsequence of S of length n, i.e.
∑
n
(S ) = {ai1 + · · · + ain |1 ≤ i1 < · · · < in ≤ k}.
The famous Erdo˝s-Ginzburg-Ziv theorem asserts that if |S | ≥ 2n − 1 then 0 ∈ ∑n(S ). The Erdo˝s-
Ginzburg-Ziv theorem has attracted a lot of attention and ∑n(S ) has been studied by many authors
(For e.g., see [1, 2, 3, 7, 8, 9, 11, 12, 15, 16]). In this paper we settle a conjecture by Hamidoune
[12] on ∑n(S ) by showing
Theorem 1.1 Let G be a finite abelian group of order n. Let k ≥ 1 be an integer. Let S be a
sequence of n + k elements of G. Set t = |Supp(S )|. Then one of the following conditions holds:
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(1) 0 ∈ ∑n(S ).
(2) |∑n(S )| ≥ k + t − 1.
Let G = Cn be the cyclic group of order n in Theorem 1.1, we get a positive answer to an open
problem by Hamidoune [12, Conjecture B].
2. Notations and preliminaries
Let N denote the set of positive integers, and N0 = N ∪ {0}. For any two integers a, b ∈ N0, we set
[a, b] = {x ∈ N0 : a ≤ x ≤ b}. Throughout this paper, all abelian groups will be written additively.
Let F (G) be the free abelian monoid, multiplicatively written, with basis G. The elements of
F (G) are called sequences over G. We write sequences S ∈ F (G) in the form
S = Π
g∈G
gvg(S ), with vg(S ) ∈ N0 for all g ∈ G.
We call vg(G) the multiplicity of g in S , and we say that S contains g if vg(S ) > 0. Further, S
is called squarefree if vg(S ) ≤ 1 for all g ∈ G. The unit element 1 ∈ F (G) is called the empty
sequence. A sequence S 1 is called a subsequence of S if S 1 | S in F (G). Let S 1, · · · , S r be
some subsequences of S . We say S 1, · · · , S r are disjoint subsequences if S 1 · · · S r|S . If a sequence
S ∈ F (G) is written in the form S = g1 · . . . · gl, we tacitly assume that l ∈ N0 and g1, . . . , gl ∈ G.
For a sequence
S = g1 · . . . · gl = Π
g∈G
gvg(S ) ∈ F (G),
we call
• |S | = l = ∑g∈G vg(G) ∈ N0 the length of S ,
• h(S ) = max{vg(S )|g ∈ G} ∈ [0, |S |]} the maximum of the multiplicities of S ,
• supp(S ) = {g ∈ G|vg(S ) > 0} ⊂ G the support of S ,
• σ(S ) = ∑li=1 gi =
∑
g∈G vg(S )g ∈ G the sum of S ,
The sequence S is called
• a zero − sum sequence if σ(S ) = 0,
• zero − sum f ree if 0 < ∑(S ),
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For every 1 ≤ r ≤ k, we define
∑
r
(S ) = {ai1 + · · · + air |1 ≤ i1 < · · · < ir ≤ k}.
For every ℓ ∈ [1, k], define
∑
≥ℓ
(S ) =
k⋃
r=ℓ
∑
ℓ
(S )
and
∑
≤ℓ
(S ) =
ℓ⋃
r=l
∑
ℓ
(S ).
Define
∑
(S ) =
k⋃
r=1
∑
r
(S ).
Let A, B be two nonempty subsets of G. Define
A + B = {a + b : a ∈ A, b ∈ B}.
If A = {x} for some x ∈ G then we simply denote A+ B by x+ B. For any nonempty subset C of G,
let −C = {−c : c ∈ C}. For every g ∈ G, let γg(A, B) denote the number of the pairs of (a, b) such
that a ∈ A, b ∈ B and a + b = g.
To prove Theorem 1.1 we need some preliminaries begin with
Lemma 2.1 [13] Let G be a abelian group, and let A, B be two finite subsets of G with A∩ (−B) =
{0}. Then, |A + B| ≥ |A| + |B| − 1.
By using Lemma 2.1 repeatedly one can prove
Lemma 2.2 [4] Let S be a zero-sum free sequence over an abelian group, let S 1, · · · , S k be some
disjoint subsequences of S . Then,
∣∣∣∣
∑
(S )
∣∣∣∣ ≥
k∑
i=1
∣∣∣∣
∑
(S i)
∣∣∣∣ .
The following lemma is crucial in this paper.
Lemma 2.3 [7] Let G be a finite abelian group of order n, and let S = 0mT ∈ F (G) be a sequence
of length |S | ≥ n. If h(T ) ≤ m then ∑
≥n−m
(T ) =
∑
n
(S ).
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Remark 2.4 Lemma 2.3 in the present version appeared first in [2] and then in [16]. The proof of
[7, Theorem 3] implies that Lemma 2.3.
Lemma 2.5 [6] Let S be a subset of an abelian group G with 0 < ∑(S ). Then,
1. |
∑(S )| ≥ 2|S | − 1;
2. if |S | ≥ 4 then |∑(S )| ≥ 2|S |;
3. if |S | = 3 and S does not contain exactly one element of order two then |∑(S )| ≥ 2|S |.
Proof. 1. and 2. has been proved in [6].
3. If S contains no element of order two, then the result has been proved also in [6]. Now
assume that S contains at least two elements of order two. Let S = {a, b, c} with ord(a) = ord(b) =
2. If a + b = c then a + b + c = 0, a contradiction. Therefore, a + b < S . If a + c = b then
a + c + b = 0, also a contradiction. Hence, a + c < S . Similarly, we can prove b + c < S . Note that
a + b + c < {a, b, c, a + b, b + c, c + a}. Therefore, |∑(S )| = 7 and we are done. 
Lemma 2.6 Let G be a finite abelian group, and let S ∈ F (G) be a zero-sumfree sequence. Then,∑(S ) ≥ |S | + |Supp(S )| − 1, and we have strict inequality except |S | ≤ 2, or |S | = 3 and S contains
exactly one element of order two.
Proof. Let S 1 be a squarefree subsequence of S with |S 1| = | supp(S )|, and let S 2 = S S −11 .
Apply Lemma 2.2 to S 2 we obtain that
|
∑
(S 2)| ≥ |S 2|.
Again apply Lemma 2.2 to S = S 1S 2 we obtain that
|
∑
(S )| ≥ |
∑
(S 1)| + |
∑
(S 2)| ≥ |S 2| + |
∑
(S 1)| = |S | − |S 1| + |
∑
(S 1)|.
Now the result follows from Lemma 2.5. 
Lemma 2.7 Let A be a finite subset of an abelian group with A ∩ −A = {0}. If |A| ∈ [3, 5] then
|A+˙A| ≥ |A|.
Proof. Assume to the contrary that |A+˙A| ≤ |A| − 1. Since 0 ∈ A we infer that A \ {0} ⊂ A+˙A. It
follows that A \ {0} = A+˙A.
Let x ∈ A \ {0}. Then, A \ {0} = A+˙A implies that
A \ {0, x} = x + (A \ {0, x}) (1)
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holds for every x ∈ A \ {0}.
Therefore, ∑y∈A\{0,x} y =
∑
y∈A\{0,x}(x + y). It follows that
(|A| − 2)x = 0 (2)
holds for every x ∈ A.
Equality (2) implies that |A| − 2 ≥ 2. Hence,
|A| ∈ [4, 5].
If |A| = 4 then (2) gives that 2x = 0 for every x ∈ A \ {0}. Thus, A ∩ (−A) = A, a contradiction. So,
we may assume that
|A| = 5.
Let A = {0, a, b, c, d}. Now (2) gives that
3a = 3b = 3c = 3d = 0.
From (1) we may assume that
a + b = c
and
{a + c, a + d} = {b, d}.
If a + c = b then a + b = c gives that 2a = 0. This together with 3a = 0 implies that a = 0, a
contradiction. Therefore,
a + c = d and a + d = b.
Now we have b + c = a + d + a + b = b + d − a. Hence,
b + c = b + d − a.
This implies that b + c < {b, c, d}. It follows from (1) that b + c = b + d − a = a. Therefore,
2a = b + d. Again by (1) we obtain that −a = 2a = b + d ∈ A \ {0} ⊂ A. Hence, a ∈ A ∩ (−A), a
contradiction. 
Lemma 2.8 Let A be a finite subset of an abelian group G. Suppose that A∩−A = {0} and suppose
that |A| ≥ 6. Then, |A+˙A| ≥ |A| + 1.
Proof. Assume to the contrary that |A+˙A| ≤ |A|. For every x ∈ A \ {0}, let
Ax = A \ {0, x}.
Since 0 ∈ A, we infer that A\{0} ⊂ A+˙A. It follows from |A+˙A| ≤ |A| that |A+˙A\A| ≤ 1. Therefore,
|(x+ Ax) \ A| ≤ 1. By the hypothesis that A∩−A = {0} we deduce that (x+ Ax) \ A = (x+ Ax) \ Ax.
Hence, |(x + Ax) \ Ax| ≤ 1, and this is equivalent to
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|(x + Ax) ∩ Ax| ≥ |Ax| − 1. (3)
Note that |(x + Ax) ∩ Ax| = |(−x + Ax) ∩ Ax|. Thus,
|(−x + Ax) ∩ Ax| ≥ |Ax| − 1. (4)
We assert that one of the following statements hold:
1. 2x = y + z for some y, z ∈ Ax with y , z.
2. 2x = 2y for some y ∈ Ax.
3. x = 2y for some y ∈ Ax.
4. x < Ax + Ax.
If |(x− Ax)∩ Ax| ≥ 2 then by (4) we have (−x+ Ax)∩ (x− Ax) , ∅, and therefore 1. or 2. holds.
Otherwise, |(x − Ax) ∩ Ax| ≤ 1. If |(x − Ax) ∩ Ax| = 1 then we must have 3. holds. For the
remainder case that |(x − Ax) ∩ Ax| = 0, we get 4. holds. This proves the assertion.
For every i ∈ [1, 4], let Bi be the subset of A consisting of all elements x ∈ A \ {0} such that the
item i. in the assertion holds for x. Then,
|B1| + |B2| + |B3| + |B4| ≥ |A| − 1. (5)
Let C = {2x : x ∈ A} \ (A+˙A}. Then, 0 ∈ C and A+˙A = (A + A) \ C. By Lemma 2.1,
|A + A| ≥ 2|A| − 1. It follows from |A+˙A| ≤ |A| that
|C| ≥ |A| − 1. (6)
From (6) we deduce that
|B1| ≤ 1.
Note that A \ {0} ⊂ A+˙A and again from (6) we deduce that.
|B3| ≤ 1.
We show next that
|B4| ≤ 1.
Assume to the contrary that |B4| ≥ 2. Let x, y ∈ B4 with x , y, and let z ∈ A \ {0, x, y}. Then,
x, y, z < z+ Az ∩ Az. Hence, |z+ Az ∩ Az| ≤ |Az| − 2, a contradiction on (3). Now by (5) we infer that
|B1| + |B2| ≥ |A| − 1 − 2 ≥ 3. Since |B1| ≤ 1, we infer that |B2| ≥ 3, or |B1| = 1 and |B2| ≥ 2. But in
both cases we have |C| ≤ |A| − 2, a contradiction on (6). 
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3. Proof of Theorem 1.1
Proof of Theorem 1.1. Without loss of generality, we may assume that S = 0hT with 0 6 |T and
h = h(S ). Then |T | = n − h + k. Assume that 0 < ∑n(S ), we need to show
|
∑
n
(S )| ≥ k + t − 1.
By Lemma 2.3, it suffices to prove that
|
∑
≥n−h
(T )| ≥ k + t − 1.
Suppose that supp(T ) = {x1, · · · , xt−1}.
Let T0 be one of the maximal (in length) subsequence of T with σ(T0) = 0 (T0 is the empty
sequence if T is zero-sum free). By renumbering if necessary we assume that
supp(T0) = {x1, · · · , xr}
for some r ∈ [1, t − 1]. By Lemma 2.3,
|T0| ≤ n − h − 1.
Let
T1 = TT−10 .
Then, T1 is zero-sum free. By renumbering we may assume that
supp(T0) \ supp(T1) = {x1, · · · , xℓ}
for some ℓ ∈ [0, r]. It follows that
supp(T1) = {xℓ+1, · · · , xt−1}.
Claim 1. {x1, · · · , xℓ} ∩
∑(T1) = ∅.
Assume to the contrary that xi = σ(V1) for some i ∈ [1, ℓ] and V1|T1. By the definition of
{x1, · · · , xℓ} we deduce that |V1| ≥ 2. Therefore, T0x−1i V1 is a zero-sum subsequence of T of length
|T0| − 1 + |V1| > |T0|, a contradiction with the maximality of T0. This proves Claim 1.
Note that |T1| = n− h+ k − |T0| ≥ k+ 1. We can choose a subsequence V of T1 with |V | = k − 1.
Let U = T1V−1. Then,
|U | = n − h − |T0| + 1.
We choose V so that
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(i) |supp(V)| attain the maximal value among all subsequences of T1 of length k − 1;
(ii) |supp(V) ∩ supp(U)| attains the maximal value subject to (i).
Let
A = {0,−x1, · · · ,−xℓ}.
Clearly,
A ⊂
∑
≥|T0 |−1
(T0).
Let
B = {σ(U)}
⋃
(σ(U) +
∑
(V)).
Clearly,
|A| = ℓ + 1 and |B| = 1 + |
∑
(V)| (7)
and
A + B ⊂
∑
≥n−h
(T ). (8)
By Lemma 2.6 , we have that
|B| = 1 + |
∑
(V)| ≥ |V | + |supp(V)| = k − 1 + |supp(V)|. (9)
Let
C = {σ(U) − x : x ∈ supp(U)}.
Then,
|C| = |supp(U)| (10)
Since σ(U) − x = σ(T0U) − x, we infer that
C ⊂
∑
≥n−h
(T ). (11)
Claim 2. |A + B| ≥ |A| + |B| − 1.
If γσ(U)(A, B) > 1, then we deduce that σ(U) = −xi + (σ(U) + σ(V1)) for some i ∈ [1, ℓ] and
some subsequence V1 of V . It follows that xi = σ(V1)), a contradiction with Claim 1. Therefore,
γσ(U)(A, B) = 1.
Let B′ = −σ(U)+ B. Then, γσ(U)(A, B) = 1 implies that A∩ (−B′) = 0. It follows from Lemma 2.1
that
|A + B| = |A + B′| ≥ |A| + |B′| − 1 = |A| + |B| − 1.
Claim3.(A + B) ∩ C = ∅.
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Assume to the contrary that Claim 3 is false. It follows that we have the following possibilities:
(a) σ(U) − x = σ(U) with x ∈ supp(U);
(b) σ(U) − x = σ(U) + σ(V1) with x ∈ supp(U) and V1|V;
(c) σ(U) − x = σ(U) − xi with x ∈ supp(U) and i ∈ [1, ℓ];
(d) σ(U) − x = σ(U) − xi + σ(V1) with x ∈ supp(U), i ∈ [1, ℓ] and V1|V .
Possibility (a) implies that x = 0, a contradiction; Possibility (b) implies that σ(xV1) = 0, a
contradiction on T1 is zero-sum free; Possibility (c) implies that x = xi, a contradiction on the
definition of A; and Possibility (d) implies that xi = σ(xV1), a contradiction on Claim 1. This
proves Claim 3. Now from Lemma 2.6 , Claim 2, Claim 3, and equation (1-5) we obtain that
|
∑
≥n−h(T )| ≥ |A + B| + |C|
= |A + B| + |supp(U)|
≥ |A| + |B| − 1 + |supp(U)|
= 1 + ℓ + |
∑(V)| + |supp(U)|
≥ 1 + ℓ + |V | + |supp(V)| − 1 + |supp(U)|
= ℓ + k − 1 + |supp(V)| + |supp(U)|
= ℓ + k − 1 + |supp(UV)| + |supp(U ∩ V)|
= k + t − 2 + |supp(U ∩ V)|.
This forces that supp(U ∩V) = ∅, |A+B| = |A|+ |B| −1 and |∑(V)| = |V |+ |supp(V)| −1. It follows
from the choice of U and V that
T1 = UV is square free.
Now by Lemma 2.6 and |∑(V)| = |V | + |supp(V)| − 1 we infer that k − 1 = |V | ≤ 3. If k − 1 = 3
then |T1| ≥ k + 1 = 5. Since T1, we can choose V so that V contains no element with order two, or
V contains at least two elements with order two. Now again by Lemma 2.6 we have that |∑(V)| ≥
|V | + |supp(V)| and repeat the process above we obtain that |∑≥n−h(T )| ≥ |A + B| + |C| ≥ k + t − 1,
a contradiction. Therefore,
k ≤ 3.
Note that |
∑
≥n−h(T )| = |σ(T ) − {0} ∪
∑
≤k(T )| = |{0} ∪
∑
≤k(T )|. It suffices to prove that
|{0} ∪
∑
≤k
(T )| ≥ t + k − 1. (12)
Recall that T1 is square free. Let D = {0} ∪ T1.
If k = 1 then |{0} ∪∑≤1(T )| = 1 + |supp(T )| = t = t + k − 1 and we are done.
If k = 2 then |T1| ≥ k + 1 ≥ 3. By Claim 1, Lemma 2.7 and Lemma ?? we obtain that
|{0} ∪∑≤2(T )| ≥ 1 + ℓ + |
∑
≤2(T1)| = 1 + ℓ + |D+˙D| ≥ 1 + ℓ + |T1| + 1 = t + 1 and we are done.
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So it remains to consider the case that
k = 3.
Now we have
|D| = 1 + |T1| ≥ 2 + k ≥ 5.
If |D| = 5 then |T1| = 4. By Lemma 2.5 we have that |
∑
≤3(T1)| = |
∑(T1)| −1 ≥ 2|T1| −1. It follows
from Claim 1 that |{0} ∪
∑
≤3(T )| ≥ 1 + ℓ + |
∑
≤3(T1)| ≥ 1 + ℓ + 2|T1| − 1 = t + |T1| − 1 > t + k − 1.
This proves (12) for this case.
Now assume that |D| ≥ 6. By Lemma 2.8 we have that |∑≤2(T1)| = |D+˙D| ≥ |D| + 1 = |T1| + 2.
It follows from Claim 1 that |{0} ∪
∑
≤k(T )| ≥ |{0} ∪
∑
≤2(T )| ≥ 1+ ℓ+ |
∑
≤2(T1)| ≥ 1+ ℓ+ |T1|+ 2 =
t + 2 = t + k − 1. This proves (12) and completes the proof. 
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