On the asymptotic behavior of the bounded solutions of some integral equations, II  by Levin, J.J & Shea, D.F
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 37, 288-326 (1972) 
On the Asymptotic Behavior of the 
Bounded Solutions of Some Integral Equations, II*’ 
J. J. LEVIN AND D. F. SHEA 
Department of Mathematics, 
liniversity of Wisconsin, Madison, Wisconsin 53706 
Submitted by N. Levinson 
6. ALMOST EVERYWHERE SOLUTIONS OF (I$,) 
In order to establish a result analogous to Theorem lb for a.e. solutions 
of (Et,), it seems natural to work with a tauberian condition which if satisfied 
by one function in a class of a.e. equal functions is automatically satisfied 
by all such functions. (?“) below is such a condition. 
THEOREM 16. Let the hypotheses of Theorem lb hold except that x(t) need 
only satisfy (I&,) a.e. on (- co, co) and (T) is replaced by the tauberian condition 
for some d > 0. 
Then the conclusion of Theorem 1 b is valid if (2.6) is replaced by 
ess sup I 4) -YmWl < %I (m = 3, 4,...) (6.1) 
Gn-,<t<t,+z 
and if (2.8) is only required to hold a.e. on (- co, 03). 
Theorem lb follows immediately from Theorem lb and the following 
result. The latter shows that a.e. solutions of (Eb) which satisfy (T) may, 
in a very simple manner, be associated with everywhere solutions of a related 
equation of type (&). 
LEMMA 6.1. Let the hypotheses of Theorem 16 be satisfied. Then there 
exist Z(t) and f-(t) such that 
a(t) ~.S+-cq CO) n Lm(-03, co), Z(t) = x(t) a.e., f(t) satisfies (T) 
f(t) ELY--co, co), f(t) = f(t) a.e., lii?f(t) = f  (00) 
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and Z(t) satisfies 
W + j-@ g(f(t - EN WO = f”(t) 
--m (6.2) 
everywhere on (- 00, co). 
If xl(t) EL~(- co, co) satisfies (7’) and if x2(t) = xl(t) a.e., then it is 
obvious that x2(t) satisfies (F). It is not as easy to see that an appropriate 
converse holds. This converse, Lemma 6.3 below, is the key to the proof of 
Lemma 6.1 and, thus, of Theorem lb. We first prove 
LEMMA 6.2. Let the realfunctions x(t) andfm(t) (m = 1,2,...) be dejked on 
0 < t < 1 and satisfy 
x(t) E sqo, 1) n L”(0, 1) (6.3) 
fin(t) E CP, 1) n L”(O, 1). (6.4) 
Then there exists a function Z(t) on [0, 1) such that 
x”(t) = x(t) a.e., ess sup 1 x(t)] = sup 1 Z(t)] (6.5) 
OGi<l o<t<1 
ezt”,“lp I x(t) -fm(t)l = sup I n(t) -fm(t)l (m = 1, 2 ,... ). (6.6) 
o<t<1 
This lemma is stated on [0, 1) for later convenience. It is also true for 
(0, 11, (0, l), and [0, 11. By slightly modifying the proof, it is possible to 
delete the hypothesis fm(t) E L”(0, 1). 
Proof. Define fo(t) = 0 on [0, 1). Then the third assertion of (6.5) is 
easily incorporated into assertion (6.6). 
Obviously there exists, for each m = 0, l,..., a Bore1 measurable set E, 
such that 
es; yp I x(t) - fm(t)l = LoyE I X(t) - fdt)L m(E,) = 0. 
8 m 
Define E = uz=, E, . Then E is Bore1 measurable and m(E) = 0. Further, 
for each m, 
es;oyP I x(t) -fm(t)l = ;F~,“-“EP I x(t) -fdt)l GtoyfE I x(t) -fAtI 
G royTE I x(t) -fmWl = eyyp I x(t) -fmW 
. m 
Hence 
es;oyp I x(t) - fm(t)l = [;yE I x(t) - fm@)l (m = 0, l,... ). (6.7) 
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It is evident from (6.7) that 
(6.8) 
In particular, 
Define 
mfoL(t) -f a if t + E. (6.9) 
Q(t) = {t: I sup[.L(t) - hl d 5 < inUrn + hl) (0 < t < 1). 
m 111 
It is easily seen that 
mgor,(t, = Q(t) (0 < t < I>, (6.10) 
where if one side is empty for a particular value oft, so is the other. 
We now show that 
(0 < t < 1). (6.11) 
Suppose the contrary. Then there exists a t (0 < t < 1) such that 
n;=oIm(t) = m. F rom (6.9) one has that t‘ E E and from (6.10) that Q(i) = o . 
The latter implies 
infLW + hl < supUrn - ~~1~ m In 
Hence, there exist integers m, and ms such that 
Since m(E) = 0 and fnz,(t) and fm,(t) are continuous, there exists a 
f 6 E (0 < Z < 1) and sufficiently close to t so that 
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which obviously implies that 
I,,(f) n I&) = 0. (6.12) 
Since tl$ E, (6.12) contradicts (6.9) and, thus, establishes (6.11). 
Define 
I 49 amw =,fm(t) + Pm ‘(: E ;; (0 < t < 1; m = 0, l,,..). 
Then a,(t) E JZ?[O, 1) and i&(t) = x(t) a.e. for each m. Define 
Z(t) = inf Z,(t) (0 < t < 1). 
m 
Then Z(t) E.B[O, 1) and Z(t) = x(t) a.e. From the definition of 2(t) and the 
preceding one now has 
sup[fm(t) - pm1 < a@> G Wh$> + hl (0 < t < 1). 
?n m 
Hence 
;;s I 2(t) -fm(t>l \< Pm 
However, (6.7) implies that for each m 
(m = 0, I,...). 
Hence 
(m = 0, l,...), 
which completes the proof. 
LEMMA 6.3. Let x(t) ES(--CD, CD) n Lm(-a~, 
exists a function f(t) such that 
a(t) E cq- co, co), Z(t) = x(t) a.e., 
Proof. Let x(t) = xl(t) + ixz(t), where xl(t) 
evident that 
qt> E @(- 9 a>, II xi IL < II x II00 > 
The last assertion of (6.14) obviously implies 
a~) satisfy (T). Then there 
R(t) satisfies (T). (6.13) 
and x2(t) are real. It is 
xi(t) satisfies (P). (6.14) 
lim 
I 
ess sup 1 xj(t) - m ,I”‘” xi(S) dE 11 = 0 (j = 1,2), (6.15) 
;=z n-l/2<t<n+l/2 
where n assumes all integer values and m positive integer values. 
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Fix n and j for the moment. Then Lemma 6.2 may be invoked if the 
interval [0, I) is replaced by [n - 4, n + 3) and the functions &(t) are 
given by 
fm(t) = f:‘(t) = 172 j:““” x,(t) fit (7~2 =-~ 1, 2,...). 
Thus, there exists a real function Zj(t) on [n - +, n + -i) such that 
q(t) E qn - Q, 72 + g, 
4(t) = xj(t) a.e., n-l,2~$n+1,2 I %@)I d II % IL 9 
and such that 
(6.16) 
sup igt) - m 
n-l/2<t<nt112 s 
y Xj(() a( 1 
= ess sup q(t) - m 
s 
:,1’m xi(S) df (. (6.17) 
n-1/2<t<nt1/2 
Letting n assume all integer values and j = 1, 2 we obtain Z&t) and Qt) on 
(-co, co) which, in light of (6.15), (6.16), and (6.17) satisfy 
lim 
I sup ;z:=“m n-l/2<t<n+1/2 
&j(t) - m /;*‘a~@) d.$ /f = 0 (j = 1, 2). (6.18) 
Define a(t) = al(t) + G2(t). Th en Z(t) satisfies the first two assertions of 
(6.13) and from (6.18) it also follows that 
lim 
n-m I sup 
Z(t) - ?n 
m+@= n--1/2~t<n+112 
sl”‘“’ x&) de 11 = 0. (6.19) 
From the third condition of (6.16) one also has 
sup I a(t)I < 42 II x/ICC * (6.20) 
--m<t<m 
We now show that Z(t) satisfies (T). Suppose the contrary. Then there 
exist sequences {tic) and (73, where t, t co and rlk J 0 as k + CO, and a 
6 > 0 such that 
I qt, + 77,) - qt,>i > 6. (6.21) 
From (6.19) it follows that there exist t, and m, such that 
Z(t) - m, 
I 
;‘- x(t) d[ j < +S if t,<t<co. (6.22) 
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+ [ml lr;+““’ x(S) d[ - m, ry” x(f) df] 
+ [Itll ,yml 43 &i - W], 
it follows from (6.22) that 
if K > K, , for some kr . Clearly, x E L”(- co, co) implies 
ml 
ll 
tk++ar+l’ml x( .$) df - 1 I:“‘“’ x( 6) d[ j < 48 (k a h) 
tk+% 
for some k, 3 k, . Hence 
I %h + ??!A - Wk)l < 6 (k b 41, 
which contradicts (6.21) and completes the proof. 
Proof of Lemma 6.1. Let Z:(2) satisfy the conclusion of Lemma 6.3 and 
define 
f(t) = n(t) + ,rm g(z(t - 5)) d&Y (--co < t < co). (6.23) 
Since x(t) satisfies (EJ a.e. and since g(t) = x(t) a.e., one has 
f(t) -f(t) = IT, Eg(W - EN -&(t - fN1 WE) a.e. on (--a, 03). 
Moreover, by an easy application of Fubini’s theorem, it follows that 
I 1 [/i(T) -f(dl dr 
z ,Im 1,: [g@(T - I)) - g(x(T - 01 dT/ Wt) = 0 (-% ~1, 
where the inner integral vanishes identically because its integrand is a.e. 
equal to zero. Hencej(t) =f(t) a.e. as asserted. 
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It only remains to show that 
(6.24) 
Clearly, (6.24) is an immediate consequence of H1( f ) and 
(6.25) 
(i.e., j(t) satisfies (T)), w 1c h’ h we shall now establish. From (6.23) one has for 
any real number to 
where 
i(t + 77) -P(t) = qt + 7) - 3;‘(t) + 4 + 12 + 13 , (6.26) 
Since Z(t) satisfies (T) it is now clear from (6.26) and (6.27) that (6.25) holds. 
This completes the proof. 
7. PROOFS OF THEOREMS 2a AND 2b. 
Define 
f(t) = 44 + Jyag(4t - EN wt) (-co < t < co), 
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where x(t) is given by (2.18). From (2.1), (2.16), and (2.18) one has 
where 
Hence 
(tk d t d t,,,), (7.2) 
6, = flJf1iq/'(A,(--co, Gc,l - t,,,)) + Mlv(A, @k - tk-l, co>> 
Since tm - tmMl -+ CO (m -+ CO), it follows from (2.2) and H,(A) that 
& -+ 0 (k -+ a~). Hence, by H,(A) and (7.2), it suffices to show that 
For t, ,( t < tk+, , (2. I), (2.3), and (7.1) imply 
k+l 
x(t, -5) = &(t - 0) - c S&MY& - 5)) 
m=k 
= &(t - 0) -g(Yk+l(t - 6)) + #k(t)[g(Yk+l(t - f)>) -hk@ - 8>1- 
Therefore, 
A, < sup 1 &@>> - dYk+&))i + 
%1<u<te+z 
tk-r~;=lfX+zl dYk+lw - AY7cW 
< sup I &w - g(Yk+lwl + 41) (k + co>; 
tk-l<=Gtk+z 
(7.4) 
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the last inequality follows from (2.16), (2.17), and H,(g). However, (2.1) and 
(2.17) imply 
k+l 
a sup I 44 -- Yr+1(4 j-k t,-1<u<t,+, 
< SUP 0 Yk-44 - Yk+IwI + I Y&4 - Y*+&GI 
tk:-l<u~t,+, 
+ sup 0 Y&) - Ylc+&)l + I Ykf&) - Yk+l(# 
tk<u<.tk+, 
= o(1) (k - co), 
which together with (7.4) and H,(g) yields (7.3) and completes the proof 
of Theorem 2a. 
For the proof of Theorem 2b, define 
where x(t) is given by (2.18) (but with the ym(t) now satisfying (2.20)). 
Substitution yields 
f(t) = fx + Srn x(4 0 d&), --m 
where z(t, 6) is again defined by (7.1). Th e p receding proof now establishes 
Theorem 2b. 
8. SOME RESULTS FROM HARMONIC ANALYSIS 
In this section we collect a few results, from the harmonic analysis of 
bounded functions on (-co, w), needed in the proofs of Theorems 3a-3c, 
4a-4c, Ila and 13. 
Following Beurling [l], a sequence {gn} in Lm(-oz, a) n C(-CD, co) is 
said to converge narrowly to g if 
;*z { SUP I &W - &)I} = 0 for every 0 < d < co, (8.1) 
--d<t<d 
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For any 9, E L”( - co, CO), denote by 
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T(v) = 
1 
2 c,dt + tr> I t, real, ck EC, m > 1 (8.3) 
k=l i 
the subspace of L” spanned by the translates of 9). If also p E C( - co, co), 
then the spectrum of q is defined as the set 
u(v) = {A 1 eiAt is in the narrow closure of T(v)). (8.4) 
It is clear that u(p) is a closed subset of (- co, 00) since e”nt -+ eiAt narrowly 
when A, + A. 
We need the results on spectral approximation recorded in Proposition 8.1 
and due, in essence, to Beurling [l, 21 and Loomis [28]. The sets S, , S, , S, 
below are defined at the beginning of Section 2. 
PROPOSITION 8.1. Assume 
y E C,(- CO, CO) n L”(- 03, co), and A E NBV(- co, 00). 
(i) Ify(t) + 0, then o(y) is not empty. 
(ii) If o(y) = (A1 ,..., h,), then y is a trigonometric polynomial 
y(t) = i ykegAkt 
k-l 
(Yk E c)- (8.5) 
More generally, if a(y) is countable, then y is a uniformly almost periodic 
(u.a.p.) function with Fourier exponents in u(y). 
(iii) If y is a solution of 
j* y(t - S) dA(t) = 0 (-03 < t < a), 
-co 
then 
4Y) c SC(A)* 
Equivalently, ;f y satisJies 
y(t) + Irn r(t - 5) W5) = 0 (--co < t < co), 
--m 
then 
U(Y) = f%w 
(iv) If y E C,l(- co, co) and 
r’(t) + j-ymy(t - 6) dA(t) = 0 (--co <t < a), 
(8.6) 
(8.7) 
W) 
(8.9) 
(8.10) 
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then 
U(Y) c &(4 (S.llj 
Proof. Part (i) is Theorem 1 of Beurling [l], and the case n =: 1 of (ii) is 
also proved there. 
Proofs of (ii) are in the literature (see Loomis [28] and Katznelson [18]); 
however, several different definitions of spectrum are used. For uniformly 
continuous functions these definitions are all equivalent, and we include a 
short discussion to help guide the reader. 
Thus, for any q EL~(- 00, oo), define 
CT1(~)=-~~~lrhIf(h)=01--m<X<m},13(~)={fEL1If*~~Oj 
and 
4~) = {A I eiAt E @b,)>, G(F) = weak*-closure of T(v). 
A standard duality argument yields 
44 = %(d (9’ ELmI (8.12) 
(see [38, Theorem 7.8.2(a)-(c); 18, p. 1701). It is clear from the definitions and 
Lebesgue’s convergence theorem that 
4d c 4) (CJI ELM n C). (8.13) 
It is not in general true that equality holds here (see [19, 15]), but Koosis 
[19, p. 1221 has given a simple proof that U&D) C U(T) when p is uniformly 
continuous. Hence, by (8.12) and (8.13), 
49) = 4v> (9’ EL” n C,). (8.14) 
For a u.a.p. function v, define also 
the set of Fourier exponents of v. We shall use the fact that rl(cp) C U(T). 
To see this, let X E rl(v) andf E /3(v); then 
f(x) = Irn 
-cc 
[M;'(A) & -& )"ITv(r - C)e-iATdT/f(t)d5 
e-in7{v *f(~)} d7 = 0, 
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and thus X E ul(y). In fact, 
fl(QJ) = 4v) (if v is u.a.p.) (8.15) 
can be shown (cf. [37, p. 5051). Notice that (8.15) implies that any closed 
subset Z0 of (-00, co) is the spectrum u(y) of a u.a.p. function p)(t) = 
Zecneiant (take {h,} dense in .&). 
To deduce (ii) from the exposition in Ref. [18, pp. 155-1701, note that 
Theorems 5.22 and 6.1 there imply: If y  EL” and oz(p)) is compact and 
countable, then CJI agrees a.e. with a u.a.p. function. 
Let y EL” n C, have countable spectrum u(y). Then the above result 
together with (8.14) implies (ii) when a(y) is compact. In the general case, let 
&v(t) = 
1 - cos Nt 
rrNP 
= & ,yN ecict (1 - 9) d.$ (0 < N < 03) 
denote the FejCr kernel, and observe that k, E L1 n L”, k&I) s 0 on 
1 A 1 > N, and q(kN) = [-N, N]. It is obvious that 
4~ * k,) C 4~) n u&h 
and hence (8.12) implies 
4~ * AN) C 4~) n L-N Nl (N = 1, 2,...). 
Thus each y * K, is u.a.p., and since y * k, + y uniformly on (- 00, co) 
when N + co, y is u.a.p. 
Assertion (iii) is an easy consequence of the definition of narrow conver- 
gence, as Beurling has pointed out [I, p. 1341. To prove (iv), let y E CU1 n L” 
satisfy (8.10), and let X E u(y). Then there exists a sequence (g,} C T(y) 
converging narrowly to eiAt, and hence, in particular, 
lim lrn g,(t - f) dA([) = 1, eiAft-E) dA(.$) = eiAt&) (8.16) 
n-m --m 
for each t E (- 00, 03). By the translation-invariance, linearity and homo- 
geneity of (8.10), each g, is a solution of (8.10); and (8.16), (8.10) imply 
i-i g,‘(t) = -eiAtA(h). 
Since 11 g,’ Ilrn < l/g, Ilm V(A, CD) < 2V(‘(A, 0~)) for 7t sufficiently large, by 
(8.2), we deduce 
#At = -eiAta(h) (--cO<t<co). 
Thus h E S,(A), and (iv) is true. This completes the proof of Proposition 8.1. 
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W’e shall also need: 
LEMMA 8.1. Let A E NBV(- 03, co) have 0 E S,(A), and let y  EL-’ CT C,, 
satisfy (2.22”). rrhenf(a) == 0. 
Clearly, this lemma together with parts (iv), (i), (ii) of Proposition 8.1 
yields Proposition 2.1. (If f(a) f 0, define y(t) : y(t) - f( oo)/A(cr3) to 
reduce to thef( co) = 0 case.) 
Proof. Let E > 0 be given, and write A = A, + A, where A,(t) :~~ 0 on 
1 t 1 > to, and Y(A, , co) < E; this is possible because A E NBV and 
A(a) = a(O) = 0. Then (2.22*) implies 
~(4 - ~(0) + j;, d43 j~‘~b) dT + j;y * 4(t) dt = f  (ah 
If(w < jm I Y(S - E) - ~(-01 I 4E)I df + IIY IL Wa , w>s + 211~ Ilm 
< i;/lm,/ 4 111 + 21/Y I/m -I- EIIY llco~ (0 < s < co), 
which is only possible if If (co)] < EIIY Ilrn . Thusf(co) = 0. 
The same method also yields 
LEMMA 8.2. Let A E NBV(- 00, co) have 0 E S,(A) [0 E S,(A)], and let 
y  EL” n C, satisfy (2.24”) [resp. (2.23*)] on -co < t < co. Thenf (a) = 0. 
We conclude this section with an example which shows the need for the 
countability assumptions in Proposition 8.1 and Theorem 4a. In particular, 
it is shown that given any uncountable closed set Z, there exists a function 
x E CUr(-co, a) n Lm(-OO, co) which is not u.a.p. but with U(X) C Z: 
Moreover, there exists an absolutely continuous A E NBV(- w, W) such 
that S,(A) = D(X) and x satisfies (8.18) below. 
Choose Za C Z to be compact, nonempty, perfect and of measure zero. Let 
B E NBV( - co, 00) be continuous, nondecreasing with B(w) = 1, and such 
that B(t + h) > B(t - h) for all h > 0 if and only if t E A’s . 
Define 
x(t) = jli, eiAt dB(h) (-w <t < co), (8.17) 
so that, in particular, x E CU1(-00, co), jj x Ilm = 1. It is not difficult to see 
that 
u(x) = 20 
(cf. [37, $81). Since B is continuous, one has 
x(t)e-iAt dt = 0 (-w<h<w), 
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so that x is not u.a.p. (In fact, by choosing &, suitably we can also guarantee 
that 
lim sup 1 x(t)1 > 0, 
t+m 
so that x even fails to be asymptotically a.p. [7; 16, p. 1431.) 
There exists (see e.g. [9, pp. 21,541) absolutely continuous A E NBV(-co,co) 
such that S,(A) = ZO. Hence 
so that 
40 + y, x(t - If) dA(.f) = 0 (-co < t < co), (8.18) 
which is of the form (2.22) withf(t) = 0. S ince (8,18) is its own limit equation, 
we also have x E I’, . 
With obvious changes in the choice of A(t), the same example (8.17) also 
solves 
x(t - 6) dA(5) = 0, u(x) = S,(A) c L?, XETb, 
01 
I m x(t - 5) dA([) = 0, u(x) = S,(A) cz, XEP,. --m 
For more insight on the example (8.17), cf. Refs. [28; 37, Section 81. 
9. PROOFS OF THEOREMS 3a AND 4a 
We may assume thatf(co) = 0. For otherwise, since Theorem la implies 
r, # ,@, one has from Lemma 8.1 that 0 $ S,(A), and hence A(a) # 0. 
Define Z(t) = x(t) -f(co)/A(co). Then 2’ + 2 * A = f where f(t) = 
f(t) - f( a),f( co) = 0. Thus the general case will follow from thef( co) = 0 
case. 
By Theorem la the representation 
x(t) = f vw)Ynz(~> + 17P) (-03 < t < co) P-1) 
Wbl 
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holds, where (ym} C r, , {&J is a suitable #-sequence, and 71 satisfies (2.9) 
and (2.10). Inequalities (2.6) and (2.7) also hold. Thus ym E C,l(---W, GO), 
II ym lim < II x iL , and 
Ym’(Q + srn Y& - E) WC3 = 0 (--cc < t < co, m 2 1). 
-m 
Proposition 8.1 will enable us to deduce further properties of {ym>. One has 
4Ym) = &lw (m > 1). (9.2) 
To prove Theorem 3a(i), when S,(A) = a, use (9.2) and Proposition 8.1 (i) 
to deduce 
Y&> = 0 (-co < t < 03,m > 1). 
Thus (9.1) implies x(t) = -q(t), and part (i) follows. 
If  S,(A) = {A1 )...) A,}, then (9.2) and Proposition 8.l(ii) imply 
k=l 
(-co<t-ca3,m),1). (9.3) 
Since II ym Iim < Ij x Urn , (9.3) and 
T n 
s P 
8k (m)eiAkt I’dt = $I 1 /‘$$l” (m >, 1) 
0 k=l 
imply 
Substituting (9.3) into (9.1) and using property (2.3) of {&} yields 
x(t) = i ck(t)eiAkt + 77(t), 
k=l 
(9.5) 
where 
Ck(t> = t ~~m'~m(t) (1 < k < ?z). (9.6) 
WL=l 
It follows easily from (9.4) and (2.1) that 
(9.7) 
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holds for all t E (- 00, co), 1 < K < n. Assertions (2.26)-(2.29) of Theorem 3a 
follow now from (9.5)-(9.7) and (2.2). 
Theorem 4a will be a consequence of some simple refinements of the 
above argument; we start by characterizing 
r, = {y E cuy-co, co) 1 y’(t) + y * A(t) = 0 
t-a < t < (=I, l/Y I/m e II x llE> 
under the hypothesis that S,(A) is countable. By Proposition %l(iv), 
a(y) C S,(A) for all y E r, , and then our hypothesis S,(A) = (/\IE}& 
together with part (ii) of Proposition 8.1 yields that each y E r, is a u.a.p. 
function whose set A(y) of Fourier exponents is contained in (h,}. 
(Conversely, ify is u.a.p. with cl(y) C {hk} and I/y /la < 11 x IJm , then y E r, . 
For, y is the uniform limit on (-co, CO) of trigonometric polynomials yn 
having these properties, and the yn are in r,; hence for s E (- co, co), 
=-I f ‘dt m Y@ - E) d43. 0 --m 
Thus y E C1(--co, co), satisfies (2.22*), and y’ E CU(-00, co), so that 
3-u 
It remains to verify (2.37)-(2.39). By Theorem la there exist ym E I’, 
such that (9.1), (2.6) and (2.7) hold. We now show that one may further 
assume that the ym. are trigonometric polynomials. 
Since each ym is u.a.p. with Il(y,,J C (&}, there exist { 9,) such that jjrn 
is a trigonometric polynomial and 
llynz -Sm IL < cm 3 llym -Pm’ l/m d 6, , 4An) C &) (m 3 11, (9.8) 
where the E, are as in (2.6). The second assertion of (9.8) is a consequence 
of the other two and the fact that 9, satisfies (E,*) (see the paragraph before 
the preceding one). Define 
6, = 1 if IIL llm < II ym IL , 0, = f$++ if iI& Ilm > llym 1lm , nznm 
%n(t> = %nY?n(~> (m > 1). 
Then zz, E r, since 4~~) C {h} and II z, /lm < l/.ym Ilm < II x Ilm . Also, 
(9.8) and the triangle inequality imply 
IIS, - %z Ilm G %n 9 II An’ - %’ Ilm < %~/(4 a>. 
409/37/2-3 
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It now follows from (9.8), (2.6) and the triangle inequality that 
,a-2<t<t,,+Z ’ x(t) - Xm(t)’ -+ OT 
sup 
t 
ess sup j x’(t) --- zm’(t)l --+ 0 (m + Co). 
f,“-l~.t~~,,+l 
(9.9) 
However, 
71(t) = s1 1ClmW[Ym(t) - %IWl + rl(% 
so that (2.9), (2.10), and the preceding inequalities imply q(t) also satisfies 
(2.9) and (2.10). Thus, with (9.9) we see that the am satisfy all of the 
asserted properties. 
Thus for each m > 1 we can write 
(9.10) 
where pim) = 0 for k > NW, . Since lIym /lrn < /I x Ilrn , the same argument 
that proved (9.4) yields also 
(9.11) 
Putting (9.10) into (9.1) leads to 
with 
x(t) = fJ ck(t)eiAkt + rl(t) (9.12) 
k=l 
c!$) = f hi%&). (9.13) 
VT%=1 
From (2.3) and (9.13) one has for k > 1 
clc(t) = %4&@ + &z+&)P~) (tn < t e tn+1), (9.14) 
Ck(t) 5 &’ (-00 < t < tl). (9.15) 
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It follows from (9.10), (9.14), and (9.15) that 
K > max(N, ,..., Nn) implies ~~(7) = 0 for -03 <7<tn. 
The proof of Theorem 4a is completed by combining (9.12)-(9.15) with 
the following pair of inequalities: 
(9.16) 
(9.17) 
The first of these is proved, when t E [t, , t,,,] for some 71 3 1, by using 
(9.14), Minkowski’s inequality, (9.11) and (2.1): 
The same argument also yields 
1’2 G [I YL’(t>l + I &+dt)ll II x I/m = II x llm f I QL’(Ol 
m-1 
for t E [t, , tnfl], 12 3 1. For t < tl , (9.16) and (9.17) are immediate from 
(9.15) and (9.11). 
10. PROOFS OF THEOREMS 3b, 3c, 4c AND COROLLARY 4c 
By Lemma 8.2 and the reasoning used at the start of Section 9, there is no 
loss of generality in assumingf(c0) = 0. 
Let the hypothesis of Theorem 3c be satisfied. By Theorem lc we can write 
44 = 2 1CIdOYm(t) + dt) (--oo<t<oo), (10.1) 
VZ=l 
with {ym} C r, , {&} a #-sequence, and lim,,, v(t) = 0. Thus 
Ym E a- co, a), II Ym IL ,< II x Ilm 9 
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By Proposition 8. I (iii), 
4Ym) c &(4 (m .> 1). (10.2) 
When S,(A) = a, (10.2) and Proposition 8.1(i) imply y?,&(t) :~- 0 (m ,:s I), 
and so (10.1) yields x(t) + 0 (t + 00). When S,(A) = {X, ,..., X,}, (10.2) and 
Proposition S.l(ii) imply that they, satisfy (9.3). As in Section 9 the relations 
(9.4)-(9.7) follow, and the proof of Theorem 3c(ii) is complete. 
Now let the hypotheses of Theorem 4c be satisfied. Then Proposition 8. I(ii) 
implies, by the same arguments already used in Section 9, 
r, =: {y j y  is u.a.p. with A(y) C S,(A), y  * A(t) = 0, /I y  &,, < Ij x iim}. 
By Theorem lc there exist ym E I’, such that (10.1) holds, and as shown in 
Section 9 we can assume the ym are in fact trigonometric polynomials. Then 
(9.11)-(9.17) follow, and imply the assertions of Theorem 4c. 
To prove Theorem 3b from Theorem 3c, one proceeds analogously to 
(2.13). Let 
H(t) = 0 (t e O), H(t) = I (0 < t), (10.3) 
B(t) = A(t) -1 H(t) (--co < t < m). (10.4) 
Then it follows from (2.23) that x(t) also satisfies 
and 
W) = W)> @co) = A(a) + 1. (10.5) 
Thus, the assertions of Theorem 3b are consequences of the corresponding 
conclusions of Theorem 3c. 
Now let the hypotheses of Corollary 4c be satisfied; then 
x(t) = 5 ck(t)eiAkt + 41) (t - co), 
k=l 
(10.6) 
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where ck(t) E C’“(- co, co); for each t E (-co, co), ~~(7) = 0 on -cc < r < t 
for all but finitely many K; and 
g1 I ck(tv G II x IIZ (-a < t < co>, (10.7) 
lim f 1 cr’(t)12 = 0. 
Pm k=l 
(10.8) 
Assume first that 0 $ {hk}. Then, as t -+ co, 
11 X(T) dr = f  1’ ei”“‘ck(T) dT + o(t) 
k=l 0 
= jl (iAp)-leiA~tc,(t) - f,l (i&J’ 11 eiAkTcx’(7) dT + o(t). 
By Schwarz’s inequality, (2.40) and (10.7) 
(10.9) 
(--co < t < al). (10.10) 
Similarly, 
< kzl Ai2 t ,$, j :  1 ck’(T)12 dr 
( 1 
= o(C) (t - a), (10.11) 
where we have used (10.8) and two applications of Schwarz’s inequality. 
Using (10.11) and (10.10) in (10.9) we deduce 
s 
t 
X(T) dT = o(t) (t - a), 
0 
which is equivalent to (2.41) sincef(co) = 0. 
To prove (2.42) fix X # &, X # 0, and put 
x0(t) = x(t)eriAt, A,’ = A, - h (k > 1). 
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Then (10.6) implies 
x0(t) = f cr(t)eiAit + 41) (t -’ o-J>, 
1=1 
and A,’ f 0 (k >, 1). The previous argument applied to x,(t) now yields 
(2.42). 
11. PROOFS OF THEOREM 5c AND COROLLARY 5c 
By Lemma 8.2 and the argument given at the start of Section 9, there is no 
loss of generality in assumingf(co) = 0. The A, ,..., A, of S,(A) are under- 
stood to be distinct, of course. 
Put 
xl(t) = x(t)eeiAlt (-co<t<co), 
and rewrite (2.24) in terms of q(t): 
I‘ 
m 
xl(t - ()ewiAIE d/l(f) = e+tf(t). 
--m 
Thus, if we set 
Q(t) = jl, eeiAIE dA([) = -jct,m) emiA1’ d&l(t), 
then (11.2) implies 
i 
co xl(t - f) dQ(() = emiAltf(t) (--00 < t < co). 
-m 
Notice that 
Q(c0) = l&i,) = 0, 
Q(t), t”-‘&(t) EP(- co, co). 
The latter is an easy consequence of Ha(A, n) and (11.3), since 
I 
m 
0 
t-11 (l(t)1 dt < j; P-1 /j; 
and, similarly, 
(11.1) 
(11.2) 
(11.3) 
(11.4) 
(11.5) 
(11.6) 
s 
0 
--oo I t In-? Q(t)1 dt d A j" n --m I 6 PI d4t-)l. 
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Observe also that (11.3) and &(A, n) imply 
,liia t”Q(t) = 0. 
From (11.4) and (11.5), 
(11.7) 
and so, in particular, 
Is 
t 
e +‘f(~> dT / G 211 x IMQ I/I (--co <t < co). (11.8) 
0 
We now study 
j* xl@ - 5)Q(5) d5 = Q * 43 + 11 eeiAIXT> dT (11.9) 
-cc 
instead of (2.24), and start by establishing 
e-i”tQ([) d[ # 0 (--a < h < a) when 12 = 1, (11.10) 
&)=Oifandonlyifh=h,-Ar(2,<K<n)whenn>l. (11.11) 
In fact, an integration by parts and (11.5), (11.3) yield 
&A) = &Q(A) = &-A@ + A,) (A # 0). 
Also 
(11.12) 
G(O) = $5 & a(X + Al) = -jIm e-j”‘? d/l(t) = ml # 0 (11.13) 
by (2.56). Clearly, (11.10) and (11.11) follow from (11.12) and (11.13). 
When it = 1, the fact that &A) # 0 allows application of Wiener’s 
tauberian theorem (assertion (i) of Theorem 3c) to Eq. (11.9). For, I&($ n) 
guarantees that 
lim m 
s I 
t 
t-m -m x,(t - OQ(4) d5 = Q * x,(O) + F+? e-“““f(T) dT (11.14) 0 
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exists, and (11.1) shows that xi(t) satisfies (T) since z(t) does so. Hence 
exists and by (11.14) and (11.13) 
yl = + IQ * xl(O) i- jm e+l’f(7) dT\. 
0 
(11.15) 
We deduce from (11 .l) that 
x(t) = yleiAlt + o(1) (t -+ a>, 
which is the assertion of Theorem 5c when n = 1. 
For general n > 1, assume Theorem 5c is true with n replaced by n - 1. 
If we put 
A@, = jt Q(5) dt, J(t) = Q c x,(O) + 11 ePi’ly(T) dr, (11.16) --m 
then Eq. (1 I .9) is the same as 
I m q(t - E) d&t, =f(t) (-00 <t < co), (11.17) -m 
again an equation of the type considered by Theorem 5c. We have already 
noticed that the hypotheses of Theorem 5c imply 
f”EP(-oo, co), f(a) = litif exists. (11.18) 
Also, (11.6) and (1 I. 11) obviously imply 
m AE NBV(--o3, CO) and s j t In--l1 d&t)] < co, --m 
i.e., A satisfies hypothesis Hs(A, n - l), as well as 
S,(A) = {A, - A, ,...) An - A,}. 
Assume for the moment that also 
s 
m * - w$ = - e -i(nk-h)tt d&) + 0 (k = 2,..., n) (11.19) 
-cc 
and 
f 
co 
t”-21f(t) -j=(oo)l dt < 03. (11.20) 
0 
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By the induction hypothesis we deduce 
%P> = ;;@J; j i ykei(k”‘)t f o(l) (t -+ co). 
k=2 
Thus (11.1) implies 
x(t) = ylei@ + f y,ei@ + dt) (-co < t < co) 
k=2 
where lim,,, q(t) = 0 and, by (11.16), (11.13), (11.3) and (11.1), 
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(11.21) 
(11.22) 
is the same as yr already defined in (11.15). 
It follows from (11.21) that Theorem 5c is true for all n, by induction, 
provided we can establish (11.19) and (11.20). In fact, by the same calculation 
that led to (11.6) we get 
j,” t”-“If”(t) -f(co)j dt < j,” tn-2 [j; If(~)1 dT/ dt 
= - T”-‘If(~)1 d7 < co, 
by (11.16) and Ha(f, ) n , so that (11.20) is true. A straightforward calculation 
using (11.3), (11.7), (ll.ll), and (11.16) implies 
mk = i(h, - A&Zk (2 < h < 4, (11.23) 
and then (11.19) follows from (2.56). 
We now verify Corollary 5c; at first, in the casef( co) = 0. As in Lemma 2.4, 
we extend A, f, x to (- co, co) by defining 
B(t) = A(t) (0 < t < a), II(t) = 0 (-a < t < 0), (11.24) 
x(t) = x(t) (0 d t < a), z(t) = x(0) (-co < t < 0), (11.25) 
f(t) + eNA - 4 + )I 
&) = Ir(O)A(io) 
(0 d t < co) 
(-cc < t < 0). (11.26) 
Then (2.57) implies 
i 
m z(t - f) dB(f) = h(t) (-co < t < co). (11.27) 
--m 
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The hypothesis and definitions (I 1.24)-( 11.26) .h 5 ow that Theorem 5c applies 
to Eq. (11.27). For example, notice that h(a) --= f(a) = 0 and that 
s 
co P-1; h(t)1 dt < 
0 
jr t”-‘If(t)i dt -+ 1 x(O)i jr t”+‘l J(co) - A( dt < MJ. 
We conclude from Theorem 5c that 
x(t) = f y,P + ?@I (-00 < t < co), (11.28) 
k-1 
where T(t) + 0 (t + 0) and y1 is given (in view of (11.22) and (11.24)-( 11.26)) 
by 
s 
CD 
wl = zi( -Tp 
0 
dT i: ewi’lu dA(u) + s, e-i%z(~) d7 
I 
co 
= e-iA1lf(~) dT. (11.29) 
0 
Clearly, (11.29) is the same as the case k = 1, f(a) = 0 of (2.59); and by 
symmetry (2.59) is then established for all k whenf( co) = 0. 
When f(oo) # 0, notice from Lemma 8.2 that A(a) # 0, h, # 0 
(1 < k < n). Then the change of variables 
x”(t) = x(t) - * , f*(t) = f(t) - L!&d- A(co) Act+) (11.30) 
reduces the proof of Corollary 5c to the previous case. 
12. PROOFS OF THEOREMS 5b, 5a AND COROLLARIES 5a, 5~ 
We may assume without loss of generality, as in Section 11, thatf( a) = 0. 
To deduce Theorem 5b from Theorem 5c, recall the definitions (10.3), 
(10.4) and observe that a solution x(t) of (2.23) is also a solution of 
and 
s ;, x(t - 6) d&t) = f(t) (-co < t < co), 
&P) = &(4, B(a) = A(a) + 1, 
s 
m 
m - edi% dB(t) = - 
s 
eviAktt dA(t) = mk (1 < k < ?z). 
-cc --m 
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Theorem 5a follows from Theorem 3b(i) (when n = 1) and Theorem 5b 
(for n > 1). To see this, let &ES,(A) and, analogously to (ll.l), (11.3), 
define 
x1(t) = x(tpt (-m<t<co), (12.1) 
(-m<t,<O) 
-w dA(f) = -j 
(12.2) 
(t,m) 
e-ihlC dA(f) (0 < t < co). 
Then Eq. (2.22) implies 
%‘W + jm x1(t - 5) dR(f) = e-y(t) (12.3) 
--m 
a.e. on (-co, co). 
Integrating (12.3) we deduce 
xl(t - .$)R(.f) dt = x,(O) + xl * R(0) + ji eCiA1+f(T) dr. (12.4) 
This is justified since R(cQ) = 0 and, by the same argument that proved 
(114, 
l?(t), t”-lR(t) ELl(- co, co). 
Notice also that &(A, n) and (12.2) imply 
,p& PI?(t) = 0 
(12.5) 
and S,(R) = S,(A) - A, , i.e., 
&A) = --iA if and only if h = A, - A1 (1 < k < n). 
Hence, if we define 
A(t) = j”, WI dS 
then the argument used for (Il. lo), (11.11) also yields 
(12.6) 
ii(m) = --I:, e-iAltt d/Z(t) = m, , (12.7) 
S*(A) = er if n=l, (12.8) 
s&q = {A, - A, ,...) A, - A,} if n>l, (12.9) 
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i.e., the Fourier transform dA(X) := - 1 if and only if h -mm A,< - hr (/x = 2 ,..., n). 
Now put 
f(t) == x(0) 4~ x1 * A(0) + j’ e- ‘““f(T) dr 
0 
(12.10) 
so that, by (12.4) and (12.6), xl(t) satisfies 
%(G + j:: x,(t - 5) d&J = f(t) (--00 < t < a3). (12.11) 
It is clear from (12.10) and (12.5) thatjEP(-a, co) and 
f(Kl) = hi(t) = x(0) + x1 * A(0) -i- jr e-y(7) dT (12.12) 
exists. 
Thus, if n = 1 we can apply case (i) of Theorem 3b to Eq. (12.11); this is 
justified since S,(A) = D (by (12.8)) and xi(t) satisfies (T) (by (12.1) and 
the uniform continuity of x(t) on -co < t < co). We deduce that 
75 = pjc x1(t) (12.13) 
exists. Thus 
x(t) = yleiAlt + 7(t) (-co < t < co), (12.14) 
where q(t) --f 0 (t + co) and, by (12.13), (12.11), (12.12) and (12.7), 
% = 1 + A(a) -- ___ 1 + ml 
x(O) + x1 * a(O) + sme-iA1y(T) d+ (12.15) 
0 
Finally, we substitute (12.14) into (2.22) and observe that 
lim{t;s~~~~ / 7)‘(7)1} == 0 (12.16) 
t+-= , 
follows from the Lebesgue convergence theorem. These remarks prove 
Theorem 5a when n = 1. 
When n > 1 we shall verify that 
s m I t In--l1 dA(t>i < a3, -02 
(12.17) 
J 
m 
m, 3 - e -i(“k-“l)tt &@) f  0 (2 d k d 4, (12.18) 
--m 
s 
m 
t”-21j(t) -f(co)l dt < co. (12.19) 
0 
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Granting these for the moment, and recalling (12.9), we apply Theorem 5b 
(with x, Ah n, b , m,(l ~~Kn)replacedbyx,,~,,~,-l,h,--/\,,~, 
(2 < K < n), respectively) to (12.11) and find that 
x1(t) = 
By (12.1) and (12.15), 
where 
k=2 
kz 77(t) = 0, (12.21) 
yr in (12.20) satisfies (12.15) (12.22) 
and (12.16) follows from (12.20) and (2.22) as before. 
Thus we have reduced the proof of Theorem 5a to that of (12.17)-(12.19). 
However, (12.17) is an immediate consequence of (12.5) and (12.6), and 
(I 2.18) follows from hypothesis (2.45) and the identity 
1 fmk 
fik = i(h, - h,) 
(2 ,< k < n). 
Also, (12.19) is proved by precisely the same calculation already used to 
establish (I 1.20). Thus the proof of Theorem 5a is complete. 
To deduce Corollary 5a, we replace Eq. (2.47) by the equivalent equation 
at> + jym z(t - 5) (Ill([) = R(t) (a.e., --co < t < co) (12.23) 
of Lemma 2.2, where a, B, h are defined in terms of x, A, f by (11.24)-( 11.26). 
It is easy to check (just as in the proof of Corollary 5c) that the hypotheses of 
Corollary 5a imply that Theorem 5a applies to Eq. (12.23), and we deduce 
z(t) = i ykeiAkt + rl(t) (-co<t<co), (12.24) 
k=l 
where 7 satisfies (12.21) and (12.16). By (12.22) and some calculations 
yl(l + ml) = z(O) - j,” ,a(--f)eiAIC df i, eeinlu d&u) + 1: eeihl’h(T) & 
= x(0) - x(0) sl eiA1’ d.$ Jr e8”l” dA(u) 
+ s,” e@l’f(T) dr + x(O) sl ewi”l’[A(m) - A(T)] d7 
= x(0) + s, e-““ly(T) dr, 
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with 
1 
02 
m, == - e 
- OT 
By symmetry, 
(1 r, k 2% n), (12.25) 
which is (2.52) whenf(co) = 0. (And (2.52) for general f(co) follows by a 
simple change of variables, as already indicated in the proof of Corollary 5c.) 
Thus Corollary 5a is a consequence of (11.25), (12.24), and (12.25). 
To prove Corollary 55, note first that existence and boundedness follow 
from Theorem l(i) of Hannsgen [13] (cf. also Nohel[32]) and that uniqueness 
is an easy consequence of the linearity. (If f is assumed sufficiently smooth, 
then the fact that L? is an ellipse follows from Theorem I(iii) of [13]. The 
conclusion of Corollary 55, however, does not.) If we put 
u(t) = $(L - t) (0 < t GL), u(t) = 0 (L < t < co), 
A(t) = f(t) - jr 4t - 040 d5 (0 < t < L), 
fi(t> = f(t) CL < t < a), 
then x(t) satisfies 
x’(t) + j:, x(t - ME) & = h(t) 
a.e. on 0 < t < 03. Since 
it is clear that L;(X) # --ih (- co < X < co) unless ALj27r is an integer, in 
which case G(h) = --ih exactly when X = &k. In the former case, the 
corollary follows from part (i) of Theorem 3a (and the moment hypothesis on 
f(t) is not used). Otherwise, we apply Corollary 5a with n = 2, ;\I = k, 
X, = -k and 
e-%(L - t) dt = 2 (j = 1,2). 
13. PROOF OF THEOREM 6b 
Theorem 5c implies the following statement, from which it is easy to 
deduce Theorem 6b. 
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THEOREM 6g. Let G be a nonarithmetic probability distribution satisfying 
(2.63), and let f(t) E L1(- co, co). Let x(t) E 9(--m, co) n L”(-CD, 0~)) be a 
solution of (2.62) which satis$es 
(T*) ,$Fm I x(t + 7) - x(t)/ = 0. 
v+O 
Then x(-&co) = lim,,*, x(t) exist and satisfy (2.68). 
The details required to deduce Theorem 6c from Theorem 5c are given 
at the end of this section. To prove (2.65) and (2.66) from Theorem 66, put 
z(t) = x * q(t), h(t) = f  * dt). (13.1) 
Then z(t) E c&00, co), h(t) E L1(--00, co), and (2.62) implies 
w - Srn 4t - 4) dG(f) = h(t) (-co < t < 00). (13.2) 
-co 
Thus all the hypotheses of Theorem 66 are satisfied by the functions in 
(13.2), and it follows that x(a), x(-co) exist and satisfy 
z(c0) - x(--00) = &i(O) = &f(O)i(O), 
as asserted. 
To prove (2.67) and (2.68), we first note that x(t) satisfies (T*); this follows 
at once from the proof of Lemma 2.1 and our hypotheses on G(t) andf(t). 
Now Theorem 66 applies, and yields (2.67) and (2.68). 
To deduce Theorem 66 from Theorem 5c, put 
A(t) = -G(t) (-co < t < 0), A(t) = 1 - G(t) (0 < t < co) 
and note that (2.62) is the same as (2.24). S ince G(t) has total mass one, and is 
nonarithmetic, 
j a(h)I = 1 1 - e(h)1 >, j+= [l - cos At] dG(t) > 0 (A # 0). 
-cc 
Since A(O) = 1 - G(a) = 0, we have S,(A) = (0). Also, (2.63) implies 
Hs(A, 1) is satisfied, as well as -sym t dA(t) = ST, t dG(t) = m # 0. Since 
x(t) satisfies (T*) and (2.24) f(t) satisfies (T*). Hence f(t) E L1(--00, co) 
implies f(t) -+ 0 (I t I -+ co), and then f(t) satisfies Hs(f, 1). Thus, by 
Theorem 5c and line (11.15) of its proof, 
318 IXVIN AND SHEA 
The existence of A(- 03) can be seen in the same way, after a simple change of 
variables: define 
A(t) =: -A--t), .2(t) _- x(-t), f(t) = f(-t), 
so that 
S,(A) == (O}, - jI,,. t dA(t) = jy, f  dA(t) = -WE, 
s 
m qt - f) dAg) = j(t) (-co < t < co). 
--co 
Now Theorem 5c applies again, and yields that x(- co) = lim,.,, g(t) 
exists and satisfies 
= ; /A * x(O) - j" f(u) dzj. 
--m 
Using this with (13.3) yields Theorem 6b. 
14. PROOFS OF THEOREMS 7a, 79, 7L 
We first consider Theorem 7a. Define 
Then, 
44 = iA” + 4 - g(c) (-co < x < co). (14.1) 
h(O) = 0, h(x) is strictly increasing or decreasing. (14.2) 
Let y(t) E c~~(-co, co) n~“(--, 00) satisfy (E,*) on (--a, ~0). Define 
z(t) = y(t) - c (-co<t<co). (14.3) 
In view of Theorem la it suffices to show that z(t) = 0. From (E,*), (14.1), 
and (14.3) one has 
z'(t) + jm h(z(t - E)) d&f) = 0 (-co < t < co), 
--m 
or, equivalently, 
+I + Pl4W) = - jm h(x(t - 5)) dA&) (-co < t < co). (14.4) -02 
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We now show that 
;+t z(t) = Cl # 0 (14.5) 
lim z(t) = c2 # 0 t7-cc (14.6) 
are both impossible for any cr # 0, cs # 0. Suppose (14.5) holds. Then 
(2.74), (14.2), and (14.4) imply 
:iI x’(t) = --h(c,)A(co) # 0, 
which contradicts s(t) eLm(- 00, XI). A similar contradiction is reached 
through (14.6). 
Define 
Ci= sup I h(a(t))l* (14.7) 
--mit<m 
Suppose 01 > 0. Then the impossibility of (14.5) and (14.6) together with 
(14.2) implies that either 
for some t* or 
d(t*) = 0, 01 = I 4$t*))l (14.8) 
z’(tn) = 0, I 44tn - 4% G I 4+vJ)l + % 
(n = 1, 2,...; --co < 6 < 03) (14.9) 
for some sequences {tn} and {c,}, where 
/ h(z(t,))j --+ a, E, + 0, t, ---f 00 or t, ---f ---co (n -+ a). (14.10) 
From (14.4), (14.7), and (14.8) one has ap1 < cups which, since 01 > 0, 
contradicts pr > pz . From (14.4) (14.7), and (14.9) one has 
which together with (14.10) yields CYP~ < ap2 and again contradicts pr > p2 . 
Thus 01 = 0, Hence, in view of (14.2), x(t) = 0, and the proof of Theorem 7a 
is complete. 
For the proof of Theorem 79 h( x is a ) g ain defined by (14.1) and T(t) by 
y(t) = x(t) - c (-co <t < co). (14.11) 
Then 
r]‘(t) + fl&lW = -Jrn wt - 0) dA2kY +m (14.12) 
--co 
409137/2-4 
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where 
J(t) -=m -f(a). (14.13) 
It follows, exactly as in the preceding proof, from (2.74), (14.2), and (14.12) 
that 
‘,;ir T)(t) = Cl # 0 (14.14) 
is impossible for any c1 # 0. 
Define 
(14.15) 
Suppose /3 > 0. Then the impossibility of (14.14) together with (14.2) 
implies 
q’(b) = 0, I 471(& - c-N1 G I 4rl(hL))l + %I 
(n = 1, 2,...; ---co -=c 5 < 4J (14.16) 
for some sequences {tn}, (0,}, and E, , where 
j h(?$,))I 3p, t, ---f co, e, + co, 4, - 0 (?z -+ co). (14.17) 
From (14.12) and (14.16) one has 
so that 
I Pl4?(hJ)l < Pal wG&))l + Pa% + MW, , (bz , co)) + I&& 
where M = sup-mCtim 1 h(~(t))l. Letting n -+ co and invoking (14.17) yields 
pJ3 < p&l which, since fi > 0, contradicts p1 > pz . Thus /3 = 0 and then 
(14.2) implies lim,,, q(t) = 0. The latter and (14.12) yield lim,,, 7’(t) = 0 
and, thus, complete the proof of Theorem 7% 
In the proof of Theorem 7b h(x) and q(t) are again defined by (14.1) and 
(14.1 l), respectively. Now, however, 
and 
(14.19) 
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where j(t) is given by (14.13). Define /3 by (14.15). Suppose /3 > 0. Then, 
clearly, 
I Ydtn - O)l G I +?(4J)I + % (n = 1, 2,...; -co < E < 0,) (14.20) 
for some sequences {tJ, {B,}, and {en} which satisfy (14.17). From (14.19) one 
has 
which together with (14.20) implies 
I 7&J + fl~(rl@d)l G Pzl 4IM)l + P2% + J4Q42 t UL 9 CfJ)) + I.f(hL)l~ 
where again M = SUP-~ < tc m I h(q(t))l. Letting n -+ co and invoking (14.17) 
yields 
lit+v I d&J + P~WGJ)I G PZK (14.21) 
For a suitable subsequence {tlEQ} of {tn}, lim,,, T(&,) = ?j #= 0, which to- 
gether with (14.18) and (14.21) imply ( +j + p&3 sgn +j ( <pa@ This, however, 
contradicts p2 < pr . Thus /? = 0 and, in view of (14.19), lim,,, 77(t) = 0, 
as asserted by (2.77). 
15. PROOF OF THEOREM 8a 
The following lemma is used in the proof of Theorem 8a. It supplements 
Lemma 3 of Levin [22]. 
LEMMA 15.1. (i) I f  a(t) satisjies 
4) E VI a), (-l)“a(“)(t) > 0 
(0 < t < co; k = 0, 1, 2, 3), a(t) f 4% (15.1) 
the?z 
h-h- ta’(t) = ‘jr;: Fa”(t) = 0, + 
Pla(*)(t) ELl(0, co) (k = 1, 2, 3), biz @a’“)(t) = 0 (k = 1, 2), 
a”(t) > 0 if 0 < t < t for some 0 < t < co. 
(ii) I f  a(t) satisfies (15.1) and ta(t) EP(0, co), then 
t~+W”‘(t) E Ll(0, co) (k = 1,2,3) (15.2) 
‘,\ix tk+2a(k)(t) = 0 (k = 0, 1, 2). (15.3) 
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Proof. In [22] all but the last but one assertion of (i) is established. The 
latter is proved as follows. Let E > 0. Then, since t’~-la(“‘) EL’(O, 30), there 
exists t” = i(c) < oz such that 
from which the assertion is evident. 
From (i) one easily has 
J -a O(t) dt = -u(i’-l)(&) (0< 5 < co; k = 1,2, 3), 5 
which together with the hypothesis and Fubini’s theorem readily justify the 
following calculation when k = 1. 
= (-1)” j- E” 1 j% u(“)(t) dtj df 
0 c 
c jI’ I aYt>l 1 j: P dfl dt 
1 m z- 
s k+l 0 
t”+‘l c+)(t)1 dt. (15.4) 
Thus t%‘(t) ~Lr(0, co). Repeating (15.4) with k = 2 and then = 3 establishes 
(15.2). The latter implies (15.3) by the argument of the preceding paragraph 
and establishes the lemma. 
We turn now to the proof of Theorem 8a and define 
h(x) = g(x + 4 -g(c), H(x) = j;h(.$dt (-co < x < co). (15.5) 
Then 
h(x) E q- 00, co), xh(x) > 0 and H(x) > 0 if x # 0. (15.6) 
Let r(t) E CU1(-co, co) n Lm(-~, co) satisfy (2.78*). Define 
z(t) = y(t) - c (--00 < t < co). (15.7) 
In view of Theorem la it suffices to show that z(t) 3 0. 
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From (15.5), (2.78*), and (15.7) one has 
z’(t) + jy &ft - f))a(t) d5 = 0 (--co < t < co). 
0 
Define 
(15.8) 
a’(t - 5) [j” t@(s)) ds]’ df b 0 
5 
(-co<t<co). (15.9) 
The existence of the integral in (15.9), as well as the justification of various 
computations below, is a consequence of x(t) gLm(- co, co) and Lemma 15.1. 
A computation which employs (15.8) and (15.9) readily yields 
V’(t) = - ; jl a”(t - 5) [I” h(z(s)) ds]’ d( < 0 (-cc < t < co). 
m e 
Another computation implies 
(15.10) 
V”(t) = - ; j; 
m 
a”‘(t - ..f) [j: &x(s)) dr]l df 
- ‘+(t)) jt a”@ - 5) [j: 44s)) ds] dt. (-aJ < t < co) -02 
Therefore, since z(t) eLm(- CO, co), one has 
sup j V(t)/ < 03. 
--m<tim 
(15.11) 
However, V(t) 3 0, V’(t) < 0, (15.1 I), and the mean-value theorem imply 
that 
lim V(t) = 0. t+--a, (15.12) 
Lemma 15.1, (15.10), and (15.12) easily yield 
lim j:-,* [,~4w ds] 2 dS = 0 if O<t*<i. tp--m (15.13) 
It will be shown that 
lim z(t) = 0. t+-cc (15.14) 
Suppose not. Then, since from (15.8) supPmCtCm 1 x’(t)1 < ~0, (15.6) 
implies that there exist a sequence {tn} and constants TV and 8 such that 
lim t, = -co, o<s,(t, 
n-m I qz(s))l 3 I* > 0 (t, - s d s < Gz). 
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Hence 
which contradicts (15.13) and, therefore, establishes (15.14). 
From (15.5) and (15.14) it is evident that H(z(t)) + 0 as t + -co. Also, 
from (15.14) and Lemma 15.1, one has 
G sup I W(W j,” PI +?I d5 - 0 (t -+ -co). 
--m<s<t 
Thus (15.9) implies V(t) -+ 0 as t + - 00. The latter together with V(t) > 0 
and V’(t) < 0 on -co < t < CO obviously implies V(t) = 0. Hence 
N@(t)) = 0, which in view of (15.6) pl rm ies z(t) = 0 and completes the 
proof of Theorem 8a. 
In order to see that Theorem 1 of 1271 implies Theorem 89, define h(x) and -- - 
N(x) by (15.5). Then (15.6) holds as well as 
Define 
Then, 
7(t) = x(t) - c (0 < t < co). 
rl’(t) + jt Wt - EN44) d5 = f(t) (0 < t < a), 
0 
where 
f(t) = f(t) -f(a) + g(c) j1” 43 d5. 
(15.15) 
(15.16) 
In view of the present hypothesis it is easily seen that the above mentioned 
result applied to (15.16) yields T(t) + 0 and 7’(t) + 0 as t --)r 00, which 
together with (15.15) implies (2.76) and completes the demonstration. 
Define 
16. PROOF OF THEOREM 8b 
44 = & + 4 - g(c) (-cc <x< co). (16.1) 
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Then 
44 E cc- ah m>, h(0) = 0, A(X) is strictly increasing. (16.2) 
Let r(t) E CU(-co, co) nL”(-co, co) satisfy (2.79*) on (-a~, co). Define 
x(t) = y(t) - c (--co <t < al). (16.3) 
By Theorem lb it suffices to show that x(t) = 0. From (2.79*), (16.1), and 
(16.3) one has 
z(t) + I” hMfb(t - f) dt = 0 (--co < t < 03). (16.4) --m 
We first show that 
lim z(t) = 0. h-w.3 (16.5) 
Suppose not. Then either X(--CO) # 0 exists or %(-co) does not exist. The 
former is impossible since (16.4) and the existence of z(- co) implies 
~--CO) + +(--)) j-a a(5) d5 = 0, 
0 
which together with (16.2) yields z( - co) = 0. Hence 
--co < I = lim inf z(t) < lim sup z(t) = 4 < co. 
t-b--m @-co 
(16.6) 
From (16.4), it follows that 
z’(t) + &(t))40) + j-” W4!))4 - 4) d5 = 0 (-00 <t < co). 
--m 
(16.7) 
Hence 
-sy<m I W)l = B < 0. 
Let 
%<5<1. (16.8) 
From (16.6) and (16.8) it follows that there exist sequences {tJ, {&*}, and 
{EJ, which depend on %, such that 
t,+ -CO, t, - t,+1- 00, 2&l) - 4 en-0 (n+m) 
z’(t,) = 0, Z&J > 2 > Z(tn*), En > 0, (16.9) 
t n+1 -=c tn* < tn > x(t) < 2 + % (-co < t < tJ. 
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Define 
From (16.7) and (16.9) one has 
A comparison of (16.9) and (16.10) with (3.4) and (3.8) of Ref. [23] readily 
indicates how the argument of Ref. [23] may be adapted to yield 
z + h(z) ja u(t) d[ < 0. 
0 
(16.11) 
(Establishing (16.11) is the heart of the proof.) Letting z t 2 yields 
.S + h(2) j, a(() d[ < 0. (16.12) 
As in Ref. [23], a similar argument yields 
2 + h(f) jm a(f) dt 3 0. 
0 
(16.13) 
However, (16.12) and (16.13) are easily seen to be incompatible with (16.6). 
Thus (16.5) is established. 
We now show that 
x(t) - 0 (-co < t < co). (16.14) 
Suppose not. Then (16.5) implies that there exists a t* such that either 
.z(t*) > 0, @) < 2(t*> (--co < E < t*) (16.15) 
or 
z(t*) < 0, 46) > X(t*) (-a < 5 < t*). (16.16) 
From (16.7), (16.15), and the hypothesis it follows that 
,qt*) <--h(2(t*))a(0) + &i(t*>) jrr,a’@* - 0d5 =0, 
i.e., z’(t*) < 0. However, (16.15) clearly implies z’(t*) > 0. A similar 
contradiction results from (16.16). Thus (16.14) is established and the proof 
is complete. 
