Approximate probabilistic inference algorithms are central to many fields. Examples include sequential Monte Carlo inference in robotics, variational inference in machine learning, and Markov chain Monte Carlo inference in statistics. A key problem faced by practitioners is measuring the accuracy of an approximate inference algorithm on a specific dataset. This paper introduces the auxiliary inference divergence estimator (AIDE), an algorithm for measuring the accuracy of approximate inference algorithms. AIDE is based on the observation that inference algorithms can be treated as probabilistic models and the random variables used within the inference algorithm can be viewed as auxiliary variables. This view leads to a new estimator for the symmetric KL divergence between the output distributions of two inference algorithms. The paper illustrates application of AIDE to algorithms for inference in regression, hidden Markov, and Dirichlet process mixture models. The experiments show that AIDE captures the qualitative behavior of a broad class of inference algorithms and can detect failure modes of inference algorithms that are missed by standard heuristics.
Introduction
Approximate probabilistic inference algorithms are central to diverse disciplines, including statistics, robotics, machine learning, and artificial intelligence. Popular approaches to approximate inference include sequential Monte Carlo, variational inference, and Markov chain Monte Carlo. A key problem faced by practitioners is measuring the accuracy of an approximate inference algorithm on a specific dataset. The accuracy is influenced by complex interactions between the specific dataset in question, the model family, the algorithm tuning parameters such as the number of samples, and any associated proposal distributions and/or approximating variational family. Unfortunately, practitioners assessing the accuracy of inference have to rely on heuristics that are either brittle or specialized for one type of algorithm [1] , or both. For example, log marginal likelihood estimates can be used to assess the accuracy of sequential Monte Carlo and variational inference, but these estimates can fail to significantly penalize an algorithm for missing a posterior mode. Expectations of probe functions do not assess the full approximating distribution, and they require design specific to each model. This paper introduces an algorithm for estimating the symmetrized KL divergence between the output distributions of a broad class of exact and approximate inference algorithms. Examples include sequential Monte Carlo samplers, variational algorithms, rejection samplers, and Metropolis-Hastings algorithms. The key idea is that inference algorithms can be treated as probabilistic models and the random variables used within the inference algorithm can be viewed as auxiliary variables. We measure the accuracy of an inference algorithm by estimating its symmetrized KL divergence from a gold-standard inference algorithm, which may be a computationally intensive exact or accurate approximate algorithm.
AIDE Auxiliary Inference Divergence Estimator
Gold standard inference algorithm Target inference algorithm (the algorithm being measured) Symmetrized KL divergence estimateD D ≈ D KL (gold-standard||target) + D KL (target||gold-standard) N g Number of gold-standard inference runs N t Number of target inference runs M g Number of meta-inference runs for gold-standard M t Number of meta-inference runs for target Figure 1 : Using AIDE to estimate the accuracy of a target inference algorithm relative to a goldstandard inference algorithm. AIDE is a Monte Carlo estimator of the symmetrized Kullback-Leibler (KL) divergence between the output distributions of two inference algorithms. AIDE uses metainference: inference over the auxiliary random choices made by an inference algorithm.
Figure 2: AIDE applies to SMC, variational, and MCMC algorithms. Left: AIDE estimates for SMC converge to zero, as expected. Right: AIDE estimates for variational inference converge to a nonzero asymptote that depends on the variational family. Middle: The symmetrized divergence between MH and the posterior converges to zero, but AIDE over-estimates the divergence in expectation. Although increasing the number of meta-inference runs M t reduces the bias of AIDE, AIDE is not yet practical for measuring MH accuracy due to inaccurate meta-inference for MH.
This paper builds on recent work into variational analysis of sampling-based inference and estimation of upper bounds on KL divergences between a sampler's output distribution and the posterior. Grosse et al. [2] and Salimans et al. [3] recognized that certain inference Markov chains including annealed importance sampling (AIS, [4] ) can be treated as variational approximations over an auxiliary space that includes the intermediate iterates in the chain. Grosse et al. [2, 5] combined this insight with upper bounds on the log-evidence obtained by running an AIS chain in reverse starting from an exact posterior sample, to estimate upper bounds on the KL divergence of AIS to the posterior.
This paper shows how sequential Monte Carlo, Markov chain Monte Carlo, rejection sampling, and variational inference can be represented in a common mathematical formalism based on two new concepts: generative inference models and meta-inference algorithms. Using this framework, we introduce the Auxiliary Inference Divergence Estimator (AIDE), which estimates the symmetrized KL divergence between two inference algorithms that have both been endowed with a meta-inference algorithm. Third, we show that the conditional SMC update of Andrieu et al. [6] and the reverse AIS Markov chain used by Grosse et al. [5] are both special cases of a 'generalized conditional SMC update', which we use as a canonical meta-inference algorithm for SMC. AIDE is a practical tool for measuring the accuracy of SMC and variational inference algorithms relative to gold-standard inference algorithms. Note that this paper does not provide a practical solution to the MCMC convergence diagnosis problem. Although in principle AIDE can be applied to MCMC, to do so in practice will require more accurate meta-inference algorithms to be developed.
Background
Consider a generative probabilistic model with latent variables X and observed variables Y . We denote assignments to these variables by x ∈ X and y ∈ Y. Let p(x, y) denote the joint density of the generative model. The posterior density is p(x|y) := p(x, y)/p(y) where p(y) = p(x, y)dx is the marginal likelihood, or 'evidence'.
Sampling-based approximate inference strategies including Markov chain Monte Carlo (MCMC, [7, 8] ), sequential Monte Carlo (SMC, [9] ), annealed importance sampling (AIS, [4] ) and importance sampling with resampling (SIR, [10, 11] ), generate samples of the latent variables x that are approximately distributed according to p(x|y). Use of a sampling-based inference algorithm is often motivated by theoretical guarantees of exact convergence to the posterior in the limit of infinite computation (e.g. number of transitions in a Markov chain, number of importance samples in SIR). However, how well the sampling distribution approximates the posterior distribution for finite computation is typically difficult to analyze theoretically or estimate empirically with confidence.
Variational inference [12] explicitly minimizes the approximation error of the approximating distribution q θ (x) over parameters θ of a variational family. The error is usually quantified using the Kullback-Leibler (KL) divergence from the approximation q θ (x) to the posterior p(x|y), denoted D KL (q θ (x) p(x|y)). Unlike sampling-based approaches, variational inference does not generally give exact results for infinite computation because the variational family does not include the posterior.
Minimizing the KL divergence is performed by maximizing the 'evidence lower bound' (ELBO)
Since log p(y) is usually unknown, the actual error (KL divergence) of a variational approximation is also unknown.
Estimating the symmetrized KL divergence between inference algorithms
This section defines our mathematical formalism for analyzing inference algorithms, shows how to represent SMC, MCMC, rejection sampling, and variational inference in this formalism, and introduces the Auxiliary Inference Divergence Estimator (AIDE), an algorithm for estimating the symmetrized KL divergence between two inference algorithms.
Generative inference models and meta-inference algorithms
We define an inference algorithm as a procedure that produces a single approximate posterior sample. Repeated runs of the algorithm give independent samples. For each inference algorithm, there is an 'output density' q(x) that represents the probability that the algorithm returns a given sample x on any given run of the algorithm. Note that q(x) depends on the observations y that define the inference problem, but we suppress that in the notation. The inference algorithm is accurate when q(x) ≈ p(x|y) for all x. We denote a sample produced by running the algorithm by x ∼ q(x).
A naive simple Monte Carlo estimator of the KL divergence between the output distributions of two inference algorithms requires the output densities of both algorithms. However, it is intractable to compute the output densities of sampling-based inference algorithms like MCMC and SMC, because that would require marginalizing over all possible values that the random variables drawn during the algorithm could possibly take. A similar difficulty arises when computing the marginal likelihood p(y) of a generative probabilistic model p(x, y). This suggests that if we treat the inference algorithm as a probabilistic model, we may be able to estimate its output density using ideas from marginal likelihood estimation, and use these estimates in a Monte Carlo estimator of the divergence. We begin by making the analogy between an inference algorithm and a probabilistic model explicit:
Definition 3.1 (Generative inference model). A generative inference model is a tuple (U, X , q) where q(u, x) is a joint density defined on U × X . A generative inference model models an inference algorithm if the output density of the inference algorithm is the marginal likelihood q(x) = q(u, x)du of the model for all x. An element u ∈ U represents a complete assignment to the internal random variables within the inference algorithm, and is called a 'trace'. The ability to simulate from q(u, x) is required, but the ability to compute the density q(u, x) is not. A simulation, denoted u, x ∼ q(u, x), may be obtained by running the inference algorithm and recording the resulting trace u and output x.
A generative inference model can be understood as a generative probabilistic model where the u are the latent variables and the x are the observations. Note that two different generative inference models may use different representations for the internal random variables of the same inference algorithm. In practice, constructing a generative inference model from an inference algorithm amounts to defining the set of internal random variables. For marginal likelihood estimation in a generative inference model, we use a 'meta-inference' algorithm: Definition 3.2 (Meta-inference algorithm). For a given generative inference model (U, X , q), a metainference algorithm is a tuple (r, ξ) where r(u; x) is a density on traces u of the inference algorithm, indexed by outputs of the inference algorithm x, and where ξ(u, x) is the following function of u and x for some Z > 0:
We require the ability to sample u ∼ r(u; x) given a value for x, and the ability to evaluate ξ(u, x) given u and x. We call a procedure for sampling from r(u; x) a 'meta-inference sampler'. We do not require the ability to compute the density r(u; x).
A meta-inference algorithm is considered accurate if r(u; x) ≈ q(u|x) for all x and u. Conceptually, a meta-inference sampler tries to answer the question 'how could my inference algorithm have produced this output x?' Note that when the marginal likelihood q(x) of the generative inference model is tractable up to an unknown normalizing constant, it is not necessary to represent internal random variables for the inference algorithm, and a generative inference model can define the trace as an empty token u = () with U = {()}. Then, the meta-inference algorithm has r(u; x) = 1 for all x and ξ(u, x) = Zq(x).
Examples
We now show how to construct generative inference models and corresponding meta-inference algorithms for SMC, AIS, MCMC, SIR, rejection sampling, and variational inference. The metainference algorithms for AIS, MCMC, and SIR are derived as special cases of a generic SMC meta-inference algorithm.
Sequential Monte Carlo. We consider a general class of SMC samplers introduced by Del Moral et al. [9] , which can be used for approximate inference in both sequential state space and nonsequential generative models. We briefly summarize a slightly restricted variant of the algorithm here, and refer the reader to the supplement and Del Moral et al. [9] for full details. The SMC algorithm propagates P weighted particles through T steps, using proposal kernels k t and multinomial resampling based on weight functions w 1 (x 1 ) and w t (x t−1 , x t ) for t > 1 that are defined in terms of 'backwards kernels' t for t = 2 . . . T . Let x i t , w i t and W i t denote the value, unnormalized weight, and normalized weight of particle i at time t, respectively. We define the output sample x of SMC as a single draw from the particle approximation at the final time step, which is obtained by sampling a particle index I T ∼ Categorical(W T ) that terminates in the output sample x, by sampling sequentially from the backward kernels t , starting from x I T T = x. Next, it runs a conditional SMC update [6] conditioned on the ancestral trajectory. For this choice of r(u; x) and for Z = 1, the function ξ(u, x) is closely related to the marginal likelihood estimate p(y) produced by the SMC scheme: ξ(u, x) = p(x, y)/ p(y). See supplement for derivation.
Annealed importance sampling. When a single particle is used (P = 1), and when each forward kernel k t satisfies detailed balance with respect to some intermediate density, the SMC algorithm simplifies to annealed importance sampling (AIS, [4] ), and the canonical SMC meta-inference inference (Algorithm 1) consists of running the backwards kernels in reverse order, as in the reverse annealing algorithm of Grosse et al. [2, 5] . The canonical meta-inference algorithm is accurate Algorithm 1 Generalized conditional SMC (a canonical meta-inference sampler for SMC)
Return an SMC trace return u x Latent sample (the input)
Member of ancestral trajectory (r(u; x) ≈ q(u; x)) if the AIS Markov chain is kept close to equilibrium at all times. This is achieved if the intermediate densities form a sufficiently fine-grained sequence. See supplement for analysis.
Markov chain Monte Carlo. We define each run of an MCMC algorithm as producing a single output sample x that is the iterate of the Markov chain produced after a predetermined number of burnin steps has passed. We also assume that each MCMC transition operator satisfies detailed balance with respect to the posterior p(x|y). Then, this is a formally a special case of AIS. However, unless the Markov chain was initialized near the posterior p(x|y), the chain will be far from equilibrium during the burn-in period, and the meta-inference algorithm will be inaccurate.
Importance sampling with resampling. Importance sampling with resampling, or SIR [10] can be seen as a special case of SMC if we set the number of steps to one (T = 1). The trace of the SIR algorithm is then the set of particles x i 1 for i ∈ {1, . . . , P } and output particle index I 1 . Given output sample x, the canonical SMC meta-inference sampler then simply samples I 1 ∼ Uniform(1 . . . P ), sets x I1 1 ← x, and samples the other P − 1 particles from the importance distribution k 1 (x).
Rejection sampling. To model a rejection sampler for a posterior distribution p(x|y), we assume it is tractable to evaluate the unnormalized posterior density p(x, y). We define U = {()} as described in Section 3.1. For meta-inference, we define Z = p(y) so that ξ(u, x) = p(y)p(x|y) = p(x, y). It is not necessary to represent the internal random variables of the rejection sampler.
Variational inference. We suppose a variational approximation q θ (x) has been computed through optimization over the variational parameters θ. We assume that it is possible to sample from the variational approximation, and evaluate its normalized density. Then, we use U = {()} and Z = 1 and ξ(u, x) = q θ (x). Note that this formulation also applies to amortized varitional inference algorithms, which reuse the parameters θ for inference across different observation contexts y.
The auxiliary inference divergence estimator
Consider a probabilistic model p(x, y), a set of observations y, and two inference algorithms that approximate p(x|y). One of the two inference algorithms is considered the 'gold-standard', and has generative inference model (U, X , q g ) and a meta-inference algorithm (r g , ξ g ). The second algorithm is considered the 'target' algorithm, with generative inference model (V, X , q t ) (we denote a trace of the target algorithm by v ∈ V), and meta-inference algorithm (r t , ξ t ). This section shows how to estimate an upper bound on the symmetrized KL divergence between q g (x) and q t (x), which is:
We take a Monte Carlo approach. Simple Monte Carlo applied to the Equation (2) requires that q g (x) and q t (x) can be evaluated, which would prevent the estimator from being used when either inference algorithm is sampling-based. Algorithm 2 gives the Auxiliary Inference Divergence Estimator (AIDE), an estimator of the symmetrized KL divergence that only requires evaluation of ξ g (u, x) and ξ t (v, x) and not q g (x) or q t (x), permitting its use with sampling-based inference algorithms.
Algorithm 2 Auxiliary Inference Divergence Estimator (AIDE)
Require: Gold-standard inference model and meta-inference algorithm (U, X , qg) and (rg, ξg) Target inference model and meta-inference algorithm (V, 
The generic AIDE algorithm above is defined in terms of abstract generative inference models and meta-inference algorithms. For concreteness, the supplement contains the AIDE algorithm specialized to the case when the gold-standard is AIS and the target is a variational approximation.
Theorem 1.
The estimateD produced by AIDE is an upper bound on the symmetrized KL divergence in expectation, and the expectation is nonincreasing in AIDE parameters M g and M t .
The proof is provided in the supplement. Briefly, AIDE estimates an upper bound on the true symmetrized divergence in expectation because it uses an unbiased marginal likelihood estimate of q g (x) for x sampled from q t and an unbiased estimate of q t (x) −1 for x sampled from q g , and vice versa. For M g = 1 and M t = 1, AIDE over-estimates the true symmetrized divergence by:
Note that this expression involves KL divergences between the meta-inference samplers (r g (u; x) and r t (v; x)) and the posteriors in their respective generative inference models (q g (u|x) and q t (v|x)). Therefore, the approximation error of meta-inference determines the bias of AIDE. When both meta-inference algorithms are exact (r g (u; x) = q g (u|x) for all u and x and r t (v; x) = q t (v|x) for all v and x), AIDE is unbiased. As M g or M t are increased, the bias decreases (see Figure 2 and Figure 4 for examples). If the generative inference model for one of the algorithms does not use a trace (i.e. U = {()} or V = {()}), then that algorithm does not contribute a KL divergence term to the bias of Equation (3) . The analysis of AIDE is equivalent to that of Grosse et al. [5] when the target algorithm is AIS and M t = M g = 1 and the gold-standard inference algorithm is a rejection sampler. 
Experiments

Comparing the bias of AIDE for different types of inference algorithms
We used a Bayesian linear regression inference problem where exact posterior sampling is tractable to characterize the bias of AIDE when applied to three different types of target inference algorithms: sequential Monte Carlo (SMC), Metropolis-Hastings (MH), and variational inference. For the goldstandard algorithm we used a posterior sampler with a tractable output density q g (x), which does not introduce bias into AIDE, so that the AIDE's bias could be completely attributed to the approximation error of meta-inference for each target algorithm. Figure 2 shows the results. The bias of AIDE is acceptable for SMC, and AIDE is unbiased for variational inference, but better MCMC meta-inference algorithms are needed to make AIDE practical for estimating the accuracy of MH.
Evaluating approximate inference in a Hidden Markov model
We applied AIDE to measure the approximation error of SMC algorithms for posterior inference in a Hidden Markov model (HMM). Because exact posterior inference in this HMM is tractable via dynamic programming, we used this opportunity to compare AIDE estimates obtained using the exact posterior as the gold-standard with AIDE estimates obtained using a 'best-in-class' SMC algorithm as the gold-standard. Figure 4 shows the results, which indicate AIDE estimates using an approximate gold-standard algorithm can be nearly identical to AIDE estimates obtained with an exact posterior gold-standard.
Comparing AIDE to alternative inference evaluation techniques
A key feature of AIDE is that it applies to different types of inference algorithms. We compared AIDE to two existing techniques for evaluating the accuracy of inference algorithms that share this feature:
(1) comparing log marginal likelihood (LML) estimates made by a target algorithm against LML estimates made by a gold-standard algorithm, and (2) comparing the expectation of a probe function under the approximating distribution to the same expectation under the gold-standard distribution [14] . Figure 3 shows a comparison of AIDE to log marginal likelihood, on a inference problem where the posterior is bimodal. Figure 5 shows a comparison of AIDE to a 'number of clusters' probe function in a Dirichlet process mixture model inference problem for a synethetic dataset. We also used AIDE to evaluate the accuracy of several SMC algorithms for DPMM inference on a real dataset of galaxy velocities [15] relative to an SMC gold-standard. This experiment is described in the supplement due to space constraints.
Discussion
AIDE makes it practical to measure the accuracy of a broad class of approximate inference algorithms. However, a key limitation of AIDE is that its bias depends on the accuracy of meta-inference, i.e. We consider inference in an HMM, so that exact posterior sampling is tractable using dynamic programming. Left: Ground truth latent states, posterior marginals, and marginals of the the output of a gold-standard and three target SMC algorithms (A,B,C) for a particular observation sequence. Right: AIDE estimates using the exact gold-standard and using the SMC gold-standard are nearly identical. The estimated divergence bounds decrease as the number of particles in the target sampler increases. The optimal proposal outperforms the prior proposal. Increasing M t tightens the estimated divergence bounds. We used M g = 1.
Figure 5: Contrasting AIDE against a heuristic convergence diagnostic for evaluating the accuracy of approximate inference in a Dirichlet process mixture model (DPMM). The heuristic compares the expected number of clusters under the target approximation to the expectation under the gold-standard algorithm [14] . White circles identify single-particle likelihood-weighting, which samples from the prior. AIDE clearly indicates that single-particle likelihood-weighting is inaccurate, but the heuristic suggests it is accurate. Probe functions like the expected number of clusters can be error prone measures of convergence because they only track convergence along a specific projection of the distribution. In contrast, AIDE estimates a joint KL divergence. Shaded areas in both plots show the standard error. The amount of target inference computation used is the same for the two techniques, although AIDE performs a gold-standard meta-inference run for each target inference run.
inference over the auxiliary random variables used by an inference algorithm. This can be difficult for MCMC. AIDE is thus not yet suitable for use as a general MCMC convergence diagnostic. Careful research on meta-inference algorithms for MCMC and comparisons to standard convergence diagnostics [16, 17] are needed. Despite this limitation, we believe AIDE makes it possible to quantitatively study the accuracy of approximate inference for realistic problems, without introducing ad-hoc heuristics that may distort accuracy comparisons. We hope that AIDE, and the mathematical approach it is based on, help theoreticians and practitioners obtain a new look inside the black box of approximate inference.
A Sequential Monte Carlo
An SMC sampler template based on [9] is reproduced in Algorithm 3. The algorithm evolves a set of P particles to approximate a sequence of target distributions using a combination of proposal kernels, weighting, and resampling steps. The final target distribution in the sequence is typically the posterior p(x|y). In our version, the algorithm resamples once from the final weighted particle approximation and returns this particle as its output sample x. Specifically, the algorithm uses a sequence of unnormalized target densitiesp t defined on spaces X t for t = 1 . . . T , with X T = X (the original space of latent variables in the generative model) andp T (x) := p(x, y). The algorithm also makes use of an initialization kernel k 1 defined on X 1 , proposal kernels k t defined on X t and indexed by X t−1 for t = 2 . . . T , and backward kernels t defined on X t−1 and indexed by X t for t = 2 . . . T . The weight functions used in the algorithm are:
Note that Algorithm 3 does not sample from the backward kernels, which serve to define the extended target densitiesp t (x t ) t s=2 t (x t−1 ; x t ) that justify the SMC sampler as a sequential importance sampler [9] . Concretely, the backward kernels permit the proposal kernels to include MCMC rejuvenation steps. When P = 1, X t = X for all t, k t (x t ; x t−1 ) is a detailed balance transition operator for p t , and t = k t , the algorithm reduces to AIS. For a sequentially growing state space X t = S t and t (x t−1 ; x t ) = δ(x t−1 , x t,1:t−1 ) we recover the particle filter without rejuvenation [18] . A variety of other SMC variants can also be seen to be special cases of this formulation [9] .
Algorithm 3 A generic sequential Monte Carlo approximate inference sampler [9] 
Initial weight for particle i for t ← 2 . . . T do W 1:P t−1 ← w
Sample index of parent for particle i The SMC marginal likelihood estimate p(y) is computed from the weights w i t generated during the SMC algorithm.
Note that an SMC marginal likelihood estimate can also be computed from the weights w i t generated during the generalized conditional SMC algorithm. Note that p(y) a function of the SMC trace u. To relate ξ(u, x) to p(y), we write the joint density of the generative inference model for SMC:
The output density of the meta-inference sampler for the generalized conditional SMC meta-inference algorithm is:
Taking the ratio q(u, x)/r(u; x) and simplifying gives p(x, y)/ p(y).
B AIDE algorithm specialized for variational inference and AIS
To make AIDE more concrete for the reader, we provide the AIDE algorithm when specialized to measure the symmetrized KL divergence between a variational approximation q θ (x) and an annealed importance sampler. 
. Nt do
Generate sample x n from the variational approximation
Run AIS in reverse, starting from x n , and record resulting marginal likelihood estimate p(y)
Theorem 2. The estimateD produced by AIDE is an upper bound on the symmetrized KL divergence in expectation, and the expectation is nonincreasing in AIDE parameters M g and M t .
Proof. We consider the general case of two generative inference models q a (u, x) and q b (v, x) with meta-inference algorithms (r a , ξ a ) and (r b , ξ b ) with normalizing constants Z a and Z b respectively. For example a may be 'target' inference algorithm and b may be the 'gold standard' inference algorithm. The analysis of AIDE is symmetric in a and b. First, we define the following quantity relating a and b:
When Z a = 1 and when b is a rejection sampler for the posterior p(x|y), we have that Z b = p(x, y), and L ab is the 'ELBO' of inference algorithm a with respect to the posterior. We also define the quantity:
Note that U ab − L ab is the symmetrized KL divergence between q a (x) and q b (x). The AIDE estimate can be understood as a difference of an estimate of U ab and an estimate of L ab . Specifically, we define:L Na,Ma,M b ab
where for n = 1 . . .
First, we analyze the expectation E[L 
We define the following families of densities on v 1:M b , indexed by x: 
By convexity of KL divergence, we have: 
A similar argument can be used to show that:
Applying these inequalities to Equation (29), we have:
To conclude the proof we apply these inequalities to the expectation of the AIDE estimate: Figure 6 : (a) shows a histogram of velocities of galaxies from [15] . We model this dataset using a Dirichlet process mixture, and evaluate the accuracy of SMC inference algorithms relative to a gold-standard, using AIDE and using a heuristic diagnostic based on measuring the average number of clusters in the approximating distribution and the gold-standard distribution. (b) shows results of AIDE. (c) shows result of the heuristic diagnostic. The white circle shows likelihood weighting with one particle, and the gold circle shows the gold-standard algorithm. Both techniques indicate that rejuvenation kernels are important for fast convergence. Unlike the heuristic diagnostic, AIDE does not require custom design of a probe function for each model. We envision AIDE being used in concert with heuristic diagnostics like this. In our experience, AIDE provides more conservative but more robust quantification of accuracy than heuristic diagnostics.
