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Abstract 
Abstract 
Previous work at Loughborough University has clearly demonstrated the gains 
that can be made in overall performance feel through the manipulation of the 
engine demand map. In particular the studies have shown the importance of tl1~ 
- ---throttle progression, and the relationship between throttle pedal progression and 
wide-open throttle performance. These studies concluded with a clear set of 
design guidelines for the initial set up of a vehicle to achieve optimal 
performance feel for a population of drivers. These studies also highlighted the 
wide variation in response from different subjects indicating that further gains in 
satisfaction could be achieved if the demand map were optimised for each driver. 
Failing to provide optimum performance feel for the driver can result in reduced 
satisfaction, in turn making vehicles less saleable and more difficult to drive 
through the increased concentration needed to drive the vehicle. 
This thesis attempts to solve the problem of demographic and driver preference 
variation, by developing an electronic throttle system that adapts to driver 
preference. The primary aims of the study are to develop algorithms to identify, 
from variables measured in real time on the vehicle, the requirement for and the 
direction of adaptation of the throttle pedal progression and to implement these 
algorithms in an adaptive electronic throttle system. The work has had four main 
areas of emphasis: 
• The development of an appraisal technique for identifying the optimum 
throttle progression for a particular driver. 
• The development of a model of driver behavior using parameters 
measured in real time on a vehicle that when implemented converges to 
the preference. 
• Implementation of the model in real time on a vehicle in order to adapt 
throttle progression to the preference. 
• Simulation of model, sui~ability in situations other than those in which it 
was developed. 
Abstract 
The results from an initial pilot appraisal demonstrated that the traditional 
appraisal techniques are inadequate for quickly identifying a driver's optimum 
setting. Consequently a novel, intelligent appraisal technology has been 
developed, that uses a direct paired comparison technique to identify the 
optimum. The appraisal is designed to be complete within a two hour time 
frame, maximising potential driver attitude retention. An extensive public 
appraisal followed using this technique, with due consideration to demographics 
taken. Analysing the results using previous techniques demonstrated that the 
appraisal produced a similar mean to manufacturer proposals, but had 
significant deviations in the data, confirming that to achieve optimal performance 
feel, an adaptive strategy is required. 
Using the results and data obtained from this appraisal, a multi-parameter model 
of driver behaviour was developed. This has a quadratic form, and consists of 
five parameters, which can be evaluated in real time on the vehicle. Robustness of 
the model was ensured by using factor analysis which selects the most correlated, 
best conditioned model, and cross correlation testing on independent driver data 
to signify population representation. Simulation of the model, using real data 
suggested that the model is stable, and suitable for implementation on a road 
vehicle. It also demonstrated that optimum performance can only be achieved 
through the use of additional strategies for specific drive locations, such as 
motorways and congested motoring. 
Short drive appraisals of the adaptive system confirmed that implementation of 
such a vehicle is acceptable to the driver, and in all tested cases the adaptation 
proceeded in the correct direction with an appropriate level of throttle pedal 
progression reached. 
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1.1 Perceived Performance, an Overview 
Motor manufacturers continually strive to improve the product they offer to the 
motoring public. In the last two decades much of their effort has been directed 
towards identifying the precise needs and wishes of customers and then 
successfully transferring these to their product. It is no longer acceptable to 
produce a vehicle that simply transports the occupants, as they expect and 
demand a comfortable environment that entertains on a long journey, and a 
vehicle that can equally respond with an exciting drive when desired. 
One area to have received attention to help meet these aims is the perceived 
performance of the vehicle. Perceived performance of a vehicle, in this thesis, is 
explicitly the sensation that a driver thinks they experience when the vehicle 
accelerates, not necessarily the actual rate of acceleration. Passmore [1] defined 
perceived performance as 'the subjective assessment of the engine performance 
of a motor vehicle'. This definition echoes what is often read in the motoring 
press, where a vehicle with good traditional performance measures (for example 
low 0 - 60 mph time) may not be liked by the test driver as it doesn't feel as quick 
as the figures show. From this type of statement the perceived performance of a 
vehicle has become to be known under the general term of performance feel. 
Either perceived performance or performance feel can be considered an 
appropriate description, and both will be used throughout the thesis. 
The manipulation of the relationship between throttle pedal depression and 
throttle plate opening can be used to alter the perceived performance improving 
the performance feel and controllability, but cannot, and does not alter the actual 
peak performance of the vehicle; this is constrained by the engine. Introducing a 
cam between the throttle cable and the throttle plate originally controlled this 
relationship. Although mechanically successful, it offered little flexibility and 
required a long validation process. It is difficult to understand why the shaping 
of the throttle plate opening was implemented like this, as there appears to be no 
reasoning behind the methodology. During the mid 1980s the concept of the 
2 
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throttle cable being replaced by a Drive-By-Wire system began, where a linear 
potentiometer, mounted on the throttle pedal, transmitted a positional signal to 
the vehicle ECU (Engine Control Unit) and a stepper motor on the throttle plate 
set the required plate angle. Simple systems were in production as early as 1988 
(BMW 7-series) and currently extend to all automotive markets, introduced even 
to the Ford Transit in 2000. 
The potential for a drive-by-wire system to be used as a research tool was 
realised by Emtage [2) in 1991. This was the first drive-by-wire system developed 
specifically as a research tool, to help explain both the feasibility of mass 
production of electronic control of the vehicles throttle system, but also 
calibration of the demand map. Emtage defined the demand map as a look-up 
table of throttle plate angle, using both engine speed and driver demand (throttle 
pedal position) for the input function. This model of the demand map facilitates 
infinite freedom of design within the constraints of the engine's performance 
limits, and focuses the characteristic onto the driver performance feel as it is 
specified in terms of driver demand. 
Emtage identified that it was essential to have feedback through the throttle 
pedal, such that it mimics the response of a conventional mechanical system. This 
is not required for any reason other than it is what the motoring public are used 
to, as they can be somewhat resistant to change. The simple solution for a 
research vehicle is to use a dummy throttle body, so that the throttle pedal is still 
attached to a throttle cable, and to mount a linear potentiometer to the throttle 
pedal. This reproduces the exact feel of the mechanical system. For mass 
production, research is being carried out by the motor manufacturers into neat 
solutions such as throttle pedals incorporating friction pads and return springs 
that produce the same response properties as throttle bodies. 
Transfer of throttle systems to Electronic Throttle Control (ETC) allows much 
greater control and integration between systems such as cruise control, stability 
control and engine management; this offers benefits over and above those of just 
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performance feel. Significant improvements of performance feel can be gained 
through utilising the calibration of the demand map, (as set out by Emtage). The 
demand map of a vehicle can be used to manipulate many subjective and 
objective characterisations of a vehicle, including: smoothness of engine/vehicle, 
ease of control (steady state), acceleration in a variety of transient conditions 
(response from rest, acceleration through gears), individualisation of the vehicle, 
shuffle response, and launch control. All of these can be calibrated to give a 
competitive advantage to the motor manufacturer, and should be considered in 
the calibration stage of the vehicle, prior to release. These are balanced to give 
optimum vehicle set-up, achieving maximum performance without loss of 
refinement. 
The acceleration performance of the vehicle can be characterised by many of its 
attributes, providing numerous controllable parameters. Very little work has 
been published on the calibration of these attributes. The work of 
Passmore [3, 4] described an extensive factorial study of perceived performance, 
investigating which parameters are important, the magnitude and significance of 
linear and quadratic effects, and interactions that exist between the parameters 
and is the most prominent research in the field. This study used an electronic 
throttle system 1 as it was the most convenient method to control these 
parameters, for example wide open throttle acceleration and pedal progression. 
Passmore considered the three main parameters, namely wide open throttle 
acceleration, pedal progression and part throttle slope. Wide open throttle 
acceleration is limited by the available engine torque and this performance 
envelope cannot be exceeded. Consequently, it is necessary to reduced wide open 
throttle in predefined steps to achieve a rating response for this parameter. The 
acceleration of the vehicle to part throttle pedal depression is usually defined by 
two characteristics: pedal progression and part throttle slope. Figure 1 shows an 
example of an engine demand map from the experiment. The bold numbers of 
I Pechlaner (5) gives a concise description of the attributes of electronic throttle systems. 
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the map refer to the throttle pedal depression. The pedal progression shown is 
0.05 ms-2/ %, and is the mean spacing between acceleration lines from 15% to 
75 %. Above 75 % acceleration is limited by the maximum torque of the engine, 
and below 15% the launch characteristic is predominant. The engine progression 
is the slope of the acceleration lines, in this case -0.0002 ms-2/Rev/min, and mimics 
the natural characteristic of the engine. 
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Figure I Example Engine Demand Map 
Pedal progression is expressed as the rate of change of vehicle torque or 
acceleration with throttle pedal depression or demand (da/dD, dT/dD) . This was 
tested through a range of rates (0.05 to 0.2 ms-2/ %) and calculated over the 
central portion of the pedal demand. The part throttle slope is the rate of change 
of engine torque with engine speed (dT/dN, da/dN) . The part throttle slope can 
also be expressed as engine progression, and will be termed as this throughout. 
Pass more used a negative, zero, and positive slope, the actual magnitude being 
less important than the polarity. The natural characteristic of a combustion 
engine is to have negative engine progression. Other engine progressions had not 
been considered prior to this experiment, but it can be seen that the motor 
industry may consider a positive slope (where torque increases for a passive 
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throttle) to be dangerous, with the level of concentration and control required 
from the driver greatly increased. 
It was found that for wide open throttle acceleration, the more acceleration 
available the better the subjective rating, with this being the most significant 
parameter. An important conclusion gained from the study was that although 
actual wide open throttle acceleration is the primary parameter in giving good 
performance feel, the secondary effects also have a powerful influence, in 
particular the throttle pedal progression. A set of design guidelines for optimum 
pedal progression was issued with the paper, Passmore [4], and the conclusions 
on pedal progression were as follows: 
• Performance Feel ratings are far more sensitive to the throttle (pedal) 
progression than to wide open throttle acceleration and a non-
optimum progression will result in a large reduction in performance 
feel rating. 
• There is a distinct optimum value for throttle progression. More rapid 
progressions than this optimum give rise to poor vehicle control. 
• As wide open throttle acceleration is reduced the optimum throttle 
progression setting is also reduced. 
• The following equation will provide an initial set-up value of 
progression for optimum performance feel, for any value of wide open 
throttle acceleration. 
F· tG Th ttl Pd I P . 164.(WOT.accel.in.l
sr )+241 [1] Irs ear ro e e a rogresslOn = 2333 
For the case of pedal progression, manufacturers have been limited to identifying 
the optimum set-up to satisfy all drivers. Passmore, through the study identified 
the optimum set-up for throttle progression and part throttle slope. But it was 
also shown that a high variance in response from drivers existed and there was 
some evidence of demographic effects, which leads to the conclusion that 
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perceived performance benefits could be achieved if a vehicle's throttle system 
were able to adapt to the driver's preference. Any of the three parameters 
discussed above could be used to achieve this driver preference, but limitations 
do exist on what is achievable. Wide open throttle acceleration cannot be easily 
increased; this is set as a consequence of vehicle class, engine volume, and target 
market2, and these must be considered alongside the desired performance, 
although nowhere does anyone suggest that less wide open throttle acceleration 
is an advantage. The effect of engine progression on performance ratings was 
weak; in fact weaker than expected and suggests that a mean setting is sufficient. 
Another aspect to consider is the future of internal combustion engines in the 
motor vehicle. As legislation tightens on the allowable limits of C02 emissions, it 
may be necessary in the long term to utilise smaller and potentially less powerful 
engines. If this becomes the case the optimisation of part throttle performance 
may become critical. The process of altering the pedal progression does not 
change the engine operating point during any drive cycle, thus having no effect 
on fuel economy and emissions. The only effect will be a different pedal position 
being used. 
Therefore, it can be concluded that a more intelligent approach to optimising 
pedal progression will yield the largest gains for perceived performance when 
offset against ease of implementation and potential future utilisation. The advent 
of advanced production electronic throttle control makes this a possibility and is 
the subject of this thesis. 
1.2 Exploration of Solutions 
There are many possible solutions to the calibration of the vehicle demand map. 
These include: 
2 By nature of the motor industry, more expensive vehicles are expected to be fas ter, hav ing a higher 
maximum speed and increased acceleration performance. 
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• Road optimisation: The vehicle demand map recognises road type (for 
example motorway, town, and country roads) and adjusts 
appropriately. 
• Personal Set-up: The vehicle demand map is optimised for the driver at 
the time of purchase. 
• Demographic Set-up: Vehicle demand map is pre-set, determined by the 
demo graphics of the driver. 
• Driver Adjustability: The vehicle demand map has predefined settings 
inter-changeable by the driver, such as sport mode, motorway mode. 
• On-line Optimisation: The vehicle demand map optimises based on 
driving style. 
A solution such as Road Optimisation will not satisfy the aim of optimising the 
vehicle for the driver. It will undoubtedly offer an improvement over a single 
mean calibration but does not allow for any demographic or personal effects. 
Allowing the driver to adjust the mode, depending on his mood does have the 
advantage of simplicity, but again lacks any subtlety; what one driver considers a 
sport mode may not be in agreement with the calibration engineer. A setting 
based on Demographics has the danger of stereotyping and would involve a 
degree of averaging. 
The best solution is to have some form of optimisation on the vehicle, be it at the 
time of purchase or through continuous refinement to achieve a personal set-up. A 
product that aims to achieve a similar improvement of "driving pleasure" has 
been developed by a company called A VL, Skarics [61. This used a set of identified 
driving style descriptors to translate the subjective into 1/ objectively measurable 
and comparable data". The model is based on a set of 10 sensors, and 300 
associated drivability criteria. Using neural networks and fuzzy logic this subset 
of criteria was distilled from 950 physical parameters. Using comparisons 
between theory and practice, 100 drivability criteria were identified to be related 
to a so called I sporty feel' . Although the article claims an improvement of driver 
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satisfaction of between 16 and 21 percent (the assignment of this statistic is not 
explained) there is clearly a case of over fitting in existence. If 100 parameters are 
used to describe a single outcome, a good correlation will exist. However, the 
statistical significance of the model will be low and indicates a forced fit. 
This is illustrated in Figure 2. A linear model was produced using a least squares 
fit to the raw data. In this case 10 data points were fitted to using a model with 10 
parameters (a determinant system). 
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Figure 2 Example of Over-fitting to Data 
Clearly the model fits excellently to the first 10 data points. When an additional 
point (11) is introduced to the raw data set the models prediction is wrong, 
demonstrating the problem with determinate or over determinate models. The 
implications are that the AVL system works by a degree of chance, and would 
not be expected to be robust in operation. To the author's knowledge, this system 
has not been adopted by any motor manufacturers. A further downfall of the 
A VL system is a lack of simplicity. For any such control strategy to be 
implemented, minimal production requirements are desirable, thus retaining a 
sensor set already on the vehicle is optimal. The concept behind the A VL system, 
however, is sound and does agree with current thinking. This objective 
characterisation of progression with measured vehicle data will remove the 
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external influences on vehicle configuration, such as the calibration engineer's 
preference, road type over which the calibration procedure is undertaken and 
errors in comparison between reference vehicles. Dorey [7] states that it should be 
a goal of all manufacturers to achieve this objective characterisation of vehicle 
parameters to 'remove the need for reference vehicles from the benchmarking 
activity, take the bad day factor out of assessment and provide quantative data in 
support of vehicle development' . One crucial factor that the A VL system failed to 
address was that of an ideal set-up. The single aim of the system was to improve 
the sporty feel of the vehicle. Simply increasing the pedal progression or 
reducing the pedal travel could achieve this improvement. Caution must be 
expressed here, as an overly aggressive throttle pedal can cause issues with the 
excitation of driveline vibration, poor vehicle control and the creation of bad 
vehicle image. The aim must be to improve the feel of the vehicle as a whole, and 
the degree of 'sportiness' required will be achieved inherently. Problems such as 
driveline vibration control could be integrated into the system, with use of 
appropriate adaptation rates and throttle progression shaping. 
The proposed solution is, therefore, to produce an adaptive system that will learn 
the characteristics of the driver, using variables measured in real-time on a 
vehicle. The conditions inferred through analysis of the A VL system will be used 
as a set of guidelines to produce a robust and reliable result. From this 
examination, it is clear that any system developed for a production vehicle 
should: 
1) Be simple to implement. 
2) Use as few variables as possible. 
3) Only use sensors that are already in existence on a vehicle. 
4) Be robust in operation, and to a variety of driving conditions. 
5) Be memory and processor efficient. 
The first stage of the work must identify what an individual driver requires in 
terms of demand map calibration. It is proposed, in order to simplify the 
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problem, that only one dimension will be considered initially: that of pedal 
progression. Concurrently, however, techniques to incorporate other dimensions 
simultaneously will be examined in principle. Reducing to a single dimension 
creates smaller problems in itself, with the need to consider the effects on other 
aspects of the vehicle's performance feel. The three main responses to consider 
are: 
1) Effect of a dead-band in the upper region of the pedal map. 
2) Shaping of launch control. 
3) Driveline vibration control. 
Previous work at Loughborough University, Passmore [1], investigated the use of 
the full engine map by drivers, and an initial conclusion was reached that there is 
no specific correlation between driver performance feel rating and a pedal 
progression calculated across the entire pedal travel. It was shown, however, that 
a correlation exists when the calculation of pedal progression is weighted 
towards the central region of the demand map. If a pedal progression is used that 
is greater than the natural characteristic of a mechanical system or the baseline 
calibration of an electronic system (with an associated pedal travel), it produces a 
so-called dead-band in the upper region of the pedal travel. The results from 
Passmore [3] suggest though, that a dead-band in the upper region of pedal travel 
would have no effect on the performance feel of a vehicle. This hypothesis was 
not dealt with in detail, and will be assessed as a short appraisal later in the 
thesis. 
The progression shaping of launch is an area that drivers are most sensitive to. 
Launch of the vehicle refers not only to pulling away from a junction, but also 
manoeuvring, parking, and very low speed driving, such as in queuing traffic. 
Willey [8] has indicated that changes to the standard shape provide very poor 
driver satisfaction, but the optimum shaping has not been established before and 
no evidence was provided to support the statement. Based on further discussions 
it was decided that to tackle the shaping of launch was beyond the scope of this 
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thesis, and an assumption was made that the general shaping would not be 
altered. However, the slope of the launch will be altered in line with the driver's 
progression. 
Driveline vibration manifests itself in the form of an oscillatory response of the 
driveline to applied engine acceleration, resulting in the driver experiencing the 
vehicle lurching fore and aft under acceleration. This response is undesirable as 
the vehicle proves uncomfortable to drive, resulting in reducing performance feel 
ratings. Increasing the progression of the throttle pedal has the potential to 
increase the throttle body opening rate, resulting in more vibration being 
induced. Most modern vehicles have some form of driveline vibration control 
and are implemented through a variety of methods, such as: ignition timing, 
spark cutting, throttle body maximum opening rates, and throttle pedal response 
damping. All of these will clearly have a detrimental effect on performance feel, 
reducing the perceived and or actual response of the vehicle. A consideration of 
the effects of an increased progression will be given, with some 
recommendations for integration of the control strategies, but the detail of 
driveline vibration control is beyond the intended scope of this thesis and is 
commended to further work. Integration of the two strategies is needed for 
optimal performance feel, but the majority of the improvement is obtained from 
the correct progression being utilised. Tuplin [9] recommends the use of a feed 
forward compensator effecting pole zero cancellation. This method effectively 
damps the throttle pedal output response, and would prove the simplest to 
integrate with a pedal progression strategy. This would require significant work 
and is again beyond the scope of this thesis. 
Identifying the preferred progression of a group of drivers', with an element of 
precision, is a subject area that has not been approached before. Many appraisals 
of ergonomic and subjective vehicle parameters have been undertaken, using 
traditional appraisal techniques. These have met with mixed success; the merits 
and downfalls are discussed in the next section. This identification should be 
achieved through a drive appraisal that can: 
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1) Identify a driver's preferred progression in fast, robust manner. 
2) Provide vehicle data for generation of real-time behaviour predictors. 
The second of these is easy to satisfy. This will require a data acquisition system 
on the vehicle, recording parameters such as vehicle speed and engine speed. It 
should be noted at this point that to increase the commercial viability of any 
adaptive algorithm, only sensors that are available on current and near future 
vehicles should be considered. 
The second stage of the work is to develop a model that allows the demand map 
to be controlled such that it is optirnised on-line for the driver. This could be 
achieved through a model of driver behaviour, developed from the results of the 
drive appraisal. From this driver model, a vehicle with adaptive pedal 
progression can be developed, which will achieve full characterisation of pedal 
progression, making lengthy calibration procedures redundant, promote the final 
product to a wider market, and provide driver satisfaction to all. 
1.3 Review of Appraisal Techniques 
Appraisals for assessing various aspects of vehicle attributes have been 
undertaken for many years. These generally follow traditional market research 
practices, using standardised models. Two main appraisal models are utilised 
within the automotive industry: that of a free driving format, and that of a 
controlled drive with the driver undertaking specific manoeuvres. The free 
driving format allows assessment of a vehicle parameter in terms of its direct 
influence on driving a vehicle on a road and offers a more rounded approach to 
the appraisal. The requirement of specific manoeuvres allows quantification of 
specific responses, and is applicable to launch, limit handling and other specific 
areas. Appraisals are generally implemented in one of two ways: either in full 
factorial paired comparison studies, where every configuration is compared to a 
reference [3, 4, 10], and every configuration is ranked against all others at the 
analysis stage [4,11] (attempting to find a true rating) or absolute ratings are taken 
on the current setting of the vehicle (and corrected by their mean level), and later 
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correlated against the objective measurements [7, 12, 13, 14, 151. These schemes are 
used to try and avoid one particular source of error: that of circular ratings. This 
occurs when a candidate rates the test setting better than the reference condition, 
and subsequently the reference condition above that of the previous test setting. 
The general consensus is that the unavoidable aspect of comparing the current 
vehicle setting to the previous one, for absolute ratings, results in frequent 
ambiguities (i.e. circular references) and creates a much more complex analysis 
requirement. A further advantage to the use of reference configurations, is that 'it 
breaks the experiment into manageable blocks allowing the subject to discard all 
previous tests', thus improving attitude retention, Passmore [31. The disadvantage 
of the use of a reference vehicle prior to each test setting is the volume of data 
that can be acquired. The use of a reference doubles the number of test drives 
required, effectively halving the number of responses gained. The effect on 
efficiency of such an activity needs to be assessed. 
Any appraisal needs a controlled method for gauging the driver's response, and 
much research has been conducted into the most effective rating scales. There are 
two aspects to a rating scale that are essential to establishing a valid result: 
1) The type of rating scale used. 
2) The treatment of the given ratings. 
The purpose of a rating scale is to allow the respondent to assign both magnitude 
and direction in response to a question without influencing their perception of 
the question. Where no rating scale is used, and subjects are asked to estimate the 
magnitude of change compared to a reference setting, Champagne, [121 very poor 
correlations between objective and subjective data exist. It has been clearly 
established that the use of a rating scale provides much more reliable and 
consistent results. Many types of rating scale exist and are available for use, but 
three have been most widely used for automotive work; of these, two variants of 
each are also employed which are those with and those without numerical scales. 
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The three scales are: 
1) Semantic Differential Scale 
2) Multipoint Scale 
3) Nodal Multipoint Likert scale 
The semantic differential scale assesses objects using a set of bipolar adjective 
pairs, and is "a very general way of getting a certain type of information, a highly 
generalised technique of measurement" and needs adapting heavily to the 
requirements of the concept, [16] Osgood. This implies that if a very broad 
response is required for a single aspect, the semantic scale is appropriate. By the 
nature of the scale, the subjects are required to assign their own weighting to the 
size of change. This is then measured by placing a predefined numerical scale 
over the rating sheet to find the score. Figure 3 shows some typical examples of 
semantic differential scales. A semantic scale has the individual graduations 
named. This removes the onus from the respondent to assign gradient, but can 
influence their rating based on their interpretation of the wording, leading to a 
non-linear scale. 
Semantic scale 
~~Od 
EXlremely Quil e Slightly Neither Slightly Q uite Extremely 
Semantic Dlfferenllal Scale 
i~~rtant u n importan l I . 
expensive 
• I 
inexpensive 
I ' 
useful useless 
. I I' 
str~~g I~eak 
qU~C~ slow I · 
Figure 3 Semantic Di fferential Scale 
Belson and Yale [11] found that these scales produce overuse of the extremes, as 
these (being phrased) are most understood and under use of the central portion, 
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with the gradient nature of the scale not being recognised. This is in agreement 
w ith the findings of Passmore [3] who found that respondents tend to linearise 
their responses along the scale. This leads to high variability in responses and a 
"considerable amount of balancing out of errors" if mean ratings are calculated. 
For perceived performance work this scale has to be considered too general in 
terms of the resultant ratings and too complex, as respondents may not fully 
understand the scale, Belson and Yale, [11] . However, if a simple statement of 
preference is required and no weighting is to be attached to the response, then 
the rating scale may prove useful. Passmore resorted to a modified scale, with the 
gradient nature displayed graphically, but retaining the bipolar adjectives. 
Performance of Vehicle Compared to Reference? 
Excellent Very Good Good Fair Poor 
10 I 9 8 I 7 6 I 5 4 I 3 2 I 1 
Your Rating r 1 
Figure 4 Multi-Point Scale 
Multipoint scales, Figure 4, have the advantage over the semantic scale that the 
respondent has a specific choice to make. Whilst this limits the available number 
of responses, the ability of the human to quantify assessment is not as strong as 
they think, so the scale reduces variability in the result [12], Champagne. This is 
achieved through the scale being much simpler to understand, and meaning is 
easily attached. If too many points are used, however, the situation arises that 
"irrelevant concept-scale pairings usually yield neutral judgments; their inclusion 
reduces the amount of information gained with a given number of scales" [15], 
Reed. Becker [14] used such a rating scale, being concerned with the comparison of 
objective data to subjective data for automotive gear whine. The objective 
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analysis had been proven in the past for evaluating the noise performance and 
was used to try and introduce a consistency that subjective ratings can lack. It 
was found that only low correlations existed between objective and subjective 
data for this application, with respondents finding it very difficult to compare 
test settings with the reference condition. Most of the inconsistency can be easily 
attributed to the imprecise nature of the rating scale used. The experiment also 
highlights other disadvantages of the multipoint scale, that there is not an option 
if the respondent is unsure (for example, [don 't know]), and it exhibits a distinct 
lack of a nodal point. 
Nodal points were originally omitted, as market researchers would prefer a 
respondent to make a definite choice, rather than choose a neutral position on the 
scale [171. In theory the omission of the nodal point is preferable, but evidence is 
required that it will not affect the validity or reliability of the responses. For an 
application where a respondent is entitled to have no preference, or more likely 
cannot distinguish between settings, the multipoint scale is not suitable. The 
danger of a nodal scale, however, is that the respondent tends to give a more 
positive answer, in an attempt to please the investigator, by guessing at the 
socially acceptable answer. This can be combated by the inclusion of a 
[ don 't know] option. 
Likert Scales, originally conceived by Rensis Likert [181, use a nodal point, with 
pairs of bipolar adjectives centred on it, see Figure 5. Subjects prefer the Likert 
scaling technique, because it is more natural to fill in and because it maintains the 
subject's direct involvement. The optimal number of points either side of the 
nodal point has been investigated by Matell and Jacoby [19], who demonstrated 
that the use of the central rating reduced from 20% for a three point scale to 7% 
for 7-point scale. Further increases did not reduce the usage. 
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For each of the statements below, please indicate the extent of your agreement or disagreement by placing a 
Uc k in the appropriate box. 
1 . People who comm~ murder should be hanged 
strongly Agree Ne~her Disagree strongly 
agree agree disagree 
nor 
disagree 
I I I I 
2 . Trial by jury should be abolished 
strongly Agree Ne~her Disagree strongly 
agree agree disagree 
nor 
disagree 
I I I I 
Figure 5 Nodal Multi-Point Likert Scale 
From this a conclusion was reached that a higher number of points should be 
used, the decision of how many depending upon the level of uncertainty that can 
be tolerated by the investigation. The lack of ordinal nature of the scale causes a 
concern that there is no reason to assume that the same magnitude of change is 
attributed to pairs of adjacent points; hence there is an expected variance in the 
responses. Consequently the wording of the scale requires careful consideration 
to obtain a meaningful result. 
Much research [3, 4,7, 20] has used a reduced 7-point Likert scale with good results. 
The 7-point scale has several advantages over the multipoint or semantic scale: 
• Reduced variability in the responses 
• Increased clarity between pairs of ratings 
• Introduction of an understandable nodal point 
• No gradient character 
Passmore [3] found that the 7 -point nodal scale yielded a larger magnitude of 
response, and therefore would be more able to identify small changes. Poor 
results were achieved where the wording was imprecise and there are too many 
points. 
Passmore [4] found that, based on 12 subject repeats, the accuracy of the response 
to 11 overall performance" was ±0.25 of a rating. This included the option for a 
[don't know] response. This is essential to reducing variability, as a candidate will 
tend towards the nodal point of the scale if a [don ' t know] option is not 
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provided [111. It is clear from the research that a 7-point nodal Likert scale, with a 
[don 't know] option will yield the best results when comparisons with a reference 
setting are required. 
The treatment of the ratings also has a large influence on the success of the 
appraisal. The simplest analysis of the ratings is to take a mean for each response 
variable, calculate a standard deviation and assess the meaning of the direction 
and magnitude visually. This can often provide a useful initial analysis, but 
averaging effects can mask true distributions. If an absolute rating has been 
acquired it is essential to remove the mean level from the distribution first, if 
comparisons between variables are to be made reliably. Another simple method 
is to block rank the test configurations, grouping them by order of natural breaks. 
This is again not a rigorous approach, but will highlight any clear effects through 
simple inspection. A third visual approach is to generate a response surface, 
which will yield information on the interaction between independent variables. 
This can be extended to utilise mathematical functions to obtain predictive 
equations for optimum set-ups. To establish clear effects, however, the use of 
formal statistical techniques is necessary, to ensure that the effects are valid and 
significant. The usual method for analysis of rating data is a standard ANOV A 
(analysis of variance) test. ANOV A is used to uncover the main and interactional 
effects of independent factors, [21], and reduces the requirement to perform a 
multiple t-test3, providing a single F-ratio and a significance level. The F-ratio is 
the ratio of the found variation of the group averages to the expected variation of 
the group averages. The F-test (which computes the F-ratio) is therefore a test of 
the null hypothesis; group averages on the dependent variable will not differ. 
The test therefore produces a significance of each effect. Other methods used are 
Kendal's Rank which produces a correlation coefficient between variables, and 
3 The t-test is a statistical technique that returns the probability of the variance between pairs being 
significant. It can only be performed on one pair of data. Therefore for a multi-dimensional experiment 
multiple t-tests would be required. 
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other non-parametric tests which reduce the ratings to a unitary response 
examining for diametrically opposed results. 
Vehicle perceived performance appraisals yield clear examples of how the 
consideration of questions and analysis can lead to two results. Passmore [3] 
tested six response variables related to perceived performance, and presented 
evidence of the ability to observe optimums for individual parameters using 
simple analysis. Chen [10] found quite the opposite. Testing eight variables 
concerned with handling dynamics, it was found that the rating to a question for 
a given change in vehicle performance was the same, regardless of the actual 
rating question being asked. This questions the validity of trying to establish any 
correlation with parameters other than overall vehicle characteristics. Reed [14] 
agreed, stating that models generally do not represent the variance in subjective 
preference that is unrelated to the tested attribute, going on to say that 
"subjective data on automotive vehicles are not normally or evenly distributed, 
and the shape of the distribution is affected by the independent variable". 
Because of this change in distribution shape, the mean value of the distribution 
does not provide useful information. Further analysis by Passmore indicated that 
from the six response variables, only two actual overall responses existed, 
suggesting that the operation of the scale is ultimately conditioned by the 
relevance of the question asked. It also implies that acquiring detailed 
information on a subject's preference is often unnecessary, and would be served 
much better by a much simplified rating scale, gaining an indication of 
directional preference only. 
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1.4 Objectives of Research 
The primary aims of this study are to develop algorithms to identify, from 
variables measured in real time on the vehicle, the requirement for and the 
direction of adaptation of the throttle progression and to implement these 
algorithms in a working system. To implement such a system requires a model of 
driver behaviour that can be evaluated in real time. To establish this driver 
behaviour model the ideal pedal progression for each driver of a test group (that 
is population representative) needs to be identified. To achieve this, a novel 
appraisal method must be developed and implemented on the test vehicle. 
Measurements such as engine and vehicle speed will be acquired during the 
appraisal, and subsets of these used to generate the model. 
1.4.1 Development of Appraisal for Fast Pedal Progression Optimisation 
Initially pilot appraisals using a Ford Focus equipped with a Ricardo Electronic 
Throttle Control System are carried out to: 
1) Familiarise the author with the mechanics of drive appraisals. 
2) Identify the safe testing limits of pedal progression. 
3) Identify the sensitivity of an expert driver to changes in progression. 
A simple approach is to be taken using traditional appraisal techniques with the 
driver providing ratings on the Loughborough Likert rating scale (see Chapter 3, 
Figure 16). This assesses the suitability of the techniques for the generation of 
response curves of driver preference to pedal progressions and explores the 
efficiency of the process. Analysis of the results will provide the basis for the 
development of the main experiment. A main appraisal will then be carried out 
to generate real world data for the identification of the driver behaviour model. 
The appraisal method used will be developed specifically for the identification of 
preferred progression and should address the issues of speed of convergence, 
robustness of result, attitude retention, simplicity of design, and circular 
references. 
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1.4.2 Identification of a Driver Behaviour Model 
The identification of the model will be carried out using formal statistical analysis 
of the acquired data. The behaviour model will be a model of driver satisfaction 
that when implemented converges to each driver's preferred progression. 
1.4.3 Implementation of an On-line Adaptive System 
A prototype adaptive throttle system will be developed and tested. The final 
adaptation model will be capable of defining driver performance request in terms 
of the throttle progression. Initially a fully mapped system would be difficult to 
implement and so to simplify the development, a one-dimensional pedal 
progression will be used. The algorithm will have the ability to include other 
variables through further development. 
Some refinement of the system will also be tested, including rate of adaptation, 
update rate and required sample rates. A brief examination of model robustness 
to sensor misinformation and response of the system to specific drive locations 
will also be completed. 
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2.1 Introduction 
Two test vehicles were used for the drive appraisals, a Ford Focus 2.01 16v Ghia 
retro fitted with a Ricardo electronic throttle control system and a Ford Fiesta 1.61 
Ghia with a production level electronic throttle. The Focus was available from the 
outset and throughout the research, with the Fiesta having more restricted access. 
The following sections detail the equipment installed, operation of the throttle 
systems and the calibration procedures used. 
2.2 Test Vehicle 1 - Ford Focus 
2.2.1 Electronic Throttle System and Sensors 
The drive-by-wire fitted to the Ford Focus combines the control of the throttle 
plate and the data acquisition into one system. The throttle body was actuated by 
a servo control motor, via a conventional throttle cable. The motor was connected 
to the throttle cable using a bespoke linear slide, attempting to mimic the action 
of throttle pedal. The servo motor was in turn controlled by a Labview program, 
installed on a 'hardware in the loop' laptop. The system operates on a 100Hz 
timing loop with no flexibility, thus setting the rate for data acquisition and 
motor control. The data acquisition has the capability for two digital and four 
Analogue signals, each with the appropriate electronic fil tering. Figure 6 is a 
schematic of the installation on the vehicle. 
The system was developed for Ford engineers for a different application of 
electronic throttle control, and consequently required significant work to bring it 
to an operational state suitable for public drive appraisals. The most notable 
problems were: 
1) Poor pedal feel. 
2) Poor mechanical robustness. 
3) No ability for continuous or on demand update of throttle progression. 
4) Significant amounts of electrical noise on all sensors. 
5) Unacceptable noise encroachment to vehicle interior. 
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To provide the vehicle with the correct throttle pedal feel, a I dummy' throttle 
cable and throttle body system are employed. Several friction pedals were tried 
with limited success, as they lack the feedback of a mechanical system. 
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The throttle body was mounted in the engine bay, connected to the throttle pedal 
in a conventional manner through a cable. A linear potentiometer was fitted to 
the throttle pedal, ensuring that it did not interfere with the operation of the 
pedal and provided a truly linear response. The resulting pedal feel is identical to 
that of a standard Ford Focus, and was verified by Ford calibration engineers. 
The variables to be recorded during all the appraisals are as follows: 
• Engine speed, N (rev /min) 
• Vehicle Speed, V (m/ s) 
• Throttle Pedal Position, D (mm travel) 
• Throttle Body Plate Angle, TB (0 Open) 
• Longitudinal Acceleration, ax (ms-2) 
• Lateral Acceleration, ay (ms-2) 
• Gear Number, gn (-) 
The additional accelerometers were mounted on the vehicle to provide 
information over those available directly from the engine management system. 
The selection of variables was based on the capacity of the system provided and 
some initial correlation work between driver expectations and vehicle variables 
carried out by Passmore [11. Variables such as brake pedal line pressure and steer 
angle are not used as this would have required extensive modifications to both 
the vehicle and acquisition system. 
Due to the use of an electric motor which requires AC power, a DC to AC power 
converter is included in the drive-by-wire system. This generates a high level of 
electrical noise, which was not anticipated as a problem in the original system 
specification. A significant amount of time was spent adding signal screens and 
filters to the system such that the logged signals are of sufficient quality. 
An N/V algorithm (supplied by Ford Motor Company [221) is used to determine 
which gear number gll the driver is using. The N/V ratio provides a range of 
numbers which are unique to each gear ratio, with limits set to allow for 
ambiguities during gear shifts. 
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2.2.2 Operation of Throttle System 
The control of the throttle motor is provided through a bespoke Labview (5.1) 
hierarchical 'vi'. This is implemented through a 'PC in the loop' system, where a 
control algorithm is used to determine the output response of the motor from the 
throttle pedal position. This output signal can be modified to provide different 
progression and part throttle response characteristics. The detailed procedure for 
initialisation of the system is given in Appendix AI. Figure 7 shows the main 
control panel for the system. This allows calibration of additional sensors, three-
dimensional control of the throttle response and a real time data display. 
RICAROO/FORD THROTILE CONTROL PROGRAM I 
Version 2.10: Created by Ricardo Consulting Engineers· Jan 2000 
To run system carry out the foflowing: 
1. Press play button (right pointing arrow) 
2. Drives and system are then calibrated 
3. Select map/s using 'Select Map' button 
4. Click on the button entitled 'Start System', which configures 
system and starts to acquire data. 
5. Havilg finshed acquisition you will return to this window. 
6. To stop tfvoottle control, power down the Control Unit 
(drives & electronics) then click on button entitled 
'Shutdown System' • 
system messages 
e Safties overidden • shutdown in progress 
-
... Select"", [F2] J 
Start System [F3] 
~own-~0 
System Calbration 
and Configuration [FS] 
Show Real Time Data 
Display 
Information [F1] 
Figure 7 Front Page for System Ini tialisation of Ricardo ETC System 
Once the system is initialised a real time vi is used to interface with the control of 
the vehicle. The display is shown in Figure 8. A limitation of the system is the 
restricted ability of the three-dimensional maps. These need to be prescribed and 
loaded before the throttle system is initialised, and do not have the flexibility to 
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be adapted once running. To overcome this, a code interface node was 
incorporated into the Labview system. Algorithms developed in Microsoft 
Visual C++ are implemented through the code interface node, and compiled as 
dynamic link libraries (dll). This gives the flexibility to have the use of any 
appraisal methodology required and the implementation of an adaptive system. 
Additional controls needed to be added to the real time vi, allowing additional 
control strategies to be implemented during a drive cycle. For example, in 'Gain 
Control' mode any pedal progression can be entered and used instantly. 
Other screens used such as calibration and configuration are shown in Appendix 
A2, with brief explanations. 
Start/stop: 
Vehicle Data Logging Emergency Stop 
No Data logging [Return] 
LOGGING IfEORMA TIONi 
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,--. 
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~ 
Switch 
Modes 
Log Test 
Data 
Figure 8 Real-time Interface to Ricardo Drive-by-wire System 
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2.2.3 Calibration Procedure - Vehicle 
After modifications and improvements the Focus offered the ability for full 
control of all necessary parameters. It is however essential that any modifications 
made to the vehicle must be transparent in operation for public drive appraisals. 
The system still retained some build quality issues with significant mechanical 
noise encroachment into the vehicle cabin. During motion the noise was masked 
by engine and road noise, but produced uneasiness of the driver whilst stationary 
at junctions. The noise resulted from the motor controller being unable to 
maintain a steady zero position and with the motor being mounted directly to the 
vehicle chassis it was amplified and transmitted to the vehicle cabin. As the 
control system was predetermined by the manufacturer, the actuator system had 
to be modified prior to any testing to reduce this noise encroachment into the 
cabin. It was achieved using the original motor, with the throttle cable attached 
directly to a grooved boss acting through a 2:1 reduction gearbox, all being 
mounted on anti-vibration rubber feet. Figure 9 shows a comparison of the before 
and after responses from the system: 
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A consequence of the changes was an improvement of the linearity of the 
response. It eliminated the sluggish vehicle response below 20% pedal travel, 
without significantly altering the progression of the system (central region of the 
two lines run approximately parallel), and provides a more consistent response. 
The baseline progression of the test vehicle was obtained by performing Part 
Throttle Performance Feel Index (PTPFI) tests, using the Ford Motor Company 
test track at their research centre in Dunton. The standard used for this set of 
testing is a second gear tip-in, on a straight, flat road surface, with no corrections 
for ambient conditions. Tip-in is where the vehicle is in motion, and at idle 
engine revs with zero throttle depression, and the throttle pedal is then 
depressed instantaneously to the pre-described displacement. The displacements 
are incremented from Omm to full pedal travel, in this case 90mm. The progression 
is then calculated from the acceleration of the vehicle at 50kph. Further details are 
given in Appendix A3, and the results are summarised in Table 1. 
Description 
Baseline old 
Baseline 
Linear Test 
Gain 
1.00 
1.02 
1.99 
Progression [ms-2/mm] 
0.090 
0.095 
0.180 
Table I Summary of Focus Progression PTPFI Results 
The PTPFI tests showed that the progression was increased slightly from 
0.090 ms-2/mm to 0.095 ms-Ymm due to system modifications. 
It is intended to use a simple gain to control the pedal progression during the 
appraisals; hence the concept of applying a gain was also tested during the PTPFI 
calibration. The results clearly show that the application of a gain to the system 
resulted in the expected linear relationship (Baseline_old to Linear Test), thus 
progression can be defined as: 
P=K * PBAS£ [2] 
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2.2.4 Calibration Procedure - Sensors 
The sensors on the vehicle were all calibrated independently, and each of the 
channels was calibrated using the following equations. and methods. 
Accelerometers: 
The two accelerometers (longitudinal and lateral) were mounted rigidly at the 
centre of gravity, Cg, of the vehicle. For clarity the lateral accelerometer is 
mounted at 90° to the longitudinal accelerometer, arranged such that they both 
act through the same centre. Calibration of the channel is achieved using the 
function in equation [3]: 
( -2 ) (~ - VoJJ J * a ms = g ~ /(g) [3] 
The offset is obtained by averaging 10 seconds of analogue voltage data, recorded 
whilst stationary, with the engine running, on a flat road with no calibration 
applied. Vt/ g is provided by the sensor manufacturer (Kistler TM) via a calibration 
sheet. Numerical data is not given here, as it is specific to the sensor used, and the 
calibration will vary with time and temperature. 
Throttle Pedal: 
A linear potentiometer is mounted between the vehicle bulkhead and throttle 
pedal, positioned such that linear movement is achieved, and there is no 
interference with pedal operation. 
D(%)= (~ - VOJJ J* lOO 
~ /(%) 
V /(<>;! ) - VFSD -VoJJ / 
t 0 - / 100 
The offset was calculated by using the same method as for the accelerometers. 
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Vehicle Speed: 
This is obtained directly from the engine management system using the signal 
sent to the speedometer. The signal is sourced as a pulsed square wave (digital) 
and processed using standard Labview tools. To calibrate the signal, the vehicle 
was installed on a rolling road. The rolling road was run at eight known wheel 
speeds and a calibration applied such that: 
[6] 
me = calibration factor 
ne = conversion factor (to kph) 
Engine Speed: 
The same digital signal processing as for the vehicle speed is used to obtain 
engine speed. As recommended by Ford Motor Company, the output is matched 
to the reading of the rev-counter on the dashboard. Tests were performed at 2000, 
4000 and 6000 rev /min, with the gearbox in neutral. Precise pedal position and 
demand were controlled using the Labview real time section, to produce constant 
engine speeds. 
Throttle Body Position Sensor: 
The signal is obtained from the wiring loom of the vehicle, as a position sensor 
for throttle plate angle is standard on the vehicle, thus: 
(
V -V J T (%) = I oJ! * 100 
8 v) (%) 
[7] 
V /(~) - VWOT - VoJ! / 
I 0 - 1 100 
[8] 
The calibration is performed with the throttle system and ignition on, but the 
engine not running. The offset is calculated by averaging 10 seconds of voltage 
data with zero demand input. The WOT voltage is obtained by manually opening 
the throttle plate, as calibration is not possible with the engine running (due to 
N MAX being held for 10 seconds) . 
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2.2.5 Calibration Procedure - Torque Mapping 
Research [3] has suggested that a three-dimensional mapping between the engine 
torque surface and the throttle pedal allows for a smoother driving experience 
through the linearisation of the demand map. The pedal demand map also allows 
complete control of perceived vehicle performance. As can be seen in Figure 10, 
the torque map for the 2.01 Focus contains irregular regions (highlighted in 
yellow) that may reduce the driving pleasure of the vehicle providing a non-
progressive feel. 
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6000 
Full mapping of the throttle pedal demand map allows a much smoother torque 
curve to be experienced by the driver. The actual engine parameters are not 
changed, but the response of the engine to throttle pedal depression is. Control of 
throttle pedal progression and engine progression can also be implemented 
through the torque mapping procedure. If the demand map is normalised, such 
that driver torque demand becomes normalised torque, the adaptation can be 
implemented by scaling of the throttle pedal axis, retaining any overall shaping 
and engine progression requirements. This method comes with the requirement 
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that the vehicle is controlled using a modern ECM that has a torque based 
strategy. The Focus used for this work does not have a torque based strategy, 
thus to implement full control over the available torque look-up tables are used 
based on engine dynamometer data. This is achieved using the three-dimensional 
demand maps provided in the Ricardo Lab view system, but can only be used in 
the limited way described earlier. The torque mapping method proposed has 
three main processes: 
1) Locate the 'best' knee points in the torque curve at discrete N. 
2) Fit a model to the torque map, defining a function of torque. 
3) Invert the torque model to give a demand map for the throttle pedal. 
Using standard Matlab tools a piecewise polynomial form of a cubic spline is 
fitted to the data, the knee-points of the curve being optimised using 
Nelder-Mead simplex (direct search) method [23l . The torque map at a sample 
engine speed is shown in Figure 11. 
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Figure 11 Nelder Mead Cubic Spline Fitted Torque Curve, N = 3500 rev/min 
The fitted torque model (a-d are the model coefficients) has the form in equation 
[9] and is shown in green on Figure 11: 
[9] 
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The potential torque curve (shown by the black line) is chosen, and the spline 
data inverted about it to give the required throttle pedal demand map. Using the 
equation of a straight line (y = mx + c), the following can be derived for Pout with 
a knee-point at TK, the derivation given in full in Appendix A4: 
[ 
T - [dT / * N J] p = F / dN 0 < T < T 
Qu/ KT k 
M(L,,( 
[10] 
The resulting pedal demand map to achieve the modified torque map is shown in 
Figure 12. The black line shows a demand map with the knee-point included, and 
the deviation from the linear map (yellow line) is obvious above 80% torque. 
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With the inclusion of a knee-point (i.e. there is no dead-band in the pedal travel 
created due to the progression being increased beyond the designed mechanical 
limit of the pedal operation), d%N cannot be set to the desired level, such that 
discontinuities in the demand map do not occur. As a result each part throttle 
torque curve above the knee-point assumes the shape of the wide open throttle 
torque curve. 
Smoothing the torque curve will clearly provide an advantage to the perceived 
driveability of the vehicle, but the limitation exists that it needs to have a two 
dimensional algorithm, and the ability to implement it. This will increase the 
complexity of the implementation if an advanced ECM, such as that available on 
the Fiesta, is not provided. The calibration described here will be used if and 
when the possibility arises. 
2.3 Test Vehicle 2 - Ford Fiesta 
2.3.1 Electronic Throttle System and Sensors 
To advance the project, the test vehicle was upgraded from the Ford Focus with a 
retro fitted Ricardo ETC system, to a full production ETC system, namely the 
Ford Fiesta 1.61. The delivery of the Fiesta offered a highly refined system, but 
reduced the flexibility available for the research. The interface to the system is 
provided by ATi Vision™ software and an ECU network hub. Throttle pedal 
progression is modified by scaling the pedal axis on the Active Torque Demand 
Map (ip_factq_driv _act)! by a specified system gain. The baseline progression is 
0.20 ms-2jmm, provided by the calibration strategy F14 040$2. Figure 13 shows the 
standard normalised demand torque map for the strategy: 
I The terms in brackets are the Ford CAN addresses and are included for completeness. 
2 Strategy provided by Ford Motor Company, with the vehicle. This is a production release strategy. 
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Figure 13 Standard Normalised Demand Torque Map for Ford Fiesta Ghia, 
Strategy F14D40$ 
To enable any progression to be implemented, minor changes to the strategy 
have been necessary to facilitate this; these changes in no way alter the response 
of the vehicle. 
• Over-Boost Gain (H_c_tqi_fac_fl) = 1. 
• Boost-Level (ip_boost_tps_h_factqjeq_clu_n) = O. 
• Maximum Torque Difference from map (ip_tqi_diCmax_mon) = 200. 
The values of these parameters were changed, not to alter the response of the 
vehicle, but to prevent the ECU invoking limp home mode because parameters 
based on the demand map being out of predefined ranges. Beyond this the 
strategy remains unaltered, with launch and knee-point/ dead-band regions used 
as provided. 
Two additional sensors have been added to take longitudinal and lateral 
accelerations. These provide an analogue signal, interfaced through an ATi BNC 
interface rack. A schematic of the system configuration is shown in Figure 14. 
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Figure 14 Schematic o f Ford Fiesta ETC Interface using ATi Vision 
2.3.2 Operation of Throttle System 
Calibrations (new progressions) are uploaded to the vehicle PCM (Power Train 
Control Module) via the Ati Vision software. The demand maps are modified 
through Microsoft Visual Basic scripts, contained within script manager. The 
scripts talk directly to the CAN network, enabling data acquisition and strategy 
customisation. Access to script parameters whilst on-line is enabled through 
customisable window forms. An example of a form used is shown Figure 15: 
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. Adaptive Throttle Interface : ~:">«' ..... 
I SUrtAd.~ I 10.25 Rate Control 
12.5 Upper Clip 
I Stop Adapt 
lower Clip 
11 Start Point 
Progression: 10.066 m/s"2/mm 
Pedal Gain 10.700 10.421 
Figure 15 Example of A Ti Vision Script Interface Screen 
Full details of how to operate and run a test are given in Appendix AS. 
2.3.3 Calibration Procedure 
The calibration of accelerometers was carried out using exactly the same 
procedure as for the Focus, described in section 2.2.4. All other parameters were 
available directly from the engine management system, with all calibrations 
applied through the provided strategy F14D40$. 
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2.4 Safety Testing 
The safe limits of the test range need to be established before any candidates can 
be allowed to drive the vehicle. These were found by taking the test vehicle out 
and changing the progression, until the point beyond which the controllability of 
the vehicle was unacceptable. The following were found to be the limiting 
progressions that could be used: 
• Lower Limit: P = 0.045 ms-2/mm (KL = 0.5) 
• Upper Limit: P = 0.315 ms-Ymm (Ku = 3.5) 
The lower limit restricts maximum throttle opening to half wide open throttle, 
but can be justified as it has been observed that some drivers do not even use full 
pedal travel in a standard calibration, indicating that they do not wish to use the 
full power of the engine, for the drive cycle expected to be used for this work, 
Passmore [11 . The lower limit is easy to control but difficult to drive due to the 
reduced torque. A further reduction of peak torque would produce a vehicle that 
is unacceptable to drive. The upper limit is defined by the point beyond which 
the vehicle controllability is unacceptably sensitive, due to the very small amount 
of pedal travel to wide open throttle. Progressions higher than the baseline of the 
vehicle are saturated at wide open throttle. 
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3.1 Introduction 
Several subjective performance studies have previously been carried out at 
Loughborough University, but a pilot appraisal was planned to familiarise the 
author with the appropriate testing techniques. This was also used to establish 
whether the methods provide a suitable method for identifying individual 'ideal' 
pedal progressions and to generate real world data for an initial investigation of 
the important variables for a driver behaviour model. The most commonly used 
appraisal method is to employ a full factorial study, using direct comparisons to a 
reference. To assess the magnitude of the improvement in this comparison it has 
been established that a Likert Scale, tailored to the appraisal, should be used. 
Concerns exist about the use of this method, as the amount of data acquired in 
the timeframe will be low; 3 comparisons in 2 hours. Resolution is built into the 
process through averaging many subjects, thus providing an acceptable mean 
measure. This is something that may not be possible for identification of each 
driver's precise wants, as it is anticipated that it will be necessary to produce the 
same levels of resolution for every test drive, effectively producing a response 
surface for each driver. 
The purpose of this chapter is to assess the suitability of this appraisal technique 
in terms of efficiency, accuracy and ease of implementation. Other beneficial 
aspects exist from the initiation of a pilot appraisal. It allows a thorough testing of 
the drive-by-wire equipment, ensuring that the calibrations are correct and that it 
is robust in operation. It also allowed the author to familiarise with the processes 
of a drive appraisal, and highlighted any difficulties that could be expected with 
the recruitment procedure. 
Additional work is necessary at this early stage to establish the real effects of 
introducing a dead-band in the upper region of the throttle pedal travel and to 
assess the sensitivity of drivers to changes of throttle progression. Both have 
significant implications for any appraisal trying to ascertain an individual 
driver's ideal pedal progression, the former being motivated by discussions in 
chapter one about the overall shaping of the demand map. 
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3.2 Pilot Drive Appraisal 
3.2.1 Format 
The appraisal design was based on work carried out by Passmore [3], with 
emphasis on an unbiased approach with careful control of the reference condition 
to minimise effects from external influences. The pilot appraisal consisted of a 
short country road drive cycle, the route being shown in Appendix A6. The test 
route was chosen for its variety of road types - open 'B' class roads, varying road 
gradients and 'town' (30 mph limit) driving. The order of execution of 
progression settings was: familiarisation drive - ref. - test - ref. - test - ref. - test, 
which allowed every progression setting to be compared directly to the reference, 
hence reducing the variability and noise in the responses. The appraisal is 
conducted using a script which is adhered to by the observer. The script is shown 
in Appendix A7, and is used so as to not influence the driver's perception of the 
appraisal. 
Rating was carried out using the Loughborough Likert scale (Figure 16), for a set 
of 7 response variables: 
Smooth Acceleration 
Ease of Control 
Quick off the mark 
Responsiveness to accelerator depression 
Good Acceleration through gears 
Overall Performance 
Do you prefer this setting? 
The first six response variables are those used in previous studies; the seventh is 
designed to extract a definite statement of preference. 
43 
Chapter 3. Pilot of Drive Appraisal Methodology 
R .. Loughborough 
• University 
Dept. Automotive Engineering 
Typical Question 
(Compared to Reference) 
-3 -2 -1 0 +1 +2 +3 
Much Noticeably Slightly SAl'v1E Slightly Noticeably Much 
WORSE WORSE WORSE BETTER BETTER BETIER 
Your Rating [ ] OR Don't Know [ ] 
Figure 16 Loughborough Likert Scale 
A simple gain is employed for the pilot appraisal as it is known from the PTPFI 
testing that the Focus has a linear progression response to an applied gain. The 
gains used in the appraisal are as follows: 
Kl = I, (P = 0.09 ms-2/mm), Saturation @ 100%, Low + Reference 
K 2 = 5/4, (P = 0.1125 ms-2/mm), Saturation @ 80%, Medium 
l<:l = 5/3, (P = 0.150 ms-2/mm), Saturation @ 60%, High 
At no point was wide open throttle acceleration altered, with the lowest 
progression used resulting in w ide open throttle being reached at 100% pedal 
demand. Figure 17 illustrates the pedal demand to pedal output relationship. 
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Figure 17 Applied Gains (Progressions) For Pilot Appraisal 
Kl is used as the reference setting. These differ to the usual progressions as they 
are the application of gain between the input and output pedal position, rather 
than being defined as rate of change of acceleration with demand (ms-2jmm) as 
used in other studies. This allowed the reference setting to be identical to the 
mechanical system employed in the standard Focus, and reduces the required 
output for the later adaptation software to a single variable, thereby reducing 
complexity in these early studies. The order of execution of the comparative pairs 
was randomised to minimise orders effects. 
The pilot appraisal was carried out using 12 candidates. The first six candidates 
were used for familiarisation with the techniques to be used, and to check 
calibration of the test vehicle. The second six were used to gain data with a view 
to development of a driver behaviour model. Although valid and informative 
data was gathered from the first six candidates, this half of the appraisal did not 
include the question' do you prefer this setting', and hence does not include data 
which could contribute to the development of a driver model. 
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3.2.2 Results and Discussion 
The data acquired for the first six questions is discussed in Appendix A8, and 
serves as a validation exercise. Figures (18a - c) presented on page 47 show a 
sample of data from the pilot appraisal. As can be seen, there are clear differences 
between the vehicle speed, engine speed and pedal position profiles for each of 
the candidates shown. Candidates one and three represent the extreme responses 
observed during the appraisal. A short section of the drive is shown for clarity, 
but the same trend was observed for the whole drive. 
Candidate 1 2 3 
Maximum Pedal Position (%) 61.0 88.0 100.0 
Mean Pedal Position (%) 18.9 22.1 32.8 
Maximum Engine Speed (rev/min) 3836 4150 6273 
Mean Engine Speed (rev/min) 2287 2573 3457 
Maximum Vehicle Speed (ms-I) 28.8 36.3 45.6 
Mean Vehicle Speed (ms-I) 17.0 19.5 21.6 
Table 2 Sample Mean & Maximum Data from Pilot Appraisal 
A simple analysis of the profiles is given in Table 2. The results highlight the 
major differences between the candidates with the six variables chosen 
consistently indicating driving style differences. Although no rigorous statistical 
approach is applied at this stage, this indicates the possibility that driver 
behaviour can be identified from simple variables measured on a vehicle. 
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Figure 18b Comparison of 3 Drivers; Engine Speed 
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Figure 18c Comparison of3 Drivers; Velocity 
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In addition to demonstrating the possibility of identifying driving style, the data 
also indicates that from this small sample altering the pedal progression does not 
appear to influence the way that a person drives (Figures 19a & b). It can be seen 
that there are no definite trends associated with the average vehicle speed or 
engine speed over the test route. This provides the basis for an important 
assumption in the development of the behaviour model: that the vehicle set-up 
does not influence the essential driver characteristics. 
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Figure 20 shows candidate responses to the question 'Do you prefer this setting?' 
the circles indicating the preferred progression: 
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Question - 'Do you Prefer This Setting?' 
Candidate 
2 
3 
4 
5 
6 
Preferred Setting 
5/3 
5/3 
Undecided 
5/3 
Table 3 Peaks from Response Curves 
Gain rKl 
The response curves shown in Figure 20, however, have a very low resolution, 
with only three tests recorded for each subject. The low resolution results in low 
confidence in the peaks observed, and is highlighted by the responses of 
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Candidate 5. This candidate rated all of the progressions equally better than the 
reference, including a setting that was identical to the reference setting. The 
unreliability in the ideal progressions has led to the decision that further testing 
is required to generate a more clearly defined response curve. The pilot appraisal 
technique only yielded three responses from approximately two hours of testing, 
and is clearly not efficient for the resolution of response curve required. Any 
future process needs to be performed more efficiently than the pilot appraisal. 
3.3 Direct Random Appraisal 
A short appraisal was undertaken to assess the robustness of taking direct ratings 
assessing the driver's satisfaction with the current setting, asking the question: 
I How happy are you with the current setting?' 
Although the literature suggests that ratings taken with no reference setting 
provide poor data and circular references, it was felt necessary to test this process 
to try to quickly establish a more efficient process. 
11 progressions were tested, equally spaced between K = 0.5 and K = 3.5 
inclusive. These were randomly presented and the Likert scale (from the Pilot 
appraisal, Figure 16) was used to record ratings. 
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Figure 21 shows that a large degree of variability resulted, with most of the 
ratings indicating that the subject was unhappy with the vehicle response. The 
only positive ratings occurred at K ::: 0.8 and K ::: 2.0, each giving quite different 
vehicle responses. This demonstrates a distinct umeliability in the results. One 
reason for this may be that despite the analysis being 'non-comparative', the 
subjects did use a degree of comparison to make an assessment. This confirms 
that either a reference condition (as already established in the literature) is 
required to allow a comparative response, or the question asked should extract a 
preference compared to the previous setting. 
3.4 Driver Progression Sensitivity Analysis 
3.4.1 Objectives 
Two important concepts must be established prior to development of an 
appraisal technique: what is the minimum change of progression that a driver 
will be able to recognise, and what significance can be attached to estimating a 
driver's preferred progression incorrectly. 
To analyse the significance of any deviations from the driver's preferred 
progression, a sensitivity analysis is needed. Identification of the absolute 
sensitivity of an expert driver to changes of progression can be used to assess the 
risk associated with the model incorrectly estimating a driver's preferred 
progression, and will also establish the resolution to which the preference needs 
to be recognised. Risk in this case can be taken to mean the likelihood of a driver 
being less happy with their converged progression than their ideal setting of the 
vehicle. A novel appraisal has been designed to achieve these aims and this 
follows an entirely new strategy: the use of a paired comparison, with direct 
comparisons being made between progressions. This technique is especially 
applicable to the requirements here, as it is the change in progression that is 
being tested, and not the optimal global progression. The appraisal will identify 
how well a change can be recognised, and through testing a range of changes a 
gradient of risk can be formed through a statistical analysis. 
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3.4.2 Format 
The appraisal was conducted in a set of six drives over a coun try road 
drive-cycle, using newly recruited candidates. The drive-cycle was chosen to 
minimise external influences such as traffic and road gradient, and the candidates 
chosen because of their known driving ability. These factors w ill reduce 
variability and noise in the response data. The appraisals were carried out using 
the Fiesta 1.6 Ghia, using ATi Vision ECU interface equipment. Progression was 
modified from the baseline calibration strategy by scaling the pedal axis on the 
Active Torque Demand Map to a system gain. The scalar used is defined by the 
Visual Basic interface script meeting the requirements of the appraisal. Figure 22 
is a sample normalised torque demand for the vehicle, with the gain set to K = 1, 
which gives a base progression of P = 0.20 ms-2/mm: 
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Figure 22 Normalised Torque Demand for Ford Fiesta, K = 1 
The format used was a paired comparison, testing between pairs of progression 
with a known difference. After each progression, the question was asked: 
'In what direction was the change made?' 
Each change of progression was repeated 4 times, to further reduce the 
possibility of variability and noise in the responses. This process was balanced by 
using pairs of positive and negative changes. Table 4 shows each of the changes 
of progression to be tested during the appraisal, and the record sheet from a 
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hypothetical test. The order of the changes was completely randomised, prior to 
the test commencing and the test was conducted double blind i.e. the observer 
did not have knowledge of the changes. This helps to avoid any order effects that 
may exist. Belson [24] found that order effects are significantly present in 
subjective testing, and take no constant or single form. The similarity of the type 
of testing to that to be undertaken here makes a strong case for adopting the 
practice of rotating the order of presentation of the test settings. 
Block Delta P Response Correct? 
0.00 1 0 
0.00 1 0 
0.00 -1 0 
0.00 -1 0 
0.05 -1 0 
0.05 -1 0 
-0.05 1 0 2 
-0.05 0 0 
0.10 -1 0 
0.10 0 0 
-0.10 0 0 3 
-0.10 0 
0.15 -1 0 
0.15 -1 0 
-0.15 0 0 4 
-0.15 0 
0.20 -1 0 
0.20 -1 0 
-0.20 0 0 5 
-0.20 0 
0.25 0 0 
0.25 1 
-0.25 -1 6 
-0 .25 -1 
0.30 
0.30 1 
-0.30 -1 7 
-0.30 -1 
0.50 
0.50 
-0.50 -1 8 
-0.50 -1 
Table 4 Example Response Sheet 
Each test started from the baseline progression of the vehicle (K8 = I), with the 
appropriate change in progression being made after a response to the question. 
Each test drive took approximately 30 minutes, plus set-up time. The candidates 
response to each question was recorded as +1 (increased), 0 (no change) or -1 
(decrease). For purposes of the analysis stage, a score of 1 was given if the 
candidate response correlated with the direction of change and 0 for a no change 
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response or a non correlation. Where no change had actually occurred, 1 was 
scored for a no change response, and 0 for change response. 
3.4.3 Analysis Techniques 
A useful technique for analysing this type of data is the Conditional Knowledge 
Model developed by Strashny [251 . It makes allowances for the amount of 
knowledge that a candidate has and corrects for any possible guesses. As the 
candidates tested in this appraisal are experts (in the sense that they were fully 
informed about the system and process), they can be assumed to have full prior 
knowledge (KN = 1), and there will be no omission of test results (answers). 
Partial knowledge has been defined as the ability to eliminate some, but not all of 
the wrong answers, Frary [261 . An expert driver should be able to always eliminate 
all of the wrong answers, validating the assumption that they have full prior 
knowledge. 
The test score conditional on the observable data is the rescaled average amount 
of knowledge across all questions, Strashny [251, the scaling being applied to keep 
the result in the range [0 : 1]. The following equation gives the score, based on the 
observable raw data D = {N, Pc, PI, Po}: 
[11] 
Reworking equation [11] to define it in terms of the three available responses to 
the question [-1 0 +1], gives three possible knowledge distributions, from which 
the expected value of a test score becomes: 
[12] 
The expected score uses the following probability model to calculate the solution: 
P,.(R=CIK=l)=l, Pr (R=CIK=O)=~ [13] 
n 
P)R = I I K = 1) = 0, ~. (R = I I K = 0) = n - 1 [14] 
n 
With the expected knowledge given by (as a check for the initial assumption that 
K = 1 I K = 0): 
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£[K I R = C]=_n_, £[K I R = I]=~ 
n + 1 2n-1 
[15] 
Using the above model to correct the raw scores, the normalised1 mean corrected 
score from each of the blocks of changes were then calculated. These mean 
corrected scores can then be plotted against M to define the risk gradient, the 
cost per unit deviation from a driver's ideal progression. 
3.4.4 Results and Discussion 
The mean of the corrected scores of the six drivers is plotted against the eight 
changes of progression in Figure 23. The figure displays the expected trend that 
the larger the change of progression, the more able the driver is to recognise the 
change. The gradient of a linear model fitted to the data is defined as the risk 
gradient, RG: 
R = dS = 1- 0 = 11.8 
G dM 0.085 - 0 
[16] 
The steeper the risk gradient (higher Rc), then the higher is the risk of estimating 
progression incorrectly for a given driver. In this case the risk gradient is 11.8 and 
indicates that the probability of a driver having less than optimal perceived 
performance with their converged progression increases by 0.1 for each 
0.0085 ms-2jmm error. Any converged progression more than 0.085 ms-2/mm away 
from the ideal progression can be regarded as incorrect. In all cases for an 
adaptive model, there is an even lower probability that the driver will be 
dissatisfied with the converged progression compared to the use of a single 
averaged progression for all drivers, so long as the model adapts in the correct 
direction and does not worsen the driving experience. 
The results demonstrated here do not give a definite cut off change of 
progression, below which a driver cannot tell the difference to a change; they 
merely indicate how sensitive to a prescribed change they will be and give an 
1 Normalised by the maximum SID achieved across all blocks. 
55 
Chapter 3. Pilot of Drive Appraisal Methodology 
estimation of the expected error, by giving an indication of the cost of an adaptive 
model getting the progression wrong for a driver. 
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Figure 23 Risk Gradient for Driver Sensitivity to Changes of Progress ion 
An important difference that cannot be replicated easily in an appraisal is the 
effect of a progressive change over that of a step change. The analysis here is 
therefore the worst case scenario, because in practice the progression will change 
continually rather than in steps. It is thought that the progressive continually 
changing adaptation will result in a driver being less sensitive to error in their 
progression setting. This conclusion is drawn as a result of testing of an adaptive 
system carried out in Tuplin [271, where candidates could not notice the 
adaptation happening. The work here simply tested the concept of adapting the 
progression whilst the vehicle is being driven, and was not an attempt to 
optimise the driving experience. 
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3.5 Assessment on the Effect of a Dead-Band in the Pedal Travel 
As a consequence of a linear implementation of progression (using a gain), 
increasing the progression beyond that of the mechanical design of the throttle 
pedal and throttle body will result in dead-band occurring in the upper region of 
the pedal travel. The work detailed here attempts to assess whether this dead-
band will have an adverse affect on performance feel ratings. Such an effect may 
mask any improvement through increasing the progression and thus will 
determine whether a knee-point in the pedal demand map should be included for 
both the main drive appraisal as well as for an adaptive system. A full mapping 
is to be used for this appraisal as the demand map will saturate at different pedal 
angles for different speeds. 
A simple approach to the problem is taken, which is to use a standard factorial 
paired comparison test, using three fully calibrated pedal demand maps. The 
rating results of the appraisal were given on a course scale, each rating being 
given relative to the previous map driven: 
+ 1 Better than the previous setting. 
o Same as the previous setting. 
-1 Worse than the previous setting. 
The response data is to be analysed using standard non-parametric statistical 
methods. From these results a judgement on the effect of the dead-band can be 
made. 
3.5.1 Appraisal Design 
Objectives 
Despite research into pedal travel usage in the past, Passmore [I), no appraisals 
have been specifically carried out to assess the effect that a dead-band has on 
performance feel ratings. This appraisal is designed to provide a simple format to 
identify the effect of the dead-band on performance feel ratings, thus identifying 
whether there is a need for a knee-point in the upper region of the throttle pedal 
demand map. 
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Format 
The appraisal was conducted on 'B' class roads, using sections of the pilot 
appraisal route. The sections of route chosen give the candidates the potential to 
utilise the full range of available torque; this is clearly essential to ensure the use 
of the full throttle range thus experiencing the dead-band. The format of the test 
was a standard full paired comparison test with 6 blocks (comparisons), and 12 
treatments (newly recruited candidates) . Three demand maps are used for each 
set, and these are detailed in Appendix A9. Examples of the configurations of 
demand map used are shown in Figure 24, with the linearised baseline map used 
as the third map. The numerical details are given in Table 5: 
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Figure 24 Configurations of 'Dead Band ' Appraisal Demand Maps, N = 3500 Rpm 
Set 1 Set 2 
Pr ogres s ion dT/dN Pr o g r essio n dT/d N 
Map Typ e (Num) [m s ,z/mm ) [ Nm /rev/m in) [m s -z/m m) [ Nm /rev/m in) 
Linea r (1) 0.09 -0.0036 0.09 -0 .0036 
Line ar (2) 0.13 -0 .0036 0.17 0 
Knee-Point (3) 0.13/0.05min -0.0036 0.17/0.03min 0 
Table 5 Numeric's of Dead-Band Appraisal Demand Maps 
A knee-point is introduced to remove the dead-band, creating a usable region of 
the pedal map, and is chosen to have the intercept of the slope at 80% of 
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maximum torque2 . This intercept allows enough pedal travel for the main 
progression to have a significant impact on the drive experience, but retains 
enough travel to give an appropriate gain in torque for the increased pedal travel 
in the upper region. 
The actual progression used in the demand map should not affect the result. The 
progression will only affect the rate at which torque is supplied, and thus a 
candidate will only drive above the knee-point if their required demand torque 
exceeds that of the knee-point torque. One possible benefit to this appraisal of a 
higher progression is that the dead-band region is increased, thus making it 
potentially more identifiable. Conversely if a progression only slightly higher 
than the baseline were used, it would be more difficult to identify for untrained 
drivers. 
D . 3 eSlgn 
The model used for the knee-point appraisal is: 
Where: Demand Map 
X 2 Variable that might affect the result (Road surface, gradient). 
[17] 
The error function is assumed to have a fixed, random distribution. For a paired 
comparison experiment to be valid, the following statements must be true: 
1) Experiment is comparative (paired). 
2) Genuine replication (12 Candidates, i.e. significant sample size [31). 
3) Blocking used (Pairing, reduces the effect of the error function 
parameters) . 
4) Order of Blocks randomised. 
2 80% is the intercept where the industrial sponsor requested it to be. This was chosen through their 
experience and has no scientific basis. 
3 References [28], [29] & [30] were used to aid the design of the experiment 
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Following these rules, the following experiment was designed using the three 
demand maps detailed above. Table 6 gives the comparisons to be used; Table 7 
gives the execution order of these comparisons: 
Candidate Map 1 
1 1 
2 2 
3 1 
4 3 
5 3 
6 2 
7 1 
8 2 
9 1 
10 3 
11 3 
12 2 
Paired Comparison 
Block Number Map:Map 
1 1 - 2 
2 1 - 3 
3 
4 
5 
6 
2-3 
3 - 2 
3 - 1 
2 - 1 
Table 6 Randomised Block Design 
Execution Order 
Map 2 Map 3 Map 4 Map 5 
2 1 3 2 
3 2 1 3 
3 2 3 
2 1 3 
1 2 3 2 
1 2 3 1 
2 3 2 1 
3 1 2 1 
3 1 2 3 
2 3 1 2 
1 3 2 1 
1 3 2 3 
Map 6 Map 7 
3 1 
1 2 
2 1 
2 3 
1 3 
3 2 
3 1 
3 2 
2 1 
1 3 
2 3 
1 2 
Table 7 Execution Order of Demand Maps to Achieve Randomisation of Block Order. 
Test Order 
162435 
345261 
243516 
462513 
513462 
613524 
134625 
351624 
251346 
435162 
524613 
624351 
2 sets of 12 candidates were used, 1 candidate set for each of the differing 
progressions to be tested. This method ensures that order effects are minimised, 
and all comparisons are made as efficiently as possible. The entire appraisal time 
for a given candidate is approximately 20 minutes. 
Hypothesis 
The null hypothesis is stated for the experiment between blocks 3 & 4 (paired 
comparisons between maps 2 & 3), such that: 
[ 18] 
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Thus, all Pi block effects are zero, with zero mean and variance (J 2 . Errors are 
assumed to be independently and identically distributed in a normal distribution. 
The null hypothesis is the median value of the distribution, m = 0 where larger 
values (+) and smaller values (-) than the median are equally likely. When 
matched pairs are used, the probability of observing (X, Y) is equal to that of 
observing (Y,X) and the value of (X - Y ) has a median value o. 
The Hypothetical ideal responses which support the null hypothesis are shown in 
Table 8: 
Block Number 
1 
2 
3 
4 
5 
6 
Hypothetical 
Response 
+1 
+1 
o 
o 
-1 
-1 
Table 8 Ideal Null Hypothesis Response 
The reason that the null hypothesis is proposed is based on the theory that a 
typical driver will be unable to identify the difference between a very low 
progression (upper region knee-point map) and zero progression (dead-band, 
linear map). 
3.5.2 Appraisal Results 
Initial Analysis 
The mean response ratings closely agree with the hypothetical model given in 
Table 8. The means between pairs should be diametrically opposed to disprove 
the null hypothesis. As can be seen in Figures 25a & 25b, the means for tests 1-6 
and 2-5 support this case, and the means for tests 3-4 are similar. This indicates 
that for the test between the knee-point demand map (3) and the dead-band map 
(2) very little difference was found between the mean performance feel ratings. 
This suggests that the candidates could not recognise the difference between the 
two demand maps. Although the conclusion could be finalised from this result, a 
statistical analysis is needed to support the case, establishing that the result is 
valid and significant. 
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Advanced Analysis Techniques 
The usual method for analysis of rating data is a standard ANOVA (analysis of 
variance) test. This does not, however, allow for the fact that the ratings were 
assigned an arbitrary value of ± 1. This infers that a statistical method is needed 
that only looks at differences between results, namely Non-Parametric Testing. 
This type of testing is specifically for data that has a free distribution within a 
known possible distribution. The following descriptions briefly outline the two 
most suitable tests that are used (see also references [31]- [40]): 
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Sign Test 
The Sign Test is a simple statistical procedure that is appropriate for the analysis 
of data that involves two outcomes which are equally likely under the null 
hypothesis, and is often used to test the hypothesis that there is 'no difference' 
between two continuous distributions X and Y. 
[19] 
The test makes the assumption that there is information only in the signs of the 
differences between the paired observations Xi and Yi, not in their sizes and as 
such is useful when precise quantity measurement is impossible or unfeasible, 
and it is only possible to determine which observation, of a pair of observations, 
is the greater. 
The sign statistic is the number times that the specific test is met (for example 
Testl i= Test2), thus the maximum value of this is equal to the total number of test 
performed. The p-value (exact p) for each test is the probability that a variate 
would assume a value greater than or equal to the observed value strictly by 
chance: p,. (z ~ Z obselVed ) and is computed using the binomial distribution with the 
null hypothesis rejected for p ~ 0.05 . 
f (N: . N' (NJ N' 1/ L.J . p 'q -'and . = .,( ~ .v!or.number.o!.samplesN ~ 35, p = q = 72 
'=X Ill. N l I-
[20] 
As the relative magnitude of the comparisons cannot be used due to the arbitrary 
scale, the more powerful test, the Wilcoxon Signed Rank, cannot be utilised. 
Friedman I-way ANOVA by Ranks 
This is the non-parametric equivalent of a standard I-way ANOVA test. It 
formally tests for a difference between the medians of k related samples. The 
most effective use of this test is as a robustness test for the entire experiment. The 
Friedman test determines whether the rank totals (Rj) for each condition differ 
significantly from the values that would be expected by chance, Siegel [311. The 
Friedman statistic is computed using equation [21]: 
63 
Chapter 3. Pilot of Drive Appraisal Methodology 
[ 
12 k , ] 
Fr = ( )LR; -3N(k+l) 
Nk k + 1 j= i 
[21] 
The critical values associated with Fr are tabulated in statistics books (see 
Siegel [31]), and the null hypothesis can be rejected if Fr is above the critical value. 
Results and Discussion 
Test Type Test 1 ~ Test 6 Test 2 ~ Test 5 Test 3 ~ Test 4 All Data 
Sign Test Sign statistic 9.0000 10.0000 3.0000 N/A 
p 0 .0039 0.0020 1.0000 N/A 
Friedman ANOVA Friedman's 9.0000 10.0000 0.0000 31.6667 
statistic 
SET 1 p 0 .0027 0.0016 1.0000 <0.0001 
Test Type Test 1 ~ Test 6 Test 2 ~ Test 5 Test 3 ~ Test 4 All Data 
S ign Test Sign statistic 10.0000 9.0000 2.0000 N/A 
p 0.0117 0.0215 0.6875 N/A 
Friedman AN OVA Friedman's 7.3636 6.4000 0.6667 20.7186 
statistic 
SET 2 p 0.0067 0.0114 0.4142 0.0009 
Table 9 Non-Parametric Analysis Results for Dead-Band Appraisal 
For the comparisons between tests 1 & 6, and tests 2 & 5, the calculated p-value 
for each test type is significantly lower than p ~ 0.05, thus the null hypothesis is 
rejected. This result is reflected for both Set's 1 & 2, where the p-value indicates 
with very high certainty that the results did not happen by chance. For the 
comparison between tests 3 & 4 both cases return a p-value significantly above 
the rejection level, indicating that the null hypothesis holds with a high degree of 
certainty, and demonstrating that candidates cannot recognise the difference 
between Demand Maps 2 and 3 (see Appendix A9). The reduced confidence, 
which cannot be compared to usual statistics as it is a non-parametric test with a 
known distribution, can be attributed to the tests types being sensitive to 
'incorrect responses' and would give a higher confidence rating if more 
candidates had been used. 
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The Friedman ANOV A for all tests provides a measure of robustness, with 
p < 0.001 showing that the experiment was not designed to give a desired result 
(which could have been achieved by making each map characteristic 
indistinguishable from each of the others). 
The conclusion reached is that it is not necessary to include a knee-point in any 
demand map used for an increased progression. Furthermore it will be 
acceptable to use a simple gain for both the drive appraisals and an adaptive 
system. 
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Figure 26 Throttle Pedal Residency Map 
As a check for the validity of the results, throttle pedal residency should be 
considered. Figure 26 shows a typical candidate's throttle pedal residency during 
their respective knee-point appraisal. This reveals that whilst the majority of the 
testing period was driven in the lower region of the map, the area of the map 
above the knee-point was driven into for a significant amount of time (14.75 %), 
meaning that the driver was able to experience the lower progression and dead-
band regions. This enables them to make a reliable decision on preference. 
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The reasons for this result lie in the definition of the demand map. As is evident 
from the demand maps a much lower progression exists above 80% torque, with 
the driver receiving very little extra response for a large increase in pedal 
depression (progression of 0.03 ms-2/mm). It is well known that drivers dislike 
very low progressions as it provides a poor driving experience, and this indicates 
that despite more torque being available they will choose not to drive into a low 
progression region. A second reason may be that as drivers have been found to 
be insensitive to small changes of progression, a typical driver not being able to 
differentiate between a progression of 0.03 ms-2/mm and a progression of 
0.00 ms-2/mm in the upper region. Both of these points lead to the inclusion of a 
knee-point in the demand map having a negative effect, resulting in a region that 
drivers do not enjoy driving in, thus actually limiting the potential of the vehicle. 
Furthermore, the results show that the progression of the demand map does not 
affect the result. In both test sets the comparison between the knee-point and no 
knee-point maps give similarly high p-values. This indicates that with the same 
level of significance, the performance feel rating for each knee-point demand 
map was the same, when compared to a map without the knee-point. This does 
not indicate that no preference exists between the two progressions tested, as the 
effect cannot be evaluated independently from the change of engine progression. 
To check the validity of the assumption that reducing the level of wide open 
throttle acceleration available to a driver will influence their ratings, a further 
pedal residency check has been performed. It is found that across all drives, less 
than two percent of the driving time was spent at pedal demands greater than 
97% (see example Figure 26). From this it is clear that actual wide open throttle 
acceleration will have very little effect on ratings, and it is actually the reduction 
in part throttle response that will mainly influence a driver's perception of a 
vehicle. This does not suggest that peak torque is not a significant influence on 
performance feel, but that small changes are insignificant. 
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3.6 Summary 
Results from the pilot appraisal indicate that traditional techniques are not 
efficient enough to generate a sufficiently high resolution response curve. It did, 
however, provide useful data, indicating that it is possible to identify driver 
behaviour from simple vehicle variables. It also provided the important result 
that driver behaviour is independent of the progression of the vehicle, and that 
increasing the perceived response of the vehicle will not encourage the driver to 
drive more quickly or dangerously. Improving the perceived response may in 
fact lead to safer driving as the driver can concentrate more on the road and less 
on the vehicle. 
The appraisal technique employed in the sensitivity analysis provided a much 
more efficient method, providing many responses in a suitably short period of 
time. It is recognised, however, that the drivers used were much more 
experienced at evaluating vehicles, and any appraisal developed around this 
strategy will take more time to complete to give the same number of results when 
used with members of the general public. 
Using non-parametric statistical techniques to analyse the response data, the 
resulting probability values indicate with high confidence that a typical driver 
cannot differentiate between a high progression with a dead-band in the upper 
region, and the same progression with a knee-point at 80% torque. This leads to 
the conclusion that the added complication of a knee point in the demand map is 
unnecessary, and may result in producing a region that drivers do not enjoy 
driving in, thus limiting the potential of the vehicle. Furthermore, the results 
show that the level of aggression of the demand map does not affect the result. 
With the expectation that a paired comparison technique yields the most efficient 
appraisal method, an optimisation technique that can utilize the unitary 
information provided needs to be identified. This presents the unique situation of 
optirnising without cost information, and due to the simple, arbitrary magnitude 
of the rating scale [-1 0 +1], the available gradient information will be somewhat 
limited. 
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If no such optimisation technique currently exists then an examination of 
available techniques should generate the necessary information to develop one 
and is the focus of the next chapter. 
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4.1 Introduction 
Many optimisation techniques exist, but few if any have the ability to optimise 
without definite cost information, let alone gradient information. This chapter 
will examine existing optimisation techniques, and assess their suitability for this 
type of optimisation, with a view to implementing the algorithm as an appraisal 
in the Focus test vehicle. A good optimisation technique in this case is one that 
reaches a reliable optimum in a low number of function evaluations (test points). 
The processing time taken between iterations or test points is not as critical, as 
drive appraisals can accommodate short pauses for background operations. 
Robustness to inconsistencies will need to be built in, as well as simplicity for 
ease of implementation. Following a review, one of the techniques will be 
developed into a form suitable for an appraisal, which is to be based around the 
paired comparison format. The final optimisation algorithm is intended for use in 
the main drive appraisal, therefore the emphasis of the chapter will be on 
developing an algorithm that can reach a robust result in a reasonable time scale 
and has its roots in existing methodologies. 
The use of a direct paired comparison technique will help to limit the rating 
variability and reduce the concentration required from the driver. There is also 
the requirement that the two alternatives are easily distinguishable, as the less 
distinguishable they are, and then there is more chance of an incorrect or guessed 
rating. The risk gradient established in the previous chapter gives a good 
estimate of the probability of erroneous ratings, and indicates the degree to 
which convergence might be achieved. It should also be possible to use the risk 
gradient to establish a noise model for testing potential appraisal algorithms. 
The 'traditional' format of appraisal testing using, for example, the 
Loughborough Likert scale 1 , although well established and highly regarded, is 
inefficient at returning a reliable measure of preferred progression in a suitably 
short (less than 2 hours) time frame. Such methods require the driver to give 
I See Figure 16, page 44. 
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ratings following each (typically fixed length) test drive; this restricts the number 
of options that can be tested, and relies on the driver having a good memory of 
what was good or bad. It is difficult for an appraisee to express a preference 
properly if the alternatives are described by a considerable number of 
components, Frary [261 . Therefore, the technique of a paired comparison format 
lends itself well to this type of testing, as there is an absence of hard data and 
precise cause is difficult to measure, Strashny [251. It forces the drivers to make a 
direct comparison, requiring them to evaluate the trade off between two 
alternatives [261 . Data are thus available from the comparison, rather than the 
direct valuation of a test point, identifying valid estimates of the underlying 
utilities [261. Paired comparisons, although placing less weight on the driver's 
memory, can use full factorial designs where every alternative is compared to 
every other one. This may provide excellent statistical data, but for this 
application would take considerable time to accomplish. Stanton [41J identified the 
minimum number of required judgements to be n(n -1)/2, where n is the number 
of entities. For a resolution of 10 test points within a test range, this equates to 45 
comparisons. The penalty for this many tests is the probability of a bored driver, 
whose consistency of rating would reduce eventually to that of guesswork. The 
goal here is to achieve testing which: 
1) Exposes the driver to a wide range of operating conditions (progressions). 
2) Provides further information on the sensitivity of the driver to changes in 
progression. 
3) Can be carried out during a single test drive, within the concentration 
span of the driver (ideally no more than one hour). 
4) Is robust to the limitations of the driver's rating consistency and to 
'incorrect' responses caused by changing environmental conditions. 
5) Does not follow predictable patterns of change which might bias the 
driver's expectations and hence responses. 
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A limitation of any method developed will be that it only reaches an optimum for 
a single vehicle parameter. Future vehicles are expected to utilise 
multi-dimensional adaptive systems, and therefore it is prudent to be able to 
optimise more than one parameter simultaneously. It is likely that in a system 
where multiple parameters affect the response, the optimal response will only 
apply for the current setting of the non-tested parameters, thus ignoring the 
effects of any interactions. This conclusion suggests that a multi-dimensional 
optimisation would yield much more accurate results for a vehicle response. 
Pashler [42] confirms that humans are about as accurate in reporting multiple 
attributes as in reporting a single one, which indicates that discrimination along 
multiple dimensions can be performed in parallel. Here the possibilities and 
implications of such an algorithm will be examined alongside those of a single 
parameter, but a full algorithm will not be developed for a multi-dimensional 
system. Evidence suggests that the selection of the correct progression accounts 
for approximately 60% of an improvement of performance feel, with other 
dimensions having much weaker effects. With no previous work completed on 
individual optimisation of vehicle characteristics it is sensible to get a single 
parameter algorithm working using progression prior to considering additional 
terms. 
4.2 Review of Existing Optimisation Techniques 
Before any appraisal method can be developed a full understanding of the 
available optimisation techniques must be gained. Existing techniques generally 
use cost information to ascertain the direction in which the optimisation must be 
driven in order to find the minimum or maximum of the function. To improve on 
the speed of optimisation (in terms of processing efficiency, number of iterations 
and test points) the techniques have been adapted to use gradient information as 
well. As no definite cost or gradient information will be available from a paired 
comparison appraisal (only yielding unitary data), it is considered appropriate to 
briefly investigate both types of algorithm to identify any appropriate methods. 
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Line search algorithms provide the simplest algorithms for optimisation. They 
allow the determination of the minimiser (or maximiser) of a function f(x)!: over 
a closed interval, usually optimised to minimise the number of function 
evaluations required. Many different one-dimensional line search algorithms 
exist (for example Golden Section, Exhaustive Search, Dichotomous Search), but 
all operate on the same principle of function evaluation, only differing in the way 
that the direction and rate of optimisation are determined. Line searches compare 
function evaluations (cost information) at each test point to determine the 
direction of optimisation which restricts them to unimodal functions. Unimodal 
is a reasonable assumption for perceived performance as Passmore [3] showed 
that the driver response surfaces to all of the important performance feel factors 
are approximately quadratic, thus indicating that a definite single preference can 
be identified. 
To use a one-dimensional line search in its standard format would require 
constructing a response curve from the data, then evaluating positions on this 
curve to find the maximum. To avoid this it may be possible to use the actual 
rating given as the comparison between function evaluations. Dangers exist here 
from the presence of inconsistent responses in terms of identifying local 
maximums and sending the search in the wrong direction. Golden Section, 
Fibonacci, Equal interval and Dichotomous searches have the potential to suffer 
from these problems the most as they can converge towards a solution very 
quickly. In the following example simulations (Figure 27), the following response 
model was assumed: 
f(x ; ) > f(xi-l) for 
f(x ; ) = f(x;_I) for 
f(x; ) < f(x ;_ I) for 
r=l 
r=O 
r =-1 [22] 
The curve used to simulate response is a simple quadratic, with a maximum 
atx· = 2.28 . All simulations were completed in Matlab v7.1 using script files. 
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Figure 27 Simulations of One-Dimensional Search Algorithms - No erroneous Data 
Simulation has shown that all methods are very efficient in the presence of 
consistent, 'correct' responses, see Figure 27 and Table 10, but in the face of 
disturbance perform very badly2. To help increase the potential robustness, 
repeat iterations could be performed, at the loss of efficiency. In all cases the 
reduction in the tested range is not based on the consistency of the response, and 
a series of 'incorrect' responses would lead to the wrong optimum being found. 
This is clearly shown in Table 10, where the final ranges for all algorithms with 
errors added find non maximal solutions, and indeed find a different solution 
each time the simulation is run. 
2 Disturbance was simulated by adding erroneous data to the test points @ 33% error rate (based on 
guessing will account for 113), simulating incorrect rating responses from test candidates 
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Search Maximum Final Number of Final Range - Final Range -
Algorithm Interval Iterations Consistent Data Erroneous Data 
Golden Section 0.10 8 2.25 ~ 2.32 1.90 ~ 1.97 
0.25 6 2.21 ~ 2.38 1.41 ~ 1.58 
0.50 4 2.03 ~ 2.49 2.31 ~ 2.77 
Fibonacci 0.10 7 2.22 ~ 2.32 1.67 ~ 1.77 
0.25 5 2.07 ~ 2.31 0.64 ~ 0.88 
0.50 4 1.95 ~ 2.34 2.33 ~ 2.73 
Equal Interval 0.10 10 2.277 ~ 2.283 2.34 ~ 3.11 
0.25 7 2.26 ~ 2.29 2.33 ~ 2.72 
0.50 5 2.24 ~ 2.33 0.78 ~ 1.56 
Dichotomous 0.10 (Search Range) 4 2.09 ~ 2.37 1.07 ~ 1.19 
0.10 (Search Range) 6 2.18 ~ 2.32 3.12 ~ 3.27 
0.10 (Search Range) 8 2.21 ~ 2.33 1.90 ~ 2.19 
Table 10 One-Dimensional Search Algorithm Performance 
Random and Exhaustive search algorithms require many function evaluations to 
find a maximum. They are reliant on the response curve being accurate and 
consistent, with x* being selected as the maximum f{x) evaluated,). 
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Figure 28 Simulations or One-Dimensional Uncontrolled Search 
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Search Algorithm x 
Random (N=30) Max 2.43 
(90 Repeat Sims) Min 2.14 
Var 0.0038 
Std Dev 0.058 
Mean 2.29 
Search Algorithm Step Size Number of f(x) 
Exhaustive 0.01 619 
0.10 61 
0.25 24 
0.5 12 
1.2 5 
Table 11 a Random Search Algorithm Performance 
Table 11 b Exhaustive Search Algorithm Performance 
x 
2.28 
2.30 
2.275 
2.40 
2.20 
Although accurate estimates of x · can be made by the two algorithms, chance is 
relied upon that an evaluation is made close to the true maximum. As a result, 
either of the methods requires too many function evaluations to find a reliable 
preference, as the consistency of response from the drivers will not be sufficient 
to obtain a preference in a single iteration, and could be heavily biased by 
variations of external influences. They do, however, provide the coverage of the 
range needed to establish a preference, and would allow for a sufficiently high 
resolution response curve to be generated. 
Gradient algorithms operate by calculating the direction of the maximum rate of 
change of f(x) at X I1, effectively driving f'(x) to zero. The two most commonly 
used methods are Newton's Method, which actually minimises using second 
derivatives of f(x), and the False Position Method, which might be used if the 
second derivatives are not available. 
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Newton's method converges on x"by iteration of equation [23]. This uses 
tangents to the curve to establish better estimates of x" and requires f' and f" 
to be calculated for each step. 
_ _ f'(xJ > 
X /H I - xl1 (),n - 0 I" x l1 
[23] 
Newton's method appears unsuitable in this application, as it only works well for 
minimisation (rather than finding a maximum) as if I" (x) < 0 for some XI1 the 
algorithm may fail to converge. Furthermore, it needs a good initial 
approximation to the root, and can only work for a smooth curve. This would 
require a smooth curve being fitted through the response data making the 
method unnecessarily complicated. 
The False position method is a combination of the Bisection search routine and 
the Secant gradient method. The Secant method is obtained from Newton's 
method using the finite difference approximation, and uses the recurrence 
relationship described in equation [24]. This uses a series of secant lines to find a 
better approximate of x" . 
- _ XII - X I1 _ 1 I'() > 0 
Xn+1 - X I1 '() '( ) xl1,n -I X I1 - I X I1 _ 1 
[24] 
The False Position method does not have a convergence problem for a 
maximisation as it uses the rules of bisection (this is where it differs to the secant 
method) to retain the range in which the maximum definitely lies. For this 
application it appears that this is the only advantage that it holds over Newton's 
method. 
The required gradient information could be generated by looking at the change in 
rating between comparative pairs, and thus utilise the secant method, but again a 
good initial estimate of the root is required, and this is clearly not possible. 
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The last general techniques that are used are learning algorithms. These would be 
suitable in that they could be used without a response function existing, but to 
converge, despite being computationally efficient they do require many test 
points to be considered. Techniques such as CARLA (Continuous Action 
Reinforcement Learning Automata, refer to Howell, [42l) generally require 
upwards of 3000 evaluations to converge successfully within bounds acceptable 
for this application. This is wholly inappropriate, as if the test appraisal were to 
last more than 2 hours (approx 60 test points) the reliability of the response 
would deteriorate to a level that it would be no longer useful. 
It is evident that using any of these existing techniques will not yield an efficient 
method for identifying a preference, without generating a response curve from 
the rating data or the examination of many test points. However, there are useful 
lessons to be learnt from the strategies employed, and a solution should exist that 
can combine both proven algorithms with new strategies. 
4.3 Novel Optimisation Techniques 
It was established that it is required to optimise progression using a direct paired 
comparison based technique without the benefit of cost information or gradient 
information. The literature concluded that existing one dimensional line searches 
will not be suitable as they all require cost information and learning algorithm 
require too many function evaluations. The following methods have been 
developed using some of the strategies employed within these searches. Five 
methods are developed and tested, three of which have their roots in line 
searches, and the final two are based on learning algorithm: 
1) Hill Walk Search 
2) Gradient Search 
3) EyeTest Search 
4) Continuous Convergence Learning 
5) StatLine Learning 
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Each of the sections has an outline of the algorithm, with results indicating 
convergence rates and robustness to noise. Pashler [42] suggests that convergence 
towards a solution would be acceptable for an appraisal, as when tasks have been 
sufficiently well practiced, the capacity demands on attention are reduced. This 
implies that a reduction in test range (and therefore step size) will not impact 
upon rating consistency, as the subject will have become a 'better rater' through 
experience, and will be more able to make judgments. 
4.3.1 Noise Model 
This response simulation will be used to test each of the proposed algorithms for 
robustness. The following model has been developed from the driver sensitivity 
appraisal in Chapter 3. Using the conditional knowledge model method, the 
linear model passes through the origin, indicating that when there is no change of 
progression the candidate will always get the answer 'wrong'. Examination of the 
data at zero change, indicates that there is a 113 probability that the answer will 
be incorrect. Both analysis are correct, a 113 probability on a 3-point scale 
indicates that the driver is simply guessing and conditional knowledge model 
corrects for this guessing. To accurately model driver response, a noise threshold 
is placed on the linear model at 113, resulting in the response model in Figure 29. 
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Figure 29 Risk Gradient Based Noise Model 
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Using this response data, the probability of a correct answer based on the step 
change can be calculated. The model developed is based on the slope in Figure 
29: 
~. (c)=t7j'J 0.11 < MC < 0.41 
~. (C)= [PBAsE RcMC +0.122] 0 < MC < O.lO 
~. (C)=[l] 0.41 < MC <oo [25] 
A uniformly distributed random number rnd = N(O,I) can then be used to 
determine if a correct response has been made. If the random number is below 
the probability then an incorrect response is received and if it is above the 
probability a correct response is received. Setting Rc = 00 will result in a 
maximum probability of 1; therefore any simulation will assume no noise. For 
realistic noise, Rc = 11 .8 and is calculated from the driver sensitivity analysis. 
Using values of Rc between these two extremes allows the amount of noise 
present to be varied. If an incorrect response does occur, a decision as to which 
incorrect response given is needed. Again using data from the driver sensitivity 
analysis a model for this is derived such that if the response should be r the 
probabilities of a wrong answer are given by: 
r = 1 ~.=o = 0.45 
Pr=- I = 0.55 
r = -1 ~'= I = 0.55 
Pr=o = 0.45 
r = 0 ~'= I = 0.69 
~'=_ I = 0.31 [26] 
Worthy of note here, is the preference of the rater to give a definite answer, and 
further more a preference to give a positive one. Again a uniformly distributed 
random number is used to make the selection of the wrong answer. 
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4.3.2 Line Search Methods 
The following three methods have been developed from line search strategies 
and have been tested on unimodal quadratic curves, simulating an expected 
response curve generated by a drive appraisal. Ratings have been given on a 
scale of I, 0, -1 (better, same, worse), and noise added to the curve using the 
model developed in the previous section. Here, ratings are generated from the 
difference between function evaluations of the current and last test point3. With a 
tolerance set on this gradient to establish a 0 rating, the direction of the rating is 
defined thus: 
4.3.2.1 Hill Walk Search 
r = sgn(Xi - Xi_I) 
unless IXi - Xi _I I < tol 
then .. ..r = 0 [27] 
An initial range is selected between the safe limits4 of the test, and subdivided 
into n equal steps. The process follows that the direction of the search is decided 
upon by consecutive consistent ratings, with the initial direction increasing from 
the minimum of the range. The notion is that the algorithm will'walk' up the hill 
towards the maxima with better, (+1), ratings, down the hill away from the 
maxima with worse, (-I), ratings, and redefines the total test range if a consistent 
set of 'no change', (0), is given. To ensure the candidate has indicated a definite 
preference and to improve robustness to noise, a further rating is taken after that 
of a diametrically opposed rating. If this additional rating is in agreement with 
the previous, the peak has been passed; the algorithm turns round and goes back 
up the hill. Each time the peak is known to have been crossed the step size is 
reduced, so that convergence towards the optimum occurs. 
3 This rating is effectively a gradient between the two test sites, but as only the unitary sign of the gradient 
is used, referring to it as a gradient may lead to confusion. 
4 Safe limits are those determined for vehicle testing, and not mathematically safe limits to reduce the 
probabili ty of error. This definition applies throughout. 
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Figure 30 shows the quadratic function used to represent a response curve for 
simulation purposes, where x would be the progression tested, and R is an 
arbitrary response value. 
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Figure 30 Quadratic Response: Simulation for Hill Walk Algorithm, X · = 2.28 
The optimisation proceeds through test points 1 - 6, establishing ratings between 
pairs of test points. When a diametrically opposed rating to r3 is received 
between points 4 & 5 (r4), one further point, 6, is tested. The rating from 5 to 6 
agrees with that from 4 to 5, and the algorithm therefore' goes back up the hill' . 
When the peak is passed and again two consistent ratings are received, the step 
size is then reduced by Lli = Lli12 . When the identified peak is less than the 
desired sensitivity range (for example /)J( < 0.25) for that iteration, or if two no 
change (0) responses occur, the overall range is reduced, based on the consistency 
of the ratings received: 
Llrl c=-
n-l 
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The new range is centred on the optimum found in the last iteration (the point 
between diametrically opposed ratings), and again subdivided equally into n 
equal test points. Repeated iterations of this process are used until convergence is 
indicated by a consistent set of ri = OV i ' or a predefined minimum range is 
reached. 
With completely consistent responses (Rc = 00 ) the algorithm worked well, 
quickly identifying the maximum of the curve within the bounds 2.08 < x' < 2.42 
with 13 comparisons made. Figure 31 shows the steps taken to reach the peak, 
and also shows the reduced range on the second iteration, used to test the 
consistency of overall response, and that the optimum was indeed found. Here 
26 paired comparisons reduced the peak bound to 2.19 < x' < 2.31 . 
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Figure 31 Hill Walk Search Simulation: Fully Consistent Response 
Further iterations are not necessary when no noise is present. However, the 
additional iterations shown illustrate the process well, with a significant 
reduction of the width of the peak bound resulting. In the face of disturbance 
(Rc = 50, 'incorrect' ratings = 19) the algorithm performs less well. Initially 
performance is similar but as the step size reduces a tendency to diverge is 
shown (Figure 32a, 30 test points onwards). However, if the precaution of 
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restricting the minimum step size is taken, full divergence can be stopped, but no 
consistent maxima is established (Figure 32b). 
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If however the more realistic response model is used with RG = 11.8, the 
algorithm fails to converge to the optimum and in fact can potentially diverge. 
This suggests that in a real test situation the algorithm could fail, especially if the 
step size used was too small or the driver highly inconsistent. Figure 33 
illustrates this well, as the algorithm moves away from the optimum as the step 
size reduces (test point 18 onwards). The divergence is accentuated by a 
candidate's tendency to give a definite (+1/ -1) answer in all cases. 
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Figure 33 Hill Walk Simulation, RG = 11 .8 
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The failure arises because the peak detection requires two consistent ratings and 
in the presence of noise this is not a robust strategy. A method that considers a 
full set of results before moving on to a new range and does not rely only on the 
current and immediate last result would avoid these difficulties. 
4.3.2.2 Gradient Search 
The Gradient Search uses the full set of responses for an iteration, reducing the 
effect of noise. A rating is given at each of the test points, and the gradient 
between the two calculated. A straight line model is fitted to the gradients, and 
the point at which this model crosses the zero gradient line is considered the 
current best point. As for the previous method, an initial range is selected within 
the known safe limits, and the step size calculated by subdividing this range into 
n equal steps. 
n 
[30] 
The ratings at each of the test points are obtained and the gradients calculated at 
the intersections. Figure 34 demonstrates the process: 
x 
Figure 34 Illustration of Gradient Search 
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Using a linear model (y=mx+c) a simple least squares fit is used to obtain a 
model of gradient in terms of the points tested. 
[Cl ( T )-1 T = X X X Y m [32] 
From the linear model the best current estimate of the peak is calculated where 
the model crosses the zero gradient line: 
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[33] 
To check the accuracy of the responses and to improve the validity of the result, 
the algorithm then converges on x · using C to reduce the range, identical to the 
method used for the Hill Walk search, see equations [28] and [29]. However, if 
x· is at one of the extremities of the tested range, the converged position cannot 
be guaranteed to be the maximum. The new test set for the next iteration is then 
centred on the extremity. 
Using the estimate of x · the new test set can be defined, with step size again 
calculated using equation [29], and with the bounds given by: 
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b • RN / 0= X + /2 [34] 
Repeated iterations of this process are used until convergence is indicated by a 
consistent set of r j = OV j ,or Gj = OV j' and finally x · = Rr / 2 . 
With completely consistent responses (RG = 00 ) the search identifies x· to be 2.27 
using 12 test points in two full iterations. Further iterations do not improve on 
the best estimate, and the confidence score, C (equation [28]), reduces. Figure 35 
shows the gradients calculated and the intersections of the test points. Figure 36 
demonstrates the progression of x · and confidence. 
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Figure 36 Gradient Search, RG = 00 , Peak Estimate and Confidence 
It is evident that more than two iterations are not necessary when a unimodal 
peak is utilised and no erroneous data exists. The confidence calculation used for 
the range reduction shows a reduced confidence as the search progresses as more 
'no change' ratings are given. This highlights the need to express C in context and 
not as an absolute value. Significant reduction in the range, and hence step size, 
would increase the likelihood of incorrect answers for a true test with noise. 
Figure 37 illustrates operation of the algorithm with disturbance applied. The 
algorithm, although not identifying the peak exactly, does exhibit some resistance 
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to noise, with x· = 2.22 after five full iterations. Further iterations do cause some 
drift away from the true peak, caused by the reduction in step size increasing the 
likelihood of incorrect answers. This is a consequence of the lack of distinction 
between test points, and a subsequent increase of erroneous data. This conclusion 
suggests that over testing is counterproductive, and will cause similar problems 
to having a lack of results. 
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4.5 
Using the realistic version of the noise model (RG = 11.8 ), the wrong optimum is 
found, see Figure 38. The method does not diverge away from the optimum, but 
can centre on the wrong peak. This occurred because the range reduced such 
that the maximum was no longer contained within the bounds of that range. This 
indicates that an algorithm should have the capacity to expand the range as well 
as reduce it, if uncertainty exists in the optimum found on any iteration. These 
results suggest that a more intelligent process for identifying the optimum is 
required. 
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Figure 38 Gradient Search Simulation, Rc = 11 .8 
4.3.2.3 EyeTest Search 
The motivation for this test comes from an actual EyeTest, where people are 
asked to wear glasses with different lenses with less and less difference between 
them and the optician makes a judgement which suited them best based on their 
responses. This technique combines the strategies employed in both an equal 
interval search and an exhaustive search. It also builds on the lessons learnt in the 
previous two methods. 
Similarly an initial range is selected and subdivided into n equal steps. The test 
points are then executed in order, the hypothesis being that it would be better to 
initially invoke positive responses. Once the full set of points has been tested, 
analysis of the results is carried out to generate the next subset of test points. The 
analysis of the ratings is carried out using a mini-max estimation of the slopes for 
all of the test peaks considered. A scoring process, which compares the' correct' 
responses to the 'incorrect' responses, selects the 'best' point in the range. The 
EyeTest has the ability to successfully combat circular references, and large 
inconsistencies of response. It does this by not directly using cost or gradient 
data, but by scoring preference slopes and converging using the consistency of 
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response. Each of the test points considered on an iteration is a potential peak, 
thus the response slope is estimated on both sides of the test points in turn using 
equations [35] and [36]: 
i=j- I 
8rl I~ i=1 L1x = 
8x i j -1 
[35] 
8rl 
iII~ 
i=j L1x 
= 
8x i n-j [36] 
The resulting sensitivity gradients are then scored (Sj )' based on the assumption 
that a positive score is an indication of preference (reasonable to assume). 
i= j - I ( 8 I J j =Il - 1 ( 8 I J S j = I r i x sgn !xx x -...!... . + 2: r i x sgn III x -...!... . 
1= 1 8x 1 1=) 8x 1 [37] 
Equation [37] is considered for each test point in turn, and the highest score (56) is 
retained. The closest current approximation (x · ) is the test point that coincides 
with the highest score. If the new highest score is equal to the previous highest 
score, the point closest to the mid-point is retained. Confidence (C) of the result is 
based on a test of the consistency of the responses, equation [38], with the test 
range being reduced accordingly. The degree of convergence is based on the 
same criterion as for the previous two methods, equation [39]. Thus the new test 
range is then calculated, equation [40], centred on x ' with the limits redefined: 
a l = ao +(x' -ao)* CR M 
b, = ao - (bo - x ' ) * CR M 
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The process is repeated until either the specified maximum number of iterations 
is reached, or a consistent set of ri = OV i is reached. 
With completely reliable responses, the optimum of the curve is quickly found, 
finding the peak at 2.29 with 28 test points (four iterations) the fifth iteration 
confirming x*. Figure 39 shows a sample of the process. 
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Figure 39 EyeTest Search Simulation, Rc = 00 
With the introduction of disturbance to the response (Rc = 50) the algorithm 
demonstrates good robustness, finding x * = 2.31 ± 0.05 for repeated trials. Figu re 
40 shows a sample simulation, demonstrating that divergence does not occur. 
With introduction of the full response model (Rc = 11 .8) incorrect locations of 
f * are made with x * = 2.33 ± 0.4 for n = 3 and x ' = 2.375 ± 0.2 for n = 4 after five 
full iterations. The inconsistency is caused by the significant reduction in step size 
that results from the method calculating the new test points based around x * . 
Centralising on x * with equal spacing either side will constrain the reduction in 
step size, consequently reducing the number of incorrect ratings given. 
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Hence the new bounds are calculated using equation [41] replacing equation [39], 
with RN derived from equation [29] : 
. R;{ a =x - N 
11 2 
. R;{ b = x + N 
11 2 
[41 ] 
This gives much more consistent results when utilising the noise model finding 
x ' = 2.30 ± 0.1 in five full iterations, for 50 repeated simulations. 
The EyeTest, in its current form provides a solution to the optimisation problem. 
Further developments could be made to improve on the efficiency and 
randomisation. 
4.3.3 Learning Automata Methods 
Learning automata can operate in random and unknown environments, 
operating by selecting actions via a stochastic process, Howell [431. The automaton 
selects a future action (test point) probabilistically, applies this to the 
environment, and an evaluation of the function provides an indication of the 
performance which supplies a reinforcement signal. Using this signal the 
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probability function is updated proportionally, increasing the probability at test 
points which performed desirably, and reducing it at others. 
Prior to the development of test algorithm, a method is required for the selection 
of the test points, to enable fair and accurate testing of the algorithms. The test 
positions can be determined using either a random or a biased selection criterion. 
Using a completely random selection runs the risk of irrelevant tests due to very 
small step size being selected. A better approach, if random selection is to be 
used, is to divide the range into n equal steps and randomly select which of these 
is to be tested. Both will be simulated and reported in the results section. 
The theory of biased selection indicates that the algorithm is inclined to test near 
the peak of the model. A delay period may be required, such that a general peak 
can be established before biasing occurs. Two methods for biased random 
selection have been developed and are now explained. 
Double Uniform Random Selection 
Consider the probability density function (pdj) in Figure 41: 
, [ :~,I 
P s L +-' -------;-----c~-----------', 
- I /\ · 
" y1 - -I \ -------
y2 - : \ 
x 
Figure 41 Bias Selection of Test Point 
If two uniform random numbers are generated for x and y, the probability of 
testing at point XI is given by: 
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p ( = )= pdf(x) 
r x x, f * [42] 
Thus for a random selection of y, the following is true: 
y < pdf(x,) Accept test point (Y2 ) 
y >= pdf(x, ) Reject point ( y, ) 
This gives an approximate selection ratio of 2/ 3:1/ 3 rejecting test points which lie 
above the pdf 
Bias Integral 
A more elegant method is to take the integral of the pdf, and translate this into a 
non-linear choice inx . 
)1 I '{ 
/ : 
I 
0.5 1.0 1.5 2.0 2.5 3.0 3.5 
x 
Figure 42 ormally Distributed Function 
Figure 42 clearly demonstrates that splitting the range into equal intervals 
produces regions of unequal area beneath the curve. This provides the basis for 
biasing the selection process. Take a simple example of a pdf which approximates 
to a quadratic function: 
f(x) = ax 2 + bx + c [43] 
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Then 
[44] 
The integral when evaluated for O:xmax, gives a cumulative distribution function 
(cd!>, shown in Figure 43, with the requirement that atxo,d = 0: 
/ 
rand(y) - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - / - - - - - - - - -
0 ---
x 
Figure 43 Integrated pdf 
It follows that a random selection in y translates to a non-linear scale for selection 
of x, and is demonstrated in Figure 44. 
Figure 44 Non linear translation ory 
Thus to solve this mathematically: 
rnd = ~ ax3 + h bx 2 - ex - d [45] 
Where rnd = N( 0, e) 
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rnd is a uniformly distributed random number in the range 0 < rnd < e where: 
- 1/ 3 lib 2 -d e - 1 3 aXmax + / 2 xmax + cXmax [46] 
Thus the solution exists within: 
[47] 
To obtain the value of the solution, it is a requirement to find the roots of 
equation [47], with only one solution existing in the range (xo < x < xmaJplus a 
pair of unused imaginary roots. The real root will be the new test point Xi' 
Each of the selection processes will be tested with their performance based on the 
improvement of convergence over that of simple random selection. 
An obvious place to begin for the optimisation algorithm is with a known 
estimate of the function, and produce a new estimate based on each rating given. 
The algorithm can then combine the two models with the weighting of the 
importance of the new model defining the rate of convergence. 
-
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Figure 45 Illustration of Continuous Convergence Method 
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Assuming that the initial estimate is a general quadratic with its peak at Rr / 2: 
[48] 
And the new estimate is also a quadratic; the convergence between the two can 
be described by: 
f(x Lw = ((1- a)ao + aan )x 2 + ((1- a )bo + abn)x + ((1- a)co + acn ) [49] 
For this technique the convergence could only be allowed to occur when a 
positive rating was given, thus negating the use of zero and negative ratings. This 
reduces the efficiency of the process dramatically. It would create a 'hot zone' 
over which the driver would be happy, but no estimate of the gradient of 
dissatisfaction away from this could be made, due to the discarded results. To 
improve the efficiency and consider all responses, a comparative technique 
between old and new points can be explored. 
- Response Simulation 
- New Estimate 
- Initial Estimate 
TI T2 
Figure 46 Modified Continuous Convergence Method 
For the example in Figure 46, b is rated as better (+1) than h . Fitting the new 
model through the intercept at Tl gives a scale of f(x) = l @t2 andf(x) = O@ t,. 
Whilst this could utilise all information provided, setting f(x) = -1 for a negative 
97 
Chapter 4. Optimisation Techniques 
response would give an overtly negative weighting to the new test point and is 
therefore unreasonable. This does, however, show that having a model which is 
modified by each rating given is feasible, and a different approach may yield a 
more efficient process. 
As the response to the rating scale has a known, uniform distribution, it is 
reasonable to assume that it is non-parametric and not restricted to a Gaussian or 
normal distribution. Thus a probability function can be formed from the rating 
responses. The initial model should be that of a straight line, ensuring no 
assumptions about the final shape are made. This is shown in Figure 47. To keep 
the distribution as a true probability function, the following must be true: 
r f(x)dx = 1 
o 
[50] 
f(x) 
x 
Figure 47 Initial Statl ine Probability Density Function 
For the initial model shown, f (x) = p, where p, = l/(bo - ao) and more generally to 
ensure the condition of equation [50] is met, each new model, (produced by any 
method) must be normalised, thus: 
[51] 
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Where 
A = f !f(x ~dx + r !f(x ~dx 
o 1+1 
[52] 
The test points are then chosen using one of the selection techniques, and direct 
comparisons made between adjacent pairs. The results of the comparisons are 
then used to modify the probability distribution. The maximum of the 
distribution then corresponds tox· . An estimate of the confidence of the result 
can be made from the distribution; the higher the gradient of the pdf either side 
of x· , the more confidence can be placed in the result. 
Using this probabilistic basis, three versions of the learning algorithm have been 
developed: 
1) Simple Incremental 
2) Simple Statline 
3) Continuous Statline 
Each is now fully described and tested for efficiency, rate of convergence and 
robustness to noise. 
4.3.3.1 Simple Incremental 
A predefined number of test points are evaluated and a pdfbuilt using the simple 
scoring technique, +1 for a better than last, -1 for worse than last, and 0 for no 
distinguishable change, thus preserving the direct paired comparison format. The 
cumulative scores at each test point are recorded. The peak is then found by 
evaluating equation [53] where Cs is the vector of cumulative scores, a and b 
define the width of n equally spaced containers into which elements of Cs are 
binned and max returns the value of the bin containing most elements: 
Where: 
a = [0 : step: n -1] 
b = [step: step : n] 
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Figure 48 demonstrates the process, with x* being identified as 2.15, the test 
model having a true x* = 2.28. Here the test points are predefined and then 
randomly selected. To ensure this method identifies the correct peak, a controlled 
selection of test points needs to be used. The use of purely random selection (no 
predefinition) can be rejected at an early stage, as this could result in a bias 
towards regions that are tested the most, hence the algorithm will identify 
maxima close to the true maximum, if and only if tests have occurred here. 
4 
3 
2 -
1.5 2 2.5 3 3.5 
Gain, K, [-] 
Figure 48 Sample Optimisation Using Simple Incremental 
Despite the potential accuracy, good results will only be achieved for a high 
number of test points. Evidence for this is in Table 12, clearly showing the 
improvements for a high number of test points. The results are obtained from the 
average of 100 repeat simulations. 
Number of Xmin Xmax SD u 
Test Points x 
30 0.90 3.10 2.184 0.46 0.21 
100 1.50 2.90 2.220 0.26 0.07 
1000 1.90 2.50 2.301 0.09 0.008 
Table 12 Simple Incremental Algorithm Performance 
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Testing with RG < 00 is not necessary as the inefficiencies are already established. 
Clearly there are deficiencies with this method, being far too inefficient to achieve 
the result in the necessary time frame. An obvious improvement is to modify the 
algorithm into a more continuous probabilistic form. 
4.3.3.2 Simple Statline 
To achieve a more continuous algorithm, the initial function (see Figure 47) can 
be adjusted by a proportional amount for each rating acquired, with positive 
ratings adding to the model and negative ratings reducing the model, thus 
strengthening the overall shape: 
Strengthening the model at point x, 
p,. (X, ) = p,. (X,)+ r,X [54] 
Weakening the model away from x, : 
[55] 
The proportion added or removed can be adjusted according to how much 
weighting should be given to a new response. A sensible estimate is to base this 
on the risk model, and consequently the size of step taken, Lll". Equation [56] 
gives the probability of the response being correct: 
X = RG (Lll")~ [56] 
The algorithm terminates once a predefined number of test points has been 
completed. A better estimate of x· can be obtained from the final pdfby fitting a 
least squares polynomial through the score data, thus not restricting the result to 
the predefined points. The maximum of this curve identifies x · . Figure 49 
demonstrates an example of the optimisation. In this case the number of test 
points is 30, the fitted model is second order and there are completely consistent 
responses. The test positions are chosen based on a random selection from a 
predetermined subset[ao :O.2:bo]' The peak is identified as x· =2.20, with the 
true peak at x · = 2.28 . Full testing of this technique yielded the results in Table 13, 
all data stated for the average of 100 repeat optimisations. 
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Figure 49 Optimisation using Simple Statline 
Fitted Model Risk Xmin xmCLt 
Order Gradient 
2 00 1.87 2.64 
2 SO 2.00 3.17 
2 11.8 1.93 3.S0 
3 00 1.79 2.80 
4 00 1.66 2.97 
S 00 1.S7 3.S0 
2 00 2.01 2.S7 
2 00 2.07 2.4S 
2 00 2.19 2.29 
Table 13 Simple Statline Algorithm Performance 
3.5 
X 
2.23 
2.42 
2.43 
2.34 
2.27 
2.30 
2.23 
2.24 
2.24 
SD V 
O.IS 0.02 
0.20 0.04 
0.27 0.07 
0.20 0.04 
0.24 0.06 
0.29 0.09 
0.10 0.01 
0.08 0.007 
0.02 0.0004 
It is clear from the data that a second order model works most effectively for this 
technique. Increasing the number of test points does significantly improve the 
estimation of the x*, justifying the extra computation cost. However, this does 
suggest that the algorithm will not work quickly enough for the drive appraisal. 
The algorithm shows good robustness to noise, with the standard deviation 
rising to 0.27 for the full noise model. Reference back to Figure 29 suggests that 
this would provide a 0.3 probability that the driver would be unable to tell the 
difference between the converged setting and their ideal setting. 
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Further testing was then carried out using the double uniform bias selection 
criterion. Table 14 contains the results demonstrating that biased selection 
improves the estimation of x*, increases the robustness to noise, and most 
importantly decreases the number of test points required for satisfactory 
convergence. 
Number of Fitted Model Risk Xmin xmax x SD V 
Test Points Order Gradient 
30 2 00 2.07 2.54 2.23 0.09 0.008 
30 2 50 1.99 2.56 2.25 0.12 0.014 
30 2 11.8 2.01 2.60 2.24 0.13 0.016 
50 2 00 2.05 2.58 2.25 0.08 0.007 
100 2 00 2.14 2.49 2.25 0.06 0.0035 
1000 2 00 2.22 2.33 2.27 0.02 0.0005 
Table 14 Simple Statline Algorithm - Bias Selection Performance 
The bias integral was also tested, but because of the nature of the data was found 
to perform poorly. This was due to of the low gradient of the models being 
utilised, and consequently the integral approximating a straight line. This leads 
to no significant improvement over using simple random selection. Clearly the 
method will work better for models of higher order or quadratics with more 
defined peaks. The probabilistic approach is a clear improvement over the simple 
statistical method, but can be improved on further by using a continuous 
estimate of the final model and modifying the actual model towards the maxima. 
4.3.3.3 Continuous Statline 
This technique develops the simple statline algorithm into a continuous estimate 
and re-introduces ideas from the continuous convergence method. Here a best 
estimate function is used throughout, is modified at the test point (see equations 
[54] [55] [56]) and then refitted to provide convergence towards the optimum. 
The functions tested are a least squares polynomial, a shape preserving piecewise 
polynomial and a smoothing spline. The merits of each are discussed within the 
following simulation results. A potential problem with these techniques is using 
bias selection, when the emphasis placed on the initial model may be too great 
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and a significant error in this will therefore be accentuated, leading to the 
identification of an incorrect x*. A simple solution may be to allow a proportion 
of the test points to complete before the best estimate model is used. 
Figure 50 demonstrates an optimisation using a polynomial function, in this case 
quadratic . The model is fitted using standard least squares theory, producing a 
quadratic probability density function with unitary area. This method has the 
benefit of producing simple functions, achieved through a low processing cost 
algorithm. The strength of the peak can be utilised to form an estimate of the 
sensitivity of the driver to deviation from their preferred progression. It does, 
however, limit the shape with less definition of the peak possible. 
3 ------~----------~------r=========~ 
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- Final Score Set 
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Figure 50 Optimisation using Polynomial Statline 
3.5 
Use of a less constrained function, such as a piecewise polynomial should enable 
a more defined peak to be produced, with reduced emphasis to be placed on the 
initial model. A piecewise polynomial is a function which preserves the shape of 
the data and respects mono tonicity keeping the data continuous. Figure 51 shows 
the use of piecewise polynomial as the estimating function, demonstrating that 
the technique allows the definition of a much steeper peak and also reduces to a 
minimum the estimation of the data between points. It has the disadvantage that 
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the algorithm required to produce the function is much more complicated and 
processor intensive to implement. It is clear in Figure 51 that over fitting may be 
an issue with this function, and a smoother estimate desirable. 
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-4 
-6 L-----------~------~----------~----~ 
0.5 1.5 2 
Gain, K, [-] 
2.5 3 
Figure 51 Optimisation using Piecewise Poly nomial Statline 
3.5 
Figure 52 shows an example optimisation using smoothing spline Statline. The 
method retains the less constrained element of a piecewise polynomial, but 
provides a true fitting estimate, without losing shape. The actual function used is 
a cubic smoothing spline algorithm, provided in Matlab as a convenient form of 
the FORTRAN routine smooth (written by a company; PGS). 
A benefit of this routine, is that there is no requirement to complete a number of 
test points before producing a fit, because the algorithm uses an estimate of the 
error contained within the data. The error, p, is calculated thus: 
h = max(xi+1 - Xi) [57] 
[58] 
[59] 
This estimate of error prevents over-optimisation when little information is 
present to build the model. 
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Figure 52 Optimisation Using a Smoothing Spline Statline 
Figure 52 demonstrates that a smooth estimate is possible through out, with a 
clearly defined peak forming quickly. 
Each of the three algorithms is now tested for rate of convergence, accuracy of 
convergence and robustness to noise. Each of the algorithms is tested under the 
same conditions, with the results the average of 100 repeat simulations. The 
maximum of the response curve tested was at x' = 2.28, with double uniform 
random selection used for obtaining the test points. 
Table 15 gives the results for the polynomial Statline algorithm. It is evident that, 
in line with the simple statline, a second order model provides the best estimate. 
This result is not as a consequence of the fact that the test model is also quadratic. 
The accumulated probabilistic data is able to form any shape, and it was hoped 
that the higher order models would enable a more defined peak to be established, 
giving a better estimate of the sensitivities either side. The method shows poor 
robustness to noise as seen in the large range of x* being identified for 30 test 
points. 
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Number of Model Risk Xmin Xmax x SD v 
Test Points Order Gradient 
30 2 00 1.95 2.61 2.23 0.11 0.011 
30 2 50 1.96 3.50 2.25 0.16 0.030 
30 2 11.8 1.98 3.50 2.27 0.27 0.075 
30 3 00 1.92 2.58 2.35 0.12 0.014 
30 4 00 2.l2 2.46 2.26 0.07 0.004 
30 5 00 2.l4 3.50 2.40 0.33 0.110 
50 2 00 2.06 2.42 2.25 0.07 0.005 
100 2 00 2.l6 2.36 2.25 0.04 0.002 
1000 2 00 2.26 2.29 2.27 0.008 0.0001 
Table 15 Polynomial Statline Algorithm - Bias Selection Performance 
A significant improvement is gained through increasing the number of test points 
but too many are required for the method to be suitable, given the time 
constraints of any appraisal. A large number of test points are required to find a 
satisfactory peak because of the emphasis placed on the initial model which is 
produced from little global knowledge, and is accentuated by the use of biased 
selection. 
Table 16 displays the results from the piecewise polynomial 5tatline. 50 a useful 
initial model is defined, five test points are considered prior to it being generated. 
Obviously this number of test points can be increased or decreased, but 
assessment indicated that this was the minimum that could be used to produce a 
reliable result. It is desirable to keep this to a minimum, so that the maximum 
amount of data is used to converge towards the optimum. 
Number of Risk Gradient X min Xmax x SD u 
Test Points 
30 00 1.93 2.66 2.182 0.l14 0.013 
30 50 1.97 2.84 2.204 0.159 0.025 
30 11.8 1.92 3.50 2.280 0.267 0.072 
50 00 1.89 2.52 2.l79 0.103 0.011 
100 00 1.97 2.55 2.176 0.107 0.011 
1000 00 1.87 3.25 2.249 0.232 0.054 
Table 16 Piecewise Polynomial Statline Algorithm - Bias Selection Performance 
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Despite the advantage of being able to produce a stronger indication of the 
optimum, the results show that a piecewise polynomial suffers from over-fitting 
of the data, so that no real benefit is seen over the use of Simple Statline. This is 
evidenced by the lack of improvement as the maximum number of test points is 
increased, and the poor resistance to noise. 
Number of Risk Gradient Xmin Xmax X SD v 
Test Points 
30 00 2.07 2.49 2.282 0.082 0.007 
30 50 2.04 2.68 2.298 0.132 0.017 
30 11.8 1.94 2.71 2.275 0.115 0.013 
50 00 2.18 2.41 2.290 0.051 0.003 
100 00 2.21 2.35 2.283 0.031 0.001 
Table 17 Smoothing Spline Statline Algorithm - Bias Selection Performance 
Table 17 gives the results for the smooth spline Statline. Despite the increased 
complexity of the algorithm, this method clearly produces the best stochastic 
approach to the optirnisation problem. Small benefits are gained through 
increasing the number of test points, and excellent robustness to noise is 
demonstrated. There is still the possibility to converge to a result away from the 
optimum when a large amount of noise is present (demonstrated in the range 
for Rc = 11.8), but analysis of the consistency of the rating data and the gradients 
of the probability peak would eliminate poor results such as these. This method 
offers the best solution to the optirnisation problem for learning automata. 
4.3.4 Multi-Dimensional Searches 
Line searches do not lend themselves well to efficient, fast optirnisation of 
problems with more than one dimension. For the case of two dimensions, say the 
simultaneous optirnisation of pedal progression and engine progression, a 
strategy would be required for the selection of the optimum search direction. 
This would mean that keeping the appraisal to a suitably short time frame would 
require only a single iteration being completed in each direction. If the problem 
were extended into further dimensions, the direction would need to be chosen in 
n-D space, resulting in the probability of a low level of convergence and breadth 
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of testing. The smoothing spline results suggest however that extension to two, 
and even n-dimensional problems could be possible. As there is no specific 
requirement to choose a search direction, a more general picture could be built 
more quickly than using a guided line search. The problem of attitude retention 
may be the limitation of any appraisal, as it is clear that to obtain a suitable result 
the more dimensions added to a problem, the more test sites are required. 
Additional analysis and development of a multi-dimensional method is not 
required at this stage, and is recommended as further work. 
4.4 Development of Appraisal Method 
4.4.1 Selection of Algorithm for Main Experiment 
It was necessary to perform the main experiment (due to time pressures from the 
sponsor) before a satisfactory form of the learning automata was developed. 
Consequently, the EyeTest optimisation was used. This method clearly out 
performed the other line searches developed, and its performance is not 
significantly different to that of the smoothing spline statistical line optimisation. 
In practice the EyeTest also proved simpler to implement into a drive appraisal 
on the vehicle. 
It has been decided to limit the main experiment to one dimension because 
previous evidence suggests that the majority of the gain in performance feel 
comes from a single parameter, progression, and it simplifies the appraisal. 
Additionally, most is known about the desires and response of throttle pedal 
progression, and will yield results easiest to interpret. 
4.4.2 Pilot Drive Appraisal of EyeTest Algorithm 
A short pilot appraisal of the EyeTest technique was undertaken prior to 
implementing the main experiment. Three candidates drove the Focus test 
vehicle and were subjected to a test appraisal. The test route was identical to that 
of the original pilot appraisal (see Appendix A6). 
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The pilot appraisal quickly established that a candidate could predict the simple 
incremental steps of the pedal progression, and that this was leading them 
towards a result, not necessarily their preference. To resolve this, a degree of 
randomisation was introduced to the test procedure. The randomisation 
introduced to the algorithm is discussed in detail below. Further testing with the 
revised method provided the desired effect, with the drivers not able to predict 
subsequent pedal progressions. 
The algorithm performed well once randomised, with optimums being identified 
that the test drivers were happy with, and the results providing a strong 
argument to proceed to develop a full appraisal. Satisfaction with the results was 
determined by doing a direct comparison between the driver's converged setting 
and the vehicle baseline. The following section develops the EyeTest algorithm 
into the final form of the appraisal; the Intelligent Appraisal Technique (lAI) . 
4.4.3 IAT Algorithm and Appraisal Details 
The following section describes the algorithm to be used for the main experiment, 
the Intelligent Appraisal Technology (rAT), which is the subject of Tuplin [271. 
Some of the material previously covered in section 4.3.2.3 is repeated here for 
clarity. The solution to the one-dimensional problem uses paired comparisons to 
limit the concentration span and rating skill required by the driver. The 
candidates are asked to state their preference for the current progression, giving 
an answer of better, same or worse than the previous setting. This simple scale is 
retained, to increase attitude retention by limiting the required prior knowledge 
to the previous test setting only. The driver is allowed as much or as little time as 
they require to make the assessment. However, if a decision is made very quickly 
over the preference of the current setting, the driver is requested to continue 
driving for a short period, so that a genuine comparison with the next test point 
can be made. A degree of randomness in progression selection, along with 
automated (and hence I double-blind') testing, ensures that the test is not 
predictable or biased in any way. 
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An initial range is selected within the safe limits set out in Chapter 2, which 
covers most of the ' expected' preferred progressions as determined from 
previous appraisals, Passmore [31. This initial range is K La = O. 7 ~ K HI = 2.0. 
n individual test points are then defined in this range by dividing it into n-l 
equally spaced steps. Step size is given by: 
[60] 
And the test set of progressions by: 
n=3 ,5,7 
[61] 
n=1 
A low number of test progressions per iteration have been utilised as 'this is 
preferred as it avoids the possibility of local minima being converged to. 
Although the optima may lie between values selected, it reduces the difficulty of 
finding a general peak', Frost [441 . It also avoids the situation of M being 
indistinct, such that the driver cannot give accurate responses, shown by the risk 
model developed in Figure 23, Chapter 3. 
The process is then to record a rating between each pair of adjacent points, while 
attempting to minimise the predictability of the changes. This is achieved by 
randomly setting n as either n=3, n=5 or n=7 and then subdividing the range in 
two. The order of execution of each half, and the direction of travel (increasing or 
decreasing K) with each half is also randomised. This is illustrated in the example 
shown in Figure 53. The order of tests is shown by 1 - §, so the ratings are 
recorded in the order a - f (The second half of the range is tested first with 
increasing K, followed by the first half with decreasing K) . Note that although a 
rating is requested between all changes in progression, the comparison between 
test £and ~ is ignored, as is that between 8 and the first test in the next iteration 
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of the algorithm. Further randomness in test ordering is avoided to limit the 
number of these unproductive comparisons. Each of the ratings is recorded as: 
r = +1 Better than the last setting 
r=O 
r =-1 
Same or insignificant change compared to the last setting 
Worse than the last setting 
Using these ratings, a piecewise linear model is fitted about each of the n tested 
progressions in turn to locate the maximum (or exceptionally, the minimum) 
point of preference, see Figure 53. 
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For each candidate model the peak is assumed to be at the /' point and slopes 
are calculated about that point. The slope of the first line is determined from the 
ratings ri as: 
[62] 
Where: t1Ki = Ki+1 - Ki if the test order has P increasing 
t1Ki = Ki - Ki+1 i f the test order has P decreasing 
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The second slope is then given as: 
[63] 
Note that Ml is not calculated when} = I, and M2 is omitted when} = n. 
The optimal model is then selected as that which best fits all ratings, according to 
a correlation score 5j, based on the assumption that a positive score is an 
indication of preference (reasonable to assume). 
j- I 11-1 
Sj = Z>i .sgn(M;MI (J) )+ L fj .sgn(M;M 2(J) ) [64] 
Figure 53 also illustrates the 'line fitting' defined by this process for the first three 
values of j; by inspection of the fi, the best fit should be obtained at either j = 2 or 
j = 3 and this is confirmed by the correlation scores 51 = 3, 52 = 53 = 5. In cases 
such as this, where two scores are equal, the point closest to the midpoint of the 
range is taken (j = 3 in this case). When the optimum point, K o, of the current 
range has been identified, the process above is iterated, with the next set of tests 
centred on this optimum and the range reduced by a factor A, based on the 
correlation score achieved: 
[65] 
Thus the search converges if consistent ratings are given. The new test range is 
defined by the set of equations [66], [67], [68] . 
H ",. = (K HI - K LO ) X (1 - F R ) / 2 
K LO = K B - H "" 
KHI = K o + H llr 
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If K B is at either limit of the safe range, F MAX is reduced to 0, to establish a suitably 
course test set. F MAX = 0 is set as the range should not be reduced when no 
conclusion about the preference can be drawn. Obvious adjustments are made to 
keep the testing within the bounds K M1N ::; K ::; K MAX ' The one exception to the 
convergence given above is where the gradient search finds a minimum (Ml<O 
and M2>O) . This result indicates very poor driver consistency, but if it occurs, 
testing continues by centring the new range on j = 1 or j = n depending on which 
of M l or M 2 is best correlated, according to the appropriate single term of 5 in 
equation [64]. The candidate drives repeated iterations of this process until 
convergence is indicated by a consistent set of r i = 0 . V i or the full range to be 
tested is such that M is below a predefined threshold, based on the sensitivity 
appraisal. To limit the overall length of the appraisal, five full iterations is the 
maximum allowed. Typically five iterations will take between 1 and 2 hours. 
4.4.4 Simulation of IAT 
In Figure 54 the modified algorithm is illustrated in simulation for a fully 
consistent set of responses and for a highly inconsistent set. 
(a) with 26 consistent responses 
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(b) with 12/26 inconsistent responses 
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Figure 54 TAT Simulations and Robustness 
Again a polynomial curve was used to represent the response curve (peaking at 
K = 0.916) and hence supply r; values. With completely consistent responses 
(plot (a)) the IAT predicts K = 0.916, but the algorithm also performs very well in 
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the face of significant disturbance. Plot (b) shows a test with 12 of the 26 r; 
randomly (and wrongly) chosen, and the final result is K = 0.899. The conclusion 
can be drawn that the randomness introduced has not altered the performance of 
the algorithm, and should minimise order effects. It is also evident that five 
iterations are sufficient to reach a suitably resolute optimum. 
4.5 Summary 
A technique has been successfully developed that will be able to produce a 
consistent data set for development into a model of driver preference. The 
expectation is built through the extensive simulation data presented. It is felt that 
the pilot appraisal of the IAT provided strong enough evidence that it is worthy 
to proceed to the main experiment. 
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5.1 Introduction: Main Experiment 
This chapter describes in detail the application of the lA T appraisal methodology 
in the main experiment. The development of the methodology into a workable 
drive appraisal for the locale is described, and so are the measures taken to 
ensure that a fair and impartial experiment is conducted. The results from the 
appraisals are then discussed, using statistical methods to identify a single best 
optimum progression to correlate against previous work. This will help validate 
the data to be used later from the driver behaviour model. The demo graphics of 
the test sample are also shown, and the implications of the general results 
discussed. Simple methods of correlation are explored, referencing pedal 
progression optimum against metrics such as gender, driving experience and 
driver age. 
5.2 Candidate Recruitment and Selection 
Candidate recruitment can be a problematic area for experiments of this type. 
Methods of recruitment include the use of established subject lists, newspaper 
adverts and/ or mail shots, Passmore [31. The method adopted here was to place 
an advert on the internal university website with a link to the pre-appraisal 
questionnaire and demographic survey (appendices All & A12 respectively). 
This resulted in all candidates being selected from employees of Loughborough 
University and their families. Both technical, academic and support staff were 
used, although engineers, and specifically automotive engineers were avoided, as 
it was felt they may afford too much insight into the subject, negating the double 
blind aspect and biasing the results. The selection criterion (based on the 
demographic survey) employed was aimed at achieving a cross-section that 
approximates to a normal age distribution of drivers, with equal proportions of 
men and women. Similarly a normal distribution of driving experience (based on 
distance covered each year) was considered. The concept was to represent the 
population as a whole, as any adaptive model should be appropriate for all. 
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For the appraisal 50 drivers were selected, with a view to 2 subsets of 18 drivers 
being produced for the model development phase. More than the required 36 
drivers have been tested, as there are expected to be a proportion of system 
failures, poor data and inconsistent responses. Those drivers who are inconsistent 
at recognising what they like should be satisfied by the adaptation as it will not 
be critical where their progression is set, not needing to satisfy a precise want. 
5.3 Format 
The rAT appraisal consists of a drive cycle over typical'B' class roads; the route is 
shown in Appendix A13. Data was continuously acquired from the sensor set, for 
post-processing into the model regression variables; the parameters being 
acquired from the vehicle during the appraisal were the same as those detailed in 
Chapter 2, at the prescribed rate of at 100 Hz. Histories of the progressions tested, 
and the driver ratings were also recorded. 
Pedal gains available to test O.8<K < 3.5 are contained within the safe range 
O.5<K < 3.5. K = 0.8 is used as a minimum so that wide open throttle is guaranteed 
for full pedal travel, thus achieving maximum torque. Reduction of the 
progression past this point could result in a perception interaction occurring 
between a decrease in wide open throttle acceleration and pedal progression, 
with no easy method existing to separate the effects. These gains can be related 
directly to actual pedal progression, using the benchmark-testing results. The 
baseline progression for the Ford Focus is 0.090 ms-2/mm (K = I), and as expected 
for K = 2, the progression increased to 0.18 ms-2/mm. This shows that the 
application of a gain to the throttle pedal signal, gives a linear response 
relationship (See Chapter 2 and Appendix A3 for full details of the calibration) . 
The author recognises that for an ideal experiment the physical travel of the 
pedal should also be modified to match the gain applied, but the result from 
Chapter 3 assessed the influence of the resulting dead-band in the upper region 
of the pedal travel as negligible. The inability to modify pedal travel would be 
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most significant if K <0.8 were to be tested, as wide open throttle would be 
prevented from being reached. 
It is already known from the work by Pass more [3] that 0.090 ms-2/mm is lower 
than the mean pedal progression desired by the general public. The location of an 
optimum is not, however, conditioned by this, but the results from the post-
appraisal questionnaire (Appendix A14) quantifying the overall improvement 
compared to the baseline may well be. 
The use of a simple gain allows the reference setting to be identical to the 
mechanical system employed in the standard Focus, and reduces the required 
output for the adaptation software to a single variable, keeping complexity to a 
minimum. The effect of increasing or reducing pedal progression on the 
Normalised Torque map is shown below in Figure 55, for the upper and lower 
test limits chosen, plus the baseline map for reference: 
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120 
Chapter 5. Identification of Ideal Pedal Progression 
The order of execution of test settings for the drive appraisal is as follows: 
• Familiarisation Drive 
• lA T Test Progression 1 .. . 
• ... JAT Test Progression n 
• lA T Converged Progression 
• Vehicle Baseline 
• lA T Converged Progression 
• Vehicle Baseline 
Prior to the familiarisation drive, a short explanation of the procedure is given 
using the script shown in Appendix AlS. The familiarisation drive lasts for 
approximately 10 minutes to ensure that the drive candidate is comfortable with 
the vehicle; the same route for the familiarisation drive being used for each 
driver. A second briefing is given whilst parked at the beginning of the appraisal 
route. This helped to ensure that the process of the actual test was not forgotten 
during the familiarisation drive and the rating scale was fully understood. 
Ratings were carried out using a 3-point scale, for a single variable: 
Variable: 
Scale: 
"How does the current setting compare to the last setting you drove?" 
+1 
o 
-1 
Better than the previous setting 
Same as the previous setting 
Worse than the previous setting 
As discussed previously this scale has been designed to extract a definite 
statement of preference, with no indication of the strength. Historically Likert 
scales use a [don't know] option; this is not used here. If a candidate cannot 
determine if the setting is better or worse it is reasonable to assume that they 
have no preference compared to the previous setting, and it will be entered as the 
'Same' i.e. Don't Know = Can't Tell = Same. The candidate then proceeds to drive 
each of the test progressions provided by the control algorithm. Using a 
predefined control algorithm ensures the experiment is double blind, meaning 
that neither the assessor nor the candidate knows what the current setting is. This 
guarantees that the assessor cannot influence the response, and the candidate 
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only decides their preference based on the drive experience. If they know what 
the setting is, they may think that they know what they like, and not base their 
response on how the vehicle is actually driving. Once each of the ratings has been 
provided it is entered into the Pc. This action moves the vehicle onto the next 
setting. The change from one setting to the next is only allowed when it is safe to 
do so and with the driver's verbal consent. Once all the settings have been driven 
and convergence reached, the candidate's preferred setting is automatically 
selected. Following a short drive on their preferred progression the vehicle is 
switched back to its baseline to allow the subject to directly compare their 
preferred pedal progression with the original vehicle setting. They are then asked 
a series of questions relating to this comparison, the post-appraisal questionnaire 
being shown in Appendix A14. 
5.4 Results and Discussion 
The lA T appraisals proved a highly successful method, an appropriate level of 
convergence being reached in all cases. The majority of drivers indicated that 
they preferred the final vehicle setting, none of them feeling that a modified 
sensitivity of the vehicle reduced its drive ability. It was not unexpected that all 
candidates required an increased pedal progression, as the standard 2.01 Focus 
has a low baseline setting. This is evident from available literature and from 
driving the vehicle. The baseline was used as a start point, however, as it 
provided the most convenient initial setting. The results agree with Passmore [3], 
showing that modifying pedal progression on a vehicle can improve the 
perceived performance of the vehicle. It is not possible to compare the mean 
value of progression for this experiment with those given in Passmore, as the 
vehicle is calibrated in 1st gear for Passmore's experiment, and 2nd gear in this 
experiment, with the actual gear ratios and pedal travel unknown for Passmore's 
experiment. The positive feedback indicates that the results are reliable and 
therefore useful for further analysis. Unexpectedly the general trend observed 
was that the more 'aggressive' the driver, the lower the progression that was 
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preferred. Aggressiveness here is termed as a driver who attains higher average 
speeds, maintains lower gears for longer, and achieves higher lateral 
accelerations in corners. This suggests that a more aggressive driver prefers (or 
requires) more control over the available torque. 
Candidates were less able to differentiate between progressions when the total 
range was subdivided into eight. The expectation hence, is that a range 
subdivided into four or six steps will be more reliable, and supports the case 
outlined in the sensitivity analysis in Chapter 3: that the smaller the change of 
pedal progression, the less able the driver to assess the change correctly. 
5.4.1 Analysis of Preferred Pedal Progress ions 
Table 18 shows a summary of the full data set recorded through the IA T 
appraisals. The data crossed through are not to be used for the model analysis. 
The appraisals where system failures or incomplete appraisals occurred are not 
able to be used in the model development stage. Other data sets have been 
eliminated based on events during the appraisal. For example, candidate lA T3-6 
was responding to the change of progression before they had continued to drive 
the vehicle. Data gathered during the experiment supported this and it is 
therefore seen as reasonable to conclude that they did not correctly participate in 
the appraisal procedure. A number of candidates demonstrated the inability to 
concentrate on the appraisal for a sustained period, frequently forgetting how 
they felt about a comparison, and often resorted to giving the same response as 
before. lAT2-7 was a very inexperienced driver, who needed to concentrate on 
the task of driving rather than the appraisal itself. With hindsight this candidate 
should not have been recruited. Finally the remainder are removed due to lack of 
consistency of response and thus convergence. These candidates exhibit a fairly 
flat response, indicating that they have no real preference on vehicle setup. Not 
including these candidates in the model development stage will not result in a 
non-general model, they would simply increase the error term and would not be 
expected to alter the variables included in the model. 
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Candidate Preferred Progression 
Candidate Number 
Gain Progression [ms·2/mm] 
fATl 
1 2.1 8 0.196 
;!. +:-l-l- Q.,..l.OO 
3 1.89 0.170 
4 1.07 0.096 
5 1.75 0.158 
6 1.45 0.131 
7 1.35 0.122 
8 1.93 0.174 
9 1.96 0.177 
10 2.62 0.235 
H ~ ~ 
12 2.42 0.218 
g ~ fi.a.i.l.tH'e 
14 1.99 0.179 
~ ~ ~ 
M H+ ~ 
17 2.01 0.181 
fAT2 
1.47 0.140 
;!. ~ fi.a.i.l.tH'e 
~ ~ fi.a.i.l.tH'e 
4 1.74 0.165 
~ J:W ~ 
6 1.64 0.156 
1- ~ ~ 
8 1.83 0.174 
9 1.96 0.186 
10 1.59 0.151 
11 1.96 0.186 
12 1.57 0.149 
13 2.33 0.221 
-l-4 ~ fi.a.i.l.tH'e 
~ 2.06 ~Ie Data) 0.196 ~Ie Data) 
M ¥ystem fi.a.i.l.tH'e 
17 2.47 0.235 
18 1.47 0. 140 
19 1.29 0.123 
~ ~ (bM4. 
fATJ 
I 1.84 0.175 
2 1.90 0.181 
3 2.21 0.210 
4 1.61 0.153 
5 1.35 0.128 
6 M9 ~ 
7 1.77 0.168 
8 1.35 0.128 
9 ~ ~ 
10 2.02 0.192 
11 2.22 0.211 
12 1.38 0.131 
13 1.80 0.171 
14 1.77 0.168 
Table 18 Full lA T Results 
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Simple analysis of the preferred pedal progression data can be carried out by 
calculating the mean progression for each of the Appraisal groups, to allow 
correlation to previous work and to give an indication of a suitable pedal 
progression for the initial set-up of the vehicle. 
Appraisal Mean Mean Progression Standard Deviation 
Number Progression Progression Range 
(Gain) (ms·Zjmm) (ms·2jmm) ISO 2SD 3SD 
IATl 1.885 0.1697 0.1395 0.0396 0.0786 0.1180 
IAT2 1.806 0.1720 0.1454 0.0403 0.0806 0.1208 
IAT3 1.770 0.1682 0.0827 0.0288 0.0576 0.0864 
Table 19 Statistical Analysis of IA T 
As can be seen in Table 19, the mean progression for each of the IATs is in close 
agreement with the Ford DNAl progression of 0.18 ms·2/mm. The Ford DNA 
target is based on the work by Passmore et al [1, 2, 3, 4], and is Ford's translation 
onto their vehicles. This confirms that the results of the appraisal methodology 
applied here match that of previous performance feel work and adds credence to 
their validity. However, the standard deviation2 of the results clearly shows that 
all drivers will not be fully satisfied with the mean progression, and would gain 
improved satisfaction from a vehicle that could adapt to their preferred vehicle 
set-up. This result echoes the findings of Pass more [3], who showed that there was 
wide variation in response from the drivers tested. Modifying the pedal 
progression to a single 'ideal' would improve the performance feel of the vehicle 
for some drivers but not all. 
1 Ford DNA is a set of data collated by Ford Motor Company which describes the performance attributes of 
a vehicle, and to which they aim to calibrate all of their vehicles. 
2 Standard Deviation was calculated using s = 
Lx2 -(LxY 
( ) 
, and assumes that the data follows a 
n n-l 
normal distribution. 1 SO is considered to cover 68% of the population, 2 SD 95%, 3 SO 99%. Clearly the 
system would need to be adaptive by a minimum of2 SD to achieve maximum performance feel ratings. 
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Passmore also found some evidence of demographic effects, which offer an 
alternative means for tailoring a vehicle to individual requirements. It was found 
that requirements for male and female drivers were similar, engine progression 
became significant for drivers under 35 years of age and wide open throttle level 
was not significant for drivers over 45 years of age. No analysis of the effect of 
demo graphics on progression requirements was considered. 
Figures 56 and 57 demonstrate that there are some demographic effects in 
evid ence for progression from the results gathered here, with age and distance 
travelled each year having strong trends. 
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R2 on the figures is a measure of correlation between the data and the least 
squares linear model. Older drivers requiring a more responsive vehicle suggests 
that they may prefer a vehicle where it is easier to access the performance, and 
younger drivers prefer more control over the available torque. Reducing 
progression for driver's who spend more time in the vehicle, travelling much 
further each year, suggests that a more relaxed approach from the vehicle is 
preferred. The results indicate that with no assessment of the standard deviations 
a strong model can be formed for these demographics. This could potentially be 
used by car dealers at the time of purchase to provide an improved setting over 
the baseline for customers. However, it is not recommended to use these trends 
alone, as large standard deviations still exist within the data, and no information 
exists on the interactions between the variables. An appropriate step forward is 
to develop a behaviour model as the basis of an on-line adaptive throttle control 
system, to meet these differing driver needs. 
The results of the post-appraisal questionnaire add further weight to the 
argument for an adaptive system. Modifying the pedal progression gave an 
improvement in vehicle performance feel to 47 out of 49 subjects, Figure 58, with 
a mean level of a noticeable to large improvement occurring. 
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The majority of the subjects agreed that a similar process implemented on their 
current vehicle would be beneficial, Figure 59. 
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Figure 59 Subject Response to whether a similar process (modification 
of progression to their preference) should be implemented on 
their current vehicle. 
5.4.2 Appraisal Demographics 
Candidates were selected by trying to match the population distribution of 
driving experience, age and gender. The data presented here is to establish the 
validity of the experiment with regard to its suitability for producing a model 
that is representative of the population and that it will not be constrained to the 
specific set tested. 
The following figures illustrate demo graphics of the subjects used. Initially it is 
observed from Figure 60 that twice as many males were used in the experiment 
as females. This bias resulted from the available local population (the university) 
being predominately male, and males in general being more willing to participate 
in this type of experiment. Figure 61 shows the comparison between male and 
female mean preferred progression. This indicates, based on the large standard 
deviations found, that gender has little effect on the progression preferred. 
Gender, however, is of secondary importance compared to achieving a correct 
distribution of age and driving experience. 
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Figures 62 & 63 demonstrate that both were achieved. Note the skewed nature of 
the age distribution, which differs from the national distribution of drivers (see 
also Appendix A16, Figure A25) for 2003, which shows a more normal 
distribution. This is considered acceptable, as the distribution used is similar to 
that of buyers/ drivers of the vehicle being tested, Willey [81. The average distance 
covered by drivers in the UK is approximately 12000 miles, indicating a good 
distribution has been achieved for the appraisals. 
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A fourth parameter was also considered during the selection process: the size of 
the engine of the subjects' current vehicle. It was decided that none of the 
candidates should drive a vehicle that is significantly more powerful than the test 
vehicle, as this may lead to unreasonable expectations of the finaJ response of the 
vehicle. All of the candidates drove a vehicle which was 2000cc or less, and less 
than 5 years older than the test vehicle. 
5.4.3 Driver Expectations 
The pre-appraisal questionnaire (Appendix A11) was designed to extract the 
subjects' expectations of a vehicle, and to indicate their driving style. The former 
was tested simply by asking them which they thought was most important on a 
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vehicle, with 'safety' coming out top, and 'easy to drive' second most important, 
see Figure 64. An adaptive throttle will certainly achieve the second of the 
responses by tailoring the vehicle to what the driver prefers, and should 
contribute to the first by reducing the concentration demanded from the driver 
for vehicle control. If a vehicle is easier to drive, less concentration needs to be 
given to the process of driving, thus allowing more attention to be paid to the 
road. 
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If the mean preferred progression obtained from the IAT appraisals is calculated 
for each of the responses above, some distinct differences exist. 
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The results in Figure 65 again illustrate an alternative and more appropriate 
setup could be offered rather than merely selecting the average of the population. 
Again though, interaction terms are not known and the standard deviations are 
large. 
An attempt has been made to assess the driver's aggressiveness based on their 
responses to the last question in the questionnaire. A series of statements were 
presented and all of those which the driver felt relevant to their driving were 
selected. Each of the statements was given an aggression rating (shown in 
Appendix A11, but not presented to the subject) and the total produced an 
aggression score for each driver, which can then be tested for a correlation 
against his or her preferred progression. 
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Figure 66 Correlation of Aggression Rating to Preferred Progression 
No correlation is found with preferred pedal progression (Figure 66), indicating 
that the aggressiveness of a driver based on their attitude towards driving has no 
bearing on how they desire the vehicle to drive. This differs from observations 
made during the appraisal, where it was evident that people who drove more 
aggressively required lower progressions. 
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The other two questions in the debrief questionnaire provide interesting 
information on driving attitudes of the general public, but little useful 
information towards pedal progression selection. These highlight that people are 
generally impatient on the roads and only obey the speed limits that they 
consider important. It seems that the lower the speed limit, the more significant it 
appears to drivers. Very few drivers obey all speed limits. 
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5.5 Summary 
A full set of drive appraisals has been completed, with the mean preferred pedal 
progression of 0.17 ms-2/mm being comparable to previous work and the Ford 
DNA target pedal progression. Demographic effects do exist for the selection of 
an initial set-up for pedal progression, but the deviations found suggest that a 
more intelligent process is required for an optimum set-up to be achieved. The 
demographics indicate that the sample used for the appraisal is a good 
representation of the population, and therefore the data is suitable for the 
development of a general driver behaviour model. Techniques to produce an on-
line model are now described through out the next two chapters. 
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6.1 Introduction 
It is proposed that the solution to the optimum set-up of pedal progression is to 
implement a continuously adapting system that uses variables available on the 
vehicle, in order to build a profile of the driver, thus setting the vehicle up to 
their precise requirements. To develop such a system, a model of driver 
behaviour is established using a robust statistical fitting process. To achieve this, 
continuous measures of driver behaviour are to be generated from the available 
sensor set, and the most robust and highly correlated sub-set of these identified. 
Two techniques for identifying these have been tested here, and are described in 
detail. The first method is a full factorial analysis, and is generally accepted as a 
reliable technique for identifying variables which correlate well to a function. The 
second is factor analysis, which uses formal methods to identify how important 
variables are to a model, and importantly also uses information on the 
conditioning of the model to optimise validity of the model for general use. The 
strengths and weaknesses of both techniques are examined, and a final driver 
behaviour model is presented. 
6.2 Development of Model Regression Variables 
The basis for a driver model is to identify combinations of behaviour predictors 
which accurately describe a driver profile, the predictors being built using 
statistical analysis techniques. All of the variables used for the behaviour model 
are constructed from variables sampled in real time on the vehicle, and from 
filtered variants of these. The lA T appraisal had a 'free driving format', 
Tuplin [45] , driven over predetermined 'B' class roads, and for this reason the 
data's sampled from the vehicle during the appraisal can be used to correlate 
with the converged preferred pedal progressions. This data is ideal for two 
reasons: 
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1) It properly reflects the driver's mood during the appraisal. This is 
thought to have an influence on preferred pedal progression. 
2) A wide range of different pedal progressions are used throughout 
the data, so the influence of pedal progression on the variables 
measured is minimal. 
Table 20 illustrates the raw data channels acquired during the drive appraisals. 
From this sensor set, relatively slow time response measures are derived 
(also shown in Table 20), using memory and processor efficient algorithms. 
Variables that are too responsive will simply add noise to a model, providing 
little useful information. However the adaptive system must be time varying to 
allow it to react to changes in driver's behaviour and to a change of driver in the 
vehicle. Using a static measure, such as a simple mean, would cause a delay in 
behaviour measurement equal to the length of time over which the measure is 
taken, and cause discontinuities in the model. The consequence is that the 
adaptation process would always be adapting to how you have been driving, and 
not how you are driving. This cannot be avoided even with continuous measures, 
but its effects can be minimised. These variables are the input (predictors) to the 
model, and it is demonstrated how a small number of sensors can be used to 
generate a large number of variables. 
Variables that have the potential to provide misinformation are not to be used 
during the model analysis stage. These are: 
1) Throttle pedal position. 
2) Throttle body position and derivatives of. 
Throttle pedal position has been removed from the predictor set, as the system 
needs to be decoupled from the direct driver inputs. The use of this variable 
would have the potential to drive the adaptation, thus influencing the way a 
person drives. Throttle body position and its derivatives have also been removed, 
as these are not fully controlled by the driver, since the vehicles EeU has ultimate 
control over the position and rate of application. To avoid this but still retain an 
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estimate of requested engine torque, throttle body position has been substituted 
by a calculated estimate of the actual requested engine torque, and will give a 
better reflection of driver behaviour. For the Ford Focus this variable is calculated 
from requested throttle body position and engine speed using a two-dimensional 
look-up table. This variable is available directly on the Ford Fiesta, which is usual 
of modern vehicles, and therefore any model containing this variable would be 
simple to implement in a production system. 
The statistical techniques used to generate the full predictor set are now 
discussed in detail, with simulated time histories provided and discussions on 
the expected influence of filter rates and sample frequencies on the model 
generation process and ultimately the response of the adaptive system. 
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6.2.1 Auto-Regressive Moving Average 
It is not feasible to take the mean of an entire data set, as this would necessitate 
the storage of every data point generated and provide a significant time lag, as 
discussed previously. Auto-Regressive Moving Average (ARMA) is a numerical 
technique allowing time series data to be analysed to provide a continuous mean 
of real time data. The technique smoothes local variations in data by assuming 
that the current input is dependent on the weighted sum of all previous data, 
plus a weighted measure of the new data. The method is suitable to this type of 
application where the mean level changes slowly, with a desired reduction in 
signal noise. An ARMA only needs to store the previous output value of the 
average from the algorithm. The use of a filter such as this allows the system to 
respond to changes in driver mood, be it from day to day or a shift in preference 
over time. Thus the ARMA is implemented using equation [69]: 
r(k) = aU(k)+ (1- a )y(k -1) [69] 
This gives the moving average of u(k) in y(k) using a 'degradation' factor a (The 
derivation of this formula is in Appendix A17, Tham [461). The degradation factor 
places weighting upon the data, applying more weight to current data and less 
weight to previous data. a is based upon the 2% settling time of the model (the 
time in which r(k) will decay from 100% of its value to 2% of its value l ). This 
allows the sensitivity of r(k) to be controlled, giving the ability for r(k) to filter 
high frequency and small deviations in u(k) from y(k). a is derived from 
equation [69] using the z-transform shifting theorem, Nagrath & Gogal [491, thus 
applying the transform: 
r(z) = aU(z)+ (1- a )Z-I r(z) [70] 
Rearrangement of equation [70] gives: 
r(z) a 
U(z) - 1-(I-a)z-1 [7l] 
1 2% is a well accepted approximation of total settling from the input [47][48]. 
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This reveals a z-pole at (1- a) (key characteristic of Y(k)). Matching the z-poles 
with s-poles gives: 
Hence with a single pole at e -aT: 
Where: 
s T 
Z =e " =l - a f1 
a = 1- e aT 
-loge(n) 
a = --=-"-'--'-
t 
n = 0.02 
t, settling time required 
T, filter sampling time 
[72] 
[73] 
[74] 
Using equations [73] & [74] the 2% settling time can be tuned for each of the raw 
data channels to produce the associated ARMA variables. Appropriateness of this 
response is defined as the minimisation of the error between Y(k) and the raw 
data, with an appropriate reduction of noise. The choice of t is based on the full 
range of the variable to be tuned, the expected level of noise present on the signal 
and the sampling frequency. Setting t at this stage presupposes the adaptation 
rate, although it is anticipated that any adaptive system will react relatively 
slowly. Figure 70 shows a sample time history for lateral acceleration (red) and 
the ARMA variable (blue). Absolute lateral acceleration (i.e. insensitive to 
direction) is used as a behaviour predictor, as the direction of turn is unimportant 
to the behaviour model, a measured level providing the required information. It 
is evident that the ARMA provides a much better estimate of driver behaviour. 
Through simulation the 2% settling time has been tuned to give the appropriate 
response. The most appropriate 2 % settling time for the lateral acceleration 
ARMA should be t = 1200 seconds (a = 3.26 x 10-5 ), to allow a reasonable level of 
responsiveness without excess noise. 1200 seconds is considered sufficiently long, 
such that the variable will not suffer from significant degradation whilst a vehicle 
is stationary at a junction. Figure 70 demonstrates the performance of the lateral 
acceleration ARMA with unsuitable settling times. The 'low' value of t exhibits 
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too much noise, and does not represent the mean characteristic well, with the 
'high' value of t taking far too long to build good driver representation. 
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Figure 70 Time History of Behaviour Predictor, Lateral Acceleration, 
ARMA vs. Raw Data 
A consequence of setting t for variables at this stage is limiting the potential rate 
of response of the final adaptation. It is anticipated at this stage that the 
adaptation will have a relatively long settling time, and therefore the limits 
imposed by t are not considered to be detrimental to the development of the 
model. It will not influence the model fitting process, as each of the filters for all 
variables will be chosen to give similar responses and noise levels. Values of t 
and a for each of the variables are given in Appendix A18. 
The simulation also provided evidence that starting any variable from zero will 
clearly take time to settle to a driver representative level, in this case at least 600 
seconds. To overcome this, it is proposed that each of the variables begin from 
the average of the test data set. This hypothesis is now tested with the next 
example time history in Figure 71. 
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Seeding the variable with an initial mean value provides a measure that 
immediately represents the driver behaviour. All variables will be seeded with 
the mean measure of the sensor for model development, and in online 
implementations the test population average will be utilised. Obviously once a 
vehicle has been driven with the adaptive system, current values of u(k) and 
y(k) will be retained for when the vehicle is used again. 
6.2.2 Windowed Percentile (Qn) 
Simple measures of data are not sufficient to produce estimates of behaviour; 
there is a requirement to examine the distribution of the data as well. Percentiles 
provide a measure of this distribution. They focus on the crucial proportion of the 
data excluding the influence of outliers. The measure used here is time variant, 
using the concept of a moving window rather than an instantaneous or static 
sample. This lowers the variability and helps build a true long-term model of the 
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driver. The variability reductions also compensate for unproductive data, such as 
that recorded whilst stationary at junctions, where driver activity is zero. 
Calculation of an exact Qn would require the storage and sorting of an entire data 
set, which is inherently processor intensive, and so inefficient and unrealistic in 
real time. The method adopted here is to implement a sliding window, and is one 
that allocates the data into a predetermined number of bins (based on the desired 
precision) with Qn calculated from the distribution. The bin method is 
computationally much more efficient, allowing Qn to be found from a large data 
set, and is continuously updated. The precision of the percentile to be found (and 
consequentially the memory requirement) is controlled by the definition of the 
bins: 
[75] 
Where: b x=o = X mill : X mill + N _ div 
b X= k = X min + (k + N . diV) : X min + (k + _N--=. =-d_i_V) 
bzns bms -1 
b r=bins = X mill + (k + ~n~ ~~): X max 
Each data point sampled is then assigned to the relevant bin, equation [76], and 
only the number of entities in the bins retained. A proportion is then removed 
from all of the bins based on the desired precision, equation [77]. This introduces 
a settling time for the system, and is matched to that of the ARMA variables. 
bx (ind) = bx (ind)+ 1 [76] 
Where: [
X -X . ] ind = round mm + 1 
D,. * bins 
b = b * N div -1 
x x N div [77] 
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Once the new data sample has been added to the bin distribution, the position of 
the percentile is found by identifying where the cumulative sum of bx exceeds the 
standard percentile. Hence the value of the percentile can be calculated: 
Qnp - 1 
Q = +X . 
n X * D mm 
max r 
[78] 
Where: 
Figure 72 shows a sample time history for a typical 75th percentile variable (blue), 
with the raw data shown in red. The source data used is vehicle velocity. 
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Figure 72 Time History of Behaviour Predictor, Velocity, 75th Percentile vs. Raw Data 
Using these variables, the method provides an excellent, efficient measure of 
behaviour, and allows different levels of performance to be sampled: from 10th to 
90th percentile. 
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6.2.3 Root Mean Square 
Root Mean Square (RMS) is a technique used to sample oscillatory data, giving a 
single positive measure. This has been transformed into a time series using the 
bin technique, utilising the same algorithm as that described for the nth percentile 
in the previous section. The obvious difference is the final calculation, where a 
sample mean is calculated rather than a percentile. 
Rn = [79] (Ibx Y / bins -==------ + X . X *D mill 
max r 
This technique is particularly relevant to lateral acceleration, where the direction 
of the cornering provides no useful information, but a measure of a specified 
level over time may. The measure clearly provides a good representation of a 
continuous mean level of the raw data profile. 
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6.2.4 Sensor Derivatives 
Variable rates (such as pedal rate) are calculated using a backward-difference 
approximation: 
[80] 
This differentiation process introduces a significant level of noise. Thus the 
derivative of the variable is passed through a first order low pass filter to reduce 
the noise level; this method being the simplest to achieve the desired effect of a 
smooth signal, without loss of useful information. 
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The rate variable signal can then be treated as a raw data signal, with ARMA, nth 
Percentiles and RMS variables being generated. 
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6.2.5 Zero Order Hold 
This technique is used to convert discrete events into a continuous system of 
data. Zero order hold means that the data output value is held at the value of the 
last input event, until a new input event occurs. When this new input event 
occurs, the value of the data output is updated to that of the new input event. 
This technique is most applicable to single event variables such as engine speed 
at gear change. Gear change is detected using the N/V algorithm provided by 
Ford Motor Company [22l . The engine speed at the change point is then recorded, 
as demonstrated by the blue line in Figure 75. The lagged response is shown in 
red for comparison. The variable can then be treated as a raw data variable again, 
and filters such as ARMA used. 
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6.3 Model Fitting 
6.3.1 Least Squares Theory 
The continuous behaviour predictors defined in Table 20 can be combined in 
multiple combinations in an attempt to provide an overall model for driver 
behaviour. The total number of potential models is given by k = nV,( _ ),' where I r. n r. 
n is the total number of variables available and r is the maximum number of 
variables in the model. For the case of 22 variables, and a 4 variable model, the 
total number of possible models is approximately 1011. 
Multiple Linear Regression is used to obtain the 'best' fit model from any 
combination of these variables. Combination is referred to as the number of 
variables used in the model, each having a unique coefficient. Regression is a 
statistical methodology used to model simultaneous effects of predictor variables 
on a single response variable. It involves the 'fitting' of a data set Xi (in this case 
the continuous vehicle measurements) to a known result y (the preferred pedal 
progression). The model to be fitted through regression is as follows in equation 
[81] and retains a simple linear form to keep the size of the experiment to a 
manageable one. 
[81] 
Where the coeffic ients ao' " ar and the unfitted ' noise' variable c are unknown. 
The regression is resolved using a least squares fit, which solves equation [81], 
returning the regression coefficients ao .. . a r • Least squares solves for ao'" ar by 
minimising the following error expression: 
n 2 
Q = IJYi - (ao + a,x, + a 2 x2 + ... + a rx,)] [82] 
i=' 
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Equation [82] can be arranged in vector form to return the solution of the model 
in equation [81]: 
[83] 
The regression can be used in this form to return the coefficients of sample 
behaviour models, using the variables set x ) .. ·x; ' Equation [84] is the 
concatenation of data for all drivers into single matrices, for use in equation [83] . 
u) x) (to) X; (to) 
u= where u j = 
u j X ) (t ,, ) x; {tJ 
Y ) IIP) 
y = where Yj = 
Yj IIP" 
i is the number of variable in the model 
j is the number of sets of driver data entered into the regression 
n is the number of data points for each data set 
6.3.2 Selection of Candidates for Model Development 
[84] 
A sub-group of candidates is to be chosen for model development using random 
sampling, selecting 18 of the candidates from the available 36. A sub-group of 18 
candidates is to be used as this allows any model developed to be tested for 
robustness, by analysing the fit of the model to the remaining 18 independent 
samples. If a purely random subset is selected, there is a risk that the set will be 
biased to a region of the population and the model developed not generally 
applicable. Therefore the selected set is tested to see if it represents the sample 
population using the F-test. The F-Test formally tests for a difference between the 
variances of two independent samples. The two independent samples should be 
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normally distributed and measured on an independent scale. If the two samples 
have similar variances the ratio of the variances of the samples will be 
approximately one. This ratio is known as the F-statistic, and is given by equation 
[85]. 
F= 
2 
O'sample 
2 
0' POPUIOliol1 
[85] 
If the selected sample deviates significantly from one, the sample will be rejected 
and the selection process repeated until a suitable sample is found. 
6.3.3 Identification of Best Model 
The variables developed can be combined in many different ways to find the best 
possible driver behaviour model. A statistical solution is required that tests all 
possible combinations of variables, to find the best fitting statistically significant 
model. A well known technique for achieving this is full factorial analysis, and 
this is referenced in many papers and books, for example [50, 51]. Alternative 
methods for identifying models exist, but most appear to use complex techniques 
that are not required for this problem. For example Yang [52] provides a modelling 
procedure for systems where it is known that many variables will influence 
subjective ratings, such as pedal progression on a vehicle. The technique uses 
Dempster - Shafer theory (see references Buchanan [53] and Jacquet-Lagreze [54]) 
for development of this approach, with the resultant method well suited for 
handling incomplete uncertainty. However, the basic hypothesis for the sample 
space is that all individual hypothesis (comparisons) are mutually exclusive, 
which cannot be guaranteed for this application. The method also requires the 
use of complex combination rules and ranking algorithms, assigning probability 
levels to a continuous rating scale (typically rescaled 0 1). 
A continuous rating scale would provide unreliable results for this work, 
rendering this technique unsuitable, and the algorithms used are unnecessarily 
complex for this application. 
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6.4 Full Factorial Analysis 
Full factorial analysis is generally accepted as a good technique for identifying 
combinations of variables that fit well to a function. It considers all possible 
combinations of variables In a multiple linear regression model. Using a 
significance test, the statistical validity of the model is established and to identify 
the most significant models, analysis of this significance data can be performed 
using normal score plotting. The normal score plot allows the 'best' model to be 
identified quickly and a final regression will give the coefficients of the model. 
6.4.1 Factorial Experiment Design 
To cover all possible combinations of all variables, 2k tests need to be performed. 
As 130 variables have been developed for testing, 2130 tests would need to be 
performed. A factorial study with all 130 variables would take many years to 
complete; even using a fractional factorial limiting the number of variables in the 
model would not reduce this to a realistic time frame. Therefore the strategy 
adopted was to use a layered factorial experiment. Here the variables are 
randomly split into smaller 15 variable factorial experiments, allowing each 
factorial experiment to be completed quickly. From these separate experiments 
the five most significant variables were then tested in further layers, until the 
results reduce into a single 15 variable experiment, which can then be used to 
produce a final, most significant model. Figure 76 shows a sample of the layering 
process. 
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6.4.2 Factorial Experiment Analysis 
For each regression in the factorial experiment a Pearson correlation coefficient is 
calculated thus returning the error matrix for a factorial experiment. The Pearson 
correlation coefficient is the product moment correlation coefficient, Rp, a 
dimensionless coefficient, which signifies the extent of a linear relationship 
between two data sets, x and y. Rp is calculated using equation [86]: 
R = nL x;y; -(I>JLY;) 
p ~[nL x;2 -(I x; Y].[nLy;2 -(I yJ ] [86] 
The coefficient can be analysed in general as: 
• Rp = +1 perfect positive correlation 
• Rp = 0 no correlation 
• Rp = -1 perfect negative correlation 
The square of equation [86] gives the coefficient of determination which is a more 
common measure of how I good' a regression fit is. This is not used in this case, as 
there is no sign variation in y, (the preferred pedal progressions), hence all of the 
information in y can be explained by the variation in x (the fitted variables) . 
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Figure 77 Sample Regressions Demonstrating use of Pears on Correlation Coeffic ient 
Figure 77 shows three combinations of variables in a regression model to fit 
twelve candidate progressions; the corresponding Pearson coefficients are also 
given. It is clear that the Pears on correlation coefficient is a good' single number' 
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test for the type of data being regressed. The ideal driver model would have a 
Pearson Coefficient of Rp = +1.0. 
Each factorial experiment is therefore represented by equation [87]: 
[87] 
Equation [86] is evaluated for k = 215 regressions for each layer, covering all 
possible combinations of the subset of variables. The returned error matrix, Rp, 
can now be analysed to identify the most significant variables and models. The 
significance is calculated using equation [88]: 
P -R -R i - W 1110 [88] 
Where: 
Pi Significance of variable i· 
R IV Is the mean of the Pearson correlation coefficients with variable i included in the 
regression. 
R 11'0 Is the mean of the Pearson correlation coefficients with variable i excluded from 
the regression. 
The results of this significance test are most easily analysed using the convenient 
graphical technique of normal score plotting. Normal score plotting is a graphical 
technique used for identifying variables that do not fit the theoretical normal 
density function curve. It is based on the principle that the human eye can judge 
an approximation to a straight line much better than it can judge an 
approximation to a curve. If data follows a Normal(Jl, er 2 ) distribution, then the 
percentiles of that normal distribution should plot linearly against the sample 
percentiles, Tamhane [551. The normal distribution of data is given by equation 
[89], where Jl & er are the mean and standard deviation of the data, P 
respectively. P = Pi - Jl, the significance scores with the mean level removed. 
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1 -p' / , 
<l> = e ha-
a..j21r [89] 
The normal score is calculated by taking the integral of the normal density 
function, equation [89] and gives an adjusted rank scale of the significance. The 
normal plot is the normal scores plotted against the ordered significance values. 
If none of the variables are statistically significant in providing the 'best' model 
for the progressions, the significance values, Pi will be randomly distributed. In 
this case of purely random data the normal plot approximates a straight line 
graph, whose slope is defined by the standard deviation of the distribution, 
Best [56l . Conversely statistically significant variables appear as a deviation from 
this 'straight' line, and the degree of deviation illustrates the level of significance. 
6.4.3 Results and Discussion 
Figure 78 shows the results of the analysis of the significance matrix from the 
final layer of the factorial experiment; here the significance values of all possible 
linear combinations of up to four variables are illustrated. 
0.05 ,1 -----;=======:;===;==;=, =:=. ;==;-----;-::===--
00045 [ - ... - +- I I t 
I I I 
0.04 - - - "004 _____________ : _____ ~ __ ~ 
I I I I I l O~~----~ -- ------:-----~~-~ 0.03 - - - -/ I I I I 
~ro~-------------~---~~--~ 
I : .tl ~ : 
0.02 0025[- __________ . __ ~~ ___ ,,If ~ __ ~ 
: ... . ~.,... :: 
0.02 - - -- - __ o....~_ -,- - - - -1- - r 
0.01 - - - - - ocP~ 
11 1. 12 114 1.16 1.18 
I 
-0.011--------- -' ----------------------------------y~ •• -4 ~r j 
-0 o2 l ~:": _ _ _ _ _ _ _ 0 4 combined van abies 
3 combined vanables 
2 combined variables 
1 variable 
-0.03--
·1.5 · 1 -0.5 o 
Normal Score 
0.5 
Figure 78 Normal Score plot for Final Factorial Experiment 
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Figure 78 shows there are obvious deviations from the straight line, with many 
combinations of variables being statistically significant. Of these, all could 
provide useful models for driver behaviour, but only the model with the largest 
magnitude will be considered further. Note that in the figure, models with fewer 
variables appear more significant; these are not more accurate however, as the plot 
omits the mean level of significance, which is reduced for a lower number of 
variables. It should be noted also that the use of more variables in the driver 
behaviour model will result in a better fitting model, but that the overall 
statistical significance would be reduced. The" perfect" model could be generated 
if enough variables were used, but this would be a model that is a 'forced' fit of 
the particular test data seen here and not a general reflection of driver behaviour. 
Taking each of the most significant models with I, 2 ... 4 variables from each of 
the tested groups, Table 21 shows how well these models fit (Setl), and how well 
they correlate an independent driver group (Set2) . Each model number refers to 
models developed on different random selections of driver groups. 
Model 1 Model 2 Model 3 
No. Variables Setl Set2 Setl Set2 Setl Set2 
1 0.70 0.39 0.39 0.24 0.47 0.53 
2 0.87 0.39 0.86 0.27 0.64 0.58 
3 0.87 0.47 0.86 0.37 0.67 0.63 
4 0.90 0.47 0.88 0.40 0.73 0.53 
Table 21 Model Correlation Coefficients 
These results highlight a lack of cross correlation between data sets. Although a 
well fitting model can be found for the original data set, the poor fit to other data 
sets suggests that the models produced contain ill conditioning, being too closely 
associated driver group they were developed on. Poorly conditioned models are 
undesirable, as they will not provide a good estimation of behaviour outside of 
their originator group. This implies that any optimal model that has been 
developed through the layered factorial method will not provide robust 
adaptation to driving behaviour. 
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Robust models are expected to have existed during the process of the factorial 
experiment, but they will have been rejected by the reduced correlation they 
exhibit. Concerns have also arisen that important interactions may have been 
missed due to the factorial strategy adopted, which resulted in similar variables 
being in the final models. Thus the method fails to provide a production capable 
model, as it only looks for variables which fit the given progression data the best. 
It has no consideration of how well conditioned the model is, or where the source 
of any ill conditioning lies. To combat these problems, an entirely new analysis 
method is needed, that can optimise the model based on the conditioning to the 
progression data set, as well as the correlation between the variables and the 
preferred progressions. 
6.5 Factor Analysis 
6.5.1 Overview 
Factor analysis techniques have been developed over the last 50 years to 
eliminate subjective procedures, such as normal score plotting, so that any 
models and results can be independent from the experimenter, Harman [57], thus 
achieving a fully objective procedure. Factor analysis examines the structural 
properties of any model, conveyed by a frame of reference. A measure of 
parsimony can be defined in terms of the degree to which the configuration 
vectors representing the model variables are structured. The theoretical limit of 
parsimony is attained when the complexity (significance) of each variable is 
unity. Simply, this allows any model to be analysed in terms of its conditioning to 
the pedal progression set as well as the size of the residual error (correlation). By 
monitoring the condition number of the regression matrices it is possible to 
identify a model that not only fits well to the prescribed data set, but will also be 
transferable to other data sets yielding good cross correlations. To achieve this, 
the optimisation aims to reduce the residual error to a minimum whilst 
maintaining good conditioning of the system producing a model built from 
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orthogonal variables. Orthagonality is the key to a robust solution, with 
proportions of the error described by truly independent variables. 
The process works by adding and removing variables to and from a core model, 
then checking the system condition number and the residual error for each tested 
model. The model is improved by adding variables which are most correlated to 
the residual error and removing the variables which are least significant to the 
core model or are the source of ill conditioning. The process is extremely efficient 
not needing to evaluate models that have a poor correlation or variables that 
have no significance. 
This improvement of efficiency allows many more variables to be tested, with the 
addition of non-linear terms. The addition of non-linear terms allows a 
potentially more accurate model to be developed, without significant addition of 
complexity; Passmore [3] found that pedal progression ratings have a significant 
quadratic response. Inclusion of these terms modifies the model for correlation 
from equation [81] to include quadratic terms and interaction terms. The full 
expansion of a two variable combination model is given in equation [90]. 
[90] 
The analysis will not be restricted to using the full expansion of terms, and can 
use individual variables, such as a l 2x1x2 without retaining the linear and squared 
terms associated with it. 
6.5.2 Methodology 
Factor Analysis uses Singular Value Decomposition (SVD) to decompose the 
regression matrix into a set of independent basis functions. S VD can be used as a 
factorisation method in tandem with linear least squares, to indicate exactly 
where the cause of any ill conditioning lays, Maia [58]. For the model: 
Ax =b [91] 
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SVD gives 
usv T X = b [92] 
Where U and V are orthogonal matrices: 
The diagonal matrix, 5, of real singular values is assumed without the loss of 
generality to be arranged in decreasing order - 51 > 52 ... > 5n, Hopkins [39]. 
Equation [92] can be rewritten, with S representing a set of m uncoupled 
equations with n unknowns: 
Sx'=b' [93] 
With: 
[94] 
If the system is allowed to become determinant, all of the residual error will be 
explained (reduced to zero), but the system will be poorly conditioned and most 
of the variables used will be effectively redundant terms. For the 
underdetermined case, where fewer variables are to be used than preferred 
progressions (m < n), SVD gives: 
b' I 
SI 0 0 0 b' 2 
0 S2 0 0 b~ 
0 0 S3 0 x'= b' , where,b'= b;1I [95] 
0 0 0 Sill b;II+1 
0 0 0 0 b;,,+2 
b;, 
SI to Sill are the singular values of the fitted variables with b; to b;1I being a 
transformed (rotated) vector of that proportion of the preferred progression 
information which is fitted by the model. A measure of the orthogonality can be 
found from S; the system condition number 5 is: 
[96] 
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High values of 8 will indicate a less well conditioned system (a less orthogonal 
solution). The advantages of using the system condition number are, Hopkins [591: 
1) It is independent of the response: hence no knowledge of the true 
solution is required. 
2) It is independent of any modelling of actual errors. 
The disadvantages of system condition number are, Hopkins [591: 
1) It gives very limited information: one scalar value for an entire set of 
variables. 
2) The system condition number is dependent on the units chosen for the 
variables and response. 
In the case of the models being developed here the disadvantages are not 
insurmountable. A single scalar gives sufficient information to indicate the 
orthagonality of the system. The exact source of any problem will be identified 
using a removal criterion. To ensure the correct variables are eliminated each 
variable is to be normalised, with this also remove the dependency of the 8 on 
the units chosen. Failing to normalise will cause one variable to appear much 
more significant than another, purely through the units chosen 
(for example, Mean Velocity = 25 kph, Mean Acceleration = 0.4 m/s2) . 
The normalisation is implemented by dividing all variables by the maximum 
value of the corresponding variable through all candidates tested. 
[U. ]i=1II U = / /=) 
NORM [U ]i=1II 
max i i= ) 
[97] 
The maximum potential of the vehicle is not used, as the maximum achievable is 
very different to that achieved in 'normal' driving, and could distort the result. 
For example, a typical driver is likely to never reach the maximum speed of the 
vehicle, but is more likely to use close to the full braking capacity. This would 
therefore give the correct impression to the analysis that a deceleration 
component of a model would have greater significance. To further improve the 
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model, the mean of each of the normalised variables is used, to eliminate the 
likelihood of using similar variables to remove signal noise. 
The components of vector b' (see equation [95]) from b'm+1 to b'n show the 
proportion of preferred progression information that is not fitting the residual 
error vector: 
b' = Om 
e 
[98] 
Now, if another variable is now added to the model this will always tend to 
reduce the magnitude of b'e and hence reduce the error in the fit. b'e can be used 
to identify which single variable will reduce this error most, to give the best 
reduction in fitting error for the addition of a single variable. The new variable 
will be that which correlates best with b'e (the residual error rotated back into 
'variable space') . The best correlating variable can be found using: 
[99] 
With be being recovered from equation [98] and A* the matrix of variables that 
have yet to be tested within the analysis. 
[100] 
To prevent variables with reduced significance being retained in the model, thus 
identifying the source of any ill conditioning in the system, a removal criterion is 
also applied. This will improve the model, even if the system condition number 
and error conditions have been satisfied. The cost increase due to the removal of 
a variable is given by: 
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[101] 
Where a i is the variable coefficient from the regression and the inverse matrix is: 
[102] 
The inverse matrix (where it exists) is closely related to the probable uncertainties 
of the estimated variable and is known as the Covariance Matrix. The diagonal 
elements of C are the variances (squared uncertainties) of the fitted variables, and 
the off diagonal elements are the co-variances between variables. The cost 
increase provides a means of ranking variables in order of fit, Hopkins [59]. Thus 
with the reliance of ~ionai ' each of the variables has the requirement to be 
independent of the chosen units as for system condition number. The removed 
variable is the one with the lowest value of ~ i ' and will be removed if the 
condition number of the system is not below the threshold. 
At the end of the optimisation, the final model can also be checked. Any model, 
which despite meeting the condition number and error conditions has variables 
with low significance in it, will be unnecessarily complicated. These variables are 
removed from the model without significant detriment to the quality of fit. The 
premise for finding the best model, therefore, is based upon reducing b'e to a 
minimum, whilst retaining orthogonality of the system (the independence of the 
variables) through adding and removing variables chosen through the above 
criterion. 
Figure 79 illustrates the direction in which the optimisation is trying to drive the 
system. In region A the model will be poorly conditioned despite the low 
residual error, whilst region B represents models that fit the data less well than 
required to adequately represent driver behaviour. The ideal model will have 
low residual error and a low condition number, thus the arrow illustrates 
improving models. 
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6.5.3 Practical Implementation of Factor Analysis 
Figure 80 shows some initial results using real data, clearly demonstrating the 
correlation between error reduction and increasing system condition number. 
The process adopted here was addition of variables to the model, with no 
removal criterion used. This method produces models with optimum fit, but has 
no consideration of condition number. The areas of significant interest are 
highlighted in red. 
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Figure 80a indicates no significant error reduction is achieved for models with 
more than 6 variables. The corresponding jump in condition number from 6 to 7 
variable models, Figure 80b, gives a good indication of the level to set the 
maximum condition number for the optimisation, and suggests any final model 
will probably have 6 or less variables. Following this trial optimisation, the 
maximum allowable condition number for the final model was set at 8 = 40 . 
The following is an example of the process of Factor Analysis employed. The 
initial model used contains no variables, has size m x 1, with all values 1. This 
initiates a constant in the model. Thus: 
Where a = 1 and b ~ = 2 
SVD decomposes this simple model, equation [92], and the residual error and 
system condition number can be found, equations [98] and [96] respectively. A 
variable is then added to the model which correlates best with the residual error, 
equation [99], thus: 
Where a = 4 and b ~ = I 
The variable added is now removed from the available variable set. This prevents 
the optimisation becoming caught in loop where it keeps adding and removing 
the same variable. The condition number and residual error of the current model 
are checked against the maximum conditions imposed; a = 40 andb~ = 0.5. The 
condition number is satisfied, but the residual error is not, thus a second variable 
is added. The process continues thus: 
P = a o +a1x1 +a2x2 +£ 
P=aO +a1x1 +a2x2 +a3x3 +£ 
P=aO +a1x1 +a2x2 +a3x3 +a4x4 +£ 
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Once the limits have been achieved, as they have with the four variable model, 
the limits can be reduced, in this case to a = 20 and b~ = 0.5 to try and improve 
the model. It is evident now that the four variable model does not meet the 
condition requirements, and the source of the ill conditioning (variable 3) is 
removed, equation [101]. The model becomes: 
Where a = 12 and b~ = 0.65 
As the residual error has now changed and is above the maximum condition, the 
new best correlated variable is added to the model. 
Where a = 16 and b~ = 0.57 
This variable does not increase the condition number past the limit, but does not 
satisfy the error requirement. This therefore requires the addition of a fifth 
variable to the model. 
Both the condition number and error requirements are now satisfied, and the 
limits can again be reduced. The process continues until the maximum limits 
have reduced to a point such that no model can satisfy them. 
This detail above is an abridgement of the actual process, with many more 
additions and removals required before a model is achieved that satisfies the 
limits. The actual analysis used reduces the condition number from 40 to 1, in 
steps of 1, and the residual error from 1 to 0 in steps of 0.01 . This clearly produces 
many different 'optimal' models. To find the optimal model (that which satisfies 
most closely the requirement for minimum residual error and minimum 
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condition number), the following minimisation problem exists, where the error 
criterion E is to be optimised: 
[103 ] 
To achieve a balanced model, equal weighting is given to residual error and 
system condition number, thus r/J = 1, rp = 1, SF = 40. Equal weighting is assigned as 
it is desirable for the optimisation to proceed linearly towards zero error and zero 
condition number. Hence the model that corresponds to the minimum of E will 
be chosen as the 'best' model. 
6.5.4 Driver Behaviour Model Development 
The optimisation using Factor Analysis was carried out using multiple selections 
of subject data using the method on section 6.3.2, producing many similar 
models, denoted TEST1, TEST2 and so on. The data for a sample of the resultant 
models is given in Table 22: 
TEST 1 TEST 2 TEST 3 TEST 4 
Set A B A B A B A B 
No. Variables 6 6 6 6 
Residual Error 0.80 0.84 0.66 0.961 
o 20.19 14.37 19.96 8.60 
r 0.883 0.700 0.831 0.826 0.928 0.816 0.826 0.769 
Table 22 Sample of Tested Models and Progression Data Sets 
Table 22 shows a sample of 4 data sets, in each case, set A being the chosen data 
and set B being the independent test. Any of the above models could be used for 
the adaptive model, each having good correlation to their originator group and 
good cross correlation with an independent group showing good conditioning. 
To produce a final model, each of the models were analysed by using the removal 
criterion to rank the variables from each of the models. The 8 highest ranked 
variables were chosen for further analysis. To reduce this subset further to a 
lower variable model, Factor Analysis was again used. 
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6.5.5 Results and Discussion 
The final Factor Analysis identified the following 5 variables as the most 
significant: 
f1 Lateral Acceleration RMS 
f2 Engine Torque Estimate 50th Percentile 
f3 Engine Speed at Up Change 90th Percentile 
/4 Vehicle Speed ARMA 
f5 Pedal Rate 75th Percentile 
Each of the variables is currently available from sensors on production vehicles, 
meaning minimal cost of implementation. As discussed previously, the addition 
of more variables would improve the fit of the model, but the resulting increase 
of condition number would be detrimental to the robustness. Equation [104] 
shows the final model using the above variables, with the corresponding 
coefficients, and E being the unfitted error: 
P = 3.43 + 1.13 j/ - 0.03 j~2 + 0.6113 - 3.53142 - 0.44 Is + 6' [104] 
The model has a 0.78 Pearson correlation between the ideal pedal progressions 
and the prediction by the model. When tested on a second, independent 
progression data set, there was found to be a 0.74 Pearson correlation. This 
indicates that the model not only has a good degree of preferred pedal 
progression estimation, but also represents the population's driving behaviour. 
This is confirmed by a low condition number of the system, <5 = 19.8. Both of 
these attributes are necessary for any model to work robustly for production 
implementation. These statistics compare favourably to the non-optimal model 
produce in section 6.5.3, where the condition number for a 5 variable model was 
31 and the Pearson correlation was 0.60. 
Figure 81 illustrates the correlation of the driver behaviour model recommended 
for implementation in an adaptive system. The preferred pedal progression data 
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set has been ordered to enhance the clarity. This ordering in no way influences 
the model. The response variable being fitted to is represented in red, and the 
developed model in blue. Note that the model scatter is greater than the response 
variable. 
Figure 82 shows the contribution of each variable to the model. The significant 
contribution by each variable supports the statistic that the model is well 
conditioned. The significance of each variable is less than the last, but this is 
indicative of a method that iteratively looks for the best-correlated variables. 
None of the variables are insignificant enough to be removed from the model, the 
added complexity being outweighed by the improvement in correlation. 
17 of the 18 candidates are within 0.033 ms-2/mm of the associated preferred 
pedal progression. It should also be noted that all drivers would be happier with 
the adapted value than the proposed baseline progression, as the model predicts 
the correct direction of adaptation from the baseline. The largest error is the first 
subject represented on Figure 81, the actual error being 0.05 ms-2/ mm. 
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Using data from the sensitivity analysis in section 3.4, this represents a 
probability of approximately 0.40 that they will be unable to identify the 
difference between their adapted value and their preference. It must be 
remembered, however, that the sensitivity analysis represents a worst case 
scenario, with step changes presented and not a continuous change of pedal 
progression. The most important aspect of the system is that it predicts the 
correct direction of adaptation for the progression for all candidates. 
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6.6 Summary 
A model of driver behaviour has been successfully developed using the raw data 
provided in the main experiment. The model contains 5 variables, of which all 
can be accessed directly on vehicles, with no material modifications. 
The model has a correlation coefficient of 0.78, a cross correlation of 0.74 and a 
condition number of 19.8. Although the model has good correlation, cross 
correlation and is well conditioned, simulation of the implementation is sensible 
prior to actual vehicle testing of the adaptation and is implemented in the next 
chapter. 
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7.1 Introduction 
Adaptive electronic throttle control (A-ETC) can be applied by evaluation of the 
driver behaviour model (shown in equation [104] (p167)) in real time on a 
vehicle. Although the general fit and cross correlation of the model is good, 
allowing the model to run directly on the vehicle would potentially lead to rapid 
local changes of pedal progression that may be evident to the driver. This 
motivates a method to filter the output from the model, giving a smoother 
response for the driver, allowing control over the rate of adaptation, 
implementation of upper and lower limits of pedal progression for safety 
requirements and an appropriate response in the event of sensor failure. Initially 
the method of adaptation is considered. Then using the hypothesised method a 
simulation of the implementation, including the robustness to changes of road 
type and to sensor failure, is carried out. Finally a short field trial is conducted to 
validate the methodology. 
7.2 On-Line Implementation 
To achieve a successful implementation of the behaviour model the strategy must 
attain the following points: 
1) Control the rate of adaptation 
2) Preserve the shape of the data 
3) Be simple to implement 
4) Be processor and memory efficient 
The behaviour model described in equation [104] (p167) could be used either as a 
predictor of adaptation direction, or more appropriately in a filtered form (thus 
preserving the shape of the response) giving a continuous measure of desired 
performance feel. If the first method is used, a higher threshold of error can be 
tolerated, but it runs the risk of larger steady state error. The preference is to 
invoke a continuous model that attains a higher level of subtlety, and aims to 
achieve larger improvements of driver satisfaction. The key to success with such 
a system is to keep the implementation as simple as possible. 
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Thus, with the above hypothesis, the continuous output of the driver behaviour 
model is to be controlled by a second order low pass digital filter. This will 
smooth out local variations, and also allows the rate of adaptation to be 
controlled. It has further advantages of being capable of preserving the final 
shape of the model, and minimises processor and memory load. Using a second 
order filter gives a delayed initial response to a change, leading to a smoother 
driving experience, and consequently allows higher rates of adaptation to be 
considered. 
Defining the general system as a standard second order system, the transfer 
function is given by: 2 
H(s) = ? W" ? 
S - + 2';w" s + W,~ [105] 
To obtain a suitable response from the system'; = 1 is chosen such that critical 
damping occurs, with w" controlling the rise rate of the system. Critical damping 
is considered necessary as an overshoot of the required progression will result in 
a vehicle being more or less sensitive than the driver desired, thus reducing the 
controllability of the vehicle for that driver. The actual rise rate (and therefore 
adaptation rate) will be considered later in the chapter. Figure 83 demonstrates a 
typical second order response to a step change. 
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To ensure that the system adapts to the correct level Final Value Theorem is 
applied. This states that: 
lim y(t) = lim sY(s) 
t~ oo s~O [106] 
This can be applied for stable systems only, such that all poles are on the left 
hand side of the s-plane, except one at s=O. All will decay to zero, except the one 
at s=O which will be constant in time, thus defining the steady state value. To 
ensure this the transfer function is defined as: 
H(s) = ab (s + aXs + b) [107] 
And gives OJn= M. 
To convert this function into a discrete time system, thus obtaining the 
coefficients of the general second order difference equation, equation [108], the 
z-transform is then taken using the Tustin approximation (Trapezoidal rule) 
Franklin [601. To find the Tustin approximation by hand requires fairly extensive 
algebraic manipulations, Franklin [611. The use of Matlab's c2dm function 
expedites the process producing values that allow the coefficients of the 
difference equation to be obtained by inspection from the discrete transfer 
function. 
Y(k) = aU(k)+ bU(k -1)+ cU(k =- 2)- eY(k -1)- jY(k - 2) 
d 
[108] 
Thus the general implementation of the system is represented in Figure 84, 
showing a simplified form of the algorithm to be used: 
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Figure 84 Graphical Representation of General Implementation 
Now that a complete system has been defined, simulation can be used prior to 
on-line implementation to test for smoothness of output, correct directional 
response and to tune parameters such as rise rate. 
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7.3 Simulation of Implementation Hypothesis 
The system defined in the previous section is now tested through simulation, 
using data collected during both IAT appraisals and general driving. The 
simulations will assess the smoothness of the system, the ability of it to predict 
the correct direction of adaptation, and its suitability to applications other than 
the roads over which it was developed. The variable construction algorithms, 
driver behaviour model and control transfer function are evaluated in real time, 
producing an estimate of the continuous preferred progression for the driver. 
However, it is recognised that the simulation cannot account for or predict any 
change in driver behaviour due to the adaptation. The pilot appraisal suggested 
that there should be no change of behaviour due to a change of pedal 
progression, but clearly pedal position usage will be modified (and this 
highlights why pedal position has the potential to cause incorrect adaptation if 
used as a variable in the model). 
7.3.1 Response to Unconstrained Drive Cycles 
The simulation here uses data collected during the IAT appraisals, and therefore 
represents free unconstrained driving over open 'B' class roads. 
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Figure 85 shows the result of two simulations of the adaptive system for two 
drivers who desired very different preferred progressions during the IAT 
appraisal. Driver 1 required a higher progression of 0.181 ms-2/mm (K=2.01) and 
was included in the regression for the model development. Driver 2 requires a 
much lower progression 0.963 ms-2jmm (K=1.0l) and wasn't included in the 
regression. An initial progression of 0.169 ms-2/mm (K = 1.88) has been used for 
the simulation, which is the average resulting from all of the IAT appraisals. This 
value is held for 300 seconds whilst the model variables settle to their true levels. 
A maximum adaptation rate has been used of M = 4 * 10-4 ms -2 / mms - I to test the 
initial response. Further analysis of the most appropriate rate is considered later. 
The simulation clearly shows that the system adapts in the correct direction for 
both candidates, closely matching the driver's desired progression. The pedal 
progression is not held constant for the full simulation of the drive as the 
behaviour of the driver will change with time, being influenced by external 
factors (for example constraining traffic) and change of mood. The results signify 
that the algorithm is suitable for field trials. 
7.3.2 Response to Rate of Adaptation, Update Rate, and Sample Rate 
The rates of adaptation, update and data sample are critical to the refinement of 
the adaptive system. For the system to be successful it must have seamless 
operation, with the driver being unaware that the process is occurring. To 
achieve this each of these rate parameters are simulated to give an indication of 
appropriate levels for each. 
The rate of adaptation can be defined in terms of the maximum change of 
progression allowed in a given time frame (i.e. K/s or ms-2/mms-1). Table 23 gives 
the values of the coefficients used in the control, and the rates that these relate to. 
Figure 86 demonstrates the responses of the simulated system. 
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Coefficient {j)1l ~ a b c d f X 10'8 X 10'8 X 10'8 e 
Standard 
Increased 
Decreased 
0.01 0.125 0.250 0.l25 -1.999 0.99985 
0.05 6.250 12.94 6.250 -1.999 0.99500 
0.005 0.250 0.500 0.250 -1.999 0.99899 
Table 23 Adaptation Rates for System Implementation 
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Figure 86 demonstrates that filtering of the implemented model is essential to 
providing a smooth driving experience. The adaptation rate must be set such that 
it can respond quickly to changes of driver mood without detriment to the drive 
experience, The recommendation here is that the adaptation rate should not be 
increased above that of the standard rate. The high adaptation response for the 
increased rate could lead to the driver becoming unsettled and having a distrust 
of the system. Significantly decreasing the adaptation rate, whilst providing an 
acceptably smooth response, does not allow for changes of mood during a drive, 
There is no limit to which the rate can be reduced, and would be a correct 
decision if a single optimum is required for each driver. A single optimum would 
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necessitate that different drivers of the same vehicle have a method of retaining a 
personal setting such as recording the setting through the ignition key, as is 
currently utilised for seat positions. 
Using the driver progression sensitivity analysis, section 3.4, as a guide, the 
update rate of the pedal progression can be reduced from 100Hz to O.02Hz to 
provide a minimum probability (10%) that the most sensitive of drivers will 
notice a step change of the progression. This is calculated as follows: 
Step Change @ Pr = 10% = 0.009 ms-2/ mm 
Adaptation Rate = 1.67 x 10-4 ms-2/ mms-1 
M·· U d T· 1.67 xlO-4 53 89 InlmUm pate Ime = = . s 
0.009 
Update Frequency = Yr = Ys3.89 = 0.02Hz 
If the update rate were reduced to 1Hz the probability reduces to 0.2%. It should 
be noted however that it is unlikely that the system will regularly adapt at the 
maximum rate for a sustained period, further reducing the likelihood of 
unsettling the driver. 
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Figure 87 demonstrates that there is a minimum rate at which the data can be 
sampled. The data from the IAT appraisals was sampled at 100Hz and is shown 
in blue. Significant deviation from this response is not seen until the sample rate 
is reduced to O.lHz (green), with increased deviation encountered with further 
reduction of sample rate. It recommended that the data should be sampled at a 
minimum rate of 1Hz. This reduced rate will lower the demand the algorithm 
will place on the vehicle CAN bus. 
7.3.3 Response to Sensor Malfunction 
The response of the system when a sensor malfunctions must be tested to assess 
if any undesirable effects occur. The possible modes of failure of the sensors are; 
failure to zero, failure high (undefined level), increased noise and zero calibration 
drift. 
Figure 88 shows the response of the system with each of the sensors failing to 
zero in turn. 
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Sensor Malfunction to Zero 
Each of the variables has a different significance to the model, and the results 
demonstrate that the more significance each variable has the more influence it 
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has on the model when it fails . None of the failures cause an oscillatory response, 
although f4 causes the largest error with the adaptation going in the incorrect 
direction; in this case though the adaptation is stopped at the upper limit. 
Failure high will drive the system to its limit in the direction of the coefficient of 
that variable. Simulation of this is unnecessary. This failure mode necessitates 
that detection must be included in the adaptation code to prevent the system 
quickly being driven to it extremities. It is recommended that upon detection of a 
failure the adaptation set on a slow fade back to the baseline and an Eeu failure 
mode invoked. 
Drift of the sensor from its zero calibration will result in a permanent offset, 
which can occur in either direction. The simulation here uses a positive offset 
only, adding drift at 2xlO-3 % 5-1. Figure 89 shows the influence of drift on each 
sensor in turn, and Figure 90 the influence on individual variables. 
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It is clear that drift on the sensors has little influence on the adaptation at the 10% 
level, with the model adapting in the correct direction. It is anticipated that 
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further drift would not be tolerated by modern electrical and control systems on 
the vehicle, with safety mechanisms being in place to identify these problems. 
f1 f2 f3 
0.4 1 l 1 I 0.3 P ")'~l IfJ \~-0.9 · 
~ 0.2 ~ 0.5 :::!: \ . ' "I [? Vt '- .... f ') 
0.8 
0.1 
0 0.7 
0 5000 5000 0 5000 
Time [s] Time [s] Time [s) 
f4 f5 
2 
0.9 1.5 
Standard 
.,.,.. , 
,: :::!: 0.8 :::!: "",' 
"<t 
/" 
l{) Drift @ 10% 
-
0.7 /~,\_r 
-
0.6 0.5 
0.5 0 
0 5000 0 5000 
Ti me [s] Time [s] 
Figure 90 Factor Response with Sensor Drift @ 10% 
Figure 91 shows the response of the system when an increase of sensor noise 
(80 % of full scale) is present, on each variable in turn. 
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Due to the heavy filtering of the raw signals, no significant influence is seen on 
any of the variables, other than for variable 5, Figure 92. In this case the 
adaptation is quickly driven to zero, with the variable having an increase of 40 
times on its signal strength. However as this variable is dependant on the pedal 
position signal and much more serious consequences exist for the presence of this 
level of noise, this would be dealt with the vehicle's safety systems. 
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7.3.4 Response to Specific Drive Cycles 
Figure 93 examines the response of the system to drive cycles other than that 
used during the IAT appraisals. All of the data used were gathered from the 
same driver using the Fiesta test vehicle. The output of the system is scaled (by 
1/2) to account for the differences between the baseline progression (Focus = 0.09, 
Fiesta = 0.18) of the vehicles. As a scale of reference the prediction of the 
adaptation over the IAT drive cycle is shown in blue. 
The simulations show that acceptable responses are achieved for all situations 
other than heavily congested traffic. Here the system behaves unacceptably, 
progressing in the wrong direction and providing an essentially unsteady 
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response. In this situation it is recommended that the drive cycle is detected 
using average speed (lower than all other situations) and frequency of launch 
(stop start driving), and adaptation prevented during this phase. The response to 
this situation would need to occur within 120 - 180 seconds to prevent the system 
adapting too far from the desired progression. A full solution is recommended 
for further work. 
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Figure 93 Pedal Progression Adaptation, 
Town Driving Simulation & Motorway Driving Simulation 
The response on the motorway is to underestimate the desired progression, but 
this is assuming that the same progression is required for country and motorway 
driving. A further simulation uses data from a continuous drive between country 
and motorway. The result here demonstrates the ability of the system to adapt to 
different driving styles. 
7.4 Field Trial of Adaptive Electronic Throttle Control 
Two candidates have been used to test the adaptive routine over sustained period 
of time, implemented on the Ford Focus test vehicle: 
• Candidate with experience of the system during development stages 
• Candidate independent from IAT appraisal, but completed an lA T. 
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Development Drivers 
Figure 94 shows that there is good correlation between the direction of 
adaptation and preferred progression for both drivers in an on-line 
implementation. For driver 1 P=0.128 ms-2/mm and for driver 2 P=0.162 ms-2/mm 
(N.B. the model error, the difference between preferred progression and the mean 
of the regression, is Pe = 0.007 for driver 1 and ~ = 0.004 for driver 2). The 
preferred progression found during the IAT appraisal is not necessarily correct 
for that driver on the day of testing the adaptive routine; it was only correct at the 
time of the lA T. Progression preference is dependent on influential variables on 
driving style such as driving conditions, traffic, driver mood and time of day. The 
best indication that the process was adapting to a suitable level was given by the 
driver being happier with the vehicle at the end of the driving period than at the 
beginning. 
For driver 1 the algorithm adapts to approximately P=0.108 ms-2/mm over the first 
400 seconds, relating to aggressive driving on 'B' class roads. This is a good 
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indication that the process is correctly estimating preferred progression. From 
400 - 800 seconds the algorithm adapts to P=O.153 ms-2/mm, reflecting the 
subsequent reduction in driver aggressiveness due to town speed limitations and 
traffic. Beyond 800 seconds the algorithm again adapts towards the preferred 
progression found during the rAT appraisal, reflecting a return to increased 
aggressiveness of the driver. This section of the drive was influenced by the 
presence of traffic, possibly reflected by the slower adaptation towards their rAT 
preference. 
For driver 2 the algorithm steadily proceeds towards their preferred progression, 
reaching an appropriate level after 700 seconds. The drive here was again on 'B' 
class roads, but had no influence from heavy traffic or adverse weather 
conditions. Once the correct level of progression is predicted, the level is 
maintained with a maximum deviation of P=O.010 ms-2/mm, relating to an 11 % 
probability that the driver will be unhappy with the progression, but a certainty 
exists that they will be happier than with the vehicles baseline. 
Many short informal test drives were also undertaken with the adaptive system 
active. The general consensus was that the adaptive system was a good feature 
for the vehicle and an acceptance of the concept of an adaptive vehicle. 
7.5 Summary 
A successful method of implementation of the driver behaviour model on a 
vehicle has been defined, making use of a second order digital filter. Using such a 
method minimises processor and memory load, reducing to a minimum 
production implementation requirements. 
Simulation of the system has proved that the adaptation functions well for 'B' 
class road free driving, providing the required response. The recommended 
adaptation rate is 1.67xl0-4 ms-2/mms-1, with this also being the maximum 
recommended. The data sample rate for input to the model should be a minimum 
of 1 Hz to preserve the shape of the data, with a minimum update rate of 0.02 Hz 
to avoid an intrusive system. 
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Simulation of non-appraisal situations demonstrates that for high speed 
(motorway) driving the system adapts in a suitable fashion, but without 
preference information it is difficult to quantify the level adapted to. For 
congested (town) driving the system performs acceptably, although for heavily 
congested traffic the system does become undesirable. It is recommended that 
this situation is detected and adaptation prevented during this phase. The same 
should apply for queued traffic on the motorway. It is recommended that full 
appraisals are completed for congested and high speed driving, to produce 
behaviour models, so that performance feel can be further improved and 
knowledge about correct adaptation levels obtained. 
Strategies have been suggested to cope with sensor malfunction, and the 
consequence of these not being implemented is an undesirable progression of the 
throttle pedal. 
Field trials of the adaptive system were successful, confirming the production 
viability of the system, although it is recognised that the transferability between 
vehicle models has not been tested. 
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8.1 Conclusions 
Initial research demonstrated that a large variation in driver requirements exists 
for the throttle pedal progression of a vehicle. Using data acquired in real-time on 
a research vehicle, algorithms have been produced that model driver behaviour, 
and appropriately adapt throttle pedal progression towards the driver's 
preference, thus improving the performance feel of the vehicle. Simulations have 
demonstrated that, although applicable to other drive situations, optimum 
performance feel can only be achieved through the modelling of driver behaviour 
in all situations. 
To achieve this conclusion, the following areas of research have been necessary, 
developing new methodologies and recommendations for further work 
throughout. 
8.1.1 Development of Novel Appraisal Methodology 
Through the use of a pilot appraisal, utilising more traditional subjective 
assessment methods, it was identified that it was necessary to develop a new 
methodology that can quickly ascertain a driver's preference. Three distinct 
conclusions can be drawn: 
1) Traditional appraisal techniques are insufficient for quickly and accurately 
determining a driver's preferred progression. 
2) A high resolution response curve is needed to identify a driver's 
preference, implicating the driving of many test settings. 
3) Altering the pedal progression of a vehicle does not influence the essential 
driver characteristics of a person. 
Following this, a novel on-line appraisal procedure was developed to identify the 
optimum throttle pedal progression for any driver. This is a new technology that 
quickly identifies a driver's optimum setup of a vehicle and is applicable to any 
parameter and not constrained to this specific use. This procedure is a paired 
comparison technique termed the Intelligent Appraisal Technology (JAT). The 
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development and use of the procedure has enabled a number of significant 
conclusions to be reached: 
1) The novel IAT methodology provides a reliable, robust method for 
obtaining driver preference. 
2) The IAT provides a useful tool through which accurate mean values can be 
identified for initial setup of systems. 
3) The results from the IAT appraisal indicate that an initial set-up value of 
K = 1.88 should be used for the pedal progression on the Ford Focus. This 
relates to a PTPFI progression of 0.169 ms-2/rnrn. This compares with the 
Ford DNA progression of 0.18 ms-2/rnrn. 
4) 47/49 drivers felt that modifying the pedal progression gave an 
improvement to performance feel, the majority of which agreed that a 
similar process implemented on their current vehicle would be beneficial. 
5) The results strongly supported the case for the requirement of an adaptive 
throttle, (In agreement with Passmore [3)) the standard deviations 
indicating that progression is required to be 0.17 ± 0.08 ms-2/rnrn to 
provide optimum performance feel for 95 % of the population. 
8.1.2 Development of Driver Behaviour Model 
Analysis of data proved that development of a driver behaviour model in itself 
could be achieved using a simple least squares regression. However it was shown 
that this model would be conditioned to the data set that it was developed from 
and more formal techniques for identifying orthogonal variables was required. 
Using a bespoke form of factor analysis a robust model has been developed, 
revealing the following conclusions in the process: 
1) Factor analysis provides a computationally efficient method for 
identifying robust models, with good conditioning, offering excellent 
transferability . 
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2) Other methods of analysis whilst providing very well fitting models do 
not identify models with excellent transferability as they have no measure 
for the conditioning of the system towards the fitted data set. 
3) Models with a high number of variables produce systems that are poorly 
conditioned and will include variables that are relatively insignificant to 
the accuracy of the model. 
The driver behaviour model generated possesses good conditioning and gives 
good explanation of population driving behaviour. The model takes the 
following form and contains the subsequent variables: 
P=3.43+1.13J;2 -0.03/2
2 +0.61.1; -3.53/4
2 
-0.44/5 +& 
f1 Lateral Acceleration RMS 
f2 Engine Torque Estimate 50th Percentile 
/3 Engine Speed at Up Change 90th Percentile 
/4 Vehicle Speed ARMA 
/5 Pedal Rate 75th Percentile 
1) The driver behaviour model gives a 0.78 Pearson correlation between the 
'ideal' progressions and the model prediction. A cross correlation on an 
independent driver set of 0.74 indicates that the model is transferable to all 
drivers. The high cross correlation demonstrates that the condition 
number of 19.8 is sufficiently low. 
2) Accurate estimation of the preferred progression is required to establish a 
good driver behaviour model. 
3) Using many variables in the driver behaviour model will result in a better 
fitting model, but that the overall statistical significance would be reduced. 
The 'perfect' model could be generated if enough variables were used, but 
this would be a model that is a 'forced' fit of the particular test data seen 
here and not a general reflection of driver behaviour. 
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Work was also undertaken to identify the sensitivity of drivers to changes of 
progression. The newly developed appraisal technique clearly identified a 
relationship between the magnitude of a change and the probability that a driver 
will notice the change of progression. The work also yielded the following: 
1) It is not possible to provide a general level below which errors cannot be 
identified, but a risk gradient can be defined, which describes the 
probability of how satisfied a driver will be with their converged 
progression. 
2) The risk gradient found for the sensitivity appraisal is RG = 11.8. This 
gradient indicates that for each increment of 0.0085 ms-2/mm error from 
the drivers preferred progression the probability that they will be 
dissatisfied will increase by 10%. 
3) This is the worst-case result, as the appraisal was implemented using step 
changes of progression. For the adaptive system a continuous change of 
progression will be used. 
8.1.3 Online Implementation and Simulation 
The model was implemented in real-time on the Ford Focus test vehicle. Several 
test drives were completed over the standard IAT route and the response of the 
system well received. Further testing of the system was completed using 
simulation. The driver behaviour model was simulated in real-time using data 
gathered during the IAT appraisals and additional data was acquired from 
vehicles as required. 
1) Preliminary implementation of the model on a vehicle in real time 
demonstrates that the throttle progression adapts appropriately to the 
drivers preferred progression thereby matching the vehicle characteristics 
to the driver requirements. 
2) The initial reaction of drivers is a general acceptance of a vehicle with 
adaptive systems employed. 
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3) Further testing of the model in simulation demonstrated that it correctly 
adapted towards a drivers preference established in the IAT appraisals. 
4) A recommendation for the maximum adaptation rate has been made at 
1.67x10-4 ms-2/ mms-1 with the minimum dependant on the application. 
S) A minimum data acquisition rate of 1Hz is required to maintain an 
accurate representation of driver behaviour. 
6) The minimum update rate of the pedal progression should be O.02Hz to 
avoid drivers noticing that a change of progression has occurred. 
7) The memory requirements of the adaptive routine have been kept to a 
minimum maximising the suitability of the system for production 
implementation. It is recommended that the minimum frequencies 
suggested are used in all cases. 
8) Further simulation has demonstrated that the system has good resilience 
to sensor noise, sensor malfunction, and sensor zero calibration drift. 
9) Simulation of the system over specific drive cycles revealed that acceptable 
adaptation results for all situations other than heavily congested traffic 
where driver choice is removed. It is recommended in this situation that 
the adaptation is faded back to the baseline progression of the vehicle. 
8.2 Recommendations for Further Work 
The completed work has highlighted four main areas for additional research. 
Each of these will add to the completeness of a final system, improving on the 
robustness of implementation. 
1) Development of the IAT algorithm into a multi-dimensional strategy, 
allowing immediate assessment of interactions between factors, such as 
steering weight, suspension stiffness, d%N as well as throttle pedal 
progreSSIOn. 
An initial investigation has been completed into this area, with the results 
suggesting that the smoothing spline learning automata will yield the 
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most efficient algorithm (in terms of number of test points), although 
techniques to smooth through a sparse matrix are to be completed. 
2) Full IAT appraisals to investigate the transferability of the driver 
behaviour models between vehicle class and type and between drive 
cycles. The appraisals recommended are: 
a. High performance gasoline vehicle (D class). 
b. Low performance gas oil vehicle (BjC class). 
c. High performance gas oil vehicle (D class). 
d. Automatic transmission vehicles. 
e. High speed j motorway drive cycle. 
f. Congested traffic drive cycle. 
It is anticipated that suitable scalars, such as maximum torque, maximum 
engine speed and dynamic performance of the vehicle, can be used to 
transfer models, thus producing a generally applicable model. The initial 
simulations completed in Chapter 7 suggest that development of 
algorithms to detect the current drive cycle will be necessary, especially for 
heavily congested traffic. 
3) Full public drive appraisals of an adaptive vehicle with a production level 
electronic throttle system. This will test the acceptance of the system by 
drivers, appropriate online adaptive performance and robustness of the 
system in a vehicle. 
4) Investigative work to establish optimal throttle progression shaping to 
include launch strategies, upper knee-point strategy on the motorway and 
integration of the adaptive strategy with driveline vibration control. 
5) Inappropriate adaptation can occur when free driving is not possible, for 
example in congested traffic. Strategies for dealing with this are an area for 
future work. 
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Appendix 1 
Ricardo/Ford Electronic Throttle System Initialisation 
To start up: 
1. Connect inverter box to power supply. 
2. Power up lap top 
3. Start Ricardo Labview program. 
4. Press Green on button on the external EM box to power up inverter and drive 
unit. 
5. Press play in Labview. 
6. Click on start diagnostic and OK the over ride of the safeties. (Calibrate 
system now if required) 
(Even though Labview states system ready, pause for 30 seconds to allow the 
Eurotherm to finish checks on throttle actuator position). 
7. Click the' start system' button. 
8. Enter details required and click OK 
9. When prompted press Yellow watchdog reset button (on the interface rack), 
followed by the Red system reset button (on the external EM box), Ok the 
check box. 
10. Throttle system should now be in operation. 
To shut down: 
1. Click the 'Stop' button in Labview. 
2. Click the 'Shut Down System' button in Labview. 
3. Press the EM stop button on the external EM stop input box, to power down 
the inverter. 
4. Disconnect the power supplyl. 
NB: If the inverter is left running or the power supply is left connected the 
battery will drain down. The battery needs to be fully charged to provide 
sufficient current to power the inverter. 
I Only disconnect the power supply if system is to be left unused for an extended period of time. 
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Errors: 
1. If Drives fail to initialise after pressing play button restart Labview program. 
2. Once system is started - If Drive 1 status = 3, then check FIA fuse on interface 
rack. 2 
3. Once system is started - If Drive 1 status = I, then check SOA trip fuse. 2 
4. Drive 2 status refers to force feedback system, which is not connected. Ignore 
error. 
S. If inverter will not power up, check battery charge level. 
2 Either of the above messages may occur if the system is started before the Eurotherm has finished its 
position checks on the throttle actuator. In this case OK the check box, press the red stop button in Labview, 
then the yellow watchdog reset, then restart the system from point 7. 
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Appendix 2 
Ricardo/Ford Electronic Throttle System Calibration & Configuration 
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Choose item to calibrate 
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Part Throttle Performance Feel Index Testing 
Focus Bench-Mark Testing 
• PTPFI on the Focus was carried out at Dunton, Ford Technical Centre, on a 
test track, 10/ 10/ 2002, Engine acceleration only. 
• Aims: 1. Obtain Baseline progression for Ricardo ETC system. 
2. Obtain Baseline progression for Modified Ricardo ETC 
system. 
3. Progression with P = 2, to ensure gain is linear. 
• Standard Test: 50 kph, 2nd gear, Flat road 
• Standard Procedure: Idle 2nd gear, step into pedal position: 0 - 30 mm, 2 mm 
increments 30 - Pmax, 5 mm increments. 
• 30 seconds per pedal position allow vehicle to settle. 
• Noise clip set at 2.5 %. 
• Total pedal travel = 90 m m. 
Results 
Description 
Baseline Old 
Baseline 
Linear Test 
Gain Progression 
(ms-2/mm) 
1.00 0.090 
1.02 0.095 
1.99 0.180 
Table Al PTPFI Results 
Results show that a linear relationship exists. Modifying the actuator increased 
the progression slightly, but dramatically reduced the non-linear characteristics 
and intrusive cabin noise. The 4 figures on the following 4 pages show the 
acceleration traces for the tests, giving the PTPFI results, provided by Calibration 
Department, Ford Motor Company. 
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Acceleration vs. Velocity 
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Derivation of Output of Non-Linear Demand Map 
The torque mapping method has three main processes: 
1. Locate the 'best' knee points in the torque curve at each engine speed. 
2. Fit a model to the torque curve, giving a function for the torque map. 
3. Invert the torque model to obtain a demand map for the throttle pedal. 
1 Knee-Point optimization 
Choose initial knee-points [0.500.51] as a starting point. Fit a model, css, through 
these Knee-Points and calculate the error from the actual torque curve: 
;=11 
& = I (y; - cSS ; y [A4-1] 
;=1 
& error 
y; Actual torque values 
css Fitted Model Torque Values 
The error function is then minimized using Nelder-Mead simplex (direct search) 
method. This is a multidimensional unconstrained non linear minimization (© 
Matlab 7.1). This identifies the optimum knee-points, thus creating parsimony of 
the torque model. 
2 Final Torque Model 
Using standard Matlab 7.1 tools a piecewise polynomial form of a cubic spline 
interpolant is fitted to the data. The end conditions of the spline are 'clamped' to 
force the derivative to zero. This ensures that peak torque cannot be expected to 
be exceeded by the demand map at full pedal travel, forcing the model to the 
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desired distribution. This can lead to a slight deviation from monotonicity. This is 
acceptable for prototype mapping, and could be solved by using other functions 
(such as Tansig), but would lead to them being more difficult to code in 'C'. The 
fitted torque curve has the model form: 
[A4-2] 
TF Torque map 
a-d Calculated Coefficients 
P Act Throttle actuator position 
3 Torque Map inversion 
To calculate the required demand map, a model of the desired torque curve must 
be generated thus, using a straight line modet y = mx + c : 
T = mP'N +c 
Where m = dy = T Max - T Mil1 = T Max -0 = T Nt 
dx P Max - P Min 1 - 0 ox 
c=o 
Thus: 
Where K = Required Pedal Gain 
TD = Desired Torque (Nm) 
TMAx = Maximum Engine Torque @WOT (Nm) 
T MIN = Minimum Engine Torque (Nm) 
PIN = Pedal Position (%) 
P MAX = Maximum Pedal Position (%) 
P MIN = Minimum Pedal Position (%) 
[A4-3] 
[A4-4] 
The gain K is defined in terms of Nm/ %. To generate the desired demand map, 
equations [A16-2] and [A16-4] must be equal to each other: 
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Thus 3 2 P = aPACI + bPAcl + cPAcl + d 
0 111 KT 
Max 
[A4-5] 
Where P Acl = Throttle Actuator Position (%) 
Pall I = Pedal Output Demand (%) 
Thus the entire demand map can be defined. To include d%N (rate of change of 
torque with engine speed) into the demand map, equation [A4-4] is modified to 
give:1 
Rearranging equation [4a] gives the modified version of equation [A4-5]: 
T _ldT / * NJ p = F [ / dN 
0111 
To include a knee point into the demand map, again using y = mx + c ; 
T DL = KTMax P Acl + ld%N * NJ 
Where 
TDU = mPAcl + T k 
dy T MAXSPEC - TK m = - = ----"'='--"-"'-------'-'--
dx 1- P ACI/1I1 
T DU = Torque Desired, Above Knee-Point (Nm) 
T DL = Torque Desired, Below Knee-Point (Nm) 
TK = Torque Intercept (Nm) 
T MAXSPEC = WOT Torque at engine speed N (Nm) 
P Aclfll l = Throttle actuator (%) at T K 
[A4-4a] 
[A4-5a] 
[A4-6] 
I The resulting equation follows the expected form, the governing equation for the process being: 
To = TO>'elRuu + ld%D * P J+ ld%N *N J 
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Thus using the same substitution as above, the model for the demand map with a 
knee point included is as follows: 
p = F / dN O< T < T 
[ 
T - [dT / * N J] 
Oul KT k 
p = Oul 
Max 
[A4-7] 
Above the knee-point, d%N cannot be implemented in a suitable way, such that 
discontinuities in the demand map do not occur. As a result each part throttle 
torque curve above the knee-point assumes the shape of the WOT torque curve. 
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Ford Fiesta Interface Operation 
_ ~ ATI Ylslon 1.9.1 - [Flesta_16] ___________________ .,-::-,/ 
Device Status 
~ Computer Offfine 
13--~~ USB Offline 
8-' ~ - VisionHlb Offine 
f·- ~ a:J EDAQ 16.0.1 0 ffline 
8 · ~ II:I VNICAN o mine 
8-' ~~_ Offliine 
-O~ d403hm03 
8- ~ F14 040$ SlIategy Active 
! ..-. O~ IBase CaitJ,aIion] 
: -. ~~ my_cal Active 
Oefauk Vehicle 
FOI' HeIp.l press F 1 
DesCl' ion 
This comptAer ,uming the A 11 Vision software 
Universal Serial Bus POIt on this computer 
ATI Vision Network Hub device 
EOAQ16.O.116-channel Analog Input CAN Morule 
VNI·CAN Morule installed i'l A 11 Vision Netwo,k Hub 
CAN Caillalion P,otocolICCP) based device 
O:Wision P,ojects\PCM\d403hm03.",t 
O:\VlSion P,ojects\PCM\F14 040$ Strategy. vs! 
O:Wision Projects\PCM\F14 040$ Strategy. vs! 
O:Wision P,ojects\PCM\my_cal.cal 
Figure Al2 ATi Vision Device Manager 
A connection to the vehicles development PCM is made through a CAN interface 
hub. This is linked to the PC using a USB Port, and is standard equipment. The 
calibration strategy is associated with the connection, allowing decoding of the 
CAN messages, and uploading of new calibrations to the PCM. Additional 
sensors (such as lateral acceleration accelerometer) and converted to CAN 
messages using an EDAQ module. The red exclamation mark is used to make the 
system I go-live' with the vehicle engine running. 
xxv 
Appendix 5 
" ATIYI~lOnl.q. l - [f1esta t e..t ) _________ _______________ ~_.-__ 
Figure AI3 ATi Vision Control Screen, Fiesta Specific Setup 
Data acquisition is controlled through a Calibration Screen. List of variables can 
be created for visual checking, and data is logged through a recorder, the specific 
CAN messages required being selected. Other visual aids are available, with a 
standard oscilloscope shown in the bottom left hand corner, and a 3D calibration 
map (updates in real time) on the right hand side. 
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• • AT! V,s,on \.9.1 - [Flesta_16] .,:~..-'-
-----._------------------ - - - ---
Modified 
GaIn_Control Idle Ftlday . Februar'l14. L00 3 0254 10 PI~ I 3 12170 1 0 Direct Control of P 
Adaptive_throttle Idle Thursday, May 15, 2003 12:50:38 PM 1.3 21602 1.0 Basic OutlineD 0 1 
EyeTest Idle Wednesday, March 12, 2003 08:47 :34 AM 1.8 27069 EyeTest Code DD1.0 
Adaptive_throttle _noGUI Idle Thursday, February 05, 200403:46:26 PM 1.6 222+1 1. 0 Adaptve Throttle I 
2D_control Idle Tuesday, December 02, 200304:50:04 PM 1.0 15138 1. 0 Direct Control of PI I 
Outline Idle Friday, February 21,2003 10:14: 12 AM 1.0 11013 Basic Outline 
Figure A 14 A Ti Vision Script Manager Screen 
Additional control over the vehicle can e implanted through scripts, written in 
visual basic. These allow more complex operations to be implemented, time 
variant strategies, and strategies based on data acquired and vehicle triggers. 
Utilising this control allowed the A-ETC system to be tested. 
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Pilot Appraisal Drive Cycle 
Ai v 
Dri ve Appraisal 
Route 
1.4. ' • 
Figure A I5 Pilot Appraisal Drive Cycle 
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Pilot Appraisal Investigator Script 
Observer Notes - Pilot Appraisal 
Explanation of Test Format; 
Appendix 7 
I will be reading from a script so as to not influence your perception of the drive 
or break your concentration in anyway. No other conversation about the vehicle 
will be undertaken, as this is a formal test. 
The test is of a simple format - a short drive to the test route to allow you to 
familiarise yourself with the vehicle, and then you will be asked to drive around 
the test route, which will last for 8 - 9 minutes. There is no need to memorise the 
route, as directions will be given. You will be asked to drive around the route 6 
times in total. The first is a reference setting to allow you to get a feel for the 
vehicle. The vehicle will then be modified in someway for each of the following 
tests. 
You will be asked to evaluate the vehicle using the forms provided after each test 
run, and a final questionnaire once you have returned to the university. The test 
should take no more than 2 hours. 
Just to note, any speeding tickets or dangerous driving charges attributed to 
your driving are your responsibility, and are in now way attributable to the 
university or myself. 
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The Test: 
In this study we're interested in your opinion of the vehicle acceleration 
performance ... not seat comfort or whether the gears are easy to use ... but it is 
none the less important that you feel comfortable in the car before you begin to 
drive. I.e. move the seat or mirrors etc into a position that suits you. 
I am now going to start the throttle system, so can you please start the car when 
prompted. 
Please move off and continue along a straight course unless prompted - similar 
to when you took your driving test. I shall be filling in some forms whilst you are 
driving but I am in no way accessing your driving ability. 
Throughout the test we shall be stopping and starting frequently, so can you 
please leave the engine running whilst we are stationary. 
Start of Appraisal: 
You will express your opinions of the vehicle using a simple rating technique 
such as this: 
Please read the sheets carefully, and if you are uncertain about anything on the 
sheet then please ask. We are not in a hurry so please take your time. These are 
not to rate the vehicle now, just to familiarise yourself with the technique that 
you are going to use. 
All of the ratings that you undertake are going to be done with reference to the 
vehicle you are going to drive now around the test route. 
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Reference Drive: 
Please move off in your normal driving style, and follow the directions that I give 
you. 
Please park as you did before and leave the engine running. Can you now fill in 
these questionnaires, Thank you. 
I am now going to modify the vehicle's performance, and then we are ready for 
the next test. Remember that it is for you to decide how the modification has 
affected the vehicles performance, if it has done so at all. 
Test Set 1: 
Reference. 
Test Set 2: 
Reference. 
Test Set 3: 
We have now completed the series of tests and I will now set the vehicle back to 
reference for the drive home. Can you now complete this short questionnaire 
before finishing, so we can assess how you see yourself as a driver. 
Thank you, for taking part in this drive appraisal, your time is very much 
appreciated. 
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Pilot Appraisal Validation Exercise 
Questions 
During the pilot appraisal candidates were asked to rate the vehicle on the 
following 7 criteria, using the Loughborough Likert Rating scale shown figure 15. 
Smooth Acceleration 
Ease of Control 
Quick off the mark 
Responsive to accelerator depression 
Good Acceleration through gears 
Overall Performance 
Do you like this setting? 
The responses to these questions are now given, and short discussion of the 
resulting trends found will follow. 
Setting Ql Q2 Q3 Q4 Q5 Q6 Q7 Mean 
Response 
Mean 
K =5/5 0.75 0.75 0.42 0.09 0.50 0.33 0.17 0.43 
K=5/ 4 0.57 0.17 1.25 1.17 1.25 0.83 -0.17 0.72 
K=5/ 3 -0.67 -0.33 1.83 1.83 1.67 1.08 1.40 0.97 
Standard Deviation 
K =5/ 5 1.14 1.14 1.16 1.22 1.06 0.98 1.33 1.15 
K=5/ 4 1.16 1.34 1.22 1.27 1.22 1.34 1.47 1.29 
K=5/ 3 1.56 1.61 0.72 1.11 0.98 1.31 1.67 1.28 
Table A2 Mean Rating Responses: Pilot Appraisal 
Table A2 contains the mean rating responses for all candidates of the pilot 
appraisal. Note that only 6 responses are used for Q7. Simple analysis of the total 
mean response is shown in figure A16. 
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Figure A16 indicates that the most suitable progression for the vehicle is K=5/3. 
However the large standard deviation indicates that the mean response is not a 
good measure of the ideal progression, and in fact there will be a large deviation 
from this preference within the population. Figure A17a-c supports this claim, 
with each progression tested having a large variation, with driver preference 
clearly not being the mean. 
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Figure A17a 
XXXIII 
5 6 7 8 
Appendix 8 
3.00 ..,------------------------------, 
::;::: 
2.50 
2.00 
1.50 
Cl 1.00 
c 
~ 0.50 
c 
ffi 0.00 
~ 
-0.50 
-1.00 
-1.50 
-2 .00 '--- --.------,----,-----,---------------' 
4.00 
3.00 
2.00 
g> 1.00 
~ 
0::: 
~ 0.00 
Q) 
~ 
-1 .00 
-2.00 
o 2 3 4 5 6 7 8 
Question Number 
Figure A17b 
I ! 
-3.00 -'------,----,----,-------.--------------' 
o 2 3 4 
Question Number 
Figure A17c 
5 6 
Figure A17a Mean Response Rating, All Questions, K=5/5 
A 17b Mean Response Rating, All Questions, K = 5/4 
A 17 c Mean Response Rating, All Questions, K = 5/3 
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Drive 1 
Candidate Q1 Q2 Q3 Q4 Q5 Q6 Q7 Setting 
1 -2 -2 2 3 3 3 NjA K=5/3 
2 -2 -1 2 -1 1 -1 NjA K=5/3 
3 2 1 3 2 3 2 NjA K=5/4 
4 -1 -1 2 2 2 -1 NjA K=5/3 
5 2 2 3 3 3 3 NjA K=5/4 
6 1 -1 2 2 1 1 NjA K=5/4 
7 -1 -1 2 2 2 2 3 K=5/3 
8 -1 0 0 -1 -1 -1 -1 K=5j5 
9 -1 2 0 1 2 2 -1 K=5/4 
10 1 -1 1 1 1 1 1 K=5/5 
11 1 0 1 1 1 1 1 K=5/5 
12 2 2 2 -1 -1 0 -1 K=5/5 
Drive 2 
Candidate Q1 Q2 Q3 Q4 Q5 Q6 
1 2 2 -1 -1 1 1 NjA K=5/5 
2 0 0 0 0 0 0 NjA K=5/5 
3 2 3 3 3 3 3 NjA K=5/3 
4 0 -1 0 0 0 -1 NjA K=5/4 
5 1 1 1 1 1 1 NjA K=5/5 
6 0 0 1 1 0 0 NjA K=5/3 
7 2 2 2 1 1 2 2 K=5/4 
8 2 2 3 3 3 2 3 K=5/3 
9 0 1 1 1 1 1 2 K=5/5 
10 -1 -1 1 1 1 -1 -1 K=5/4 
11 1 0 1 2 1 1 1 K=5/3 
12 1 -1 -1 -2 -1 0 -2 K=5/4 
Drive 3 
Candidate Q1 Q2 Q3 Q4 Q5 Q6 
1 1 0 1 1 1 1 NjA K=5/4 
2 -1 -1 1 1 0 -1 NjA K=5/4 
3 2 3 2 2 2 2 NjA K=5/5 
4 2 1 -2 -2 -1 -1 NjA K=5j5 
5 -2 -2 2 2 2 1 NjA K=5/3 
6 0 0 0 0 0 0 NjA K=5j5 
7 -1 0 0 DjN -1 -1 -1 K=5j5 
8 -1 -1 2 2 2 1 0 K=5/4 
9 -2 -2 2 2 1 1 -1 K=5/3 
10 -2 -1 1 2 1 1 -1 K=5/3 
11 1 1 1 2 2 1 1 K=5/4 
12 -1 1 1 1 1 1 1 K=5/3 
Table A3 Raw Rating Data, Pilot Appraisal 
The raw data is included for completeness. 
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Throttle Pedal Demand Maps for Dead-Band Appraisal 
Pedal Demand Map Linear(1) 
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Figure A18 Pedal Demand Map Linear (1), Throttle Pedal: Throttle Actuator 
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Figure A 19 Pedal Demand Map Linear (I), Linear Torque Map 
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Pedal Demand Map Linear(2) P=O.17 ms·2lmm 
100 
80 
~ 
~ 
c: 
.g 60 
'00 
0 
Q. 
0 40 
c; 
:::> 
U 
20 « 
0 
0 
100 
6000 0 
Pedal Position (%) Engine Speed (Rpm) 
Figure A20 Pedal Demand Map Linear (2), Throttle Pedal: Throttle Actuator 
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Pedal Demand Map Knee-Point(3) P=O.17 ms-2lmm 
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Figure A22 Pedal Demand Map Knee-Point, Throttle Pedal : Throttle Actuator 
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Raw Data from Dead-Band Appraisals 
Candidate Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
1 1 -1 1 -1 -1 1 
2 1 1 1 1 -1 -1 
3 1 1 0 1 -1 0 
4 0 1 1 1 -1 -1 
5 1 1 1 0 -1 -1 
6 1 1 0 0 1 -1 
7 -1 1 1 -1 -1 -1 
8 1 1 1 1 -1 -1 
9 1 1 -1 1 -1 -1 
10 0 1 0 0 -1 0 
11 1 1 0 0 -1 -1 
12 1 1 -1 0 -1 -1 
8.000 10.000 4.000 3.000 -10.000 -8.000 Sum 
0.667 0.833 0.333 0.250 -0.833 -0.667 Mean 
0.651 0.577 0.778 0.754 0.577 0.651 Standard Deviation 
Table A4 Knee-Point Appraisal Raw Response Data Set 1 
~andidate Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
1 1 1 0 1 -1 -1 
2 1 1 1 1 -1 -1 
3 1 1 -1 -1 -1 -1 
4 1 1 0 0 1 -1 
5 1 0 0 0 1 -1 
6 1 0 1 1 -1 0 
7 -1 1 1 0 0 1 
8 1 1 1 1 -1 -1 
9 1 1 0 1 -1 1 
10 1 -1 -1 0 -1 0 
11 1 1 1 -1 -1 -1 
12 1 1 0 1 -1 -1 
10.000 8.000 3.000 4.000 -7.000 -6.000 Sum 
0.833 0.667 0.250 0.333 -0.583 -0.500 Mean 
0.577 0.651 0.754 0.778 0.793 0.798 Standard Deviation 
Table AS Knee-Point Appraisal Raw Response Data Set 2 
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Pre-Appraisal Questionnaire 
31 SI January 2003 
Dear Sir, Madam 
Appendix 11 
Contact: 
Simon Tuplin, Department 
of AAE, Loughborough 
University, 
01509 227263 
s.tuplin@lboro.ac.uk 
Our ReI DAJ 1 Ilboro 
In collaboration with a global motor manufacturer, a research group at Loughborough 
University is investigating the vehicle characteristics preferred by drivers such as you. 
This particular survey focuses on the performance feel of today's and future cars. 
You have been selected to answer a brief questionnaire relating to these characteristics. 
This questionnaire assesses your suitability to take part in a vehicle Drive Appraisal. The 
Drive Appraisal consists of a Ford Focus Test Vehicle being driven on a predefined route 
over public roads, and the candidate (yourself) rating the vehicles performance feel. The 
driving is of a free format, so you would be driving as you do every day, no specific 
driving manoeuvres will be required from you. We are not assessing your ability to drive; 
we are purely interested in your opinion of how the vehicle feels. 
The test-driving will last for approximately 1-~ hours, plus half an hour extra for 
set-up and explanation of the testing procedure. Each test driver will receive £25 to 
cover expenses. 
I have included two duplicate sets of forms. You should complete one set, and if another 
member of your household drives regularly, then we would be most grateful if they would 
complete the second set. A researcher will call round to your house to collect the forms. 
Please leave the forms on your doorstep and they will be collected on Thursday 2nd 
February. 
Thank you in advance for your co-operation 
Yours Faithfully 
Dr. Martin Passmore 
If you are not interested in taking part and do not wish to be disturbed please leave 
the envelope and its contents on the doorstep, Many Thanks. 
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Loughborough University I _ Loughborough 
• University 
Department of Aeronautical and Automotive Engineering 
General Driving 
In order to provide good performance feel of vehicles, manufactures need to characterise 
the different driver types. By completing the following, you will be providing important 
information, leading to the defmition of driver characterisation groups. 
Please answer honestly. 
1. Which of these parameters do you consider most important on a 
vehicle? 
Safety 
Visual appeal 
o 
o 
Good acceleration 
Easy to drive 
o 
o 
Other (Please Specify) .... .... ..... .. . . . ..... . . .. ... . . .... . . ..... .......... . 
2. Do you try to abide by the speed limits? 
Yes, all speed limits. o Certain limits only. 
Only when there is a chance of getting caught speeding. 
o 
o 
If you answered certain limits only, please can you indicate which ones? 
30 40 50 60 70 
3. Do you get annoyed if people don't immediately move when traffic 
lights turn to green? 
Yes 0 No o Sometimes 0 
XLI 
Appendix 11 
4. Please tick any of the following statements, which you feel apply to 
your driving or you agree with: 
o[ 1] I am a good driver. 
O[ 1] I am happy to travel at what ever speed the general traffic is travelling at. 
0 [1] Driving is a necessity, not an enjoyment. 
0 [2] I like to make good time on a journey. 
0 [3] I like to overtake. 
O[ 1] I drive conservatively to extend the life of my vehicle. 
0 [3] Taking risks on public roads excites me. 
0 [2] I enjoy driving. 
0 [3] Slower drivers will be overtaken, even if they are travelling at or above the 
speed limit. 
0 [2] Corners make a road more interesting. 
O[ 1] Comfort in a vehicle is more important than performance. 
0 [2] Traffic calming measures are a hindrance. 
O[ 1] I dislike people travelling too close behind me. 
O[ 1] It is dangerous to speed. 
0 [3] I like to get full performance out of the vehicle's engine. 
0 [3] Changing lanes regularly in queues allows for quicker progress . 
O[ 1] People who change lanes in queues annoy me. 
0 [2] A good car will accelerate quickly away from a stand still. 
O[ 1] A good car will accelerate smoothly from a stand still. 
O[ 1] A good car is easy to drive. 
0 [2] I change gear when the engine sounds harsh. 
0 [3] I change gear when the rev limit is close. 
O[ 1] I change gear before I feel the engine is stressed. 
0 [3] The hard shoulder is useful for getting past queued traffic. 
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Automotive Engineering 
Appendix 11 
~ Loughborough 
.. University 
Drive Appraisal Participant Information Sheet 
Research is currently being undertaken to identify what the public requires from a vehicle, 
in terms of its driveability. Data gathered is being used to identify driver types, and how 
each driver type prefers a vehicle to feel. 
The drive appraisal consists of a Ford Focus Test Vehicle being driven on a predefined 
route over public roads, and the candidate (yourself) rating the vehicle. Each rating is 
given as your preference to the current vehicle set-up. The driving is of a free format, so 
you would be driving as you do every day, no specific driving manoeuvres will be 
required from you. We are not assessing your ability to drive; we are purely interested in 
your opinion of how the vehicle feels. A full explanation of the appraisal procedure will 
be given at the start of the appraisal by the investigator, and any questions or concerns 
answered. You will be accompanied throughout the test drive by an investigator. 
A statement of willingness to participate is not a commitment to completion, and that at 
any point during the appraisal procedure, it can be terminated and any data 's held 
destroyed without reason from yourselves or question from the investigators. 
The test-driving will last for approximately l- Y2 hours, plus ~ hour extra for set-up and 
explanation of the testing procedure. Each test driver will receive £25 to cover expenses. 
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Department of Aeronautical & Automotive 
Engineering 
~ Loughborough 
• University 
INFORMED CONSENT 
The purpose and details of this study have been explained to me. I understand that this 
study is designed to further scientific knowledge and that all procedures have been 
approved by the Loughborough University Ethical Advisory Committee. 
I have read and understood the information sheet and this consent form. 
I have had an opportunity to ask questions about my participation. 
I understand that I am under no obligation to take part in the study and understand that I 
have the right to withdraw from this study at any stage for any reason , and that I will not 
be required to explain my reasons for withdrawing. 
I understand that all the information I provide will be treated in strict confidence. 
I agree to participate in this study. 
Your Signature 
Date 
PRINT NAME 
Investigators Signature 
PRINT NAME 
XLIV 
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Demographic Survey 
Department of Aeronautical and 
Automotive Engineering 
___ Loughborough 
.. University 
Demographic Details: 
Gender: Male Female 
Which of the following age brackets do you fall into? 
25-34 35-44 45-54 55-64 65+ 
What type of car do you normally drive? 
Make .. . . . . ... . . . . .. . .. .. ... . ........ ... ... . . . . . .. . .. ... (e.g. Jaguar) 
Model. . ....... . . . ... . ........... . .. .. .. . ... . .. . ....... (e.g S-Type) 
Year. . . . . . .. .. . .. . . ...... ..... .. . .. .... . ..... . ... . .. . .. (e.g. 54) 
Transmission . . . . . .. . .... . .. . . . .. .. . .. ...... . . . .. . . ... (e.g. Automatic, Manual) 
What is its engine size? 
Upto 2000cc 2001 - 2999 3000-4000 4000+ 
If you regularly drive any other car, what type is it? 
Model. . . . .. . ...... . ..... . . ... . . ... . .. .. Make .... . .. . .. . . .. .. . . ... ......... .. Year. ............. . 
Transmission . . . . . . ... ... .. . . ... ... . .. . 
Approximately how many miles do you drive each year? 
Upto 5000 5001 -10000 10001-15000 15001+ 
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Please indicate TRUE or FALSE to the following questions. Proof of the 
following will be required at the start of any appraisal. 
I hold a current full UK driving license and have done so for at least 2 years: 
True False 
I DO NOT have more than 0 penalty points on my license: 
I am at least 21 years old : 
I am willing to take part in a Drive Appraisal: 
A statement of willingness to participate is not a commitment to completion, 
and that at any point during the appraisal procedure, it can be terminated and 
any data 's held destroyed without reason from yourselves or question from 
the investigators . 
Contact Details 
True False 
True False 
True False 
Contact details are requested so that our investigators can contact you and 
arrange a time for a test drive. (The following data will not be retained with any data 
collected or any responses to questionnaires) 
Name: 
Job Title: 
Telephone Number: 
Address 
Potential Availability: Weekdays Weekends Any time 
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IAT Drive Cycle 
IAT 
Route 
Figure A24 lA T Drive Cycle 
XLVII 
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Appendix 14 
Post lA T Appraisal Questionnaire 
Debrief Questionnaire for IAT 
1. What do you think was being changed on the vehicle to alter its 
performance feel? 
2. Did you notice any patterns in the way that the vehicle's performance feel 
was changed? 
3. If so, do you think that these 'patterns' influenced your decisions on how 
the vehicle was performing in each setting? 
4. Do you think that the final vehicle performance setting was ... over the 
factory setting? 
o No improvement. 
o A small improvement. 
o A noticeable improvement. 
o A large improvement. 
o A substantial improvement. 
5. Do you think that a similar process implemented on your current vehicle 
would improve your driving pleasure of that vehicle? 
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Department of Aeronautical & ~ L0t;tghb.orough 
Automotive Engineering ., UnIVerSIty 
Rece~tofExpenses 
I, the undersigned, acknowledge receipt of payment of expenses to the 
value of £25 cash for the research drive appraisal completed on 
.................. (DATE) 
Signature 
PRINT NAME 
Address 
XLIX 
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IAT Appraisal Investigator Script 
Observer Notes 
Preparation 
Ensure that the vehicle is parked outside the department, and does not need 
turning around to leave. Check that the fuel tank is at least % full, tyre pressures 
are equal and water is in the screen wash reservoir. 
Arrival 
Greet the candidate, thank them for taking part and explain who you are and in 
general terms what is going to happen. Then take them to the vehicle. 
Explanation of Test Format: 
I will be reading from a script so as to not influence your perception of the drive 
or break your concentration in anyway. No other conversation about the vehicle 
will be undertaken, as this is a formal test. This does not mean that we are not 
allowed to talk though. 
The test is of a simple format - a short drive to the test route to allow you to 
familiarise yourself with the vehicle, and then you will be asked to repeatedly 
drive around the test route, which will last for 25 -30 minutes per lap. There is no 
need to memorise the route, as directions will be given. 
For the familiarisation drive to the test circuit the car will be set up in the 
standard production condition, and the drive will take approximately 10 
minutes. Once the test has started, changes will be made to the vehicle 
performance, and you will be asked to rate the influence the change has had on 
the vehicle. This will be made on a simple scale of: 
BETTER than the previous setting 
SAME as the previous setting 
WORSE than the previous setting 
Le will be relative to the last vehicle setting that you drove. As soon as you feel 
that you can differentiate between the setting that you are currently driving and 
the previous setting, the rating can be given. This can be as soon as you feel is 
appropriate and may be anywhere from a few seconds to several minutes. This 
rating is with reference to how the change has influenced your feel of driving the 
L 
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car. We are looking for your preferred setting and not absolute acceleration 
performance. Throughout the test you will experience many different types of 
driving that may influence your perception of the vehicle, and I ask you to bear 
in mind that the final vehicle setting we are looking for is one that you would 
prefer for everyday driving. 
Just to note, any speeding tickets or dangerous driving charges attributed to your 
driving are your responsibility, and are in no way attributable to the university or 
myself. 
The Test: 
In this study are interested in your preferred setting of the vehicle ... not seat 
comfort or whether the gears are easy to use ... but it is none the less important 
that you feel comfortable in the car before you begin the drive. I.e. move the seat 
or mirrors etc into a position that suits you. 
I am now going to start the vehicle control system, so can you please start the car 
when prompted. 
Start the throttle system on the laptop (Ricardo V2.0 icon on Desktop), press play 
and follow the start procedure provided. Tell the candidate to start the vehicle 
when prompted by Labview. Switch the Labview control into Gain mode, and set 
the pedal gain to 001.0 using the rating slider. 
Please move off and continue straight ahead unless prompted. I shall be filling in 
some forms whilst you are driving but I am in no way assessing your driving 
ability. 
Follow the course highlighted on the laminated amp provided. 
Start of Appraisal: 
You will express your opinions of the vehicle using simple rating techniques 
mentioned earlier: 
BETTER 
SAME 
WORSE 
Throughout the test I shall be altering settings on the vehicle. These changes will 
occur only when it is safe to do so, and you will be informed prior to the change 
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occurring each time you give a rating we make another change. When we make a 
change, I will request that you remove your foot from the throttle pedal. 
Please take your time during the test, we are not in a hurry. Please ask questions 
about anything that you do not understand, either about the test format or any 
other aspect that concerns you. 
Before you ask the candidate to move off, switch the Labview control into 
'adaptation' mode. Begin logging on both the adaptation file path, and the 
general data logger. 
N .B Inform candidates of the speed limit on each section of road that is driven 
and that the maximum speed achieved should not be excessive. 
[AT Drive: 
Please move off in your normal driving style, and follow the directions that I give 
you. When you are ready give your rating of the vehicle and we can then move 
onto the next test. 
Once the rating has been given: 
Ok, thank you. 
I am now going to modify the vehicle's performance, and then we are ready for 
the next test. Remember that it is for you to decide how the modification has 
changed your perception of the vehicle's performance, if it has done so at all. 
Firstly I am going to check to see that it is safe to perform the modification. Please 
will you indicate if you are unhappy with the conditions for the modification to 
happen, 
i.e. vehicles travelling close by, a junction in close proximity etc. 
Check around the vehicle to ensure that there is no traffic in the immediate 
vicinity, and that you are travelling along a section of road, where you consider it 
safe to adapt the pedal progression. 
Please can you ease off the accelerator so that I can perform the adaptation. 
Enter the candidates rating on the slider «0.33 = worse, >=0.33 <=0.66 Same, 
>0.66 Better) and press TRIGGER in the Labview window to initiate the next 
setting. 
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The vehicle has now been altered and you can begin the assessment of the new setting. 
Please remember that this assessment is to find your preferred setting for this vehicle, we 
are not looking for your rating of the vehicle's acceleration performance. 
Repeat the above procedure until the IAT has produced a final result. If the 
candidate is required to do a repeat test: 
Please follow the course (directions will be given) back to the start point, and we 
will repeat the entire procedure. 
Or if no repeat test is required: 
We have now completed the series of tests and I will now set the vehicle back to 
the standard condition for the drive home. I will give directions for the return 
journey. 
Thank you for taking part m the drive appraisal, your time is very much 
appreciated. 
Before the next test starts ensure that the adapt.txt record file has been named 
candx.txt 
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Private Motoring: Full Car Licence Holders by Age , All Adults 
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Figure A25 Private Motoring: Full Licence Holders by Age, All Adults 
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Derivation of ARMA to Implementation Form 
This derivation is para-quoted from Tham [461. 
Simple averaging is used to reduce the effects of noise: 
1 11 
X=- Ix; 
n ;=1 
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[AI7-1] 
Although simple to calculate, for online applications, it is inefficient in terms of 
computational requirements, with the requirement to store n data values, 
perform n additions and a division. A slight improvement can be made using a 
recursive average, that places equal weighting on all data points, but in a 
dynamic system it is probably more sensible to design a filter that places more 
emphasis on the most recent data. 
Considering the starting point of the mean as: 
[AI7-2] 
But in this case, consider the mean with one additional point: 
Xk+1 =-- I x; =-- Xk+1 + Ix; 1 k+1 1 [ k ] 
n + 1 ;=k-Il+1 n + 1 ;=k-I1+1 
[AI7-3] 
k 
Since I x; = nXk therefore, 
;=k-I1+1 
Xk+1 = _1_ [Xk+1 + nxk] = (_1_)Xk+1 + (-n- )Xk 
n+1 n+l n+l 
[AI7-4] 
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By shifting back by one time step, we obtain the corresponding expression for 
[A17-5] 
To simplify the notation, let a = _n_, which implies that (1- a) = _1_ . Therefore 
n+1 n+1 
the filter can be written as: 
[A17-6] 
This is the equation of the ARMA, and reduces the number of calculations and 
data stored to a minimum (4 calculations and 2 data points). a specifies the 
degree of filtering, and is effectively the time constant. 
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Filter Response Levels for Variable Construction 
Model Regression Variable 
Vehicle Velocity 
Longitudinal Acceleration 
Acceleration 
Deceleration 
Lateral Acceleration 
Pedal Rate 
Pedal Tip-in Rate 
Pedal Tip-out Rate 
Estimated Engine Torque Request 
Torque Tip-in 
Torque Tip-out 
Engine Speed 
Engine Speed @ Gear Change 
Down 
Engine Speed @ Gear Change Up 
Engine Acceleration 
Engine Tip-in Acceleration 
Engine Tip-out Acceleration 
2% Settling 
Times t [s] 
900 
1200 
1200 
1200 
1200 
1800 
1800 
1800 
900 
1500 
1500 
900 
900 
900 
1200 
1800 
1800 
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ARMAa 
7e-06 
2e-05 
2e-05 
2e-05 
3e-05 
1e-06 
1e-06 
1e-06 
1e-05 
1e-06 
1e-06 
1e-05 
ge-05 
ge-05 
ge-06 
1e-06 
1e-06 
Table A6 Filter Response Levels for Variable Construction 
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