odeling the environment is one of the most critical issues in intelligent autonomous system M development and research. Modeling the
environment is
Although an autonomous system operates in the real world, the reasoning for it is based on information in its internal world. Hence, the system's self and intentional crucial in autonomous action (as opposed to supervised or robot research. A -.
newly introduced
accidental action) is inherently constrained by the internal models it has-or may have-of its environment. When we refer to "models a system may have," we mean the representation scheme's power as algorithm uses dense range data to generate opposed to a particular instance of a model that might be partial or incorrect.
The model such autonomous agents use, termed the world model, represents relatively fixed information about the world in which the system has to work. However, at any given time, an autonomous agent uses only a small portion of the world model, called the environment, in its, operation. At agiven instant, the environment model should contain more detailed and explicit information than the world model.
Researchers have suggested various modeling scheme^.'.^ In this article, we concentrate on the environment model's volumetric level, where information about free and occupied space is represented and update a 3D environment model. explicitly. At this model level, updating operations can take place using raw sensory data from range sensors or processed data from any stereo or other depth recovery technique. In addition, this type of model can be used directly by path planning and navigation modules as well as for object recognition and manipulation modules.
We demonstrate a system that uses the sensor-built model mode, where there is initially little or no knowledge available about the domain, and a model is incrementally constructed using the information provided by a sensor. This operation mode will allow us to deal with unknown or dynamic environments.
Walker, Herman, and Kanade4 reconstructed three-dimensional scenes from a sequence of images where 3D wireframe descriptions help to construct surfacebased models. Potmesil' and others constructed 3D object models from silhouettes obtained from different views. Elfes6 and Moravec3 constructed a two-dimensional map of an environment using sonar readings and a Bayesian probabilistic approach to combine information from various sensor positions. Jain, Roth-Tabak, and Skifstad' used sparse range data provided by stereo or other depth recovery techniques and some worst-case assumptions to construct a 3D model. All these techniques rely on relatively poor data (external boundaries of objects, ultrasonic readings, or sparse range data) to construct 2D or 3D maps of environments or objects. Hence, they need a relatively large number of views to obtain reliable models and usually require either probabilistic or worst-case analysis.
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0018-9162/89/0600-0085~01 .oO 01989 IEEE Range sensing technology has come a long way in the last few years; faster, more accurate, and more reliable systems are now available.' Due to the nature of the information in the range images, this technology is considered a major source for 3D model generation. Unlike the methods described above, we consider a dense range sensor as the source of rich information for our technique. In addition, specialized 3D voxel-based' architectures under development' will allow real-time performance in a large voxel-based medium. In our system, we partition the space into a 3D matrix of cubic voxels and let the existing model drive the updating phase.
We introduce here an algorithm that uses dense range data from multiple viewpoints in an environment to refine a 3D voxel-based volumetric model of that environment. Though we discuss only one information source, others can be used and are being implemented. Our emphasis is on information assimilation, where various information sources (sensors) are independently connected through smart interfaces to the environment model. This contrasts with the integration paradigm, where the information sources interact and produce a consensus that is then forwarded to the model.
At present, we assume a static environment, and the work described here follows this assumption. However, we intend to be able to relax this assumption by comparing information between the expected scene and a viewed scene that will allow detection of changes and movements in the scene as well as correct sensor position estimation.
The environment/ world hierarchy model
An intelligent autonomous system working in an unstructured, dynamic environment requires models used for navigation, planning, object recognition, and interaction among different modules. The model such an autonomous agent uses is usually called the world model. The world model includes information about the work space, objects, properties of objects, relationships among them, events that can occur, and any other relevant information.
* A voxel is the atomic element of a volumetric decomposition of 3D space (like a pixel for a 2D image).
We distinguish between the world model, which contains relatively fixed information, and the environment model, which contains more detailed and explicit task-oriented information, as well as more dynamic information. The world model and the environment model should consist of hierarchical decompositions on various scales, such as a resolution scale and an abstraction scale. The resolution scale allows detailed (high-resolution) inspection and reference of parts of the environment as well as a more general (low-resolution) view. The abstraction scale, containing sensory data on one side and a symbolic representation on the other, allows communication in both topdown and bottom-up modes.
The world model and environment model have similarities to long-term and short-term memories in many systems," though there are some fundamental differences. The most important differences are the explicit hierarchy along both the resolution and abstraction, the relationships among different levels, and the explicit attempt to capture locality of information in the environment model. The environment model can be initialized using the world model, but it should be updated every time new information about the environment is acquired. The environment model has explicit representation of 3D spatial information and should allow representation of moving objects and other dynamic properties in the environment. The environment model should also permit annotations, additions, and temporary overlays so unexpected information and interesting features can be registered with both object and sensory information.
The world model's importance has been recognized by researchers, although very little progress has been made in world model formation, maintenance, and use. In most cases, the worlds and environments have been represented using only single models, and this has resulted in inefficiencies at every level.
The volumetric environment model. We concentrate here on the environment model's lower abstraction levels to demonstrate the use of sensory data to initiate a model. Our model is a 3D volumetric grid of cubic voxels. The voxels are assigned three possible values: Void, for empty voxels (representing an open piece of space); Full, for occupied voxels; and Unknown, for voxels for which no meaningful information has yet been obtained.
Unknown versus uncertain.
Other researchers, such as M~r a v e c ,~ use a scale of certainty values for their grids, and it might be claimed that the notion of Unknown can be captured by using uncertainties. However, we claim these notions are distinct, and each has its own importance in such models. Our claims are in the spirit of the Shafer-Dempster formalism where belief functions are introduced to represent the "strength of the evidence" that specifically favors some proposition. This contrasts with the Bayesian approach in which a probability unit must be apportioned among the possible propositions.
Uncertainty provides information about the degree of confidence assigned to a certain piece of information about a voxel. On the other hand, the attribute Unknown declares that there is no previous information available about a voxel. This attribute may be the key to a decision module searching for the next position for the sensor so as to encounter as much unexplored terrain as possible. Knowing precisely the voxels we have no information about may help guide such adecision process. Comparing it to the uncertainty option, a voxel that has 50 percent Void and 50 percent Full uncertainties attached to it does not represent the same thing, since this would mean prior information exists that is highly contradictory. Obviously, this could point out some dynamic aspect of the environment or conflicting or erroneous sensor information, and require a different treatment.
It should be further observed that these two notions (Unknown and Uncertain) are not only distinct, but exist on different representation levels. While the Unknown coexists with Full and Void as representing an attribute that may be assigned to a voxel, Uncertainty (of any kind) is not an attribute assigned to a voxel, but is assigned to information about the voxel. For example, some uncertainty (or certainty) values may be assigned to the information that a voxel is Full. Theoretically, these uncertainties may be even assigned to the information that a voxel is Unknown.
However, it should be noted that Unknown differs from Full and Void in the sense that Full or Void represent physical descriptive properties of a voxel in space, while Unknown represents the relation between a voxel in space and the geometry of the environment and previous sensor positions and orientations.
Unlike Moravec3 and Elfes,6 we avoided assigning certainty levels to the reasons: (1) Range data produced by a dense range sensor is used, as opposed to ultrasonic sensors that usually have a wide opening angle and impose some uncertainty on the location of the actual obstacles.
(2) Dense range data is used which, as opposed to various stereo and depth recovery techniques from grey level images, provides range readings for all the pixels in the image. Hence, there are no spatial gaps of depth information. (3) The updating technique is modeldriven, that is, it uses prior knowledge to guide the algorithm. This speeds up the operation as the model is being constructed; working with certainty levels would force us to scan the whole grid for every updating step. (4) This method treats the uncertainties globally by using certain thresholds that can be altered adaptively and provides a simple model, free of uncertainties, for use by other modules. We do not argue against using uncertainties but merely point out that, for a specifically presented engineering task, a model without uncertainty may be sufficient.
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The successiveexploring updating method
The model is initially entirely Unknown. The position and orientation of the robot with respect to some general frame are assumed to be known for each view; however, some location uncertainty can be tolerated.
The operations performed include various transformations from a fixed Cartesian-coordinate system to a translated and rotated coordinate system representing the sensor coordinate system. These transformations are used to determine the location of a point given in the global coordinate system in the sensor coordinate and vice versa. Another required transformation is between the sensor Cartesian coordinate system and a sensor spherical coordinate system that represents the actual range image of the sensor. A global Cartesian coordinate frame was defined as x, y, and z, where zx is the horizontal plane and y is the vertical axis (see Figure 1) . In addition, the following known transformation between the sensor-centered Cartesian coordinate system to a spherical coordinate system, in which the sensor is actually defined, is used:
x'=r sin 8 cos + y'=r sin 6 sin + z'=r cos 6 r= d(x')2+o) t(z ')r e=cos-+ = s i n -l ( X -) r sin 6 where l,,rn,,n,; 12,rnz,n2; 13,rn3,n3; are the direction cosines of thex', y', z 'axes relative to the x,y,z axes, respectively, and (xo, yo, zo) is the linear translation of the center of the coordinate system. However, it is desirable to specify the transformations in terms of thepan, tilt, and swing angles (or azimuth, elevation, and rotation, respectively), so the transformation can be specified in terms of the parameters explicitly available from the sensor.
where 8 is the opening angle, and 0 is the rotation angle.
The successive exploring algorithm can be described as follows: This method has a few merits worth mentioning. In step 3, the fact that eight vertices are being checked has an inherent smoothing effect on the result. In most cases, not all vertices will fall within the same range pixel (this depends on the size of the voxels and the resolution of the range image, and can be guaranteed by controlling the size of the voxels). Hence, to a certain extent, noisy images will not have a strong impact on the result. In step 4, a certain threshold margin can be added to the above requirement in cases with some location uncertainty of known extent. This margin represents the worstcase error that might result from such a location uncertainty. The threshold of step 5 is introduced to avoid assigning Full values to voxels that lie on or near sharp range discontinuities. This threshold is not critical, since these voxels are not going to be assigned a Void value; however, it helps define the Unknown regions in space and avoids assigning Full values to the wrong voxels. Another quality of this method is that it is fully parallelizable in a straightforward manner.
Experiments and results
We performed the experiments with a 3D volumetric model of dimensions 64 x 64 x 16 voxels. A synthetic domain was defined and represented in a similar grid. A simulated range sensor positioned in space produced circular range images. Figure 2 shows the robot in the domain at the first position; voxels in the sensor's field of view are drawn with a different color. Figure 3 shows the range image obtained from that view. Darker pixels represent objects closer to the viewer. The sensor was placed in 12 different positions, and orientations in the environment and the range image5 for these views were obtained. The model, initially Unknown, was then updated using these range images.
We also performed experiments with the Same data, with added noise and some location uncertainty. Figure 4 shows the resulting model after the first view. Unknown voxels are drawn as small, semitransparent, black-edged cubes, and Full voxels are drawn as colored cubes. Figures  5 and 6 show the model after three and 12 views, respectively. Note the quality of the obtained model compared to the original domain.
To evaluate the results numerically, we introduced three parameters: quality level, acquaintance level, and error level. The quality level represents the percentage of the free space correctly found. This is an important aspect for evaluating the method for robot navigation and path planning. Since the goal is to correctly identify the clear passages in a domain, the percentage of the Void voxels found gives a quantitative estimate of the model's quality. The acquaintance level represents the percentageof the space explored. This helps evaluate the performance with respect to the number of views taken. The error level represents the percentage of wrong Void voxels in the model. This parameter actually specifies the confidence level we can assign to the model'5 accuracy. The combined parameters of quality and error are obviously the bottom line for evaluating the model. We evaluated the results for a lower resolution model in the same manner. This additional evaluation was needed because the above parameters d o not specify the spatial distribution of the wrong or correct voxels in the model. Moving to one lower resolution level allows you to evaluate the extent of the quality and the errors in the model for navigation and path planning. Table 1 shows sample results for the effect of noisy images on the model (o is the standard deviation of a Gaussian noise process). The value of the range pixels was 0-128, so a standard deviation of eight represents an enormous noise level. With respect to the acquaintance level, the results indicate that the 12 views used are sufficient for inspecting the given environment. Moreover, the acquaintance level reached 90 percent after only five views. The quality and error levels for the number of views (without noise or location uncertainty) tend to reach a saturation level. The data obtained at lower resolution indicates that the detected errors are negligible.
The results point out that the method is not susceptible to noise. An error level up to 1 percent is produced in full resolution up to noise levels of o = 3. Furthermore, at the lower resolution level, the error level drops below 1 percent, even for high noise levels of o = 8. We expected this resistivity to noise due to the natural smoothing that is performed implicitly. As for location uncertainty, at full resolution only up to an uncertainty diameter of 3 produces acceptable errors. The error levels are still low at the lower resolution up to an uncertainty diameter of 4, but then they rise sharply. As mentioned before, an adaptive threshold may be added to deal with location uncertainty. However, there will be a trade-off between the quality level and the error level \\.hen adding this threshold. W e preuented a method for gener at i ng , re fi ni 11 g , and updating a volumetric enbironment model of a domain using dense range data. Such a method can be used by an autonomous intelligent system for navigation and path planning as well as object recognition and manipulation. We defined performance measures for the algorithm and provided quantitative results with noisy data and positional uncertainty. The quality of the results, the stability of the method under noisy conditions, the relative speed of computation, and the real 31) quality of the information acquired demonstrate the method's potential for autonornotis intelligent systems.
Though we are presently assuming a static environment, we intend to be able to cope with dynamic environment\ using conflict i ng in for mat ion bet ween t he expected scene and the viewed scene, and by combining higher level information such as attributes for static, potentially mobile, and actively dynamic voxels. Another important future addition will be the treatment of location uncertainty. We think an adaptive technique that changes its operation mode according to the level of acquaintance with theenvironment may provide the desirable results. 
