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RÉSUMÉ 
Aujourd'hui, la création de systèmes décisionnels en robotique mobile et autonome re-
quiert l'intégration de nombreuses capacités motrices, sensorielles et cognitives au sein de 
chacun des projets réalisés. Ces capacités sont généralement issues de différents domaines 
de recherche, comme par exemple la navigation autonome, la planification, les interactions 
humain-machine, la localisation, la vision artificielle et le contrôle d'actionneurs, pour ne 
nommer que ceux-ci. 
D'un point de vue logiciel, deux défis de taille sont issus de ce besoin d'intégration : 1) 
la complexification de l'analyse des requis pour choisir, construire et interconnecter les 
différents composants logiciels qui permettent la réalisation de ces capacités, et 2) Tinter-
connectivité limitée des composants logiciels disponibles dans la communauté robotique 
causée par le fait qu'ils sont typiquement hétérogènes, c'est-à-dire qu'ils ne sont pas com-
plètement compatibles ou interopérables. 
Cette thèse propose une solution principalement au défi d'interconnectivité limité en se 
basant sur la création d'une architecture d'intégration logicielle appelée MARIE, qui per-
met d'intégrer des composants logiciels hétérogènes utilisant une approche de prototypage 
rapide pour le développement de systèmes décisionnels en robotique mobile et autonome. 
Grâce à cette approche, la réalisation de systèmes décisionnels complets pourrait se faire 
plus tôt dans le cycle de développement, et ainsi favoriser l'analyse des requis nécessaires 
à l'intégration de chacun des composants logiciels du système. 
Les résultats montrent que grâce au développement de l'architecture d'intégration logi-
cielle MARIE, plus de 15 composants logiciels provenant de sources indépendantes ont été 
intégrées au sein de plusieurs applications robotiques (réelles et simulées), afin de réaliser 
leurs systèmes décisionnels respectifs. L'adaptation des composants déjà existants dans la 
communauté robotique a permis notamment d'éviter la tâche souvent ardue de réécrire 
le code nécessaire pour chacun des composants dans un seul et même environnement de 
développement. 
Les résultats montrent également que grâce à une méthodologie d'évaluation logicielle 
appelée ARID, nous avons pu recueillir de l'information utile et pertinente à propos des 
risques associés à l'utilisation de MARIE pour réaliser une application choisie, sans devoir 
construire une application de test et sans avoir recours à de la documentation complète de 
l'architecture logicielle ni celle de l'application à créer. Cette méthode s'inscrit ainsi dans 
la liste des outils qui permettent de faciliter l'analyse des requis d'intégration reliés à la 
création de systèmes décisionnels en robotique mobile et autonome. 
Mots-clés : environnements de conception et d'intégration logicielle, robotique mobile 
et autonome, architectures décisionnelles, intergiciel, prototypage rapide, méthode 
d'évaluation et de révision d'architectures logicielles, requis et spécifications logiciels, 
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CHAPITRE 1 
INTRODUCTION 
De manière générale, un robot est une machine qui assiste l'humain dans l'exécution de 
différentes tâches. Pour être déployés à grande échelle, les robots doivent être capables 
de se déplacer et d'agir dans nos environnements quotidiens. La réalisation de ces ro-
bots se base principalement sur l'utilisation de systèmes décisionnels qui se définissent par 
l'ensemble des composants logiciels qui participent à la prise de décisions, appelés com-
posants décisionnels, ainsi que de leur organisation structurelle et opérationnelle, appelée 
architecture décisionnelle. Ces composants jouent différents rôles au sein d'un système dé-
cisionnel : navigation, planification, évitement d'obstacles, interactions humain-machine, 
module de prise de décision, localisation, traitement de données sensorielles, vision artifi-
cielle, contrôleurs d'actionneurs, etc. 
Or, on observe que l'évolution du domaine de la robotique mobile et autonome a favo-
risé la création de différentes disciplines qui se concentrent sur l'étude de chacun de ces 
composants de manière relativement indépendante les unes des autres. Pour réaliser des 
systèmes décisionnels complets, le défi réside dans l'intégration de ces composants (quoi in-
tégrer, comment le faire, comment en évaluer l'impact, etc.). Actuellement, les principaux 
problèmes d'intégration logicielle sont les suivants : 
- Les composants décisionnels sont hétérogènes, c'est-à-dire qu'ils sont développés de 
manière indépendante et qu'ils ne sont généralement pas interopérables. 
- Il n'existe aucun standard adopté par une majorité d'acteurs du domaine. 
- On observe peu de partage des outils et des composants développés entre les différents 
groupes de recherche. 
- Il n'existe aucune métrique qualifiant ou quantifiant les mises en œuvre ou les inté-
grations réalisées. 
- La création d'un système complet requiert des connaissances approfondies de chacune 
des disciplines d'où sont issus les différents composants décisionnels. 
La conception d'architectures d'intégration logicielle est une solution qui permet de ré-
pondre aux problèmes d'intégration. Ces architectures d'intégration logicielle ont pour 
1 
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objectif de mettre en place un environnement de développement composé de plusieurs 
outils, standards et méthodes qui facilitent le travail d'intégration. 
À cette fin, la présente thèse s'intéresse à la question suivante : comment arriver à dé-
velopper une architecture d'intégration de composants décisionnels hétérogènes sous des 
conditions connues afin d'arriver à faciliter le développement de systèmes décisionnels 
pour robots mobiles et autonomes? Autrement dit, l'objectif du projet de recherche est de 
concevoir et de développer une architecture d'intégration logicielle qui permet d'intégrer 
des composants logiciels hétérogènes utilisant une approche de prototypage rapide pour 
faciliter le développement de systèmes décisionnels en robotique mobile et autonome. 
Plus spécifiquement, trois requis logiciels principaux sont considérés : 
1. Favoriser la réutilisabilité de composants logiciels existants. Typiquement, l'intégra-
tion de composants logiciels existants est un problème difficile étant donné qu'ils 
sont développés indépendamment les uns des autres, en fonction des requis qui leur 
sont propres (temporalité, protocole de communication, langage de programmation, 
système d'exploitation, objectifs, et applications). La réutilisabilité dans ce contexte 
représente un défi important et un enjeu majeur pour l'évolution du domaine afin 
d'éviter aux différents acteurs du domaine de devoir être des experts dans toutes 
les disciplines desquelles sont issus les différents composants à intégrer. Ceci im-
plique que la réutilisabilité de composants et leur interopérabilité sont cruciales, et 
doivent être considérées au tout début du processus de développement d'un système 
robotique. 
2. Supporter plusieurs ensembles de concepts et niveaux d'abstraction. Typiquement, 
différents experts provenant de disciplines variées doivent interagir de manière concur-
rente sur un même système pour réaliser la portion logicielle d'un robot mobile et 
autonome (développeurs de capacité intelligentes, concepteurs de contrôleurs pour 
les capacités motrices, concepteurs des capacités de perception, analystes logiciels, 
testeurs logiciels, etc.). Pour supporter la pluridisciplinarité des équipes de dévelop-
pement logiciel, il est important qu'une architecture d'intégration de composants 
logiciels puisse supporter différents ensembles de concepts et de niveaux d'abstrac-
tion provenant des différentes disciplines afin de simplifier le travail de chacun des 
experts. 
3. Supporter une panoplie de protocoles et mécanismes de communication et de stan-
dards associés à la robotique mobile et autonome. Actuellement, il n'existe aucune 
standardisation ou norme dans le domaine, et aucun consensus n'est arrêté au sein 
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de la communauté du développement logiciel en robotique mobile et autonome. Ceci 
suggère qu'il est potentiellement trop tôt pour établir de tels standards, considérant 
que le domaine est dans une phase d'exploration de nouvelles idées et de nouvelles 
avenues de recherches dans les différentes disciplines connexes, et que la technologie 
évolue rapidement. Dans un tel contexte, une architecture d'intégration de compo-
sants logiciels doit être en mesure de supporter plusieurs protocoles et mécanismes 
de communication, et de standards, et si possible, de les rendre interopérables. Ceci 
a pour effet d'améliorer la longévité des implementations à mesure que le domaine 
progresse. 
Cette thèse par articles se divise en cinq sections. La première section consiste en une 
revue de littérature sur les principales considérations concernant les besoins d'intégration 
logicielle pour la création de systèmes décisionnels en robotique mobile et autonome. Cette 
revue de littérature présente notamment une caractérisation des principales architectures 
d'intégration logicielle existantes, ainsi qu'une discussion sur l'état de l'art afin de justi-
fier la création d'une nouvelle architecture d'intégration logicielle basée sur l'intégration 
de composants logiciels hétérogènes pour le prototypage rapide de systèmes décisionnels. 
Cette nouvelle architecture est nommée MARIE, pour Mobile and Autonomous Robotics 
Integration Environment. La deuxième section présente un premier article qui décrit les 
principes fondamentaux de l'architecture d'intégration logicielle MARIE. La troisième sec-
tion présente un deuxième article qui décrit plus spécifiquement les enjeux et les solutions 
de conception logicielle reliés à la mise en œuvre de MARIE. La quatrième section présente 
un troisième article à propos de MARIE qui porte plus spécifiquement sur la mise en œuvre 
de plusieurs systèmes décisionnels qui ont été réalisés à l'aide de MARIE. La cinquième 
et dernière section présente un quatrième article qui porte sur la méthode d'évaluation 
logicielle utilisée pour évaluer MARIE ainsi que les résultats obtenus lors de l'évaluation 
réalisée à partir de cette méthode. Cet article présente notamment les principaux enjeux 
associés à l'évaluation d'environnements de développement comme MARIE, ainsi qu'une 
discussion pour justifier l'utilisation d'une méthode d'évaluation logicielle moins connue 
dans le domaine de la robotique, appelée ARID pour Active Review for Intermediate De-
signs. 
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CHAPITRE 2 
CONCEPTION ET INTÉGRATION LOGICIELLE 
EN ROBOTIQUE MOBILE ET AUTONOME 
Ce chapitre présente un état de l'art sur les activités de conception et d'intégration logi-
cielle en robotique mobile et autonome. Il se décompose en quatre sections. La première 
section présente les caractéristiques principales des architectures décisionnelles qui servent 
lors des activités de conception et d'intégration logicielle de robots mobiles et autonomes. 
La deuxième section recense les principaux requis logiciels reliés à ces activités. La troi-
sième section introduit les principales caractéristiques des environnements de conception 
et d'intégration logicielle utilisées en robotique mobile et autonome. La quatrième et der-
nière section présente une courte discussion entourant les principales considérations sur la 
conception et l'intégration logicielle en robotique mobile et autonome. 
2.1 Caractéristiques principales des architectures dé-
cisionnelles 
Une architecture décisionnelle est un modèle conceptuel qui décrit la structure organisa-
tionnelle entre les composants logiciels d'un système décisionnel ainsi que les mécanismes 
de prise de décision qui sont utilisés pour gérer ces composants, afin de produire les com-
portements intelligents de ce système robotique. Le principal défi pour ces architectures 
décisionnelles est d'intégrer dans un tout cohérent et fonctionnel plusieurs composants 
provenant de domaines de recherches variés tels que la vision artificielle, la planifica-
tion et l'allocation de tâches, la gestion de ressources, le contrôle robotique, les inter-
actions personne-machine, l'intelligence artificielle, et bien d'autres. Plusieurs variantes 
d'architectures décisionnelles ont été proposées jusqu'à présent, chacune se basant sur 
des paradigmes particuliers et incluant des mécanismes et fonctionnalités qui leurs sont 
propres. Les recherches actuelles montrent que grâce aux capacités développées par ces 
architectures, celles-ci sont en mesure de réaliser des tâches plus ou moins complexes et 
souvent spécifiques [Arkin, 1998]. Depuis quelques années, une tendance se fait sentir 
vers la conception d'architectures décisionnelles hybrides qui tentent d'exploiter plusieurs 
concepts des grandes familles d'architectures décisionnelles (réactives, délibératives et com-
5 
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portementales) [Murphy, 2000]. La mise en œuvre de telles architectures doit permettre 
la conciliation de contraintes de conception imposées par les approches de chacune des 
grandes familles, tout en préservant les mécanismes décisionnels qui favorisent la géné-
ration de comportements intelligents [Arkin et Mackenzie, 1994a]. De cette manière, une 
approche réactive peut par exemple venir compenser les longs temps de calculs requis par 
une approche deliberative, tout en conservant ses capacités de raisonnement. Cette fa-
çon de combiner les architectures décisionnelles permet donc de compenser les lacunes de 
chacune des approches tout en tentant de préserver leurs avantages. Cette stratégie a été 
employée pour réaliser plusieurs architectures décisionnelles hybrides [Murphy, 2000]. Elle 
est maintenant utilisée couramment pour la recherche en robotique mobile et autonome 
car elle semble bien répondre aux besoins de l'évolution des robots pour des environne-
ments réels et dynamiques qui requièrent l'exécution de tâches plus complexes et variées 
(situated robotics). 
Même s'il n'y a pas consensus sur l'agencement et l'organisation des sections entre les 
différentes mises en œuvre, plusieurs caractéristiques récurrentes viennent influencer le dé-
veloppement logiciel des architectures décisionnelles hybrides [Coste-Maniere et Simmons, 
2000). Les sous-sections suivantes présentent ces caractéristiques sur lesquelles sont fon-
dées typiquement le développement logiciel des architectures décisionnelles hybrides : la 
sélection d'action, l'aspect temporel de la prise de décisions et l'organisation structurelle. 
Dans le cadre de ce projet de recherche, nous considérons que les architectures hybrides, 
de par leur nature, englobent les caractéristiques des autres types d'architectures, et c'est 
pourquoi nous nous concentrons donc sur l'étude de ce type d'architecture. Pour une 
couverture plus complète des concepts fondamentaux qui sous-tendent les architectures 
décisionnelles, une excellente présentation se trouve dans Arkin [Arkin, 1998]. 
2.1.1 Sélection d'action 
Comme toutes les architectures décisionnelles robotiques, l'architecture décisionnelle hy-
bride fait face au problème de la sélection d'action (Action Selection Problem ou ASP) [Pir-
janian, 1999] : à chaque instant, le système doit prendre une décision sur l'action courante 
à faire, au meilleur de ses connaissances et en fonction des buts à accomplir, de son environ-
nement et de ses états internes. Plusieurs contraintes physiques et informatiques viennent 
rendre cette tâche ardue et il devient pratiquement impossible de faire un choix optimal 
à chaque instant [Pirjanian, 1998]. Pour aborder ce problème, plusieurs mécanismes de 
sélection d'action ont été proposés, chacun avec ses avantages et ses inconvénients [Pirja-
nian, 1999] : Subsumption Architecture [Brooks, 1986], Discrete Event Systems [Kosecka et 
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Bajcsy, 1993], Temporal Sequencing [Arkin et Mackenzie, 1994b], Bayesian Decision Ana-
lysis [Kristensen, 1996], Hierarchical Q-learning [Lin, 1993], W-learning [Humphrys, 1997], 
Activation Networks [Maes, 1990], DAMN [Rosenblatt, 1997], SAMBA [Riekki et Rôning, 
1997], Action Voting [Hoff et Bekey, 1995], Fuzzy/Multivalued Logic Approach [Saffiotti 
et al., 1995], Fuzzy DAMN [Yen et Pfluger, 1995], Multiple Objective Behavior Coordina-
tion [Pirjanian, 1999), Potential Fields [Khatib, 1986], Motor Schémas [Arkin, 1989] et 
Dynamical system approach [Schoner et Dose, 1992]. 
L'intégration de ces mécanismes de sélection d'action au niveau de l'architecture décision-
nelle est tout aussi variée. L'approche comportementale de Brooks [Brooks, 1986] intègre 
les mécanismes de sélection à même l'organisation des modules comportementaux au sein 
de l'architecture. L'architecture décisionnelle EMIB [Michaud, 2002], en plus d'intégrer des 
mécanismes comme le fait Brooks, ajoute également des mécanismes à d'autres niveaux 
(délibération, émotion, intention) qui permettent de tenir compte de plusieurs autres di-
mensions du problème. La mise en place de mécanismes de sélection d'action est donc 
cruciale lors de la conception d'architectures décisionnelles hybrides, car en plus d'in-
fluencer les comportements intelligents du système, elle peut venir grandement influencer 
l'organisation structurelle de l'architecture (comme l'accès à l'information sensorielle ou 
deliberative, les règles de priorité et la fusion de données). De plus, les techniques utili-
sées pour réaliser ces mécanismes peuvent être de nature différente (réseaux de neurones, 
logique floue, heuristiques, etc.) [Pirjanian, 1999]. La mise en œuvre logicielle doit donc 
prévoir une grande flexibilité architecturale pour répondre aux exigences de la mise en 
place de mécanismes de sélection d'action aussi variés. 
2.1.2 Aspect temporel de la prise de décisions 
Les considérations d'ordre temporel au sein des architectures décisionnelles hybrides sont 
importantes dans l'élaboration d'un système basé sur une telle architecture. En effet, le 
couplage entre les sections réactives et les sections délibératives entraîne des problèmes de 
gestion d'événements qui se situent à des échelles de temps très différentes. D'un côté, les 
sections réactives sont mises en place pour réagir en temps réel aux changements qui se 
produisent dans un environnement dynamique. De l'autre côté, les sections délibératives 
doivent consolider, traiter et analyser l'information perçue, pour parvenir à raisonner et 
à planifier ce que devrait faire le système afin de produire une action utile. Tous ces 
traitements se font à une échelle de temps beaucoup plus longue que ceux faits par les 
sections réactives, et doivent tout de même venir activer des modules comportementaux 
qui ne détérioreront pas le comportement global du système [Pirjanian, 1999]. 
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Au niveau logiciel, il faut tenir compte de toutes les exigences et particularités de cette 
approche qui influencent beaucoup la programmation globale d'un système. On doit no-
tamment évaluer les aspects de la programmation temps réel au sein du système. La 
tolérance aux pannes, le parallélisme de calcul, les fils d'exécution (threads) et le nombre 
de boucles de contrôle disponibles par unité de traitement, sont parmi les aspects temps 
réel qui influencent grandement les capacités d'un système à interagir convenablement avec 
l'environnement. Il faut également bien cerner les sections qui doivent utiliser des notions 
de temps réel dur (le respect des contraintes temporelles critique au fonctionnement du 
système) et de temps réel souple (le respect des contraintes temporelles important, mais 
non critique). Généralement, les parties de contrôle bas niveau sont souvent associées au 
temps réel dur, alors que les parties reliées à l'aspect de l'intelligence du système sont 
plutôt associés au temps réel mou [Murphy, 2000]. 
2.1.3 Organisation structurelle 
L'organisation structurelle d'une architecture décisionnelle constitue l'équivalent fonction-
nel d'un squelette et d'un système nerveux : elle dicte comment les différents blocs de 
traitement de données sont interconnectés et définit également les canaux de communi-
cation et les formats des données qui y circulent. Typiquement, les architectures déci-
sionnelles hybrides sont constituées de trois couches : une couche réactive, une couche 
deliberative et une couche médiatrice entre les deux. Bien que cette organisation hiérar-
chique soit courante, il existe plusieurs autres architectures décisionnelles hybrides qui 
organisent ces couches différemment [Arkin, 1998]. Les architectures décisionnelles hy-
brides courantes intègrent généralement plusieurs fonctionnalités communes, représentées 
sous formes de composants, qui s'organisent différemment dans la structure de chacune 
des architectures [Murphy, 2000] : 
- Séquenceur : composant qui actionne et contrôle le séquencement des phases et 
des ressources nécessaires à l'accomplissement de tâches. 
- Gestionnaire de ressources : composant qui détermine quelles ressources peuvent 
être exploitées en fonction de la situation courante. 
- Cartographie : composant qui fournit une représentation spatiale de l'environne-
ment réel en fonction de ce qui est perçu. 
- Planificateur de mission : composant qui interprète des objectifs globaux de 
manière à les décomposer en sous-tâches à réaliser. 
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- Surveillance des performances et résolution de problème : composant qui 
surveille la progression de l'exécution des tâches et qui peut intervenir en cas de 
problème. 
Les interactions entre ces composants et les composants propres à chacune des architec-
tures constituent essentiellement ce qui supporte la création de l'intelligence d'un système 
robotique [Coste-Maniere et Simmons, 2000]. Plusieurs mécanismes de gestion et de trans-
mission d'information doivent être utilisés pour créer ces interactions. 
Les architectures 3T (3 Tiered) [Bonasso et ai, 1997] et TCA (Task Control Architec-
ture) [Simmons, 1994] sont deux exemples d'architectures décisionnelles hybrides souvent 
rencontrés dans la littérature. Les figures 2.1 et 2.2 montrent respectivement ces deux archi-
tectures. L'architecture 3T montre précisément le cas typique d'une décomposition en trois 
couches, tandis que l'architecture TCA présente une décomposition dont la couche média-
trice est pratiquement absente. Dans les deux cas, on retrouve les composants présentés 
précédemment mais organisés différemment. Dans le cas de l'architecture 3T, le planifica-
teur et la cartographie constituent les principaux composants de la couche deliberative, 
les autres composants sont utilisés dans la couche médiatrice. Seuls les comportements 
réactifs (appelés skills) sont utilisés dans la couche réactive. Pour ce qui est de l'architec-
ture TCA, tous les composants sont utilisés dans la couche deliberative. Seules les tâches 
qui doivent être réactives sont laissées à la couche réactive. Au niveau des interactions, 
l'architecture TCA propose une vision conventionnelle du traitement de l'information en 
prenant une approche séquentielle. Le planificateur de mission établit d'abord quelles sont 
les tâches à accomplir. Ensuite, il délègue la réalisation de ces tâches de manière hiérar-
chique aux différents autres composants, jusqu'à ce qu'il soit possible de déterminer ce qui 
doit être appliqué aux actionneurs. L'architecture 3T propose plutôt une vision distribuée 
du traitement de l'information en exploitant la couche médiatrice. Ceci permet de laisser 
les traitements réactifs et délibératifs se faire de manière indépendante, et de laisser la 
couche médiatrice interpréter les résultats de ces traitements pour établir le séquencement 
et l'organisation des tâches à accomplir. Ce qui est appliqué aux actionneurs provient ainsi 
d'une médiation entre les considérations réactives et délibératives en fonction des tâches 
à accomplir. Ces deux architectures montrent bien comment la structure organisation-
nelle peut influencer de manière différente la génération des comportements des systèmes 
robotiques. 
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Figure 2.2 Architecture décisionnelle hybride TCA [Murphy, 2000] 
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2.2 Requis logiciels en robotique mobile et autonome 
D'un point de vue logiciel, plusieurs travaux font ressortir les requis logiciels typiquement 
considérés en robotique mobile et autonome, tels que présentés dans le tableau 2.1. D'après 
ce tableau, il est possible de constater que la conception et l'intégration logicielle d'un robot 
mobile et autonome représente un défi de taille étant donné la grande quantité et la grande 
variété de requis logiciels, souvent conflictuels entre eux. 
Afin de tenter de trouver des solutions de conception pour concilier les conflits entre ces dif-
férents requis logiciels, il existe des outils de conception et d'analyse logicielle qui facilitent 
l'évaluation et la conciliation de tous ces requis. L'utilisation de méthodes de conception 
telles que AOSD (Aspect Oriented Software Development) [Brugali et Salvaneschi, 2006], 
Booch [Booch. et AL, 2007] ou ATAM (Architecture Tradeoff Analysis Method) [Woods 
et Barbacci, 1999], permettent généralement de faire ressortir des points critiques dans la 
conception (risques, points de sensibilité, compromis, etc.). L'utilisation de standards de 
programmation et de documentation tels que les patrons de conception [Gamma et ai, 
1995] et le langage UML ( Unified Modeling Language) [Object Management Group, 2009] 
sont également des outils pouvant faciliter la documentation de la conception et la com-
munication de l'information. Ces points sont d'ailleurs identifiés comme étant des points 
critiques pour l'acceptation à grande échelle d'un éventuel environnement de développe-
ment unifié [Oreback et Christensen, 2003]. 
2.3 Environnements de conception et d'intégration lo-
gicielle en robotique mobile et autonome 
Les environnements de conception et d'intégration logicielle peuvent être divisés en deux 
grandes catégories : les environnements génériques et les environnements dédiés. Les en-
vironnements génériques visent à fournir des outils, des cadres de développements et des 
supports à la programmation qui permettent de créer des systèmes robotiques basés sur 
différentes approches. Les environnements dédiés sont spécifiques et souvent limités à une 
approche particulière ou à la mise en œuvre d'applications spécifiques (par exemple, les 
environnements pour les architectures décisionnelles NASREM [Albus et ai, 1989] qui 
visent la réalisations d'applications industrielles ; TCA [Simmons, 1994] qui visent la réa-
lisation d'applications aérospatiales ; AuRa [Arkin et Balch, 1997] qui visent la réalisation 
d'applications militaires). 
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Tableau 2.1 Principaux requis logiciels considérés pour la la conception et l'in-
tégration logicielle en robotique mobile et autonome 
Requis logiciels 
Abstraction du matériel et des systèmes d'ex-
ploitation 
Portabilité et interopérabilité multi-
plateformes 
Capacité d'extension et de hiérarchisation 
Modularité et développement orienté-objet 
Architecture de développement ouverte 
Programmation distribuée 
Réutilisabilité accrue 
Développement d'outils et d'interfxaces usa-
gers facilitant le développement et l'utilisa-
tion pour différents niveaux de compétence 
Utilisation des principes du développement 
logiciel 
Performance et efficacité acceptable à l'exé-
cution 
Grande extensibilité et flexibilité logicielle 
Possibilité de développer plusieurs types 
d'application (généralisation) 
Rapidité du cycle de développement logiciel 
Interopérabilité de plusieurs standards et 
mécanismes de communication 
Interopérabilité de plusieurs représentations 
de composants matériels et logiciels, et de 
leurs types de données 
Programmation multi-tâches 
Support de différents niveaux d'abstraction 
et de représentation des concepts du domaine 
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Malgré le fait que les environnements dédiés proposent des solutions intéressantes pour la 
mise en œuvre de certains systèmes décisionnels, la réalisation de systèmes décisionnels 
variés exige une flexibilité et une capacité de généralisation que l'on retrouve rarement au 
sein des environnements dédiés [Oreback, 2004]. C'est pourquoi, dans le cadre de ce pro-
jet de recherche, nous nous limitons à étudier uniquement les environnements génériques. 
Les sous-sections suivantes présentent les principales approches utilisées par les environ-
nements de conception et d'intégration logicielle génériques disponibles dans le domaine 
de la robotique mobile et autonome, regroupés selon les approches de conception logicielle 
employées. 
2.3.1 Interfaces d'abstract ion matérielle et fonctionnelle 
Cette approche utilise une couche d'abstraction matérielle (HAL - Hardware Abstraction 
Layer) des divers composants robotiques et une couche d'abstraction fonctionnelle pour 
les composants algorithmiques, en fournissant une interface de programmation (API -
Application Program Interface) pour le développement logiciel. L'abstraction matérielle 
permet d'utiliser une même mise en œuvre d'un contrôleur sur différents robots (réels 
ou simulés), tandis que l'abstraction fonctionnelle permet de rendre interopérables les 
composants algorithmiques par l'uniformisation des types de données échangées ou des 
mécanismes de communication utilisés. Les interfaces de programmation font généralement 
abstraction de la localisation physique des composants matériels, ce qui permet de faire 
de la programmation distribuée de manière transparente. 
Du point de vue développement logiciel, cette approche offre une grande flexibilité de déve-
loppement car elle n'impose aucune structure de développement logiciel. Par contre, cette 
grande flexibilité peut entraîner des problèmes d'incompatibilité et d'hétérogénéité entre 
les applications réalisées. CARMEN [Montemerlo et ai, 2003], Player [Vaughan et ai, 
2003], Pyro [Blank et ai, 2004], ROS [Willow Garage, 2010] et Webots [Michel, 2004] sont 
des exemples d'environnements de conception et d'intégration logicielle qui exploitent cette 
approche. 
2.3.2 Approche par composants 
Cette approche est basée sur le développement de composants interopérables par l'utilisa-
tion d'un ou plusieurs cadres de développement (frameworks) qui définissent les structures 
de développement et d'intégration des divers composants d'un système. Un cadre de dé-
veloppement se définit par un ensemble de logiciels, d'outils logiciels, d'interfaces de pro-
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grammation et de bibliothèques de fonctionnalités qui servent à réaliser une application. 
L'utilisation d'une approche structurante assure généralement une meilleure interopéra-
bilité entre les composants développés et un meilleur contrôle de la mise en œuvre d'un 
système complet par le mode de développement et d'exécution imposé. Chaque composant 
réalisé exécute différentes fonctionnalités pouvant être plus ou moins complexes et à des 
niveaux d'abstraction variés. 
Les environnements de conception et d'intégration logicielle qui exploitent cette approche 
utilisent deux façons pour interconnecter les composants entre eux : les mécanismes de com-
munication fixes ou les mécanismes de communication génériques. Les mécanismes de com-
munication fixes définissent différents types de liens possibles entre les composants et fixent 
la nature des interactions. Les environnements de conception et d'intégration logicielle 
ADE [Andronache et Scheutz, 2006], ROCI [Cowley et ai, 2006], MCA [Scholl et Gass-
mann, 2001] et RobotFlow [Cote et ai, 2004] montrent bien l'utilisation de mécanismes 
de communication fixes. Quant aux mécanismes de communication génériques, ils corres-
pondent généralement à des principes de communication plus abstraits et sont utilisés selon 
les besoins spécifiques de chaque composants. Les environnements de conception et d'inté-
gration logicielle CAS [Hawes et ai, 2009], CoRoBa [Colon et ai, 2006], ORCA [Oreback, 
2004], OROCOS [OROCOS, 2009], Smartsoft [Schlegel, 2006] et, YARP [Metta et ai, 2006] 
sont connus pour exploiter des mécanismes de communication génériques. L'utilisation de 
mécanismes fixes impose généralement une méthodologie de développement plus rigide 
qu'avec des mécanismes de communication génériques. Le développement de systèmes dis-
tribués est généralement possible dans les deux cas, si les mécanismes de communication 
et le mode d'exécution imposés le permettent. 
2.3.3 Intergiciel 
L'approche par intergiciel ( "middleware") a comme objectif de créer un logiciel "qui sert 
d'intermédiaire transparent entre des applications appartenant à des systèmes hétérogènes 
liés en réseau, lesquels entretiennent le plus souvent des relations basées sur le modèle 
client-serveur." [Office québécois de la langue française, 2005]. 
On retrouve généralement plusieurs interfaces de programmation et de cadres de dévelop-
pement au sein d'un intergiciel afin de faciliter la mise en œuvre d'applications spécialisées. 
Ces outils sont utilisés pour interfacer des logiciels existants ou pour créer de nouveaux 
logiciels. Plusieurs types d'intergiciels existent : orientés composants distribués, transac-
tionnels, orientés messages, etc. La standardisation de la représentation et de la mise en 
forme des données est également utilisée pour assurer une uniformité dans les communica-
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tions. L'approche par intergiciel, par sa nature, supporte le développement d'applications 
distribuées. MIRO [Utz et ai, 2002] est un exemple d'intergiciel orienté composants dis-
tribués qui vise le développement d'applications robotiques. 
2.3.4 Cadre de développement d'applications 
Cette approche s'apparente aux environnements de conception et d'intégration logicielle 
dédiés car elle définit des interfaces de programmation et des cadres de développement qui 
comportent plusieurs concepts haut-niveau qui relèvent d'un système décisionnel particu-
lier. Ceci a pour effet de créer un couplage élevé entre une architecture de conception et 
d'intégration logicielle et une architecture de prise de décision particulière. La seule dis-
tinction avec les environnements dédiés est que cette approche se fonde sur les principes 
des autres approches présentées précédemment, ce qui permet une plus grande flexibilité 
pour la mise en œuvre d'applications. Les environnements de conception et d'intégration 
logicielle CLARAty [Nesnas et AL, 2006] et BERRA [Lindstrom et ai, 2000] sont basés 
sur l'utilisation d'un cadre de développement d'applications dédiées. 
2.4 Discussion 
À partir des principaux éléments qui influencent actuellement la conception et l'intégration 
logicielle pour le développement de systèmes décisionnels en robotique mobile et autonome, 
on constate que les considérations sont nombreuses et qu'elles couvrent un large éventail 
de besoins difficiles à concilier. Le développement d'environnements de conception et d'in-
tégration logicielle semble répondre en partie à ces considérations étant donné l'apparition 
de plusieurs environnements dans le domaine depuis les dernières années. La multiplica-
tion de ces environnements comporte plusieurs effets indésirables [Oreback et Christensen, 
2003] : 
- elle limite la portabilité des mises en œuvre faites à partir d'environnements de 
conception et d'intégration logicielle différents ; 
- elle rend difficile l'évaluation et la comparaison des performances des architectures 
décisionnelles entre elles ; 
- elle tend à diviser le domaine à cause de la difficulté de communiquer et d'interpréter 
les résultats obtenus. 
La mise en place d'un environnement de développement unifié, standardisé et bien do-
cumenté semble être une solution possible pour enrayer ces effets [Oreback, 2004]. Pour 
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l'instant, aucun consensus n'est arrêté sur la façon de créer un tel environnement unifié, ce 
qui laisse supposer que le domaine est encore dans une phase exploratoire. Il existe donc 
plusieurs environnements de conception et d'intégration logicielle génériques, chacun pro-
posant une solution particulière selon l'approche choisie, selon les requis logiciels considérés 
et selon le type d'application à développer. Conséquemment, la comparaison des différents 
environnements n'est pas simple à réaliser. Une classification comme celle présentée à la 
section 2.3 cible seulement un aspect de ces environnements, c'est-à-dire l'approche de 
conception logicielle employée. Cette vision reste quelque peu simpliste par rapport aux 
multiples considérations présentées aux sections 2.1, 2.2 et 2.3. Une classification plus 
complète pourrait par exemple faire une évaluation des caractéristiques principales des 
environnements en plusieurs volets distincts : 
- Principes. Caractéristiques reliées aux paradigmes, aux métaphores et à l'approche 
globale. 
- Conception. Caractéristiques reliées à la conception de l'environnement telles que 
l'approche de programmation, la nature des systèmes de communication, les abstrac-
tions développées, les techniques de programmation distribuées utilisées, les requis 
logiciels, etc. 
- Réalisation. Caractéristiques reliées à la mise en œuvre de l'environnement telles 
que la stabilité, la maturité, la pertinence de la documentation disponible, les lan-
gages de programmation supportés, les systèmes d'exploitation supportés, les com-
posants disponibles, les plate-formes robotiques supportées, etc. 
Il serait alors possible de faire des comparaisons entre les environnements à partir de 
différentes vues, selon les besoins et les considérations retenus. La validation du dévelop-
pement de systèmes décisionnels est un autre aspect important à considérer lors de la 
conception et l'intégration logicielle de ces systèmes. La validation de systèmes décision-
nels n'est pas évidente a priori puisque le comportement global du système se crée par 
l'interaction simultanée des états internes d'un robot et de ses interactions avec l'envi-
ronnement. Il devient donc difficile de procéder par une approche de validation usuelle 
en sciences expérimentales (comme la chimie ou la physique par exemple) qui tentent 
typiquement d'étudier un phénomène spécifique en l'isolant et en contrôlant les autres fac-
teurs qui l'influencent [Brooks, 1991]. Pour le moment, les chercheurs s'entendent à créer 
des plate-formes robotiques de démonstration, qui servent à évaluer les performances des 
systèmes décisionnels et des comportements de robots [Brooks, 1991]. Ces approches de va-
lidation et d'expérimentation impliquent une méthode de développement logiciel itérative 
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et incrémentale. L'intégration de nouveaux comportements ou de nouvelles fonctionnalités 
doit être faite régulièrement pour étendre les comportements d'un robot [Coste-Maniere et 
Simmons, 2000]. Ces ajouts, malgré qu'ils puissent être localisés et sans interférence sur les 
autres composants du système, ont généralement des répercussions sur le système complet 
qui doivent être évaluées et contrôlées. Cette étape peut avoir une incidence importante 
si elle n'est pas réalisée correctement pour la validation d'un système décisionnel. 
Une autre réalité, souvent ignorée par les concepteurs des environnements actuels, concerne 
la nature du travail de la mise en œuvre de systèmes décisionnels complexes. Ce travail est 
généralement fait par une équipe de spécialistes ayant chacun un domaine d'expertise en 
particulier, et qui doivent travailler conjointement sur le même système. Le fait de pouvoir 
faciliter le travail d'équipe à même les principes qui sous-tendent un environnement de 
conception et d'intégration logicielle pourrait avoir un impact positif sur le développement 
de systèmes décisionnels. 
Au final, la mise en place d'un environnement de conception qui puisse répondre à ces 
besoins spécifiques permettrait de faciliter le développement logiciels de plateformes robo-
tiques. Cette approche est celle privilégiée dans le cadre de cette thèse et elle est étudiée 
plus en détail au cours des prochains chapitres. 
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Cet article contribue à la thèse en présentant les fondements et les principes qui ont justifié 
le développement de MARIE, l'architecture d'intégration logicielle axée sur le prototypage 
rapide présentée dans le cadre de ce travail. On y présente donc les solutions architectu-
rales afin de permettre l'intégration de composants décisionnels hétérogènes afin d'arriver 
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à faciliter le développement de systèmes décisionnels pour robots mobiles et autonomes. 
On y décrit également un exemple de mise en œuvre concrète d'un système robotique 
réalisé avec MARIE. 
Résumé français : 
Cet article présente MARIE, un intergiciel orienté vers le développement, l'intégration et 
la réutilisation de composants logiciels dédiés à la robotique. MARIE a pour objectif de 
créer une plateforme de développement logiciel flexible qui permet de supporter les roboti-
ciens dans le développement et le partage de composants logiciels et d'algorithmes dédiés à 
la robotique. L'utilisation d'un cadre de développement d'applications générique pour les 
communications inter-composants et d'une approche par prototypage rapide visent tous 
deux à favoriser le développement de ces systèmes en fonction des besoins d'intégration de 
chacune des applications visées. MARIE a notamment été utilisé comme plateforme prin-
cipale de développement afin de créer un robot mobile et autonome capable d'accomplir 
plusieurs tâches variées : génération de carte, localisation et navigation, ordonnancement 
de tâches et planification, localisation, séparation et suivi de sources sonores, reconnais-
sance et génération de la parole, détection et suivi de repères visuels, lecture de messages 
et interactions humain-robot par le truchement d'un écran tactile. 
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3.2 Introduction 
Robotics and artificial intelligence are system sciences aiming at developing and inte-
grating the necessary capabilities for making systems work in real applications. Rapid 
and specialized progress in the variety of associated domains makes integration a very 
challenging objective. Different development platforms, design practices, communication 
protocols, programming preferences and methods, operating systems, industrial or field 
requirements are driving robotics developments, increasing the complexity of integration. 
The design of a highly sophisticated mobile robot requires the integration of capabili-
ties usually developed independently, such as localization and mapping, navigation, visual 
tracking, speech recognition, signal processing, planning, human-robot interface, just to 
name a few. The appropriate use of hétéroclite software components developed in different 
contexts is therefore essential for efficient scientific and incremental progress of the auto-
nomous robotics field, avoiding reinventing what is made available by others, and focusing 
efforts towards new discoveries. 
However, designing a development and integration software environment for robotic sys-
tems is not an easy task. Because software development is a necessary process in au-
tonomous mobile robotics, it is becoming more and more important to assist develo-
pers in their scientific and engineering work. Many existing programming environments, 
like Player jVaughan et ai, 2003], CARMEN [Montemerlo et ai, 2003], CLARity [Nes-
nas et AL, 2006], OROCOS [Oreback et Christensen, 2003], SmartSOFT [Schlegel, 2006], 
MIRO [Utz et ai, 2002], ADE [Andronache et Scheutz, 2006] and RCS [Gazi et ai, 2001], 
are all proposing different approaches for robotics system development and integration. 
Most of them are incompatible with each other for different reasons [Oreback et Chris-
tensen, 2003], such as the use of specific communication protocols and/or mechanisms, 
different operating systems, robotics platforms, architectural concepts, programming lan-
guages, intended purpose, proprietary source codes, etc. This leads to code replication of 
common functionalities across different programming environments, and to specific func-
tionalities being often restricted to one programming environment. Being able to create 
shared software infrastructures among the robotics community, based on common requi-
rements and objectives, is clearly an important goal to avoid effort duplication [Woo 
et ai, 2003]. Identifying common requirements and objectives is challenging in the cur-
rent context considering that the robotics field is still in an early exploration phase. As 
a solution, it could be valuable to reuse existing programming environments and inter-
connect them through a common middleware framework to benefit from their respective 
approaches, instead of having to choose only one of them. 
22 CHAPITRE 3. INTÉGRATION LOGICIELLE EN ROBOTIQUE AVEC MARIE 
It is with that in mind that we created MARIE (for Mobile and Autonomous Robotics 
Integration Environment), our middleware framework oriented towards development and 
integration of new and existing software for robotic systems [Cote et ai, 2004]. It is desi-
gned according to three main software requirements : 
1. Reuse available solutions. Integration of existing software components is difficult 
considering that they are typically developed independently, following their own set 
of requirements (e.g. timing, communication protocol, programming language, ope-
rating system, objectives, and applications). Reusability in this context is challenging 
but crucial for the evolution of the field, avoiding becoming experts in all the related 
areas that must be integrated. This implies that software components reusability 
and integration are critical, and should be addressed at the very beginning of the 
development process of a robotic software system. 
2. Support multiple sets of concepts and abstractions. From high-level decision-making 
developers to perceptual processing and motor controllers designers, or from system 
analysts to testers, experts from many fields and with different objectives have to 
contribute concurrently on the same system. To cope with multidisciplinary software 
development teams, multiple sets of concepts and abstractions need to be supported. 
3. Support a wide range of communication protocols, communication mechanisms and 
robotics standards. Actually, there is no unified protocol available, and no consensus 
has yet emerged from the robotic software community on standards to adopt. This 
suggests that it might still be too soon to make such choices, with the field having 
to explore a great variety of ideas, application areas (each one having its own set of 
constraints, e.g., space, military, human-robot interaction) and to cope with conti-
nuously evolving computing technologies. Consequently, being able to interchange 
communication protocols mechanisms and robotics standards easily, without major 
code refactoring, means longer life cycle for actual and future implementations. 
This paper presents how MARIE follows these software requirements to create a distri-
buted component-based middleware framework that facilitates reusability of applications, 
tools and programming environments when building integrated and coherent robotics sys-
tems. The paper is organized as follows. Section 3.3 explains how MARIE's software ar-
chitecture supports key concepts for robotics software systems development. Section 3.4 
presents MARIE's application design framework. Section 3.5 describes the use of MA-
RIE in the development of a socially interactive and autonomous mobile robot operating 
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in real life settings, followed in Section 3.6 with results and observations regarding this 
implementation. 
3.3 MARIE's Software Architecture 
MARIE's software architecture is based on three design choices made to address the soft-
ware requirements presented in Section 3.2. 
3.3.1 Component Mediat ion Approach 
To implement distributed applications using heterogeneous components, MARIE adapted 
the Mediator Design Pattern [Gamma et ai, 1995] to create a Mediator Interoperabi-
lity Layer (MIL). The Mediator Design Pattern primarily creates a centralized control 
unit (named Mediator) interacting with each colleague (referred to as components) inde-
pendently, and coordinates global interactions between colleagues to realize the desired 
system. In MARIE, the MIL acts just like the mediator of the original pattern, but is 
implemented as a virtual space where components can interact together using a common 
language (similar to Internet's HTML for example). With this approach, each component 
can have its own communication protocol and mechanism as long as the MIL supports it. 
It is a way to exploit the diversity of communication protocols and mechanisms, to benefit 
from their strengths and maximize their usage, and to overcome the absence of standards 
in robotic software systems. It also promotes loose coupling between components by repla-
cing a many-to-many interaction model with a one-to-many interaction model. In addition 
to simplify each component communication interface, loose coupling between components 
increases reusability, interoperability and extensibility by limiting their mutual depen-
dencies and hiding their internal implementation. By using a virtual space approach, the 
MIL's design reduces the potential complexity of managing large number of centralized 
components, as observed with the original pattern. This is mainly attributed on having 
limited centralization to communication protocols and mechanisms, and leaving most of 
the functionalities decentralized. 
3.3.2 Layered Archi tecture 
Supporting multiple sets of concepts and abstractions can be achieved in different ways. 
MARIE does so by adopting a layered software architecture, defining different levels of 
abstraction into the global middleware framework. Three abstraction layers are used to 
reduce the amount of knowledge, expertise and time required to use the overall system. 
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It is up to the developer to select the most appropriate layer for adding elements to 
the system. At the lower level, the Core Layer consists of tools for communication, data 
handling, distribute computing and low-level operating system functions (e.g., memory, 
threads and processes, I/O control). The Component Layer specifies and implements useful 
frameworks to add components and to support domain-specific concepts. The Application 
Layer contains useful tools to build and manage integrated applications using available 
components, to craft robotic systems. 
3.3.3 Communication Protocol Abstraction 
Component functionalities can often be used without any concerns with the communica-
tion protocols, as they are typically designed to apply operations and algorithms on data, 
independently of how data are received or sent. This eases components interoperability 
and reusability by avoiding fixing the communication protocol during the component de-
sign phase. Ideally, this choice should be made as late as possible, depending of which 
components need to be interconnected together (e.g., at the integration phase or even at 
runtime). Therefore, a communication abstraction framework, called port, is provided for 
communication protocols and component's interconnections. 
3.4 MARIE's Application Design Framework 
Robotics application development with MARIE is based on reusable software blocks, cal-
led components, which implement functionalities by encapsulating existing applications, 
programming environments or dedicated algorithms. Components are configured and in-
terconnected to implement the desired system, using the software applications and tools 
available through MARIE. Four types of components are used in the MIL : Applica-
tion Adapter (AA), Communication Adapter (CA), Application Manager (AM) and Com-
munication Manager (CM). AA's role is to interface applications with the MIL and to 
make them interact with each other. CAs are communication logic link components that 
ensure communication between other components by adapting incompatible communica-
tion mechanisms and protocols, or by implementing traditional routing communication 
functions. For example, a CA could link an AA providing data at a fixed rate with an 
AA requiring it asynchronously. AM and CM are system level components that instan-
tiate and manage components locally or across distributed processing nodes. They can, 
for instance, restart a component not responding for a while, or can move components 
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from one processing node to another to avoid CPU overloads. Interconnections using port 
communication abstraction are illustrated in Figure 3.1 with small red box in components. 
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Figure 3.1 MARIE's application design framework 
MARIE's component frameworks and software tools that manage and abstract useful 
functionalities (e.g., interconnections and communications, threads and processes, mana-
gement function such as initialize, start, stop, pause, resume, restart, abort and quit, 
distributed system management, data filters and conversions, static and dynamic configu-
rations, event handling) support the creation of components. Note however that although 
the use of these component frameworks and software tools is highly encouraged to save 
time and efforts, MARIE is not limited to them. Developers can use the best solution 
to integrate software applications and interconnect components by having the possibility 
to extend or adapt existing components and available frameworks. MARIE's underlying 
philosophy is to complement existing applications, programming environments or software 
tools, and therefore it is to be used only when required and appropriate. 
Figure 3.1 illustrates in an example how software applications can be integrated and inter-
connected in the MIL. Application A represents an integrated application directly linked 
with the implementation of its AA (e.g., a library or an open source application). When 
an application is integrated using an AA, it can use the MIL communication protocols to 
exchange data with any other components, as it is the case for providing data to Appli-
cation Adapter 2 and Application Adapter 3. Application B interacts with other applica-
tions in two different ways. The first one needs Application Adapter 1 to transmit data 
to Application Adapter 2, which convert them into a specific communication protocol not 
supported by the MIL to make them available to Application B. The second one is used 
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to send back data to Application Adapter 3, using a communication protocol supported 
by the MIL allowing direct interconnection with any components. However, Application B 
and Application Adapter 3 do not use compatible communication mechanisms or proto-
cols, requiring a CA to interface them. Application Adapter 3 implements functionalities 
directly in the MIL by encapsulating them in a "stand-alone" AA (e.g., a graphical user 
interface implemented in the AA directly). Application C is already able to communicate 
with Application B. Therefore, no interconnection through the MIL is required. 
3.5 Using MARIE to Design a Socially Interactive Au-
tonomous Mobile Robot 
Spartacus [Michaud et ai, 2006] is a socially interactive mobile robot designed to operate 
in real life settings. The robot must be capable of autonomous navigation and locali-
zation, extract visual information from the world (such as reading messages, tracking 
people), localize, track and separate sound sources for enhanced speech recognition and 
dialogue interaction, provide graphical information through the touch screen interface, 
and schedule tasks [Beaudry et ai, 2005] to satisfy temporal constraints. Integration of 
the decision-making processes to implement such scenario is done following a computatio-
nal architecture called Motivated Behavioral Architecture (MBA) [Michaud et ai, 2006]. 
MARIE is used for the software implementation of Spartacus' decision-making processes. 
Spartacus implementation requires 45 components ( 50 000 lines of code) composed of 
26 AA, 17 CA and two external applications. Processing is distributed over three on-
board computers (Pentium M 1.6 GHz) and one external laptop (Pentium M 2.0 GHz). 
Except for the two external applications, component interconnections are all sockets-based 
using Push, Pull and Events dataflow communication mechanisms [Zhao, 2003] with XML 
encoding for data representation. The two external applications use their own communi-
cation protocols. AAs are used to interface the different software applications required for 
decision-making by the robot. Mailboxes, Splitters, SharedMap and Switches are the four 
types of CA used. A Mailbox serves as a data buffer between asynchronous components. 
A Splitter forwards incoming data to multiple outputs. A SharedMap is a push-in/pull-
out key-value data structure used to store system states that can be accessible by many 
components. A Switch sends only one of its inputs to an output port. 
Partial implementation of Spartacus' decision-making processes is illustrated in Figure 3.2. 
It covers sensing and acting in simulation and real robot setups, localization, path planning, 
sound source localization, tracking and separation, speech recognition and generation, and 
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Figure 3.2 Partial software implementation design of Spartacus' decision-
making processes using MARIE 
part of the computational architecture responsible for the robot's navigation and interac-
tions capabilities. In the real robot setup, SpartacusAA combines wheels odometry and 
gyroscopic (through GyroAA interfacing a gyroscope installed on Spartacus) data, and 
pushes the result at a fixed rate (10 Hz) to its interconnected component. Laser data is 
collected by PlayerAA, interfacing the Player library specialized for sensor and actuator 
abstraction [Vaughan et ai, 2003], supporting the SICK LMS200 laser range finder instal-
led on Spartacus. PlayerAA pushes data at a fixed rate (10 Hz) to connected components. 
In the simulation setup, odometry and laser data are both collected with PlayerAA, as 
generated using Stage (2D) or Gazebo (3D) simulators [Vaughan et ai, 2003]. CARMEN 
Localizer AA and CARMEN Path Planner AA integrate CARMEN (Carnegie Mellon 
Robot Navigation Toolkit), offering path planning and localization algorithms [Monte-
merlo et ai, 2003]. CARMEN's localization algorithm relies on a pre-loaded map of the 
environment. Such map is created for Spartacus using an application based on the Pmap li-
brary [Howard, 2009] for 2D mapping (not shown in Figure 3.2). CARMEN's path planning 
algorithm also depends on dynamic goals received from an external component (not shown 
on Figure 3.2). RobotFlow (RF) and FlowDesigner (FD) programs [Cote et ai, 2004] are 
used to implement Behavior & Arbitration FD AA, handling part of the MBA decision-
making architecture. RF and FD are two modular data-flow programming environments 
that facilitate visualization and understanding of the robot's control loops, sensor, and 
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actuator processing. In this component, RF/FD programs implement behavior-producing 
modules arbitrated using a priority-based approach. It uses data coming from different 
elements such as localization, path plan, audio localization, dialogue command and sys-
tem states. Behavior & Arbitration FD AA uses an asynchronous pull mechanism to get 
its data, requiring the use of Mailbox CA components. It generates motor commands at a 
fixed rate (5 Hz). The Audio Server and Nuance Server are the two external applications 
not integrated as MARIE components. Audio Server is interfacing a RME Hammerfal 
DSP Multiface sound card, and Nuance Server is interfacing Nuance, a speech recognition 
application [Nuance Communications, Inc., 2009]. DialogueAA is "stand-alone" AA that 
manages simultaneous conversations with people. This is made possible with the use of 
AUDIBLE FD AA interfacing AUDIBLE [Valin, 2005], the sound sources localization, 
tracking and separation algorithms implemented with RF/FD and using a microphone 
array installed on Spartacus. It generates a number of separated audio channels that are 
sent to Nuance Server and behavior-producing modules. Recognized speech data is sent to 
Festival AA, interfacing the speech generation application Festival [The Centre for Speech 
Technology Research, 1999], through the Dialogue A A. DialogueAA also provides data 
to the behavior-producing modules. The global execution of the system is asynchronous, 
having most of the applications and AAs pushing their results at a variable rate, deter-
mined based on the computation length of their algorithms when triggered by new input 
data. Synchronous execution is realized by having fixed rate sensors readings and actuators 
commands writings. 
3.6 Results and Observations 
Although MARIE was used in smaller implementations, Spartacus represented its first real 
integration challenge and is still ongoing work. This section presents preliminary results 
and observations regarding MARIE's software requirements and design architecture based 
on our work on Spartacus. 
MARIE is coded in C—-+- ( 10 000 lines of code) and uses ACE (Adaptive Communi-
cation Environment) library for the transport layer (TCP/IP, Shared memory, etc.) and 
low-level operating system functions (threads and processes, memory access, timers, ope-
rating systems interoperability, real-time support, etc.) [Schmidt, 1997]. Although ACE 
met Spartacus' implementation needs, MARIE does not rely on this specific transport 
layer library. 
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MARIE shows interesting capabilities for software integration and team development. At 
the peak of Spartacus' software development process, eight software developers (seven 
specialists and one integrator) were working concurrently on the system. Most of them 
only used the AA component framework (Component Layer) to create their components, 
conducting unit and black-box testing with pre-configured system setups (Application 
Layer) given by the integrator. Communication protocols and operating system tools for 
component and application developments (Core Layer) were added by the core specialist 
when required. Components were incrementally added to the system as they became avai-
lable. It took around eight days, spread over a four weeks period, to have a fully integrated 
system. Nine existing specialized applications/libraries were integrated together to build 
the complete system : Player/Stage/Gazebo, Pmap, CARMEN, Flowdesigner/RobotFlow, 
AUDIBLE, Nuance, Festival, DECIBEL, QT3 and OpenCV. Each of these applications 
required different integration strategies. For instance, Nuance is a proprietary application 
with a specific and limited interface. Integrating Nuance in an AA was challenging because 
its execution flow is tightly controlled by Nuance's core application, which is not accessible 
from the available interface. To solve this problem, we created an independent applica-
tion that uses a communication protocol already supported by the MIL. CARMEN, on 
the other hand, is composed of small exécutables communicating through a central ser-
ver. CARMEN's integration was realized by creating an AA that starts several of these 
exécutables depending on the required functionality, and on data conversion from CAR-
MEN's to MIL's format. Having flexible component frameworks and port's communication 
protocol abstraction allowed us to adapt application specificities such as external threads 
execution, dynamic bindings, independent protocols and timing. 
Choosing XML data representation for common language communication in the MIL was 
based on implementation simplicity and ease of debugging. Although it was sufficient for 
most of the system communication needs, we clearly observed that this solution was not 
sufficient to support communication-intensive data like audio and vision within MARIE. 
To avoid taking precious time to support optimized protocols for audio and video, we 
decided to use FD that already provides those protocols. 
Regarding component interoperability, being able to change between simulation and robo-
tic setups with only few system modifications gave us the possibility to do quick simulation 
and integration tests. Nearly 75% of system functionalities were validated in simulation and 
were used as is in the real world setup. In both simulated and real setups, configurations 
of components receiving laser and odometry data are exactly the same, abstracting data 
sources and benefiting from components modularity. Moreover, component interoperabi-
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lity can be extended with MARIE to do things like porting a computational architecture 
on robotic platforms from different manufacturers and with heterogeneous capabilities, or 
evaluating performances of algorithms implementing the same functionality (e.g., locali-
zation, navigation, planning) using the same platform and experimental settings. 
Distributing applications across multiple processing nodes was not difficult with MARIE, 
having chosen socket as the transport mechanism. We initially used a shared memory 
transport mechanism to accelerate communication between components on the same com-
puter. Changing from one transport mechanism to another was transparent using port's 
communication protocol abstraction and supporting shared memory interconnection in 
the MIL. Since no noticeable impact was observed over the global system performances 
using either of them, we chose to exclusively use socket transport mechanism. It allows us 
to quickly change distributed components configuration. 
Meeting Spartacus' integration needs using MARIE rapid-prototyping approach highligh-
ted three interesting consequences on robotics system development. First, it revealed the 
difficulty of tracking decisions made by the system simply by observing its behaviors in 
the environment, something that was always possible with simpler implementations. The 
system reached a level of complexity where we needed to develop a graphical applica-
tion, called logviewer, to follow on-line or study off-line the decisions made by the robot. 
This suggests that creating analysis tools and supporting them in the integration envi-
ronment can play a key role in working with such a highly-integrated system. The second 
observation emerged from the number of components involved in the software architec-
ture. Manually configuring and managing the system with many components executed on 
multiple processors, is an error-prone and tedious task. In this context, MARIE would 
greatly benefit having GUI and system management tools to build, configure and manage 
components automatically. Third, regarding design optimization, being able to quickly 
interconnect components to create a complete implementation, without focusing on opti-
mization right away, revealed to be a good strategy to identify real optimization needs. 
Such an exploration strategy led to quickly reject some applications, software designs or 
component implementations without investing too much time and efforts. For Spartacus, 
we originally thought that tighter synchronization between components would be neces-
sary to obtain a stable system and support real-time decision-making. Having connected 
all of Spartacus' components together, we observed that performances were appropriate 
with the processing power available as long as we did not overload the computers with 
too many components. Noticing that, we decided to wait before investing time and energy 
working on component synchronization, to focus on Spartacus' integration challenge. 
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3.7 Conclusion 
MARIE is a middleware framework oriented towards developing and integrating new and 
existing robotic software. It shows interesting characteristics as a rapid-prototyping ap-
proach to create robotics systems, and tries to overcome the current lack of standards in the 
autonomous robotic field. We believe that frameworks like MARIE are important because 
they are more than just engineering tools : they are part of the scientific process of stu-
dying and designing autonomous systems considering their influences on implementation 
capabilities and on the discovery of new needs. In future work, testing will be performed 
on Spartacus to validate MARIE's architectural design and implementation. Wre are cur-
rently working on identifying and implementing tools to measure real-time performances, 
and on software metrics to quantify MARIE's computational overhead. 
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chapitre 3 en décrivant plus en détails la conception et l'architecture logicielle de MARIE. 
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4.2 Introduction 
Integration is one the most fundamentals problem in designing autonomous mobile robots, 
especially for those that interact with people in real life settings. Such robots have to 
combine a multitude of capabilities such as navigation, localization and mapping, tracking 
and recognition, vision and audio processing, graphical or natural interaction, planning 
and reasoning using different abstraction levels. Rapid and specialized progress in a variety 
of the associated domains makes the simultaneous development of all these capabilities 
a very challenging task. Reimplementing them all is not recommended to make efficient 
progress in discovering the underlying issues with autonomous reasoning of mobile robots. 
Integration of available and useful software applications is a more compelling approach, 
allowing to build on top of validated implementations and design more sophisticated and 
complex systems. 
Many existing programming environments, like Player [Vaughan et ai, 2003], ADE [An-
dronache et Scheutz, 2006], CLARity [Nesnas et AL, 2006], CARMEN [Montemerlo et ai, 
2003], OROCOS [Oreback et Christensen, 2003], SmartSoft [Schlegel, 2006], MIRO [Utz 
et ai, 2002] and RCS [Gazi et ai, 2001], are all proposing different approaches for mo-
bile robotics system development and integration. Most of them are incompatible with 
each other for different reasons [Oreback et Christensen, 2003], such as the use of spe-
cific communication protocols and/or mechanisms, different operating systems, robotics 
platforms, architectural concepts, programming languages, intended purpose, proprietary 
source codes, etc. This leads to code replication of common functionalities across different 
programming environments, and to specific functionalities being often restricted to one 
programming environment. The ability to create shared software infrastructures among 
the robotics community, based on common requirements and objectives, is clearly an im-
portant goal to reach in order to avoid effort duplication [Woo et ai, 2003] and assist 
developers in their scientific and engineering work. 
Identifying common requirements and objectives is challenging in the current context 
considering that the robotics field is still in an early exploration phase. A possible solution 
which could be valuable is to reuse existing programming environments and interconnect 
them through a system integration framework to benefit from their respective approaches, 
instead of having to choose only one of them. The main objective of system integration 
frameworks is to support one or many integration approaches (e.g. communication proto-
cols, central repository, remote procedure call, dynamic and static linkage) to interconnect 
heterogeneous applications with their own set of concepts and requirements in a larger 
svstem. 
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MARIE (for Mobile and Autonomous Robotics Integration Environment) is a system 
integration framework oriented towards a rapid prototyping approach to development and 
integration of new and existing softwares for robotic systems [Cote et ai, 2004] [Cote et ai, 
2006]. To achieve the integration challenge, MARIE proposes an extendable collection 
of blackbox and whitebox frameworks allowing different development techniques to add 
new functionalities in the system. MARIE is designed according to three main software 
requirements : 
1. Reuse available solutions. Integration of existing software components is difficult 
considering that they are typically developed independently, following their own 
set of requirements. Reusability in this context is challenging but crucial for the 
evolution of the field, avoiding the need for expertise in all the related areas that 
must be integrated. 
2. Support multiple sets of concepts and abstractions. From high-level decision-
making developers to perceptual processing and motor controllers designers, or from 
system analysts to testers, experts from many fields and with different objectives have 
to contribute concurrently on the same system. To cope with such multidisciplinary 
software development effort, multiple sets of concepts and abstractions need to be 
supported. 
3. Support a wide range of communication protocols, communication mecha-
nisms and robotics standards. No unified protocol or consensus has yet emerged 
from the robotics software community on standards to adopt. The robotics commu-
nity still has to explore a great variety of ideas, application areas (each one having 
its own set of constraints, e.g., space, military, human-robot interaction) and to cope 
with continuously evolving computing technologies. Consequently, being able to in-
terchange communication protocols mechanisms and upcoming robotics standards 
easily, without major code refactoring, means longer life cycle for actual and future 
implementations. 
The following sections present how MARIE follows these software requirements to create a 
middleware framework, a kind of system integration framework, providing tools to create 
specialized middlewares for dedicated applications. MARIE's efforts have been focused 
on distributed robotics component-based middleware framework development, enhancing 
reusability of applications and providing tools and programming environments to build 
integrated and coherent robotics systems. Section 4.3 presents MARIE's software archi-
tecture in relation to the targeted software requirements. It situates the three principal 
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frameworks used in MARIE : the Component Framework (Section 4.4), the Communica-
tion Abstraction Framework (Section 4.5) and the Configuration Framework (Section 4.6). 
Section 4.7 presents Spartacus as a study case of how MARIE can be used in a robotic 
implementation. Conclusions and future work are presented in Section 4.8. 
4.3 Software Architecture 
MARIE's software architecture can be explained from the following three perspectives : 
component mediation approach, layered architecture and communication protocol abstrac-
tion. 
4.3.1 Component Mediat ion Approach 
To implement distributed applications using heterogeneous softwares, MARIE adapted the 
Mediator Design Pattern [Gamma et ai, 1994] to create a Mediator Interoperability Layer 
(MIL), as illustrated in Figure 4.1. The Mediator Design Pattern primarily creates a cen-
tralized control unit (named Mediator) which interacts with each class independently, and 
coordinates global interactions between classes to realize the desired system. In MARIE, 
the MIL acts just like the Mediator of the original pattern, but is implemented as a virtual 
communication space where applications can interact together using a common language 
(similar to Internet's HTML for example). With this approach, each application can have 
its own communication protocols and mechanisms as long as the MIL supports it. It is a 
way to exploit the diversity of communication protocols and mechanisms, to benefit from 
their strengths and maximize their usage, and to overcome the absence of standards in ro-
botic software systems. It also promotes loose coupling between applications by replacing 
a many-to-many interaction model with a one-to-many interaction model. In addition to 
simplifying each application communication interface, loose coupling between applications 
increases reusability, interoperability and extensibility by limiting their mutual dependen-
cies and hiding their internal implementation. By using a virtual communication space 
approach, the MIL's design reduces the potential complexity of managing a large number 
of centralized classes, as observed with the original pattern. This is mainly attributed to 
having limited centralization of communication protocols and mechanisms, leaving most 
of the functionalities decentralized. Although there is no such thing as an instance of a 
Mediator in MARIE's implementation, mediation is possible through the Communication 
Abstraction Framework. 

































Figure 4.1 Original Mediator Pattern (left) and MARIE's Distributed Media-
tor Adaptation (right) 
4.3.2 Layered Archi tecture 
Supporting multiple sets of concepts and abstractions can be achieved in different ways. 
MARIE does so by adopting a layered software architecture, defining different levels of 
abstraction into the global middleware framework. As shown in Figure 4.2, three abstrac-
tion layers are used to reduce the amount of knowledge, expertise and time required to use 
the overall system. It is up to the developer to select the most appropriate layer for adding 
elements to the system. At the lower level, the Core Layer consists of tools for commu-
nication, data handling, distributed computing and low-level operating system functions 
(e.g., memory, threads and processes, I/O control). The Component Layer specifies and 
implements the Component Framework, the Communication Abstraction Framework and 
the Configuration Framework useful to build new applications using the MIL. The Ap-
plication Layer contains useful tools to build and manage integrated applications to craft 
robotic systems. 
Application Layer 
Robotics System Development & Management 




Communication Abstraction Framework 
Core Layer 
System Management Tools and Utilities 
Figure 4.2 MARIE's Layered Architecture 
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4.3.3 Communication Protocol Abstraction 
Integrated applications functionalities can often be used without any concerns with the 
communication protocols, as they are typically designed to apply operations and algo-
rithms on data, independently of how data are received or sent. This eases applications 
interoperability and reusability by avoiding fixing the communication protocol during the 
design phase. Ideally, the communication protocol choice should be made as late as pos-
sible, depending of which applications need to be interconnected together (e.g., at the inte-
gration phase or even at runtime). Therefore, a Communication Abstraction Framework, 
called Port, is provided for communication protocols and applications interconnections. 
4.4 Component Framework 
The development of robotic applications using MARIE is based on reusable software 
blocks, referred to as components, which implement functionalities by encapsulating exis-
ting applications, programming environments or dedicated algorithms. Components are 
configured and interconnected to implement the desired system, using the software appli-
cations and tools available through MARIE. Four types of components are used in the 
MIL: 
1. Application Adapter (AA) : component interfacing useful applications within 
the MIL and to enable them to interact with each other through their standardized 
interface (i.e. Ports) and using MARIE's shared data types. Interconnections using 
Port communication abstraction are illustrated in Figure 4.3 by a small dot between 
communication links represented by arrows. 
2. Communication Adapter (CA) : component that ensures communication bet-
ween other components by adapting incompatible communication mechanisms and 
protocols, or by implementing traditional routing communication functions. Avai-
lable Communication Adapters in MARIE are Splitters, Switches, Mailboxes and 
Shared Maps. A Splitter sends data from one source to multiple destinations without 
the sender needing to be aware of the receivers. A Switch acts like a multiplexer sen-
ding data to the selected output. A Mailbox creates a buffering interface between 
asynchronous components. A Shared Map is used to share data, in the key-value 
form, between multiple components. 
3. Application Manager (AM) : system level component managing, on local or 
remote processing nodes, Application Adapters and Communication Adapters. Ap-
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plication and Communication Adapters initialization, configuration, start, stop, sus-
pend and resume are handled by the Application Manager. When starting the sys-
tem, the Application Manager initializes the components following the adequate 
sequence. 
4. Communication Manager (CM) : system level component dynamically mana-
ging, on local or remote processing nodes, the communications mechanisms (socket, 


























Figure 4.3 Component Framework Using the Mediator Interoperability Layer 
Although the use of MARIE's frameworks and software tools is highly encouraged to save 
time and efforts, MARIE is not limited to them. Developers can use the best solution 
to integrate software applications and interconnect components by having the possibility 
to extend or adapt existing components and available frameworks. MARIE's underlying 
philosophy is to complement existing applications, programming environments or software 
tools, and therefore it is to be used only when required and appropriate. 
Figure 4.3 presents an example of how software applications can be integrated and inter-
connected in the MIL. Application A represents an integrated application directly linked 
with the implementation of its A A (e.g., a library or an open source application). When an 
application is integrated using an AA, it can use the MIL communication mechanisms to 
exchange data with any other components, as is the case for providing data to Application 
Adapter 2 and Application Adapter 3. Application B interacts with other applications in 
two different ways. The first one needs Application Adapter 1 to transmit data to Applica-
tion Adapter 2, which convert them into a specific communication protocol not supported 
by the MIL to make them available to Application B. The second one is used to send back 
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data to Application Adapter 3, using a communication protocol supported by the MIL 
for direct interconnection with any components. However, Application B and Application 
Adapter 3 do not use compatible communication mechanisms or protocols. Interfacing 
them requires a CA. Application Adapter 3 implements functionalities directly in the MIL 
by encapsulating them in a stand-alone A A (e.g., a graphical user interface implemented 
in the A A directly). Application C can already communicate with Application B, and 
therefore no interconnection through the MIL is required. 
4.4.1 Main Concepts Supporting the Component Framework 
The Component Framework is a whitebox framework enabling developers to extend avai-
lable functionalities or create new components. Existing functionalities can be reused and 
extended by inheriting from framework base classes and/or overriding pre-defined hook 
methods. Five main concepts present in every component are provided by the Component 
Framework and illustrated in Figure 4.4 : 
- Handler : handles the behavior of the component. Every Handler must support 
the init, start, stop, suspend, resume, reset and quit messages that are received 
through their Request Interface. Execution flow of the Handler can be customized 
to adapt its own implementation needs (based on iterations, messages, interrupts, 
states-machine, etc). 
- VisitorConfig : holds configuration information for the component. It is extracted 
from the configuration data structure created by the Configurator. The configuration 
information is then used by the Handler in the initialization phase of the component. 
- Director : handles and manages execution of requests (such as init, start, stop, etc.) 
and forwards them to the component's Handler to execute specialized functionalities 
if needed. 
- Configurator : handles configuration requests, parsing of the configuration file for-
mat, and creation of the Configuration Data Structures to be forwarded to the 
component's Handler. 
- Builder : builds the component using the specialization of the different elements 
composing a component : the Director, the Configurator, the Handler, and their 
respective execution flow mechanisms. 
To explain what is required to create a component, Figure 4.5 illustrates the Splitter 
Communication Adapter. The Splitter is typically used to route data from one or more 
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Figure 4.4 MARIE's Components Composition 
source Ports to multiple destination Ports. This mechanism is handled by the Splitter 
Handler. The Splitter Handler uses an Iterate Execution Mechanism to monitor the Splitter 
Handler behavior. The Iterate Execution Mechanism refers to an internal loop that runs 
at a determined cycle inside the Handler. Sending and receiving data from Ports is event-
based and is triggered by the main communication loop sending the data as soon as it 
arrives (not shown in Figure 4.5). As shown in Figure 4.5, Ports on the left (AO to An) and 
Ports on the right (BO to Bn) are grouped together to form Group A and Group B. The 
Splitter can support any number of ports in each group. The configuration of the Splitter 
supports three modes, which selects how the data flows between Group A and Group B • 
1. Mode AB. Communicates one way from Group A to Group B. 
2. Mode BA. Communicates one way from Group B to Group A. 
3. Mode ABBA. Communicates in both ways (bi-directional) between Group A and 
Group B. 
To configure the Splitter Communication Adapter, the XML Configurator is used. It parses 
the XML configuration files and forwards the Configuration Data Structure to the Splitter 
Handler. The Splitter VisitorConfig then uses the Configuration Data Structure to get 
the appropriate configuration at initialization. The Default Director forwards execution 
requests (start, stop, etc.) to the Splitter Handler. 
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Figure 4.5 MARIE's Splitter Composition 
4.5 Communication Abstraction Framework 
The Communication Abstraction Framework, illustrated in Figure 4.6, offers an abstrac-
tion on how communications are achieved by components, using a Send & Receive Interface 
to send and receive data. This interface hides implementation details of communication 
protocols and mechanisms that execute send and receive requests. Those communication 
protocols and mechanisms are encapsulated in Communication Strategy (CS) classes in 
order to be more easily reused and extended. The Strategy Design Pattern [Gamma et ai, 
1994] is applied to CS to define a set of interchangeable algorithms and to create a loo-
sely coupled relation between CS's clients and implementation details of communication 
protocols and mechanisms. Currently supported Communication Strategies are : 
- Socket Acceptor. TCP/IP socket-based server accepting one connexion on a speci-
fied port. 
- SocketConnector. TCP/IP socket-based client connecting to the server on a spe-
cified port. 
- SharedMemAcceptor. Memory-based server accepting one local (on the same pro-
cessing node) connexion. 
- SharedMemConnector. Memory-based client connecting to the local server. 
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The Send & Receive interfaces also hides data operations that need to be applied to 
fulfill communication protocols requirements on data representation. Those operations are 
encapsulated in Cascading Functional Block (CFB) classes, that can be chained together in 
a cascaded manner to execute the appropriate sequence of operations on sent and received 
data. MARIE currently provides four kinds of CFBs : 
- XMLFormatter : marshalls MARIE's objects (data structures in memory) in an 
homemade XML representation to be send to a byte stream CS. 
- XMLExtractor : unmarshalls the XML data representation of MARIE's data ob-
jects from the byte stream CS to create new MARIE data objects. 
- ImageFormatter : marshalls MARIE's Image objects in an optimized serialized 
data representation to be send to a byte stream CS. 
- ImageExtractor : unmarshalls the image optimized serialized data representation 
from the byte stream CS to create a new MARIE Image data. 
Figure 4.6 Communication Abstraction Through the Port Interface 
The Communication Abstraction Framework can be extended or specialized knowing that 
Ports are not tightly coupled to the Component Framework. This means that the Commu-
nication Abstraction Framework could be redesigned to handle specialized functionalities 
(error handling, signals, etc.) without having a major impact on existing implementations. 
However, it is is highly recommended to use the Send & Receive Interface for standardi-
zation of communications with components. 
4.6 Configuration Framework 
MARIE's Configuration Framework, shown in Figure 4.7, offers a generalization of confi-
guration representation in order to use the same data structure for all the components 
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configurations. Four types of configuration elements are available in the Configuration 
Framework representing the Configuration Data Structures : 
1. Configuration. Composite configuration element that gives a name to a current 
configuration structure and contains other configuration elements. 
2. Type. Composite configuration element that represents a type contained in the 
component's description domain. A type element can be composed of multiple confi-
guration elements. 
3. Key-Value. Primitive configuration element that identifies a specific property of an 
object. The configuration element is represented by a label (Key) and have a value 
(Value). 
4. Qualifier. Composite configuration element that represents an attribute for refining 
configuration element semantics. It can be useful to categorize or discriminate confi-














Configuration Qualifier Type 
Figure 4.7 Configuration Framework Architecture 
To support execution of Configuration Data Structures' operations (read, write, modify, 
etc.), the Visitor and Composite Design Pattern [Gamma et ai, 1994] are used. The role 
of the Visitor Design Pattern is to encapsulate operations to be performed on a data 
structure in a class, called a visitor, that can traverse the data structure. Having different 
kinds of configuration elements in the Configuration Framework (primitive and composite), 
applying the Composite Design Pattern to the Configuration Data Structures' elements 
permits to the visitor to treat each kind of elements as they were exactly the same, which 
reduces visitor's implementation complexity. 
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Generally, the Configuration Framework is used as a blackbox framework by creating re-
quired visitors to fetch data configuration in Configuration Data Structures, by extending 
the Visitor abstract class. Other configuration manipulations, such as parsing configura-
tion files and creating the Configuration Data Structures, are handled automatically. In 
the current implementation, an XML based generic parser (not shown in Figure 4.7) is 
responsible of creating the Configuration Data Structures by parsing the XML configura-
tion file. If required, new parsers supporting other representations and languages can be 
added in the framework without the need to change existing visitor classes. 
The following example shows a sample Splitter configuration file. All four configuration 
elements are present in this Splitter sample configuration file. Each XML node contains an 
attribute named "elem" which can be set to four values : conf for Configuration element, 
type for Type element, kv for Key-Value element and q for Qualifier element. This confi-
guration represents a Splitter with one Port in its Group A and two Ports in its group B. 
Group A and B are represented as qualifiers in the configuration file, providing in which 
group each Port must be instantiated. Data flows from Group A to Group B as the "mo-
de" Key-Value states. Port AO is configured to use the SocketAcceptor communication 
strategy listening on port 30004. Port BO is configured to also use the SocketAcceptor 
communication strategy, listening on port 30000. Port Bl is configured to use the Socket 



































4.7 Spartacus' Implementation Using MARIE 
Spartacus [Michaud et ai, 2006], shown in Figure 4.8, is a socially interactive mobile 
robot designed to enter the AAAI Mobile Robot Challenge. Introduced in 1999, the AAAI 
Challenge consists of having a robot start at the entrance of the conference site, find 
the registration desk, register, perform volunteer duties (e.g., guard an area) and give a 
presentation [Maxwell et ai, 2004]. The long-term objective is to have robots participate 
just like humans attending the conference. We became interested by this challenge because 
of the need to address all design dimensions for such a robot, from the hardware level to 
the high-level decision-making algorithms. 
Figure 4.8 Spartacus Robot 
Spartacus is equipped with a SICK LMS200 laser range finder (for autonomous naviga-
tion), a Sony SNC-RZ30N 25X pan-tilt-zoom color camera, an array of eight microphones 
placed on the robot's body, a touchscreen and a business card dispenser. High-level pro-
cessing is carried out using an embedded Mini-ITX computer (Pentium M 1.7 GHz). The 
Mini-ITX computer is connected to the low-level controllers through a CAN bus device, 
the laser range finder through a serial port, the camera through a 100Mbps Ethernet link 
and the audio amplifier and speakers using the audio output port. A laptop computer 
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(Pentium M 1.6 GHz) is also installed on the platform and is equipped with a RME 
Hammerfal DSP Multiface sound card using eight analog inputs to simultaneously sample 
signals coming from the microphone array. Communication between the two on-board 
computers is accomplished with a 100Mbps Ethernet link. Communication with external 
computers can be achieved using the 802.11g wireless technology, giving the ability to 
easily add remote processing power or capabilities if required. All computers are running 
Debian GNU Linux. 
Numerous algorithms are required to accomplish the Challenge, and here is what we 
implemented for our 2005 participation to the event : 
- Autonomous Navigation. When placed at the entrance of the convention center, 
the robot autonomously find its way to the registration desk by wandering and avoi-
ding obstacles, searching for information regarding the location of the registration 
desk and potentially following people moving in this direction. Once registered, the 
robot can use a map of the convention center. The two navigation tools used are 
CARMEN and pmap. CARMEN, the Carnegie Mellon navigation toolkit [Monte-
merlo et ai, 2003], is a software package for laser-based autonomous navigation using 
a map previously generated. The pmap package [Howard, 2009] provides a number 
of libraries and utilities for laser-based mapping (SLAM) in 2D environments to 
produce high-quality occupancy grid maps. 
- Vision Processing. Extracting useful information in real time from images taken 
by the onboard camera improves interaction with people and the environment. For 
instance, the robot could benefit from reading various written messages in real life 
settings, messages that can provide localization information (e.g., room numbers, 
places) or identity information (e.g., reading name badges). Object recognition and 
tracking algorithms also makes it possible for the robot to interact with people in the 
environment. We use two algorithms to implement such capabilities : one that can 
extract symbols and text from a single color image in real world conditions [Létour-
neau et ai, 2004] ; and another one for object recognition and tracking to identity 
and follow regions of interest in the image such as human faces and silhouettes. 
- Sound Processing. Localization of sound sources provides important clues about 
the world. However, simply using one or two omnidirectional microphones on a robot 
is not enough : it proves too difficult to filter out all of the noise generated in public 
places. Using a microphone array is a better solution for the localization, tracking 
and separation of sound sources. Our approach is capable of simultaneously localizing 
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and tracking up to four sound sources that are in motion over a 7 meters range, in 
the presence of noise and reverberation [Valin et ai, 2004a]. We also developed a 
method to separate in real-time the sound sources [Valin et ai, 2004b] in order to 
simultaneously process vocal messages from interlocutors using software packages 
such as Nuance [Nuance Communications, Inc., 2009]. 
- Touchscreen Display. Various information can be communicated through this de-
vice, such as : receiving information from people using a menu interface ; displaying 
graphical information such as a PowerPoint presentation or a map of the environ-
ment ; and expressing emotional states using a virtual face. 
MARIE's design and implementation evolved as we worked on Spartacus' implementation. 
MARIE's current version is in C+-^ (~10 000 lines of code) and uses the ACE (Adaptive 
Communication Environment) library [Schmidt, 1997] for the Core Layer functions (low-
level operating system functions). Although ACE met Spartacus' implementation needs, 
MARIE does not rely on this specific library as the Core Layer and it can be replaced 
if required. MARIE's Application Manager is partially implemented in MARIE, meaning 
that AA and CA must be initialized manually from scripting commands. Also, the CM is 
not yet implemented, and component configuration must be set manually. 
Spartacus' implementation requires 45 components (~50 000 lines of code) composed of 
26 AA, 17 CA and two external applications (the Audio Server and NUANCE). Ap-
plication Adapters are used to interface the different software applications required for 
decision-making by the robot. Mailboxes, Splitters, Shared Maps and Switches are used 
as Communication Adapters. Except for the two external applications, component inter-
connections are all sockets-based using Push, Pull and Events dataflow communication 
mechanisms [Zhao, 2003] with XML encoding for data representation ; the Audio Server 
and Nuance use their own communication protocols. 
Partial representation of Spartacus' software architecture is illustrated in Figure 4.9. It 
covers sensing and acting in simulation and real robot setups, localization, path planning, 
sound source localization, tracking and separation, speech recognition and generation, and 
part of the computational architecture [Michaud et ai, 2005] responsible for the robot's 
navigation, reasoning and interactions capabilities. In the real robot setup, SpartacusAA 
combines wheels odometry and gyroscopic (through GyroAA interfacing a gyroscope ins-
talled on Spartacus) data, and pushes the result at a fixed rate (10 Hz) to its interconnected 
component. Laser data is collected by PlayerAA, interfacing the Player library specialized 
for sensor and actuator abstraction [Vaughan et ai, 2003], supporting the SICK LMS200 
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Figure 4.9 Partial Representation of Spartacus' Software Architecture 
laser range finder installed on Spartacus. PlayerAA pushes data at a fixed rate (10 Hz) to 
connected components. In the simulation setup, odometry and laser data are both collected 
with PlayerAA, as generated using Stage (2D) or Gazebo (3D) simulators [Vaughan et ai, 
2003]. CARMEN Localizer A A and CARMEN Path Planner A A provide path planning 
and localization capabilities. 
RobotFlow and FlowDesigner programs [Cote et ai, 2004] are used to implement Beha-
vior & Arbitration FD AA, handling part of the computational architecture. RobotFlow 
(RF) (Cote et ai, 2004] and FlowDesigner (FD) are two modular data-flow program-
ming environments that facilitate visualization and understanding of the robots control 
loops, sensor and actuator processing. They are also appropriate for rapid prototyping 
because the graphical user interface enables the user to connect reusable software blocks 
without having to compile the program every time minor changes are made. In the Beha-
vior & Arbitration FD AA component, RF/FD programs implement behavior-producing 
modules arbitrated using a priority-based approach. It uses data coming from different 
elements such as localization, path plan, laser, audio localization, dialog command and 
system states. It uses an asynchronous pull mechanism to get its data, requiring the use 
of Mailbox CA components, and generates motor commands at a fixed rate (5 Hz). 
The Audio Server is interfacing the RME Hammerfal DSP Multiface sound card, and 
Nuance Server is interfacing Nuance. DialogueAA is a stand-alone AA that manages si-
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multaneous conversations with people. This is made possible with the use of AUDIBLE 
FD AA, interfacing our sound source localization, tracking and separation algorithms im-
plemented with RF/FD and using Spartacus' microphone array. It generates a number of 
separated audio channels that are sent to Nuance Server and Behavior Sz Arbitration FD 
AA. Recognized speech data is sent to Dialog AA, responsible of the human-robot vocal 
interface. Speech generated by the robot is handled by Festival [The Centre for Speech 
Technology Research, 1999]. Dialogue A A also provides data to the Behaviors & Arbi-
tration FD AA. The global execution of the system is asynchronous, having most of the 
applications and AAs pushing their results at a variable rate, based on the computation 
length of their algorithms when triggered by new input data. Synchronous execution is 
realized by having fixed rate sensors readings and actuators commands writings. 
4.7.1 Discussion 
Using MARIE with Spartacus provided interesting capabilities for software integration and 
team development. At the peak of Spartacus' software development process, eight software 
developers, including audio and image processing specialists, AI specialists, robot hard-
ware specialists, Core Layer specialists and the integrator, were working concurrently on 
the system. Most of them only used Application Adapters (Component Layer) to create 
their components, conducting unit and blackbox testing with pre-configured system se-
tups (Application Layer) given by the integrator. Communication protocols and operating 
system tools for component and application developments (Core Layer) were added by the 
Core Layer specialists when required. Components were incrementally added to the system 
as they became available. It took around eight days, spread over a four weeks period, to 
complete a fully integrated system. 
Overall, nine existing specialized applications/libraries were integrated together to build 
the complete system : Player/Stage/Gazebo, Pmap, CARMEN, Flowdesigner/RobotFlow, 
AUDIBLE, Nuance, Festival, AUDIBLE, QT3 and OpenCV. Each of these applications 
required different integration strategies. For instance, Nuance is a proprietary application 
with a specific and limited interface. Integrating Nuance in an AA was challenging because 
its execution flow is tightly controlled by Nuance's core application, which is not accessible 
from the available interface. To solve this problem, we created an independent application 
that uses a communication protocol already supported by the MIL. CARMEN, on the 
other hand, is composed of small exécutables communicating through a central server. 
CARMEN's integration was realized by creating an AA that starts several of these exécu-
tables depending on the required functionality and on data conversion from CARMEN's to 
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MIL s format. Having a flexible Component Framework and Ports as the communication 
protocol abstraction allowed us to adapt application specificities such as external threads 
execution, dynamic bindings, independent protocols and timing. 
Choosing XML data representation for common language communication in the MIL was 
based on implementation simplicity and ease of debugging. Although it was sufficient for 
most of the system communication needs, we clearly observed that this solution was not 
sufficient to support communication-intensive data like audio and vision within MARIE. 
To avoid using valuable time to support optimized protocols for audio and video, we 
decided to use FlowDesigner that already provides those protocols. 
With regard to component interoperability, the ability to change between simulation and 
robotic setups with only few system modifications gave us the possibility to do quick 
simulations and integration tests. Nearly 75% of the system functionalities were validated 
in simulation and were also used as is in the real world setup. In both simulated and 
real setups, configurations of components receiving laser and odometry data are exactly 
the same, abstracting data sources and benefiting from components modularity and the 
rapid prototyping approach. Moreover, component interoperability can be extended with 
MARIE to do things like porting a computational architecture on robotic platforms from 
different manufacturers and with heterogeneous capabilities, or evaluating performances of 
algorithms implementing the same functionality (e.g., localization, navigation, planning) 
using the same platform and experimental settings. 
Distributing applications across multiple processing nodes was not difficult with MARIE, 
having chosen network sockets as the transport mechanism. We initially used a shared 
memory transport mechanism to accelerate communication between components on the 
same computer. Changing from one transport mechanism to another was transparent using 
Ports and supporting shared memory interconnection in the MIL. Because no noticeable 
impact was observed over the global system performances using either of them, we chose 
to exclusively use socket transport mechanism. It allows us to easily move components 
from one processing node to the other. 
Meeting Spartacus' integration needs using MARIE rapid-prototyping approach highligh-
ted three interesting consequences on robotics system development. First, it revealed the 
difficulty of tracking decisions made by the system simply by observing its behaviors in 
the environment, something that was always possible with simpler implementations. The 
system reached a level of complexity where we needed to develop a graphical application 
to follow on-line or study off-line the decisions made by the robot. This suggests that 
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creating analysis tools and supporting them in the integration environment can play a key 
role in working with such a highly-integrated system. The second observation emerged 
from the number of components involved in the software architecture. Manually configu-
ring and managing the system with many components executed on multiple processors, 
is an error-prone and tedious task. In this context, MARIE would greatly benefit from 
having GUI and system management tools to build, configure and manage components 
automatically. Third, regarding design optimization, being able to quickly interconnect 
components to create a complete implementation, without focusing on optimization right 
away, proved beneficial in identifying real optimization needs. Such an exploration strategy 
gave us the ability to quickly reject necessary applications, software designs or component 
implementations without investing too much time and effort. For Spartacus, we originally 
thought that tighter synchronization between components would be necessary to obtain 
a stable system and support real-time decision-making. For instance, having connected 
all of Spartacus' components together, we observed that performances were appropriate 
with the processing power available as long as we did not overload the computers with 
too many components. Noticing that, we decided to wait before investing time and energy 
working on component synchronization, to focus on Spartacus' integration challenges. 
4.8 Conclusion 
MARIE is a system integration framework oriented towards a rapid-prototyping approach 
to create robotic systems. To achieve this goal, MARIE is based on the mediation principle 
and uses a layered framework architecture to facilitate the creation, integration and inter-
connection of existing applications, programming environments or software tools available 
in the robotics community. Interconnections of applications are supported by a commu-
nication framework that is able to support a wide range of communication protocols, 
communication mechanisms, and upcoming robotics standards. To ease efforts required 
to integrate the work of multiple developers, MARIE also supports team development 
requirements with two design choices : 1) the layered architecture allows each developer 
to work at the appropriate level of abstraction, related to his or her contribution to the 
system, and 2) the component architecture lets developers work independently on each 
component. This tends to reduce the required knowledge to contribute to the system and 
accelerates the overall development cycle. 
MARIE was experimented during Spartacus' software architecture development, which is 
the first software architecture implementation using MARIE. From this experience, we 
have observed that an integrated programming environment such as MARIE helps us 
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focus on the decision-making issues and the high-level capabilities development rather 
than on low-level software programming considerations and integration issues. MARIE's 
integration framework was flexible enough to support the integration and interconnection 
of all the existing and new applications required for Spartacus' software architecture. Using 
a rapid-prototyping approach is well suited to rapidly identify critical development sections 
from less-critical ones, just by being able to work with the complete system at the very 
beginning of the development cycle. 
More testing will be performed on Spartacus to validate MARIE's architectural design 
and implementation. We are currently working on identifying and implementing tools to 
measure system real-time performances and on software metrics to quantify MARIE's 
computational overhead. Additional work is also planned on the Application Layer, in 
which we hope to develop further useful applications and automated tools to manage the 
overall system and the underlying components. 
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Résumé français : 
Depuis 2003, MARIE (Mobile and Autonomous Robotics Integration Environment) a été 
utilisé pour réaliser plusieurs projets robotiques, comme par exemple celui d'un robot mo-
bile autonome interactif devant participer à une conférence scientifique, ou encore celui 
d'un robot mobile de téléprésence à domicile. L'objectif principal de MARIE est d'inté-
grer et de combiner des logiciels hétérogènes et des paradigmes informatiques variés afin de 
permettre le prototypage de divers modèles cognitifs appliqués à la robotique. Dans cette 
présentation, nous décrivons deux projets robotiques réalisés avec MARIE. En se basant 
sur les résultats observés de ces projets, nous discutons de différents enjeux conceptuels et 
techiques qui doivent être pris en compte par les architectures logicielles qui exploitent l'ap-
proche par composants pour créer des outils de travail aux roboticiens et aux scientifiques. 
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5.2 Introduction 
In the last decades, with the emergence of research fields such as computational neuros-
cience, cybernetics and artificial intelligence, remarkable progresses have been made in the 
understanding of what is required to create artificial life evolving in real-world environ-
ments. Still, one of the remaining challenges is to create new cognitive models that would 
replicate high-level cognitive capabilities such as perception and information processing, 
reasoning, planning, learning and adaptation to new situations. 
Lately, with accessibility to new technologies, robots are more frequently used as embo-
died systems to validate cognitive models. Unfortunately, implementation of those cog-
nitive models usually requires wide expertise in many fields of study like probabilistic 
navigation, simultaneous localization and mapping, planning, speech recognition, audio 
and vision processing, etc. Moreover, cognitive models are derived from a large spectrum 
of computational paradigms that are not necessarily compatible when considering under-
lying software architecture requirements. This is why roboticists want to develop software 
frameworks that help deal with the integration of cognitive models requirements with 
software and hardware engineering methodologies and techniques. 
MARIE (Mobile and Autonomous Robotics Integration Environment) [Cote et ai, 2006, 
2007] is one attempt to create a flexible and versatile software integration environment 
adapted to prototyping cognitive models. It is based on a distributed component-based 
framework oriented towards integration and combination of heterogeneous software and 
computational paradigms. In this paper, we present two robotics projects developed with 
MARIE that illustrates what are conceptual and technical issues that must be addressed 
to prototype different cognitive models. 
5.3 MARIE 
MARIE is a distributed component-based middleware framework for robotic systems. To 
address the technical issues related to integration and combination of heterogeneous soft-
ware and computational paradigms, multiple design solutions were developed to obtain a 
flexible framework that can be adapted to different scenarios. 
5.3.1 Applications Mediation Approach 
To implement distributed robotic systems using heterogeneous applications and computa-
tional paradigms, MARIE adapted the Mediator design pattern [Gamma et ai, 1994] to 











Figure 5.1 Mediator Interoperability Layer (MIL) 
create a Mediator Interoperability Layer (MIL), illustrated in Fig 5.1. The Mediator de-
sign pattern primarily creates a centralized control unit (named Mediator) interacting with 
each component independently, and coordinates global interactions between applications 
to build the desired system. In MARIE, the MIL acts just like the Mediator design pat-
tern, but is implemented as a virtual space where applications can interact together using 
a common language (similar to the relation between Internet and HTML for example). 
Note that the use of a virtual space implies that there is no single implementation class of 
the Mediator, as represented in the original pattern. The Mediator is distributed between 
all the applications that are linked together through the MIL, decentralizing the MIL's 
functionalities and responsibilities. 
With the mediation approach, it is possible to create bridges between incompatible ap-
plications by having specialized code adapting each of them through the MIL. This way, 
each application can have its own communication protocols and mechanisms, as long as 
the MIL supports them and can bridge the application with others. For the robotics com-
munity, this approach offers a way to exploit the diversity of communication protocols and 
mechanisms, to benefit from their strengths and maximize their usage, and to overcome 
the lack of standards for robotic software system design. 
5.3.2 Application Adapter & Communication Adapter 
Existing applications do not necessarily implement the mechanisms, expose the inter-
faces or use a communication protocol that would make them compatible with the MIL. 
Changing an application's code to add the required functionalities is a solution to avoid 
whenever possible. Instead, it is often preferable to use a wrapper technique to create a 
component which is compatible with the MIL, extending the application's functionalities 
without direct modifications. The main role of the wrapper component is to translate 
application service interfaces to make them compatible with the MIL's interface. 
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In MARIE, wrapper components used to encapsulate applications are called Application 
Adapters (AA), and wrapper components used to interconnect incompatible applications 
are called Communication Adapters (CA). To create an AA or CA, MARIE offers a deve-
lopment framework called the Component Framework, illustrated in Fig. 5.2. The Handler 
is responsible for the translation between application interfaces and the MIL interface. 
Ports are used to communicate with other components through the MIL by implementing 
and handling communication protocols (socket TCP/IP, socket UDP, Shared Memory, 
CORBA, IPC, COM, etc) through a simple abstraction interface supported by the Com-
ponent Framework. 
Component 








Figure 5.2 Component Framework 
Although the use of MARIE's frameworks and software tools is highly encouraged to save 
time and efforts, MARIE is not limited to them. Developers can use the best solution 
to integrate software applications and interconnect components by having the possibility 
to extend or adapt existing components and available frameworks. MARIE's underlying 
philosophy is to complement existing applications, programming environments or software 
tools, and therefore it is to be used only when required and appropriate. 
5.4 Spartacus 
Spartacus [Michaud et ai, 2005] is a socially interactive mobile robot designed to enter 
the AAAI Mobile Robot Challenge, which consists of making a robot attend a conference 
just like humans. The robot has to navigate and localize itself in the world autonomously, 
extract visual information (such as reading messages, tracking people), localize, track and 
separate sound sources for enhanced speech recognition and dialogue interaction, provide 
graphical information through its touch screen interface, schedule tasks on its own, and 
give a presentation. 
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5.4.1 Cognitive Model 
The cognitive model used to realize this project is called MBA (Motivated Behavioral Ar-
chitecture) [Michaud et ai, 2005]. Figure 5.3 illustrates MBA's implementation for Spar-
tacus. MBA is a behavior-based architecture that uses motivations to determine which 
available behavior-producing module(s) (BPM, or behaviors) should be activated at a 
specific time to control the robot. Motivation Modules (MM) are concurrent specialized 
algorithmic modules that recommend and monitor tasks (and/or sub-tasks) to execute 
in the Dynamic Task Workspace (DTW). Instinctual motivations provide basic opera-
tion of the robot and Rational motivations are more related to cognitive processes, such 
as navigation and planning. Motivations are kept independent from each other and do 
not necessarily share the same domain representation objects, except for the DTW tasks 
language. At a certain time interval, the BPM Selection module evaluates the tasks decom-
position tree in the DTW and chooses which tasks/subtasks should be executed at that 
time. Once the task selection phase is completed, the System-Know-How module (SNOW) 
makes the correspondence between the selected tasks/subtasks and the BPMs available 
on the robot platform. Then BPM Arbitration module is executed on activated BPMs to 
ensure that coherent activations are applied (e.g., under a subsumption-based behavioral 
arbitration scheme, BPM Arbitration does not allow a Move Forward behavior activation 
concurrent to an Avoid Obstacle behavior activation). Then, using BPMs feedbacks in-
formation and perception from environment, DTW and Motivations are updated and the 
decision-making process is repeated. 
5.4.2 Implementation using MARIE 
To implement MBA for Spartacus using MARIE, one of our first objectives was to reuse 
software packages already available, such as : 
- Player/Stage [PLAYER/STAGE-Team, 2010], a project to create free software for 
robotics and sensor systems. 
- FlowDesigner/RobotFlow [FLOWDESIGNER-Team, 2010], a free data flow orien-
ted development environment, with RobotFlow [ROBOTFLOW-Team, 2010] being 
the mobile robotics toolkit for FlowDesigner. 
- CARMEN Navigation Software [CARMEN-Team, 2010], a software package for 
laser-based autonomous navigation using previously generated maps. 
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Figure 5.3 MBA's implementation for Spartacus. 
- P M A P Map Builder Software [Howard, 2009], libraries and utilities for laser-
based mapping in 2D environments to produce high-quality occupancy grid maps. 
- Vision Processing Library, a library to extract symbols and text from a single 
color image in real world conditions [Létourneau et ai, 2004]. 
- OpenCV Computer Vision Library [OPENCV-Team, 2010], an open source 
computer vision library. 
- Festival [The Centre for Speech Technology Research, 1999], a general framework 
for building speech synthesis systems. 
- Sound Processing Library, a library for the localization, tracking and separation 
of sound sources using a microphone array system [Valin et ai, 2006]. 
- Nuance [Nuance Communications, Inc., 2009], a commercial speech recognition 
software. 
- QT [Nokia, 2010], a cross-platform application development framework, used for the 
development of our GUIs. 
Software integration of all these elements was not a simple plug-and-play process. Most of 
them were developed independently, adopting different design and implementation requi-
rements. Moreover, they had to be used in software modules following MBA principles. 
62 CHAPITRE 5. PROTOTYPAGE DE MODÈLES COGNITIFS AVEC MARIE 
Representation of Spartacus' software architecture is illustrated in Figure 5.4 and Fi-
gure 5.5. 
Spartacus' software architecture provides two setups. For the Real Robot setup, Sparta-
cusAA combines wheels odometry with gyroscopic data, and pushes the result at a fixed 
rate (200 Hz) to its interconnected components. Laser data is collected by PlayerAA, in-
terfacing the Player library specialized for sensor and actuator abstraction [Vaughan et ai, 
2003], supporting the SICK LMS200 laser range finder. PlayerAA pushes data at a fixed 
rate (200 Hz) to connected components. For the Simulation setup, odometry and laser 
data are both collected with PlayerAA, generated either by Stage (2D) or Gazebo (3D) 
simulators [Vaughan et ai, 2003]. CARMEN Localizer A A and CARMEN Path Planner 
AA provide path planning and localization capabilities. CARMEN is composed of small 
processes communicating through a central server. CARMEN's integration was realized 
by creating an AA that starts several of these processes depending on the required func-
tionality and on data conversion from CARMEN's to MARIE's format. 
FlowDesigner and RobotFlow are used to implement Behavior & Arbitration FD A A, 
handling BPMs and their arbitration. FlowDesigner use a synchronous pull mechanism 
to get data coming from different elements such as localization, path plan, laser, audio 
localization, dialogue command and system states, requiring the use of Mailbox CA com-
ponents. By buffering input data, mailboxes allow AAs running at different rates to be 
interconnected. Behavior & Arbitration FD A A generates motor commands at a fixed rate 
(5 Hz). 
The Audio Server is interfacing a RME Hammerfal DSP Multiface sound card, and 
NUANCE Server is interfacing NUANCE. DialogueAA is a stand-alone AA that manages 
simultaneous conversations with people. This is made possible with the use of AUDIBLE 
FD AA, interfacing our sound source localization, tracking and separation algorithms im-
plemented with RF/FD and using Spartacus' microphone array. It generates a number of 
separated audio channels that are sent to NUANCE Server and Behavior &: Arbitration FD 
AA. Integrating NUANCE in an AA was challenging since it is a proprietary application 
with a fixed programming interface, and because its execution flow is tightly controlled by 
NUANCE'S core application, which is not accessible from the available interface. To solve 
this problem, we created an independent application that uses a communication protocol 
already supported by MARIE. Recognized speech data is sent to Dialogue A A, responsible 
of the human-robot vocal interface. Speech generated by the robot is handled by Festi-
val [The Centre for Speech Technology Research, 1999]. The Dialogue A A conversation 
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5.5. DYNAMIC PLATOONING 65 
context mode is selected by the Audio MM AA, monitoring the tasks present in the DTW 
and requiring speech interaction. 
The global execution of the system is asynchronous, having most of the applications and 
AAs pushing their results at variable rates (determined by the computation length of 
their algorithms when triggered by new input data). Synchronous execution is realized by 
having fixed rate sensor readings and actuator command writings. 
Overall, Spartacus' implementation with MARIE required 42 components (approx. 50 000 
lines of code) composed of 26 AAs, 14 CAs and two external applications (the Audio Server 
and NUANCE). To get enough processing power, multiple processors were required : vision 
and audio component were distributed on two on-board laptop computers, all components 
related to the decision-making architecture and GUIs were executed on Spartacus' on-
board Mini-ITX computer, and finally all teleoperation controls required to manipulate 
the robot safely were executed on a remote laptop using wireless communication with 
the platform. Distributing application and adapters across multiple processing nodes was 
pretty straightforward with MARIE by choosing sockets-based Push, Pull and Events 
dataflow communication mechanisms [Zhao, 2003] for each adapter's port. Communication 
protocols were all using XML encoding for data representation except for the Audio Server 
and NUANCE that were using their own communication protocols. 
5.5 Dynamic Platooning 
The objective of the Dynamic Platooning project is to coordinate maneuvers of autono-
mous vehicles inside a platoon (i.e., insertion, exiting, collision avoidance, emergency stop, 
emergency exit, etc.). A platoon is formed by a set of vehicles following each other at a 
very close distance. Inter-robot communication is used to signal intentions of executing 
any maneuver to other vehicles or to signal emergency situations like accidents, maneuver 
execution failures and obstacles to avoid. 
5.5.1 Cognitive Model 
The cognitive model used to realize the project, illustrated in Figure 5.6, is a distributed 
hybrid architecture. The decision-making architecture is decomposed as follows. The de-
liberative layer manages communications with other vehicles and keeps a local model of 
the platoon. It also evaluates which maneuver should be executed using a finite state ma-
chine (FSM). The intermediate layer applies a selection function to activate and configure 
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the behaviors according to the FSM states. The behaviors and arbitration layer uses a sub-
sumption mechanism to select which activated behavior will produce the resulting motor 
command. Behaviors always receive Sensors information to react to meaningful changes 
in the environment. Behaviors Exploitation and results are used as feedback information 
injected to the Deliberative layer to update the local platoon model and to influence the 
decision-making process. 
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Figure 5.6 Dynamic Platooning cognitive model 
5.5.2 Implementation using MARIE 
Figure 5.7 illustrates a simplified representation of MARIE's components used to imple-
ment the cognitive model of each robot. We used a group of four Pioneer II robots in our 
experiments. 
Like Spartacus, reusing already available software packages was important. A A for Player 
and FlowDesigner were already available at that time. Therefore, we reused them without 
modification. We configured Player AA to provide the odometry and sonar range data to 
the behaviors and to output the motor command given by the decision-making system to 
the robot's actuators. FlowDesigner AA was configured to interface a sensor that detects 
and positions each robot in the environment relative to each other. 
To implement the behaviors and arbitration layer, a generic behavior component distri-
buted in MARIE's components library was used. This component, called AA Behaviors, 
makes it possible to customize the sensory inputs, to map the inputs to the behaviors 
and to assign priority to the behaviors. The addition of specific behaviors required for the 
project was simple because each behavior was developed using a simple software interface 
allowing them to be dynamically loaded by the AA. 
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Figure 5.7 Dynamic Platooning distributed software architecture implemented 
using MARIE. 
The deliberative layer was entirely built within a custom AA called the Deliberation AA. 
It contains the platoon model, the communication management system and the selection 
function, all coded in C++. The FSM was developed using an external library called the 
State Map Compiler [Charles W. Rapp, 2010] that generates C++ code, also integrated 
within the Deliberation AA. 
An important application, called Operator, was also required to control experimentations 
by initiating scenarios like start a maneuver, simulate an accident or simulate a software 
failure. Operator was developed in Java, and it was designed to run on a control laptop 
communicating with each platoon member using a wireless communication system. All 
communications coming from other platoon members or Operator application were routed 
to the deliberative layer using Message Splitters. 
Overall, the implementation with MARIE required eight components per vehicle (5 AAs, 
3 CAs) and five components on the control laptop (1 AA, 3 CAs and 1 Java application 
that monitor each trial) for a total of 37 components. The AM was used to distribute the 
process on each robot and the control laptop. The 36 configuration files were on the control 
laptop and allowed easy modification of the files. Like Spartacus, sockets-based Push, Pull 
and Events dataflow communication mechanisms [Zhao, 2003] were used in each adapter's 
port. Communication protocols were all using XML encoding. 
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5.6 Conclusion 
Our experience with MARIE shows that developing a software integration environment 
adapted to prototyping various cognitive models requires a flexible and versatile design. 
It should allow heterogenous software reusability and support different solutions to solve 
integration issues. It should offer extensible and configurable software modules to adapt to 
different implementation scenarios. It should also give access to a set of useful tools that 
are required by most implementations such as component deployment tools on multiple 
processing nodes, configurable logging system for debugging and data analysis, and data 
visualizer tools to help understand the dynamics of implemented systems. 
Future work includes more in-depth studies of the impact of overhead introduced by MA-
RIE when developing and deploying systems, and how to achieve stability and robustness 
when having to support a large spectrum of computational paradigms and heterogenous 
software applications. 
MARIE is available as an open source project at http ://marie.sourceforge.net. 
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Résumé français : 
Choisir un environnement de développement logiciel adapté très tôt dans le processus de 
création d'un projet de robotique avancée peut faire la différence entre la réussite ou l'échec 
de ce projet. La prolifération des environnement de développement logiciel dédiés à la ro-
botique ces dernières années démontre bien l'intérêt que porte la communauté robotique 
à l'égard de ce sujet. Cependant, lorsque vient le temps de faire un choix éclairé parmi ces 
environnement de développement logiciel, on observe que les méthodes d'évaluation logi-
cielle usuelles ne sont généralement pas bien adaptées aux besoins actuels des roboticiens. 
Cet article présente une étude de cas sur l'utilisation d'une méthode d'évaluation logicielle 
moins connue dans le domaine de la robotique, appelée Active Review for Intermediate 
Designs (ARID). Cette méthode développée dans le domaine du génie logiciel, se base 
sur une approche d'évaluation par les pairs. Pour effectuer notre étude de cas, nous avons 
utilisé la méthode ARID pour évaluer notre propre environnement de développement lo-
giciel, appelé MARIE, dans le contexte d'une application robotique appliquée au domaine 
de la muséologie. Les résultats obtenus montrent que malgré le fait que la méthode ARID 
ne soit pas aussi rigoureuse que les méthodes dites quantitatives, nous avons pu recueillir 
de l'information utile et pertinente à propos des risques associés à l'utilisation de MARIE 
pour développer une application robotique particulière. Nous recommendons l'utilisation 
de cette méthode d'évaluation pour des environnements de développement logiciel dédiés 
à la robotique qui ont une architecture logicielle jugée encore préliminaire et incomplète, 
et pour laquelle on ne peut obtenir une documentation complète. 
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6.2 Introduction 
When conducting research to validate new models and approches, roboticists usually need 
to perform experimentations using real robot setups. Preparing for such experimentations 
and conducting them requires significant time and effort. Robotic Development Environ-
ments (RDE) are one of many tools that are often used to structure and accelerate robotics 
software developments (Kramer et Scheutz, 2007]. RDE is defined as a software environ-
ment supporting various aspects of the agent development process, ranging from the design 
of an agent architecture, to its implementation on robot hardware and to executing it on 
the robot. With the proliferation of RDE in the last few years, roboticists are facing a 
new problem where they need methods to evaluate and eventually compare various RDE 
in order to choose the best implementation available for their experimentations. This pro-
blem is gaining interest in the robotic community, and is being identified as a bottleneck 
to realize more effective research projects [Kramer et Scheutz, 2007]. 
Intuitively, evaluating RDE can be done by evaluating a set of expected functionalities 
and comparing various performance measures to choose the best implementation between 
different RDE. Based on that principle, Kramer and Scheutz [Kramer et Scheutz, 2007] 
proposed an interesting build-and-compare evaluation method based on the comparison 
of a common robotic application implemented using each RDE under evaluation. In this 
study, MARIE (Mobile and Autonomous Robotics Integration Environment) [Cote et al., 
2006], our RDE, is evaluated amongst others. MARIE is being developed with the goal to 
create a flexible and versatile software integration environment adapted for prototyping 
cognitive architectures. It is based on a distributed component-based framework oriented 
towards integration and combination of heterogeneous software and computational para-
digms. Over the years, MARIE has been used in various robotic projects, such as a socially 
interactive autonomous mobile robot that must attend scientific conferences [Cote et al., 
2006, 2007], autonomous vehicles doing foraging [Raievsky et Michaud, 2008], an autono-
mous mobile robotic system for surveillance of indoor environments [Di Paola et al., 2008], 
autonomous vehicles executing dynamic platooning [Frenette, 2010] and a mobile robot 
for telepresence in homes [Labonté et al., 2006]. 
By analyzing Kramer and Scheutz's results, we found however that even with an extensive 
list of evaluation criteria, not much information about MARIE's fundamental characte-
ristics were identified. This led us to believe that criteria-based RDE evaluation methods 
may not capture all of the dimensions related to RDE, such as the Software Architecture 
(SA). As defined by Bass et al. [Bass et ai, 2003], a SA is "the structure or structures of 
the system, which comprise software components, the externally visible properties of those 
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components, and the relationships among them". The relation between an RDE and its 
SA can then be seen as the internal mechanisms that support an RDE's implementation. 
Many SA evaluation and comparison methods have been developed by software engineers 
over the years. For example, ATAM [Kazman et ai, 1998], PASA [Williams et Smith, 
2002] and SAAM [Kazman et ai, 1994]). Such methods require extensive documentation 
and/or the implication of project's architects and stakeholders for multiple days [Clements 
et ai, 2002]. In the more lightweight SA evaluation and comparison methods, the Active 
Review for Intermediate Design (ARID) method [Clements, 2000] can be described as a 
peer-review evaluation method mixing stakeholder-centric and scenario-based evaluation 
methods. It is typically deployed in an early phase of SA development to make sure that 
the design is going in the right direction, before design completion. 
We have not found any evidence that ARID has previously been used for the evaluation 
of an SA for a robotic application. Therefore, to study the applicability of ARID-based 
evaluation method, this paper presents a case study evaluating MARIE in the context of 
creating a mobile robot applied to museology. 
This paper is organized as follows. Section 6.3 introduces key concepts of SA evaluation. 
Section 6.4 summarizes the ARID evaluation method and the details of the simplified 
version use in our case study. Section 6.5 presents results from our case study. Finally 
Section 6.6 presents observations derived from the results of our experimentation with the 
ARID method. 
6.3 Evaluating Software Architecture 
6.3.1 What is Software Architecture? 
In order to understand the specific challenges of evaluating SA, it is important to present 
what software architecture refers to. Many definitions of SA exist, such as : 
- "SA is the sum of the nontrivial modules, processes, and data of the system, their 
structures and exact relationships to each other, how they can be and are expected to 
be extended and modified, and on which technologies they depend, from which one 
can deduce the exact capabilities and flexibilities of the system, and from which one 
can form a plan for the implementation or modification of the system." [Hohmann, 
2003] 
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- 'SA is the structure or structures of the system, which comprise software components, 
the externally visible properties of those components, and the relationships among 
them." [Bass et ai, 2003] 
- "SA can help ensure that a system will satisfy key requirements in such areas as 
performance, reliability, portability, scalability, and interoperability." [Garlan, 2000] 
- SA is "concerned with issues ... beyond the algorithms and data structures of the 
computation." [Garlan et Shaw. 1993] 
Each of these definitions captures important aspects of what SA is. In our work, we consi-
der that the most important aspect of SA is its ability to support quality attribute (QA) 
requirements. QA requirements are defined as "non-functional requirements" (e.g., per-
formance, reliability, portability, scalability, interoperability, modifiability, reusability), as 
they are not strictly related to support the implementation of functionalities as defined by 
"functional requirements". Functionalities and QA are considered to be orthogonal [Bass 
et ai, 2003], which means in practice that QA are defining a context by which a func-
tionality should be implemented. This implies that a functionality's implementation can 
be very different when considering different sets of QA requirements. For example, im-
plementation of an image processing algorithm can be very different if it requires to be 
executed in less than 0.1 ms in one context, as opposed to executing in 1 s in another 
context (performance), or if it is required to run on both hard real-time and non real-time 
operating systems (portability). 
In typical software systems, the need to carefully consider its SA appears when QA re-
quirements are conflicting with each other and cannot be easily resolved (e.g., creating 
a modular and reusable component system that can be executed within execution time 
constraints, for example under 1 ms). The role of the software architect is to create a SA 
based on architectural tradeoffs that yield a "best compromise" among all possible SA. 
Architectural tradeoffs are determined by analyzing and evaluating the specific context 
of the applications to identify "tensions" between conflicting requirements. Architectural 
tradeoffs must typically consider a wide range of requirements (e.g., available technolo-
gies, targeted application constraints, QA priority, size and skills of the development team, 
time and budget before completion, targeted users). This means that radically different SA 
can emerge for a same application, depending on the result of the architectural tradeoffs 
analysis. 
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6.4 Active Review for Intermediate Designs (ARID) 
Evaluation Method 
The ARID evaluation method [Clements, 2000] is based on a structured presentation 
of a preliminary SA to project stakeholders in order to get their initial feedback. The 
main objective of this approach is to deploy a lightweight evaluation method to allow 
identification of potential risks in the early phases of development of a SA. ARID was 
developed by the Software Engineering Institute (SEI) and is inspired by ATAM, another 
SA evaluation method from the SEI. ARID was designed for organizations who wanted to 
perform an early assessment of a (perhaps incomplete) SA. ATAM is essentially suitable 
for fully documented SA's, but is not easy to apply when the design is in its early stages. 
In order to collect meaningful feedback and get a significant evaluation from reviewers, 
the ARID method combines the use of two techniques : Active Design Review (ADR) and 
Quality Attribute Scenarios (QAS). The following sections introduce these concepts and 
present the overall ARID evaluation process, as proposed by its original authors [Clements, 
2000]. 
6.4.1 Active Design Review 
Conventional design review techniques used for SA evaluation often consist in inviting 
a group of reviewers in a conference room to get their feedback, based on extensive SA 
documentation received some time before the meeting [Parnas et Weiss, 1985]. One main 
concern about this undirected and unstructured approach is that the quality of the eva-
luation results relies heavily on each reviewer's preparation (i.e., having invested proper 
time reading the documentation before the meeting, or having taken notes to make perti-
nent comments at the meeting). Without a good level of participation, the outcome of the 
evaluation meeting can be very limited and the underlying SA problems still unidentified. 
The Active Design Review (ADR) [Parnas et Weiss, 1985] technique uses a different ap-
proach to prepare a SA evaluation meeting, ensuring that reviewers are actively engaged 
in the evaluation process. This is achieved by asking reviewers very specific questions (as 
opposed to open-ended questions) that enforce the "active" use of the architectural do-
cumentation under evaluation, and the participants' understanding of the corresponding 
SA, to give proper answers. For example, instead of asking if a SA is correctly supporting 
a specific functionality, an ADR question could be to write pseudo-code showing how to 
use a SA to add the functionality within a fictive application. Using an ADR approach to 
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prepare a SA evaluation provides a better control on the overall process and of the quality 
of the collected results. 
6.4.2 Quality Attr ibute Scenario 
Trying to discuss a particular QA requirement is somewhat difficult because there are va-
rious definitions for each QA [Institute of Electrical and Electronics Engineers, Inc., 1990; 
International Organization for Standardization / International Electrotechnical Commis-
sion, 2004]. For instance, asking 10 different stakeholders what it means for a system to be 
"modifiable" would typically yield answers that are either abstract (e.g., "easy to change") 
or widely different (or both). Attempting to evaluate a SA based on definitions of its QA 
can be confusing and not fully operational. 
QAS avoid such confusion by identifying how a QA must be considered within a specific 
context. A QAS is defined by six elements [Bass et ai, 2003] : 
- Stimulus : A condition that needs to be considered when it is triggered (e.g., an 
unanticipated message, a wish to change the user interface, performing a unit test). 
- Source : Where the stimulus comes from (e.g., a human, a computer system, some 
actuators). 
- Environment : State of the system when the stimulus occurs (e.g., under normal 
operation, at design stage, at runtime). 
- Artifact : What is affected by the stimulus (e.g., the code, a system, some data 
within the system). 
- Response : Activity undertaken by the artifact as a reaction to the stimulus (e.g., 
modification is done with no side effect, inform user about system status, transactions 
fails). 
- Response Measure : Measure of the response to evaluate the system requirements 
(e.g., in less than three hours, no downtime, with average latency of two seconds). 
An example of a modifiability QAS is shown in Table 6.1. It can be seen with this example 
that such a scenario is much more precise than "the system shall be modifiable", because 
"modifiability" is defined in a very specific context, and the same scenario would likely be 
expressed quite differently in a different context (other project, other organization, ...). 
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Table 6.1 Quality Attribute Scenario Example 
Attribute(s) Modifiability 
Source Software developer 
Stimulus Wishes to change the user interface 
Environment During software production 
Artifact Code 
Response Modification is made with no side effect on other functionalities 
or on the software architecture 
Response Measure Modification is realized, tested and deployed in less than three 
hours 
6.4.3 ARID Method 
As defined by the Software Engineering Institute [Clements, 2000], the ARID method 
defines three groups of participants : 
- The Lead Software Designer. This person is the spokesperson for the SA design, 
responsible for presenting it and answering any questions related to it during the 
review. 
- The Review Team. Three roles must be filled. The Facilitator works with the Lead 
Software Designer to prepare the review meeting, and then chair the meeting. A 
Scribe writes down all reviewers' interventions and results during the review meeting. 
Finally, one or more Questioners are responsible for helping elicit and craft scenarios 
during the meeting. 
- The Reviewers. Reviewers are drawn from the community of stakeholders for the 
design, i.e., people who have a vested interest in its adequacy and usability (e.g., 
architects, developers, maintainers, integrators, testers, project managers, customers, 
application builders, end users). 
The ARID method is decomposed in two phases which are typically performed over a 
period of several days. We summarize these phases and their respective steps here (details 
and justification of the parameters can be found in (Clements, 2000]). 
PHASE I - Preparation of the review session by the Lead Software Designer and the Fa-
cilitator 
1. Identify the Reviewers (approximately 12) to be invited to the review session. 
2. Prepare the SA design presentation. The Lead Software Designer needs to prepare 
a two-hour overview presentation of the SA design. The goal is to present the SA 
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design in sufficient detail so that a knowledgeable audience member could use it. 
This can take the form of a formal presentation, demos, etc. To help prepare this 
presentation, the Facilitator can be involved to ask a set of "first order" questions that 
the Reviewers would probably ask about the design, to ensure that the presentation 
will not overrun. 
3. Prepare seed scenarios (approximately 12 QAS) to use as a sample set of QAS that 
have influenced the current state of SA. The QAS may or may not be used during 
the review session, as the Reviewers are free to adopt or to reject them. 
4. Prepare the necessary material (e.g., slides, documentation) and send the invitations. 
PHASE II - Review session with the Lead Software Designer, the Facilitator and the Re-
viewer (duration : one or two days) 
1. Presentation of a quick overview of the ARID method by the Facilitator (duration : 30 
minutes). The objective is to ensure all participants understand what is expected of 
the ARID session. 
2. Presentation of the SA design by the Lead Software Designer (duration : two hours). 
During this time, a ground rule is that no questions concerning implementation or 
rationale are allowed, nor are suggestions about alternate designs. The goal is to make 
sure that each participant understands the presented SA design and avoid debates 
on how it could have been done differently. Questions of factual clarification are 
allowed and encouraged. The Facilitator enforces this rule during the presentation. 
3. Brainstorming about QAS (starting from the seed scenarios) by the Reviewers (du-
ration : several hours). At this step, each suggested QAS is added to the QAS pool 
without any discussion on their validity. After a rich set of QAS is gathered, Re-
viewers might suggest that two QAS are variations of the same QAS, or that one 
subsumes another and should be merged. 
4. Vote on the QAS scenarios by the Reviewers (duration : 60 minutes). Each Reviewer 
receives a number of votes equal to 30% of the total number of QAS in the pool. 
This number (30%) is recurring in the various methods proposed by SEI, who has 
performed many such evaluations in a number of organizations, and concluded that it 
works well in practice. Reviewers are then invited to cast their votes on each scenario. 
A reviewer can cast multiple votes to the same scenario, thereby signifying that the 
scenario is of high importance to that reviewer. Once a Reviewer has exhausted all 
his votes, he is not allowed to vote on the remaining scenarios. Once the vote is 
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completed, the scenarios are sorted in decreasing order of number of votes and the 
ones having received the most votes are selected. 
5. Write code (for programmers) or pseudo-code (for non-technical participants) that 
illustrates how the SA design can be used to solve each of the selected scenarios 
(duration : several hours). The goal is to expose flaws in the SA that prevent test 
scenarios to be applied without any issue. This evaluation lasts until either 1) the 
time allowed for this step has elapsed, 2) all selected scenarios have been evaluated, 
or 3) the Reviewers all agree on a conclusion about the SA's suitability. 
6. Summary of the evaluation process and polling of the participants about their opi-
nions regarding the ARID session conducted in order to improve future ARID ses-
sions (duration : 60 minutes). This step is conducted by the Facilitator. 
6.5 Case Study of an ARID-Based Peer Reviewed Eva-
luation Method 
The goal of our case study is to be able to evaluate if ARID evaluation can give useful re-
sults for robotic applications. To focus only on the key elements of the ARID methodology, 
we adapted it by doing the following adaptations : 
1. Use a potential research project instead of a real project. This decision was made 
mainly to avoid logistic constraints and to have better control on the experimenta-
tion. 
2. Invite as many participants as we could having prior knowledge of MARIE. This 
decision was made to save time during ARID activities requiring good understanding 
of MARIE's SA. 
3. Change the Active Design Review technique used during Phase II. By having many 
participants with prior technical experience with MARIE, we decided to rely on dis-
cussions between participants to conduct evaluation of selected QAS during Phase 
II instead of the code or pseudo-code production as proposed by ARID method. To 
respect the spirit of the Active Design Review technique, we proposed to use an 
open discussion method but with a constraint to evaluate selected QAS using two 
qualitative metrics. The first metric is Risk, which represents the degree of uncer-
tainty that reviewers had in MARIE's SA to realize the QAS, using the following 
scale : None, Low (1 person-month or less), Medium (1 to 3 person-month) or High 
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(more than 3 person-month). The second metric is Effort, i.e., the estimated amount 
of work required to modify the current MARIE's SA implementation to realize the 
QAS according to the following scale : None, Low (1 person-month or less), Medium 
(1 to 3 person-month) or High (more than 3 person-month). These two quantities 
are actually used in many of the SEFs methods, namely in the ATAM (Kazman 
et ai, 1998] and Quality Attribute Workshops (QAWs) [Barbacci et ai, 2003]. By 
using this evaluation method, we judged that it would give results similar to code or 
pseudo-code production considering that the goal of the Active Design Review tech-
nique is to be able to evaluate QAS using concrete application of the SA to evaluate 
which would be fulfilled by prior technical experience and knowledge of MARIE by 
the participants. 
The two phases of ARID were conducted as follows. 
Phase I - Preparation 
Our case study consisted in evaluating MARIE in a specific application context, i.e., 
evaluating how MARIE can support a robot design application in museology based on Te-
lerobot [Michaud et ai, 2007], our mobile robotic platform providing mobility to sensors, 
actuators and communication devices for home telehealth services. The goal of the appli-
cation was to create a robotic platform allowing users to visit museums and archeological 
sites from their home. This robotic platform should support various modes of operation, 
from fully teleoperated to fully autonomous. 
The review session participants included MARIE's Lead Software Designer, the ARID 
scribe, the ARID facilitator, eight robotics experts in various fields (planning, artificial 
vision, mecatronics and robotic platforms, navigation and mapping, and robotic software 
and hardware integration), two experts in museology and a research manager. We were 
then able to prepare all required documentations. 
Table 6.2 presents the 10 seed QAS produced by MARIE's Lead Software Designer, re-
presenting MARIE's most important software requirements at that time. The overall pre-
paration process took four person-days. 
Phase II - Review Session 
After the presentation of MARIE's review context and the SA, all Reviewers were invited 
to propose QAS related to what would be required from MARIE to develop the robotic 
project. Table 6.3 shows the result of the QAS brainstorm phase, which took about two 
hours to complete. Important differences can be observed in SA priorities between MA-
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Table 6.2 Seed Quality Attributes Scenarios 






A developer wants to integrate a 
recently developed Communication 
Protocol Component to the develop-
ment framework during the develop-
ment phase of a robotic system. 
A developer wants to integrate a 
recently developed Datatype Com-
ponent to the development frame-
work during the development phase 
of a robotic system. 
A developer wants to integrate a re-
cently developed Senalizer / Dese-
rializer Component to the develop-
ment framework during the develop-
ment phase of a robotic system. 
A developer wants to integrate a 
recently developed Cascading Func-
tional Block Component to the deve-
lopment framework during the deve-
lopment phase of a robotic system. 
A developer wants to integrate a re-
cently developed Application Adap-
ter / Communication Adapter Com-
ponent Execution Mechanism to the 
development framework during the 
development phase of a robotic sys-
tem. 
Modification of source 
code is localized. 
Modification of source 
code is localized. 
Modification of source 
code is localized. 
Modification of source 
code is localized. 
Modification of source 
code is localized. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Integration to the de-
velopment framework 





A developer wants to integrate a re-
cently developed Application Adap-
ter / Communication Adapter Com-
ponent to the development frame-
work during the development phase 
of a robotic system. 
A developer wants to add a recently 
developed Contextual Logging Text 
Formatter during the development 
phase of a robotic system. 
A developer wants to add a Contex-
tual Log Entry during the develop-
ment phase of a robotic system. 
Modification of 
code is localized. 
Modification of 
code is localized. 
Modification of the source 
code consists of writing 
one logging command 
with the context tags, the 
text to be log and the text 
formatter. 
Integration to the de-
velopment framework 
takes less than two 
person-hours. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Modifications of source 




A user wants to see data transiting 
between two ports at runtime 
A user wants to configure and de-
ploy an existing Application Adap-
ter / Communication Adapter Com-
ponent to create a system. 
Modification of ports 
configuration is localized. 
A new Application Adap-
ter / Communication 
Adapter Component 
configuration file is crea-
ted and configuration of 
the component manage-
ment system is modified. 
Modifications of source 
code takes less than 
five person-minutes 
Modifications takes 
less than one person-
hour. 
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RIE's Lead Software Designer and ARID Reviewers, simply by analyzing QAS attributes 
distribution as shown in Table 6.4. 
After reviewing all the proposed QAS, the Reviewers agreed on merging similar QAS to 
avoid redundancies. Table 6.5 shows the two resulting merged QAS (A22 and A23). At 
this point, we had 16 QAS for the voting phase, meaning that each participant received 
five votes (30% of 16, rounded to the nearest integer). Table 6.6 shows the results from 
the vote. According to the votes, Performance, Robustness and Usability were the most 
important attributes to validate. 
After discussion, all Reviewers agreed to start the evaluation phase by considering only the 
four QAS with the most voting points, and to evaluate the other ones only if time permitted 
it. Evaluation of the retained QAS took about 90 minutes. Results of the concertation 
between participants about QAS qualitative evaluation is shown in Table 6.7. According 
to the concertation, retained scenarios are evaluated being a low risk to be supported by 
the architecture but would require a significant amount of work. 
Finally, considering results of the evaluation of the most important QAS, all participants 
came to a consensus that MARIE's SA seemed to be suitable for the project and that the 
most significant development effort should focus on application robustness and to support 
production of experimentation reports. 
6.6 Discussion 
By looking at the information gathered during this case study, we can make some interes-
ting observations about the suitability of the ARID method for evaluating our RDE and 
the usefulness of the results. 
First, we see four main advantages in using the ARID method considering MARIE software 
development context : 
- ARID targets preliminary and incomplete SA designs. When looking at MARIE, we 
can clearly see that even if it has been used for many years, it still can be considered 
incomplete by not having produced detailed documentation about its design and by 
evolving rapidly and continuously. 
- ARID handles the lack of design documentation by inviting the SA Lead Designer for 
a short period of time to prepare and participate to the review session. Knowing that 
researchers and experts have very limited time, asking them to produce extensive 
82 
CHAPITRE 6. ÉVALUATION D'ARCHITECTURES LOGICIELLES POUR LA 
ROBOTIQUE 
Table 6.3 Quality Attributes Scenarios Resulting from the Brainstorm 
N u m b e r Attr ibute Descr ipt ion R e s p o n s e Measure 
A l l Availability A positioning device fails to send 
data in specified time. 
User receives a message 
and the system switches to 
safe operating mode. 
System state is avai-
lable in real-time, al-
lowing the system to 
react in less than one 
second. 
A12 Modifiability A developer wants to integrate an 
upgraded version of a Application 
Adapter / Communication Adapter 
Component currently used in some 
systems. 
The upgraded version of 
the component is inte-
grated and tested in the 
different systems without 
modification to the other 
existing components. 
The task takes less 




A developer wants to connect a Ap-
plication Adapter / Communication 
Adapter Component output having 
an output frequency of 40 Hz with 
another component input having an 
input sampling frequency of 30 Hz. 
A user wants information about pro-
pagation latency between two com-
munication points. 
Connection is possible 
and information about 
frequencies is available to 
programmers. 
Latency information is 
available to users after 
the operation. 
Sampling variation 
cannot exceed 1%. 
Latency measure must 
not increase latency by 
more than 10 ms. 
A15 Performance A user wants to use two different 
versions of a Application Adap-
ter / Communication Adapter Com-
ponent in the same system. 
The two Application 
Adapter / Communica-
tion Adapter Component 
are used concurrently 
No negative interfe-
rences observed. 
A16 Portability A developer wants to use a Ap-
plication Adapter / Communication 
Adapter Component on a different 
platform (ex. : from a desktop PC 




the same precision 
(less than 1%). 
A17 Robustness A system must be started and res-
tarted many times during normal 
operation. 
System state must be avai-
lable to user via log files 
System state must be 
the same after 10 res-
tar ts . 
A18 Robustness A user wants to increase system re-
liability creating redundancy of cri-
tical Application Adapter / Commu-
nication Adapter Component. 
The system allows mul-
tiple instances of the Ap-
plication Adapter / Com-
munication Adapter Com-
ponent to be present in 
the system. 
Switching between the 
Application Adapter / 
Communication Adap-
ter Component's ins-
tances can be done wi-
thout affecting system 
performances. 
A19 Usability A user wants to generate reports on 
demand about the state of the sys-
tem (CPU, memory, process, etc). 
The user can choose 
which information to add 
in continuous reports wi-
thout having to recompile 
the code. 
Report can be genera-
ted on demand. 
A20 Usability A user wants to generate reports 
about the state of a Application 
Adapter /Communication Adapter 
Component 
The user can choose which 
information to add in re-
ports without having to 
recompile the code. 
Report can be genera-
ted in less than 10 mi-
nutes after the user's 
request. 
A21 Usability A MARIE novice programmer wants 
to develop a new simple Application 
Adapter / Communication Adapter 
Component. 
The Application Adap-
ter / Communication 
Adapter Component is 
created, tested and de-
ployed using tutorials and 
guides. 
The task is achieved 
within three person-
weeks. 
6.6. DISCUSSION 83 
Table 6.4 Produced Qualitv Attributes Scenario Attributes Distribution Com-
paraison 



















Table 6.5 Merged Quality Attributes Scenarios 
N u m b e r At tr ibute Descript ion R e s p o n s e Measure 
Merged scenarios Al, A2, A3, A4 and A7 
A22 Modifiability A developer wants to integrate a 
recently developed Sertaltzer / De-
serializer, Datatype or Cascading 
Functional Block Components to the 
development framework during the 
development phase of a robotic sys-
tem. 
Modification of 
code is localized. 
Integration to the de-
velopment framework 
takes less than one 
person-hour. 
Merged scenarios A5 and A6 
A23 Modifiability A developer wants to add a recently 
developed Application Adapter / 
Communication Adapter Com-
ponent or Application Adapter / 
Communication Adapter Com-
ponent Execution Mechanism to 
the development framework during 
the development phase of a robotic 
system. 
Modification of 
code is localized. 
Integration to the de-
velopment framework 
takes less than two 
person-hours. 







A9, Al l , A14 
A15, A16, A23 
A8, A12, A18 
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documentation is not likely to yield satisfying results. On the other hand, asking 
them to participate in a review session that will last at most two or three days and 
invest at most a few days of preparation is more realistic. 
- ARID uses QAS as a customizable and context-specific formalism to define quality 
attribute requirements. The use of this approach is a clear benefit to help producing 
meaningful and operational requirements in the current development context, i.e., in 
a context where no standard definition is widely adopted to define such requirements 
and where the robotics community has not yet agreed on stable design requirements 
for RDE. 
- ARID uses QAS to evaluate if a SA is suitable or not. By using partial code or 
pseudo-code to explicitly try to solve problems posed by QAS, the ARID process 
does not require fully implemented code and a fully working application, nor a fully 
documented SA. For roboticists who must deal with long periods of development 
before having a fully functional application, it can represent an important economy 
in development time to get a rough estimate of RDE design suitability and to take 
decisions based on those estimates. 
All in all, in less than 30 person-days of effort, we generated useful information about 
our RDE in its current development state, without requiring a lot of preliminary work 
from the developers and with limited implication (a few hours of reading prior to a full 
day for the review session) from invited experts. The ARID method allowed us to collect 
structured and useful information from 11 experts coming from various fields of study, in 
a relatively short period of time. In that sense, the use of QAS lightweight formalism was 
shown to be adapted to support definition of "non-functional'* requirements and an efficient 
communication tool between experts. Even experts that were not familiar with the field 
of software engineering were able to grasp the essence of QAS rapidly and started using 
them appropriately during the brainstorm session. In comparison with build-and-compare 
evaluation methods such as Kramer and Scheutz [Kramer et Scheutz, 2007], using ARID 
can represent a significant gain in time to obtain evaluation results, just by saving the 
time required to create fully functional implementations. 
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Second, in comparison with Kramer and Scheutz, the information collected during this 
case study is generally more specific and more focused on SA considerations. Wrhen looking 
at the evaluation criteria detailed by Kramer and Scheutz, they are generally assuming 
that RDE under evaluation are all similar software products delivering comparable set 
of functionalities (e.g., number of operating systems and robotic platforms supported, 
availability of tools to support domain-specific concepts, availability of specific logging, 
debugging, security and fault-tolerance features, quality of available documentation). Even 
if the resulting information coming from those criteria can be relevant to select which RDE 
to use in a given context (as they allow classification of different RDE), they do not provide 
precise information about the underlying SA. 
For example, as shown in Table 6.8, Kramer and Scheutz use a generic definition for 
their logging criteria and evaluate MARIE's logging facility to be partially supported, 
which means that MARIE supplies at least a predefined logging facility. In our ARID 
experimentation, four QAS related to logging facilities were produced by experts (A7, A8, 
A19 and A20). Each of these QAS targeted specific aspects of logging facilities applied 
to the museology application, and defined a measure to evaluate if the design addresses 
this issue as expected. One of those four QAS was selected in the voting phase as being 
important to evaluate (A20) by the experts and it received a low Risk value of being 
supported by MARIE and a medium Effort value of estimated development effort to be 
fully functional. By comparing those two types of results, we can observe that in this 
case, ARID's QAS are more precise about expected logging functionalities and about 
how to evaluate their implementations. The qualitative metrics used to evaluate QAS are 
also more precise about what was considered by the experts to formulate their qualitative 
assessments. The same observations can be applied to Kramer and Scheutz method criteria 
that are more related to SA, like the Architectural Primitives, Software Engineering and 
Architecture Neutrality criteria showed in Table 6.8. These criteria all convey different 
aspects of how underlying SA can impact the choice of using one RDE over another, but 
without clearly identifying the specific design considerations explaining those impacts. In 
our experimentation with the ARID method, we were able to generate QAS that explicitly 
identified what is required or expected from a RDE's SA, and we were able to test them 
to conclude on their suitability for a specific application context. This way, we obtained 
more focused results about our RDE's SA's suitability and have identified potential risks 
related to some specific SA requirements. 
Third, by taking a closer look at our results, we can confirm that the ARID method does 
not intend to produce results that can be used for exhaustive analysis. As stated by the 
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Table 6.8 Robotic Development Environment Evaluation Criteria from Kramer 
and Scheutz Method [Kramer et Scheutz, 2007] 






Log files of application operation can be used 
for debugging, repetition of an application exe-
cution, or gathering performance statistics 
Logging mechanisms can have various levels 
of flexibility, including fixed (which generally 
captures all data produced by components) vs 
configurable data content, local vs remote log-
ging, file name selection, single vs multiple 
data streams and/or files, or the ability to start 
and stop logging at run-time 
Specification Criteria 
An RDE provides various types of predefi-
ned functional component and/or knowledge 
primitives useful in robotic applications (e g , 
behaviors, methods of control, tasks, objects, 
etc ), or the means to create, organize, and ma-
nipulate them 
Software engineering support promotes the 
creation of high-quality software Enabling 
modularization and code reuse, it can be ac-
complished through the use of stated design 
principles, explicit frameworks or tools, metho-
dologies, or formalisms, and includes applica 
Hon verification, prototyping, and the abstrac-
tions mentioned in [Jia et al, 2004, Oreback 
et Christensen, 2003, Vaughan et al, 2003] 
An RDE may be associated with a parti 
cular theoretical foundation that promotes a 
specific agent/application architecture, sepa-
rate from implementational concerns Alterna-
tively, it may be architecture neutral, leaving 
the choice to the designer or even providing 
the means to compare application implemen-
tations using different agent architectures 
Not supported, partially supported or 
well supported All systems provide some 
means of monitoring component operation 
as console output or graphical display, which 
forms the baseline for the value assignment 
(l e , a not supported value) To gain a 
somewhat supported value, at the very least 
a system must supply a predefined logging 
facility, to gain a well supported value, a 
system must allow for remote data capture, 
run-time starting and stopping of logging, 
and dynamically configurable da ta capture 
that can be recorded in one or more files in 
one or more locations 
Not supported, partially supported or 
well supported To attain a somewhat sup-
ported value, a system must provide at least 
one form of robot control Systems that 
provide additional, likely more complex, 
methods of robot control receive a well 
supported value 
Not supported, partially supported or 
well supported To attain a somewhat sup-
ported mark, an RDE must explicitly state 
design principles, be implemented using 
an object oriented programming language 
( e g , C + + or Java), or make use of a 
high-level object language (e g , CORBA) 
An explicit theoretical foundation yields a 
well supported mark 
Not supported or supported 
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authors of this method, the main objective is to provide valuable insights early into the de-
sign's viability to avoid late discovery of errors, inconsistencies, or inadequacies [Clements, 
2000]. 
However, by comparing ARID with similar methods applied in social science research, we 
can also understand some of its limitations. For example, referring to Davidson [Davidson, 
2005], ARID's use of the stakeholder vote approach makes three important assumptions 
about stakeholders : 
1. Each stakeholder is sufficiently well informed and interested in the issues to make 
an assessment of importance. 
2. There is no other valid way in which to determine what are the most important 
aspects of the object under evaluation than whatever aspects the participating sta-
keholders believe are important. 
3. Of those individuals whose input are sought, no particular stakeholder's assessment 
of importance is more credible or well informed than that of another. 
Because the ARID method is not intended to be a complete and rigorous evaluation 
approach, it does not really give any guidelines or explanations about how to build an 
RDE evaluation according to these assumptions. We were able to detect this issue in 
our case study by discovering, after the review session, at least two elements that could 
invalidate these assumptions : 
- Our participants might not have a sufficient interest to be considered valid, consi-
dering that our evaluation context is based on a potential research project instead 
of a real ongoing project, and that invited stakeholders are representing people who 
would possibly contribute to the project. 
- The sum of our joined expertise can only reflect hypothetical or limited considera-
tions about what robotics applied to museology really requires, knowing that none 
of the invited stakeholders is considered as a robotic expert applied to museology 
(although we definitely had robotics experts and museology experts). This situation 
is however typical and representative of interdisciplinary robotic research initiatives. 
One concern about ARID methodology is related to the multiple arbitrary numbers used 
in the different part of the methods. For example, ARID suggests inviting 12 stakeholders. 
Would it be better to invite more or less than 12 stakeholders depending of the context ? 
What would be the impact on the results ? The same questions can be asked about using 
a number of votes equal to 30% of the total number of QAS in the pool for the voting 
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phase. The best explanation that ARID method provides about those numbers is that it 
is based on authors' experience with similar methods [Bass et ai, 2003]. 
Another example confirming that the ARID method does not intend to produce results 
that can be used for exhaustive analysis can be observed when trying to analyze the vote 
results shown in Table 6.6. By looking closely to the vote partitioning, we could see that less 
than 11 % of the votes were given to the seed scenarios (including the merged scenarios). 
This partitioning intuitively represents a low percentage of the votes considering that those 
scenarios should cover core concepts of our RDE's SA. Possible explanations to justify this 
result are : 
1. Seed scenarios were not very relevant for the Reviewers considering the targeted 
application. 
2. The Reviewers were not considering seed scenarios as risky enough to be more tho-
roughly analyzed. 
3. The Reviewers were more interested in the QAS they have proposed, which represents 
incomplete or missing features in MARIE. 
Our inability to get a clear understanding of this result is a direct consequence of the second 
assumption about the stakeholder vote approach, as we do not have any way of knowing 
precisely why the participating stakeholders can give more value on specific QAS over 
others. Moreover, the use of a voting system in the ARID method is mainly integrated as 
a tool to avoid potentially long discussions among the Reviewers to come to an agreement 
on what are the more important QAS to evaluate. The most interesting conclusion we have 
obtained so far by looking at the vote partitioning is that we should probably reevaluate 
which seed scenarios are still relevant or not for the future developments of our RDE. 
Overall, even if the results are influenced by the group of experts involved in the evaluation 
session and by the quality of their participation, and although the ARID method is not 
intended to produce results that can be used for exhaustive analysis, the collected informa-
tion gave us valuable benefits regarding our RDE design viability to support development 
of the targeted application and development of our RDE in general, and in particular : 
- Consensus from a group of experts about the global suitability of our RDE in a short 
period of time and limited implication of participants. 
- Identification of important QAS. 
- Identification of potential risks. 
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- Identification of important discussion leads. 
- Identification of future development tracks. 
6.7 Conclusion 
Experimenting the ARID method to evaluate MARIE has shown to be adapted for our 
current development context, having produced valuable benefits regarding our RDE de-
sign viability. The results of our case study show that ARID-based evaluation provides 
interesting insights about the important SA issues underlying the development of RDE in 
general, although it may not be considered as rigorous as quantitative methods. We would 
recommend using ARID method in development context where RDE's SA is still prelimi-
nary and incomplete, and for RDE that does not have extensive design documentation. 
Using a panel of experts with a formal evaluation method can also represent a signifi-
cant gain in time to obtain evaluation results, considering the time typically required to 
implement fully functional implementations for build-and-compare evaluation methods. 
We can envision an interesting extension of the ARID method to collect valuable infor-
mation from roboticists attending international conferences and workshops. Being able to 
organize ARID sessions on one or two days during these international events would allow 
to create pools of QAS for typical robotic applications by renowned experts of each field. 
It would then be possible to create an evaluation method to compare multiple RDE by 
adapting ARID's evaluation technique using experts' QAS pools. 
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CHAPITRE 7 
DISCUSSION ET CONCLUSION 
L'architecture d'intégration logicielle MARIE a été conçue principalement pour favoriser 
l'intégration et la réutilisation de composants logiciels hétérogènes afin de créer des appli-
cations robotiques variées. Grâce à l'approche par prototypage rapide, il a été possible de 
créer plusieurs applications robotiques (réelles et simulées), telles qu'un robot autonome 
interactif qui doit participer à une conférence scientifique [Cote et ai, 2006], des véhicules 
autonomes faisant de la collecte de ressources [Raievsky et Michaud, 2008], un robot au-
tonome pour la surveillance d'intérieurs [Di Paola et ai, 2008], des véhicules autonomes 
faisant du déplacement en peloton, et un robot mobile utilisé pour faire de la téléprésence 
dans les résidences [Labonté et ai, 2006]. Au total, plus de 15 logiciels provenant de sources 
indépendantes ont été intégrées au sein de ces applications afin de réaliser les différents 
systèmes décisionnels. 
Grâce aux différentes couches d'abstraction et aux différents principes de développement 
logiciels utilisés dans la conception de l'architecture MARIE, il a été possible de créer un 
environnement de développement suffisamment flexible pour répondre à plusieurs requis 
fonctionnels et non-fonctionnels rencontrés en robotique mobile et autonome. Contraire-
ment à ce que proposent d'autres environnements de développement logiciels appliqués 
à la robotique, la solution proposée avec MARIE met l'emphase sur les techniques né-
cessaires pour réparer les incompatibilités architecturales entre différents logiciels plutôt 
que d'imposer la réécriture de leurs fonctionnalités dans chacun des environnements de 
développement qui souhaitent les utiliser. Il est certain que cette approche présente des li-
mitations inhérentes : certaines applications sont intrinsèquement incompatibles, les effets 
de bords reliés à la réparation des incompatibilités architecturales sont trop coûteux (ex. : 
temps de calcul supplémentaire trop élevé, délais de propagation des signaux trop longs, 
etc.) et le contrôle de certains paramètres systèmes est limité à ce que permet chacun des 
composants par rapport à ce qui supporté par l'implémentation de l'environnment d'inté-
gration (ex. : l'utilisation de mémoire partagée ou la gestion de contraintes de temps réels). 
Cependant, dans un contexte où le but recherché est d'explorer différentes solutions et de 
faire du prototypage rapide de systèmes autonomes, MARIE a réussi à montrer l'intérêt 
d'une telle approche pour favoriser l'intégration logicielle. De ce fait, MARIE devient un 
outil pour supporter la méthode scientifique en robotique mobile et autonome en permet-
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tant d'explorer, d'identifier et d'étudier plus rapidement les requis et les besoins inhérents 
à la conception de système décisionnels. 
En se référant à une évaluation comparative d'environnements de développement logiciel 
appliquée à la robotique menée par Kramer et Scheutz [Kramer et Scheutz, 2007], MARIE 
a réussi à rencontrer 76% des critères associés à la mise en œuvre de robots autonomes, ce 
qui est la plus haute marque des neuf environnements évalués. Ces critères sont associés 
aux requis fonctionels et non-fonctionels identifiés comme importants dans la littérature 
pour les catégories suivantes : 
Spécifications, ce qui inclue le formalisme, les méthodologies et les outils de conception. 
Support de plateformes de développement, ce qui réfère au matériel et aux inter-
faces bas-niveau (ex. : les systèmes d'opérations). 
Infrastructure, ce qui réfère aux composants et aux capacités génériques qui ne sont pas 
propres à la conception de robots mobiles. 
Implementation, ce qui inclut tous les aspects du développement d'applications dédiées. 
Ce résultat nous permet notamment de valider l'approche d'intégration de MARIE pour 
tenter de répondre aux plus grands nombre de requis fonctionnels et non-fonctionnels ren-
contrés en robotique mobile et autonome. Cette étude souligne également une des faiblesses 
principales de MARIE, soit son utilisabilité avec un score de seulement 35% des critères 
rencontrés dans cette catégorie. Avec ce résultat qui place MARIE à l'avant-dernier rang 
des environnements évalués, ce qui suggère que MARIE reste un environnement encore 
difficile à exploiter comme outil de travail pour les utilisateurs typiques du domaine. Ceci 
s'explique notamment par le fait que MARIE est à un stade de développement prélimi-
naire et que son implementation actuelle ne rencontre pas les critères d'un outil pouvant 
être déployé à plus grande échelle. 
Un autre résultat important qui nous permet de valider l'intérêt de cette approche est en 
lien avec la réalisation du robot autonome interactif qui doit participer à une conférence 
scientifique [Cote et ai, 2006]. Dans les faits, ce robot a été principalement conçu pour 
participer au AAAI2005 Mobile Robot Competition and Exhibition, une compétition scien-
tifique à laquelle participent plusieurs universités à travers le monde et qui vise à montrer 
les progrès réalisés en interactions humain-robot. Or, ce robot a permis de remporter les 
prix suivants : 
1. Gagnant de l'épreuve Challenge, qui consiste à faire participer un robot mobile et 
autonome à une conférence scientifique dans un environnement réel et non-contrôlé. 
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2. Prix de réalisation technique pour les interactions humain-robot. 
3. Prix de réalisation technique pour la cartographie. 
Sachant que cet événement est organisé dans le but de stimuler la recherche en robo-
tique mobile et autonome, et ainsi montrer les technologies de pointes dans ce domaine, 
le fait d'avoir remporté ces prix soulignent notamment les qualités de MARIE comme 
environnement d'intégration adaptées à l'intégration de capacités robotiques avancées. 
L'utilisation de la méthode d'évaluation ARID, une méthode basée sur une approche d'éva-
luation par les pairs, a également montré des qualités intéressantes dans le contexte actuel 
de développement en robotique mobile et autonome. En effet, il a été possible de tirer des 
conclusions intéressantes sur la faisabilité d'utiliser MARIE pour réaliser un robot dédié 
à une application en muséologie, en n'ayant recours qu'à un minimum de documentation 
et en évitant de devoir investir temps et énergie dans la réalisation d'une ou plusieurs 
plateformes robotiques pour soutenir les activités d'évaluation et de comparaison. Cette 
approche permet ainsi d'obtenir de l'information utile rapidement afin de donner une 
orientation aux prochains développements. Bien entendu, cette méthode possède le défaut 
de ses qualités, c'est-à-dire qu'elle ne constitue pas une méthode aussi formelle et rigou-
reuse que les méthodes typiquement proposées pour ce type d'activité. Entre autres, la 
qualité des résultats dépend notamment de l'implication et de la qualité des experts qui 
participent à l'évaluation. Cependant, contrairement aux méthodes de discussions d'ex-
perts non-structurées, cette méthode propose un cadre de travail basé sur la production 
de scénarios d'attributs de qualité. Ces scénarios d'attributs de qualité deviennent ainsi 
des outils tangibles et concrets pour supporter la communication et la compréhension des 
requis logiciels tels que proposés par les différents experts. Dans le cadre des expérimenta-
tions faites avec MARIE, la méthode ARID a permis de valider les résultats de l'activité 
de prototypage rapide, en ayant recours à un outil d'analyse qui permet d'évaluer si les 
travaux réalisées permettent d'anticiper des résultats pertinents ou non, sans devoir in-
vestir une grande quantité de temps et d'énergie, un avantage quand la finalité est de 
concevoir un robot mobile intelligent et autonome. 
Deux volets importants seraient à considérer dans la perspective de travaux futurs. Le 
premier volet serait celui de la création d'une méthode de développement d'applications 
robotiques axée sur le prototypage rapide. Cette méthode pourrait entre autres comporter 
des outils d'analyse permettant de déterminer comment faire l'intégration des différents 
composants à interconnecter, comment évaluer les effets des incompatibilités architectu-
rales sur les performances attendues, et également comment identifier les limites pour 
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lesquelles certains composants ne peuvent être intégrés sans risquer d'enfreindre certaines 
contraintes critiques (ex. : le développement d'applications temps réel). Le deuxième volet 
serait celui de la création d'une extension à la méthode ARID pour permettre de tenir 
des sessions lors de conferences internationales. En effet, il serait intéressant de profiter 
de la présence des différents experts lors de ces événements pour produire des scénarios 
d'attributs de qualité pour des applications typiques en robotique mobile et autonome. Il 
serait ainsi envisageable d'établir une base de requis logiciels qui permettrait de supporter 
le développement des prochaines générations d'environnement de développement logiciel 
appliqué à la robotique mobile et autonome. 
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