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Abstract
The cost of balancing supply and demand will increase as power systems are decar-
bonised, because the requirement for operating reserve will increase with the wind
penetration, while the flexible fossil-fuel generators, which have been the traditional
providers of reserve, will be displaced. While these costs can be mitigated through in-
creased interconnection, energy storage, and demand-side market participation, a fun-
damental review of system operational policy is also needed to ensure that the available
reserves are scheduled optimally. Stochastic Unit Commitment can find the commitment
and dispatch decisions that minimise the expected system costs, including the potential
costs of unserved energy, given the short-term uncertainties of wind and other variables.
It therefore has the potential to provide the most efficient possible paradigm for the oper-
ation of wind-integrated systems. Because the system’s ability to respond to wind fluctu-
ations is constrained by intertemporal limitations of the other components, time domain
simulations are needed to assess the performance of different operational strategies or
generator fleet characteristics. However, Stochastic Unit Commitment has demanding
computational requirements that can render it impractical for long-term simulations of a
large power system.
This thesis develops a new tool for simulating the operation of large, wind-integrated
power systems using stochastic scheduling, with the emphasis on computational effi-
ciency. Embedded within it are new models for characterising time series of aggregated
wind output and wind forecast errors; these models are integrated with a Stochastic Unit
Commitment algorithm within a Monte Carlo framework. We explore simplifications
that can mitigate the computational burden without unduly compromising the quality
of the analysis. Simulations with the tool show that fully stochastic scheduling can re-
duce operating costs by around 4% relative to traditional deterministic approaches, in a
system with a 50% wind penetration.
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Cg(n) Operating and startup costs of all units in group g at node n
C(·; n) CDF of net demand at node n
C−1(q; n) Quantile q of net demand distribution at node n (MW)
Cw(·; [k], i) CDF of wind power output, i timesteps ahead [evaluated at timestep k]
Emaxs Maximum charge level for storage unit s (MWh)
Emins Minimum charge level for storage unit s (MWh)
f d Proportion of demand that contributes to response (due to load reduc-
tions when frequency drops)
fg Proportion of headroom in thermal units in group g that contributes to
response
fw Proportion of curtailed wind that contributes to response
F(k, i) Median of the forecast distribution of normalised wind level at i
timesteps ahead, as predicted at timestep k
G(·) Unconditional CDF of wind output
h(n) Number of timesteps from node n’s progenitor to node n, = (τ(n) −
τ(b(n)))/∆t.
ℓ(n) Number of timesteps between the root node and n, = τ(n)/∆t
my(n, i) Median Y value at i timesteps after node n, conditional on the state
variables of Y at node n
mz(n, i) Median error in forecast normalised wind level i timesteps after node
n, conditional on the forecast error state variables at node n
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Navg Number of available units in group g
Nd Number of timesteps per day
N f Max forecast horizon (timesteps)
NF Number of outage levels considered for stochastic response require-
ment
nr The root node, corresponding to the current state of the system and the
here-and-now decisions
Nug Total number of units in thermal unit group g
p Order of autoregressive process
pcj (n) Probability of jth cumulative outage level occurring on path leading to
(but not including) node n
pdj (n) Probability of jth discretised demand level
pj(n) Probability of jth capacity outage level occurring during period t
rec
within the time interval represented by node n
Pcmaxs Maximum charge rate for storage unit s (as seen by system) (MW)
Pdmaxs Maximum discharge rate for storage unit s (as seen by system) (MW)
Pd(k) Total demand at timestep k (MW)
Pdf (k, i) Median demand forecast made at timestep k for i timesteps ahead (MW)
PFmaxg Max response provision from each unit in group g (MW)
PFT Response target (MW)
Pgen(n) Total output of thermal and storage plants, plus available wind at node
n (MW)
Phw(k) Historic wind at timestep k (MW)
Pmaxg Maximum output of each unit in group g (MW)
P
msg
g Minimum Stable Generation of each unit in group g (MW)
Pnd(n) Net demand target at node n (=demand + outages since root node −
wind) (MW)
PRspinT Spinning reserve target (MW)
Pwf (k, i) Forecast median aggregate wind output for i timesteps ahead, as pre-
dicted at timestep k (MW)
Pw(k) Realised available wind power at timestep k (MW)
Pwn(n) Total wind power availability at node n (MW)
q(n) Forecast error quantile of branch leading to node n from node b(n)
qres Quantile of net demand distribution used for reserve requirement
sdi Standard deviation of demand forecast error process at i timesteps
ahead
s
y
i Horizon-dependent scale factor for forecast error process
t Current time = k ∆t (hr)
Tmog Minimum off time of units in group g (before startup) (hr)
Tmug Minimum up time (producing at least P
msg) (hr)
Tstg Startup time of units in group g (hr)
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Vcj (n) The jth cumulative outage level occurring on path leading to (but not
including) node n (MW)
Vdj (n) The jth discretised demand level occurring at ℓ(n) hours ahead (MW)
Vj(n) The jth capacity outage level for outages occurring during period t
rec
within the time interval represented by node n (MW)
W(·) Sigmoid-shaped function that transforms the normalised wind level to
an aggregated wind output
W−1(·) Inverse function of W
X(k) The kth element in an autoregressive time series representing nor-
malised wind level
Y(k, i) Autoregressive variable used for generalised forecast error process
y(n) Assumed value of forecast error variable at node n
Z(k, i) Error in forecast normalised wind level, as forecast at timestep k for i
timesteps ahead (i.e. the overprediction error in the forecast median
normalised wind level)
z(n) Forecast error in normalised wind level assumed at node n
Expectation operator
Eˆ[ f (k, i)] Sample average value of f across a long simulation (many values of k),
for fixed i
Multiple convolution of Probability Mass Functions
⊗N
j=1 Aj ≡ A1 ⊗ A2 ⊗ . . .⊗ AN where Aj are Probability Mass Functions
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Abbreviations
ACF Autocorrelation Function
AR(p) pth-order autoregressive
ARMA Autoregressive Moving Average
CCGT Combined Cycle Gas Turbine
CCS Carbon Capture and Storage
CHP Combined Heat and Power
COPT Capacity Outage Probability Table
CDF Cumulative Distribution Function
DUC Deterministic Unit Commitment
ED Economic Dispatch
EENS Expected Energy Not Served
EUR Euro
EVPI Expected Value of Perfect Information
GB Great Britain
GBP Pounds Sterling (£)
i.i.d. Identically, independently distributed
IS Importance Sampling
h hours
ha hours ahead
HFO Heavy Fuel Oil
LHV Lower Heating Value
LOLP Loss of Load Probability
LP Linear Programming
MA Moving Average
MILP Mixed Integer Linear Programming
MSG Minimum Stable Generation
MWhe Megawatt-hour of electrical energy
MWhth Megawatt-hour of thermal energy (=3600MJ)
N(0,1) Gaussian distribution with zero mean and unit variance
NWP Numerical Weather Prediction
OCGT Open Cycle Gas Turbine
PACF Partial Autocorrelation Function
PDF Probability Density Function
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PMF Probability Mass Function
p.u. Per Unit installed wind capacity
RMS Root Mean Square
RMSE Root Mean Square Error
SO System Operator
SUC Stochastic Unit Commitment:
Pure SUC: Stochastic Unit Commitment with all reserves implied by the
VOLL
Hybrid SUC: Stochastic Unit Commitment with exogenous reserve require-
ments
UC Unit Commitment
USD US Dollar
VOLL Value of Lost Load
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1. Introduction
1.1. Motivation
Many countries have committed themselves to drastic cuts in greenhouse gas emissions.
The UK’s Climate Change Bill [5] provides a legally binding commitment to an 80% cut
by 2050, and other governments aspire to similar targets. For developed countries like
the UK, a cornerstone of the emissions reduction strategy is the decarbonisation of the
electricity sector, combined with its expansion to include transport and heating [6, 7].
A low-carbon power system in Great Britain (GB) would be characterised by: a rela-
tively inflexible baseload, comprising mainly nuclear power and perhaps coal with car-
bon capture and storage; a large component of intermittent wind power; and some flex-
ible Combined Cycle Gas Turbines (CCGT) or biomass-fired plant with rather low load
factors. Wind generation imposes external costs on the system in three distinct areas,
which Holttinen [8] identifies as:
• Balancing: the additional costs of compensating for the short-term variations in
wind output;
• Adequacy: the capital costs of the extra plant that need to be built (or not retired) to
make up the demand shortfall if the wind does not blow;
• Grid: the costs of network reinforcement to allow renewable energy to be taken
from remote locations to the demand centres.
This thesis is primarily concerned with balancing costs. All power systems need to be
kept in a state of balance between supply and demand at all times, and the actions taken
by the System Operator (SO) to maintain this state have an associated cost. If all the gen-
erating units had identical operating costs, could be brought online instantaneously at
no cost, and, once online, could instantaneously vary their output between the rated ca-
pacity and zero with no loss of efficiency, then the SO’s balancing actions would have no
cost at the system level. (Depending on the market structure that is in place, the actions
may involve transfers between market participants, but we shall not concern ourselves
with market considerations here.) However, real systems are not like this. Large, high-
efficiency thermal generators take several hours to start up, and incur fuel and wear-and-
tear costs when they do so. Their operating costs per MWh of delivered electrical energy
(MWhe) tend to be lowest at full load, and significantly increase when the units run part-
loaded. Their stable range of operation is limited, with low output only possible during
startup and shutdown ramps, and the rate of change of power output within the stable
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range is limited by maximum ramp rates. Furthermore, once it is online, a unit must
remain online for a minimum up-time before shutdown, and, once it is shut down, is
subject to a minimum down-time before it is restarted. Because of these limitations, and
the need to maintain security in the face of uncertainties on both sides of the supply / de-
mand equation, balancing the system costs money. Balancing costs are incurred mainly
through extra startups, part-loaded running, and deployment of low-merit generators
such as Open Cycle Gas Turbines (OCGT).
Decarbonised systems tend to have higher balancing costs than traditional systems,
for two reasons. First, the intermittent (wind) component is highly variable and partially
unpredictable, so that both the need for reserves (i.e. headroom in online hydrothermal
units or fast-start capacity), and the probability of their deployment, is increased. Sec-
ond, the coal and Combined Cycle Gas Turbine (CCGT) plants, which have been the
traditional providers of spinning reserve, are online less often as they get displaced by
less flexible, low carbon generation, so that the natural reserve availability is reduced.
The deficit in reserve availability can be mitigated by more flexible generators [9], inter-
connection [10], storage [11], and demand-side participation [12–15]. A complementary
mitigation measure is the optimisation of the scheduling procedure in order to extract
maximal utility from the remaining controllable generators, in the context of the height-
ened uncertainties that are inherent in wind-integrated systems. It is this latter approach
that is the subject of this thesis.
Centrally dispatched power systems, including liberalised systems that operate a
pool market, are scheduled using a two-stage procedure known asUnit Commitment (UC)
and Economic Dispatch (ED) [16]. In the UC stage, the commitment (on/off) status for
each generator is decided for each planning period—typically every half hour—over the
course of a future period such as the next day. In the ED stage, the power outputs of
the committed generators are adjusted in real time so as to minimise the system oper-
ating costs in the light of the emerging realisations of the uncertain variables. The UC
decisions are arrived at by a deterministic optimisation procedure that seeks to minimise
system costs assuming that the demand, and wind if present, follow the forecasts (Fig-
ure 1.1a), and is subject to the intertemporal constraints described above. Because the
demand, generator availability and intermittent generation are not known with certainty
in advance, additional security constraints (reserves) ensure that sufficient capacity is
scheduled so that the probability of a supply shortage is reduced to an acceptably low
level. Security constraints are based on exogenous criteria such as N-1, the need to main-
tain system security after the loss of the largest infeed, or Loss of Load Probability (LOLP),
which defines the reserve in terms of a worst-case percentile of the forecast error distri-
bution. Both of these criteria are used to schedule short-term reserves in the British (GB)
system.
Deterministic UC (DUC) models are routinely used to schedule real power systems,
despite the fact that real power systems always have some stochastic properties. The
security constraints enable us to shoehorn a (slightly) stochastic power system into a
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Figure 1.1: Illustration of different Unit Commitment strategies under wind uncertainty: (a) Deterministic
with reserve; (b) Hybrid SUC; (c) Pure SUC. Vertical bars indicate reserve requirements. Stoch-
astic scenario trees are shown with non-overlapping scenarios for clarity; in reality there would
be some overlap between scenarios.
deterministic cost minimisation model, and obtain a near-optimal operation schedule.
However, the additional uncertainties inherent in wind generation mean that determin-
istic scheduling becomes progressively less efficient as the wind penetration increases.
To schedule a stochastic power system optimally, one can use Stochastic Unit Commit-
ment (SUC). SUC seeks to minimise the expected operating costs given the full range of
possible realisations of the stochastic variables, usually by Stochastic Programming tech-
niques. The infinite set of possible realisations is discretised into a representative scenario
tree (Figure 1.1c), and a set of commitment decisions is found for each scenario so that
the expected operating costs are minimised across all scenarios. Since the emerging real-
isation is unlikely to follow any of the scenarios exactly, SUC must be used with rolling
planning in order for its decisions to remain optimal over time. With rolling planning,
only the here-and-now decisions are set in stone, with the later decisions discarded. A
new SUC is run on a rolling basis—every hour, say—so that the decisions are always
made in a just-in-time fashion, incorporating the latest information about the realisation
and forecasts of the stochastic variables.
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SUC can improve the quality of the commitment decisions relative to DUC in the
light of the forecast uncertainties. For example, it may choose to keep a CCGT plant
running overnight in order to avoid a startup the next day, which might be necessary
if the wind output drops unexpectedly; whereas a DUC would be unaware of the day-
ahead wind uncertainty and might shut the plant down. Meanwhile, short-term security
can be maintained in SUC by exogenous reserve criteria as in a security-constrained DUC
(Figure 1.1b). We shall call this Hybrid SUC.
An alternative security criterion is to assume that consumers value their security of
supply with a Value of Lost Load (VOLL): the payment they would demand, or alterna-
tively the cost to the wider economy, for each MWh of unserved energy. Under this mea-
sure, SUC could be used to find the schedule with the minimum expected operating cost,
including the implied cost of any unserved energy in the scenarios in which there was a
supply shortfall; no other exogenous reserve criteria would be needed (Figure 1.1c). We
shall call this Pure SUC. Assuming that unserved energy can be valued in this way, Pure
SUCwould be more efficient than Hybrid SUC because the amount of reserve on the sys-
tem would be dynamically adjusted according to the cost of providing it and the risks of
withdrawing it, such that social welfare was maximised in the long term. For example, at
times of high wind output, Hybrid SUC might have to curtail wind and run part-loaded
thermal units in order to deliver the reserve requirement, while Pure SUC might instead
reduce the online reserve, running more risk of a supply shortfall but avoiding wind
curtailment.
Pure SUC is problematic to implement because the VOLL may be three orders of
magnitude higher than the generation cost, so that shedding load is a High Impact,
Low Probability (HILP) event. Therefore, the scenario tree must faithfully represent the
worst-case tail of the distribution, which could be achieved by including some very ex-
treme scenarios with correspondingly low weightings; in a wind-integrated system, this
would mean including scenarios in which the wind power drops by an unexpectedly
large amount. Unfortunately, such extreme scenarios are often lost by the scenario re-
duction process that is necessary to render the problem tractable. A new scenario tree
methodology, that can encompass all the scenarios that are relevant for Pure SUC, is re-
quired in order to schedule the system optimally with the VOLL as the only exogenous
security parameter.
Although SUC is attracting great interest in both academia and the power industry,
it is not currently used for scheduling of any power systems globally. There are several
potential barriers to its widespread adoption:
1. SUC, especially Pure SUC, is much more computationally intensive than DUC.
Other methods such as Chance Constrained Programming [17], Adaptive Robust
Optimisation [18], and deterministic methods with a probabilistic element [19] have
also been proposed. Such methods cannot guarantee to converge on the true opti-
mum and will not be considered in this thesis.
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2. The benefits of SUC over DUC are hard to quantify.
3. To the extent that they have been quantified, the benefits of SUC appear to be lim-
ited.
4. Themarkets and operational practices that are entrenched inmany countries would
require major restructuring if they were to be adapted to just-in-time commitment
and dispatch imposed by a centralised, fully stochastic scheduling system.
This thesis will begin to dismantle the first three of these barriers. The fourth barrier is
beyond the scope of the thesis, but we shall briefly discuss what an SUC-based market
might entail in the concluding chapter.
1.2. Problem statement and scope
The central research problem of this thesis is:
1. What is the potential value of operating a wind-integrated power system with Pure SUC?
This question cannot be answered by simple arithmetic, because of the complex, in-
tertemporal linkages between the system constraints, costs and security considera-
tions. Instead, we must implement an appropriate scheduling model and embed it
within a time domain simulation of system operation. By running sufficiently long
simulations under differing assumptions about the system operation algorithm, we
can begin to understand the economic and environmental implications of these as-
sumptions as applied to a variety of systems.
The computational problems of running long-term scheduling simulations with
SUC are daunting. DUC is itself an NP-complete combinatorial optimisation prob-
lem [20]; SUC requires the simultaneous solution of many DUC problems that are
coupled via a scenario tree. In order to make quantitative, economic assessments,
one must simulate system operation with rolling planning for many months or
years, so that the SUC problem must be solved many thousands of times in a sin-
gle simulation. Many such simulations must be performed in order to compare
different systems or modes of operation. For simplicity, and for the sake of com-
putational tractability, we shall therefore limit our analysis to single bus models,
neglecting any constraints or unreliability in the transmission network. With a sin-
gle bus representation, the scheduling model can take advantage of the simplifica-
tions afforded by aggregating large numbers of generators, whether wind, thermal
or storage. On the other hand, real low-carbon power systems do tend to be con-
strained by the transmission network, as renewable resources are often situated far
from the load centres. The constraint costs and the extent of transmission network
upgrades therefore need to be analysed as part of a real-life wind integration sudy,
and multi-bus models are necessary for such analysis. In chapter 8 we suggest how
the methods developed in this thesis could be adapted for multi-bus representa-
tions.
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With this in mind, in order to address the research problem we must first tackle a
number of tasks:
1.1 Characterise the short-term forecasts and forecast errors in the aggregated output of
large wind fleets, using a time series model to represent the forecast error.
The SUC algorithm needs to be aware of the short-term wind forecast and
the distribution of forecast errors in order to make the optimal commitment
decisions. In practice, although time series of realised wind output can be ob-
tained from historic metered wind farm output data or inferred from wind
speed records, historic short-term wind forecast data is hard to obtain and usu-
ally has to be synthesised to provide the input for scheduling simulations.
It should be noted that the commitment decisions at any timestep k in the
simulation should depend only on the wind realisation up to timestep k and
the wind forecast beyond it. The wind realisation after timestep k should not
play any part in the commitment decisions made at timestep k, otherwise the
simulation would be endowed with unrealistic foresight that could lead to an
underestimate of the operating costs.
One way to create synthetic forecasts and characterise the forecast errors is to
create a time series model for the forecast error. One sample from this model
can be added to thewind realisation to create a synthetic forecast. The statistics
of the forecast error, given the forecast, can then be derived from the parame-
ters of the model.
The short-term uncertainty in the aggregated wind forecast is inextricably
linked to the short-term volatility of the aggregated wind realisation. The wind
volatility, defined as the Root Mean Square (RMS) wind output change, over
any given time interval is an upper bound for the wind forecast uncertainty
(defined as the RMS forecast error) at the same time interval. This is because
the forecast uncertainty would be the same as the volatility if we used a persis-
tence forecast, i.e. the prediction that the wind output will remain unchanged
from its current value. In practice, the most sophisticated wind forecasting
techniques use Numerical Weather Prediction (NWP), combined with statisti-
cal methods that are based on the current wind state and its underlying vari-
ability, and rely on the latter particularly for the shortest leadtimes (minutes to
a few hours). Therefore, an understanding of the characteristics of the short-
term wind variability is a prerequisite for creating a realistic forecast error
model, especially if it is to represent a range of possible forecast accuracies.
Hence, a subtask that will be solved is:
1.1.1 Create a time series model to characterise the short-term volatility of the aggre-
gated output of a large wind fleet.
The wind power output model must be used in conjunction with the wind
forecast error model in order to produce realistic forecasts. A spinoff of
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this model is the ability to create synthetic wind output datasets of arbi-
trary length, for use in simulations, avoiding the need for historic data
other than to calibrate the model.
We also require a realistic parameterisation of thewindmodel, if it is to be used
in simulations that represent the operation of realistic future power systems.
Since this thesis is primarily motivated by the wind integration problem in GB,
another requirement is:
1.1.2 Parameterise the time series model of task 1.1.1 to characterise the short-term
volatility of the aggregated output of the GB wind fleet of circa 2030.
There are several data sources to help us characterise the long-term and
transitional statistics of future GB wind fleets, the most comprehensive of
which is the anemometry data held on the Met Office’s MIDAS database
[21]. However, there are a number of difficulties in translating this dataset
into realistic time series of aggregated wind power, mainly due to the fact
that anemometers are not at the same height or location as the future wind
turbines. In particular, more than 50% of the GB wind fleet is expected to
be offshore in 2030, but there is no publicly available offshore wind speed
data available to characterise it. Therefore, a model of the 2030 fleet will
require some guesswork.
1.2 Create a representation of thermal units and storage within a Mixed Integer Linear
Programming framework, that can model large, simplified, single bus power systems
efficiently in a SUC.
The balancing costs in any power system depend on the efficiencies and engi-
neering limitations of the flexible generators. These factors must be built into
the UC optimisation problem through the objective function and constraints.
There is a vast array of published UC formulations [22], but we shall need one
that can run fast enough to be used in a multi-year simulation of SUC with
rolling planning. In order to do this, we shall take advantage of the aggrega-
tion opportunities afforded by the single bus assumption.
The formulation will need to represent the main conventional generators that
are present on the GB system: nuclear, coal, CCGT and OCGT, and pumped
storage with a capacity of a few hours. We shall not be modelling large scale
hydro, which requires optimisation that accounts for hydrological uncertain-
ties over several months; nor will there be any detailed representation of De-
mand Side Integration (DSI) schemes, other than by using conventional stor-
age as a proxy, or changing the VOLL to model demand elasticity. In order
to provide a realistic representation of the intertemporal constraints that give
rise to the balancing costs, the thermal unit model will include startup costs,
startup times, minimum up- and down-times, and ramp rate limits, and will
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be able to model individual units or groups of identical ones while applying
these constraints consistently.
There are two well-established optimisation techniques for UC: Lagrangian
Relaxation (LR) and Mixed Integer Linear Programming (MILP) [20]. We shall
be using MILP due to its ease of implementation using a commercial solver
[23] without the need for heuristics to ensure a feasible solution. We shall
also be relaxing some integer variables to continuous ones for speed, so that
the MILP formulation relaxes seamlessly into a Linear Program (LP) which is
much faster to solve.
1.3 Create a scenario tree structure that can capture the appropriate statistical properties,
including worst-case tail, of the forecast errors incorporating the model of task 1.1.
A scenario tree must represent the distribution of possible outcomes of the
uncertain variables as faithfully as possible, while minimising the number of
scenarios. In Pure SUC, an important statistical property is the worst-cast tail
of the distribution, where the deployment of quick-start, high-cost generators
or load shedding is most likely. As well as the wind uncertainty, we must also
model demand uncertainty and forced outages of generators.
1.4 Combine tasks 1.1 to 1.3 into a Pure SUC algorithm that is embedded in a time domain
simulation environment.
The SUC problemwill be solved at every timestep under rolling planning. The
simulation tool is written in C++ for speed and fully exploits modern multi-
core PCs using multithreading. A benchmarking exercise will identify appro-
priate scenario tree topologies and compare with other methodologies.
1.5 Quantify the value of operating a wind-integrated power system with Pure SUC in-
stead of DUC, by running simulations using the tool developed in task 1.4.
A possible power system, with a range of wind penetrations, will be simulated
under both Pure SUC and an approximation of the current reserve policies in
GB, in order to quantify the possible savings. The British market will not be
simulated directly. Rather, it will be assumed either that the market will be
restructured so that it is dispatched centrally, or, equivalently, that the bilat-
eral market and Balancing Mechanism (BM) are efficient enough to deliver a
schedule that approximately minimises system costs.
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2. What are the benefits of wind forecast accuracy, storage, and other flexibility enhancements
in a system that is scheduled with Pure SUC?
Pure SUC provides a level playing field to investigate the benefits of many enhance-
ments that couldmitigate the costs of wind integration; under DUC or Hybrid SUC,
the reserve requirements that are optimal for one case might be suboptimal for a
different case (e.g. one with a higher wind penetration). A spinoff of task 1.4, there-
fore, is a simulation environment with which one can estimate how operating costs
vary as the components of the system are changed. In this task, a number of case
studies are performed that examine the values of some plausible system enhance-
ments, and how they interact.
1.3. Thesis structure
This thesis is organised into six technical chapters, each of which addresses one or more
of the tasks identified in section 1.2. The content is built up so that each chapter refers
to previous material, but can also be read in isolation. Since a range of topics is covered,
from time series modelling of wind to Unit Commitment methods, the relevant literature
reviews are contained within each chapter.
Chapter 2 proposes a time series model that captures the characteristics of aggre-
gated wind power that are important for informing a scheduling model (task 1.1.1), and
calibrates it to a number of data sources to examine its fidelity in capturing these (and
some other) characteristics. This is based on a paper that has been published in Wind
Energy [1].
Chapter 3 creates a parameterisation of the model of chapter 2 to represent the ag-
gregate output of a putative GB wind fleet circa 2030 (the GB2030 model: Task 1.1.2.). The
model is calibrated to onshore GB wind data, and adjustments to the parameterisation
are made to compensate for some systematic diurnal biasing in anemometry data and the
lack of an offshore component. This chapter is based on a paper that has been published
and presented at an international conference [2].
Chapter 4 develops the thermal and storage unit model (task 1.2) and scenario tree
methodology (task 1.3). At this stage, the uncertainty modelling is based on wind uncer-
tainty only, assuming statistical forecasts that are derived from the wind model (chapters
2 and 3). The simulation tool, named FREDA, is described (task 1.4) and benchmark-
ing simulations are run to determine an appropriate scenario tree structure, compare it
with some alternative formulations, and demonstrate its computational efficiency. This
chapter is based on a paper that has been accepted for publication in IEEE Transactions on
Power Systems [3].
Chapter 5 develops a forecast error model for aggregated wind power forecasts (task
1.1). The model is compatible with the wind model of chapter 2 and can represent any
desired forecast error structure, from statistical-only to perfect forecasts. It is shown that
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certain correlations need to be modelled in order to ensure that the synthetic forecasts
are unbiased and evolve smoothly over time. A parameterisation is suggested to rep-
resent the forecast errors associated with the GB2030 wind model of chapter 3. FREDA
simulations are run to test the sensitivity of the simulation results to the correlation as-
sumptions.
Chapter 6 integrates the wind forecast error model of chapter 5, a generator outage
model, and a demand forecast error model into the SUC simulation tool developed in
chapter 4. Because of the sudden nature of generator outages, power systems must be se-
cured against them with very fast acting primary reserves (response). A dynamic formu-
lation for the response requirement, that is optimised based on the VOLL, is introduced
into the SUC model. A security-constrained DUC model with rolling planning is also
implemented, with response and reserve requirements derived from current GB practice.
The value of Pure SUC is tested by comparing FREDA simulation results with the SUC
and DUC models at different wind penetrations (Research Problem 1). This chapter is
based on a paper that has been accepted for publication in a Special Issue of the Journal
of Risk and Reliability [4].
Chapter 7 investigates the value of enhancements to the system that could be en-
visaged to mitigate the wind integration costs (Research Problem 2). Demand side and
supply side enhancements, as well as the effect of improved wind forecast accuracy at
4-hour and 24-hour horizons, are examined over a wide range of wind penetrations.
Chapter 8 summarises the achievements of this thesis and considers some further
work that would improve the utility of the simulation tool: specifically, a multi-bus for-
mulation that includes transmission constraints, the possibilities for variance reduction,
and modelling of a wider range of system components including demand-side partici-
pation schemes. Finally, we consider how a real market might be set up to schedule a
wind-integrated power system with SUC.
1.4. Original contributions
The wind model of chapter 2 provides a new time series model to characterise the time
domain behaviour of aggregated wind output for a large region. Its parameterisation in
chapter 3 is a newmodel for producing synthetic datasets for the output of the future GB
wind fleet. The wind forecast error model of chapter 5 accounts for all the correlations
that are needed to produce synthetic, unbiased, aggregated wind power forecasts that
evolve in a realistic way; the case study in that chapter analyses of the sensitivity of a
scheduling simulation to the correlational assumptions in a forecast error model.
The SUC formulation of chapter 4 contains a new representation for groups of iden-
tical units that rigorously applies the minimum up-time, minimum down-time, and
startup time constraints, unlike previously published formulations in which these con-
straints are approximated. The quantile-based scenario tree methodology in that chapter
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is designed to capture the worst-case tail of the distribution, thus allowing the schedul-
ing decisions to be optimised in a wind-integrated system using the VOLL as the only
security parameter (Pure SUC). The case study in that chapter provides a new compar-
ison of the effects of different scenario tree topologies and methodologies in SUC of a
wind-integrated system.
The extension to the SUC formulation presented in chapter 6 is new in its use of Pure
SUC to schedule both primary and secondary reserves in a system with wind, demand
and generator outage uncertainty. The case study in that chapter provides an estimate of
the value of SUC to a future GB system.
The case studies presented in chapter 7 provide a new analysis of the relative value
of wind forecast accuracy at different horizons in a stochastically scheduled system, and
how the values of wind forecast accuracy and storage interact. They also provide new
estimates for the value of providing response from curtailed wind, the value of increasing
the stable operating range of CCGT units, and the value of reducing the VOLL, within a
stochastic schedule.
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2. Time series modelling for aggregate wind
fleet output
Abstract
Simulations of power systems with high wind penetration need to represent the
stochastic output of the wind farms. Many studies use historic wind data directly
in the simulation. However, even if historic data is used to drive the realised wind
output in scheduling simulations, a model of the wind’s statistical properties may
be needed to inform the commitment decisions for the dispatchable units. There are
very few published studies which fit models to the power output of nation-sized
wind fleets rather than the output at a single location. We fitted a time-series model
to hourly, time-averaged, aggregated wind power data fromNew Zealand, Denmark
and Germany, based on univariate, second-order autoregressive drivers. Our model
is designed to reproduce the asymptotic distribution of power output, the diurnal
variation, and the volatility of power output over timescales up to several hours. For
the cases examined here, it was also found to provide a generally good representation
of the overall distribution of power output changes and the variation of volatility
with power output level, as well as an acceptable representation of the distribution
of calm periods.
2.1. Introduction
A great deal of research has been devoted to the development of time series models for
the wind speed at a fixed location [24–33]. These models, which are generally based on
autoregressive (AR), autoregressivemoving average (ARMA),Markov chains, or spectral
methods, have been developed either to assist with short-term wind speed prediction or
for use in power system simulations. We are concerned here with the latter application.
A wind speed time series can be converted to a wind power time series by subjecting the
wind speed to a turbinemanufacturer’s power curve, which expresses thewind output as
a function of hub-height wind speed. However, wind speed time series models cannot be
used directly to represent the aggregate output of a large wind fleet because a single wind
speed can only pertain to a single location, whereas a country-scale power system may
contain hundreds of wind farms distributed over hundreds or thousands of kilometres.
To compensate for this in aggregated wind power time series, Norgaard and Holttinen
[34] suggest using a wind speed time series for a representative location, which is then
smoothed in the time domain with a moving average filter, and converted to a power
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output with a smoothed turbine curve. The suggested rules of thumb to determine the
parameters of the smoothing process are rather simplistic, depending only on the region
size, average wind speed and turbulence intensity. The applicability of this approach will
decrease as the region size increases; in [34] it is applied only to a relatively small region
(<300km) and justified using only qualitative comparisons with historic data.
One alternative would be to use a multivariate time series model such as a Vector
Autoregressive (VAR) one. Multivariate models are able to represent multiple autocor-
related random variables with intertemporal cross-correlations, and a few examples do
exist in the literature of their calibration to wind speeds at multiple sites. A four-variable
Vector Autoregressive (VAR) model is used by Hill et al. [35] to represent wind speeds at
four sites in Scotland, while a similar model is used by Klo¨ckl and Papaefthymiou [36]
to drive wind and insolation levels at two sites. Morales et al. [37] partially decouple
the problem by applying a correlation structure to the innovation terms of otherwise in-
dependent ARMA (Autoregressive Moving Average) processes, but this method is only
applied to short time series at pairs of sites; very large covariance matrices would be
required if it were to be used to create long time series across many sites. To our knowl-
edge, the only published work that employs a multivariate model of a large-scale wind
fleet in a power system simulation is that of Miranda and Dunn [38], which represents
the wind speed at 20 locations in Great Britain as a fourth-order VAR process. However,
few details are provided about the parameterisation or the quality of fit, which is shown
only for variables to which the model is explicitly calibrated. Multivariate models can
run into calibration difficulties due to the very large number of parameters that are re-
quired if many sites are to be represented. Klo¨ckl and Papaefthymiou [36] describe this
problem and some techniques that could be used to mitigate it.
If one is interested only in the aggregate power output of a large fleet, rather than the
concurrent output from several regions, then one can avoid the difficulties of multivari-
ate models or wind speed smoothing techniques by directly representing the aggregate
power output, rather than representing wind speeds that must be converted using a turbine
curve. Papaefthymiou and Klo¨ckl [39] do this using a Markov Chain Monte Carlo tech-
nique, but apply it to only one site. They describe advantages of modelling wind power
instead of wind speeds, although wind speed modelling remains popular due to difficul-
ties in obtaining real wind power data for individual sites. However, the technique could
equally well be applied to aggregated wind output for a large fleet, for which publicly
available datasets are easier to come by. Markov Chains have the disadvantage that they
can only generate a discretised version of the range of possible power outputs, with a
granularity that is limited by the amount of available calibration data. The long-term dis-
tribution and short-term transitional statistics for aggregated wind power output have
been characterised by Louie [40, 41] using well-known distributions, but such modelling
is not directly applicable to synthesising long time series with realistic volatility over a
range of timescales.
Most wind integration studies have used historic wind data in their simulations, ei-
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ther from historic wind speed or wind power records, or, more recently, from meso-scale
simulations using numerical weather models that are periodically calibrated to historic
atmospheric data [42, 43]. Historic data, if available, is generally preferable to synthetic
time series, because there is less concern about whether the data is sufficiently realistic,
and correlations with other variables such as temperature are captured in a natural way.
However, there are several advantages to having the capability to generate synthetic time
series with statistical properties that have been matched to historic data:
1. Some knowledge of the wind statistics may be needed by the power system sim-
ulation tool. For example, if the commitment decisions for the thermal units are
made in a stochastic setting, or there are dynamic reserve requirements to cater for
a givenworst-case percentile drop in wind output, the Unit Commitment algorithm
will need to know the distribution of wind power forecast errors over the following
few hours. Even if a wind forecast error model is used to characterise the errors
rather than a wind variability model, short-term forecast errors are closely related
to short-term variability, as we shall show in chapter 5.
2. If the quantity of available data is limited, only short simulations will be possi-
ble with the historic data and there will be little indication of the simulation error.
Monte Carlo simulations, based on time series models, can produce results with
quantifiable standard errors, and furthermore these errors can be reduced through
variance reduction techniques such as importance sampling. The analyst should
bear in mind, however, that a synthetic time series, however long, does not contain
any more information than the historic time series to which it has been calibrated,
and cannot be expected to account for longer-term climatic variations. The alter-
native of using long historical datasets is becoming increasingly viable thanks to
efforts of the meteorological community such as ERA-40 [44, 45]. Such datasets
may have insufficient temporal or spatial granularity to produce wind power time
series with sufficient short-term volatility, but can be supplemented with additional
stochastic elements [44].
3. By categorising the wind resource in different regions in terms of parameters in
a common model, we can build up a database that relates these parameters to
regional properties such as overall wind conditions, region size, terrain type and
wind farm density. This database can then be used to generate “best guess” time
series for a region for which there is no available data.
4. Real-world datasets invariably suffer from missing or erroneous data. Time series
models offer a practical way to fill the gaps or to find candidate erroneous values.
5. The parameters of a model are much more parsimonious than the historic dataset
to which they were calibrated, can be quickly set up to generate sample data, and
can be shared between researchers more easily.
We have developed a wind model for our single-bus power system operation sim-
ulations, for generating synthetic wind power samples and also for supplying statisti-
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cal information to the stochastic scheduling algorithm. It is a low-order, univariate au-
toregressive model that can be fitted to historic, aggregated, time-averaged wind power
output data from a geographically diverse fleet of wind farms, without explicitly mod-
elling the wind speeds. The objectives of the model are: to reproduce the same long-term
(asymptotic) distribution of power outputs as the historic data; to reproduce the same di-
urnal variation of the average power output; and to reproduce the same average power
output changes over timescales up to around four hours, which is a typical startup time
assumed for Combined Cycle Gas Turbines and therefore represents a crucial lead-time
for scheduling thermal reserve plant.
The technical development of this chapter is divided into three sections. In section
2.2, we develop the methodology behind our model. Section 2.3 introduces three datasets
to which we have fitted our model, from New Zealand, Denmark and Germany. Results
from the calibration are discussed in section 2.4. These include an assessment of the
fit to some transitional properties to which the model is not explicitly calibrated: the
overall distribution of power output changes, including rare, large changes; the variation
of average power output changes with the power output level; and the distribution of
calms (periods of low output).
2.2. Methodology
Gaussian, linear time series models [46] are straightforward to fit to historic time series
data, and have well-understood asymptotic and transitional properties. However, they
cannot be used directly to generate samples of wind power, because real wind processes
are non-Gaussian and have diurnal and seasonal components. Our approach is to use
a Gaussian, linear autoregressive process (X) as the underlying driver, but to transform
it by adding on a periodic diurnal term (µ), and then using a memoryless, non-linear
function W(·) to transform the process into one with the required asymptotic distribu-
tion. Seasonal variations are accounted for by dividing the year into a small number of
seasons and fitting separate models to each season. The model is shown schematically in
Figure 2.1.
The underlying driver of the model is an AR(p) process, which is driven by indepen-
dent N(0,1) variables ǫ(k):
X(k) =
p
∑
j=1
ϕjX(k− j) + σǫ(k). (2.1)
Each value of X(k) is then transformed to an aggregate power output Pw(k) via a
sigmoid-shaped, memoryless transformation functionW(·) and diurnal adjustment term
µ(·) as follows:
Pw(k) = W
(
X(k) + µ(k mod Nd)
)
(2.2)
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Figure 2.1: Schematic representation of model.
where Nd is the number of timesteps per day (typically 24 or 48).
We scale the parameters so as to normalise the asymptotically stationary distribu-
tion of X(k) to N(0,1). This allows us to fit the model in two stages. First, we find the
transformation function and diurnal term that reproduce the historic overall power out-
put distribution and diurnal variation of the mean. Second, we find the autoregressive
parameters that provide the best fit to the short-term dynamics.
The diurnal variation is introduced by a periodic additive term µ(k mod Nd):
X′(k) = X(k) + µ(k mod Nd) (2.3)
which means that the cumulative distribution function (CDF) of X′(k), averaged over a
day, is
M(x) = prob(X′(k) ≤ x) = 1
Nd
Nd−1
∑
j=0
Φ(x− µ(j)) (2.4)
where Φ(·) is the standard cumulative Gaussian distribution.
Most wind speed model-fitting studies, such as Brown et al. [25], use a power trans-
formation to convert the (approximately Weibull) wind speeds to an approximately
Gaussian variable. This class of transformations is not suitable if, as here, the historic in-
put takes the form of wind power rather than wind speed. The beta distribution has been
suggested by Louie [41] for aggregated wind output. An alternative, implemented here
and by Klo¨ckl and Papaefthymiou [36], is to estimate the distribution non-parametrically
by direct observation of the historic data. We first estimate the CDF of the historic wind
power output values Pw(k) using Parzen windowing, and then choose a transformation
function W(·) that is guaranteed to generate values with the same CDF as Pw(k) given
that its argument is distributed like X′(k). We can achieve this by writing
W(x) = G−1(M(x)) (2.5)
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where G(·) is the CDF of Pw.
We stipulate a diurnal variation such that the expected power output at discrete time-
of-day j (= k mod Nd) is P¯(j), which means that, since X(k) ∼ N(0, 1),
∫ ∞
−∞
W(x + µ(j)) φ(x) dx = P¯(j), j = 0 . . .Nd − 1 (2.6)
where φ(x) is the standard Gaussian probability density function.
The choice of the transformation functionW(·) and the vector µ(j) can therefore give
rise to any desired overall distribution of power output as well as the diurnal variation
of its expectation. This is a more parsimonious formulation than in [36], which requires
separate transformation functions for each time of day but is able to represent the diurnal
variation of the distribution more fully. The determination of W(·) and µ(j) from G(·)
and P¯(j) requires an iterative method because Equations (2.4), (2.5) and (2.6) represent a
set of coupled non-linear equations. Details of a simple solution method are given below.
First, we note that the equations are overdetermined because an arbitrary constant
can be added to all the µ(j) without affecting the solution. If the time average of P¯(j) is
not the same as the mean of the distribution represented by G(·) then there will be no
solution, whereas if they are consistent then there are infinitely many solutions and we
can arbitrarily add the constraint
Nd−1
∑
j=0
µ(j) = 0. (2.7)
This allows solution by the following simple algorithm which converges after a few iter-
ations:
1. Start with initial guess µ(j) = 0 for all times-of-day j.
2. Calculate the transformation function W(·) from Equations (2.4) and (2.5) (we rep-
resented it with a piecewise linear approximation containing a few hundred seg-
ments).
3. For each j, use a binary search on µ(j) to satisfy Equation (2.6) without updating
W.
4. Subtract off the time-average value of µ(j) from each element of µ(j), in order to
satisfy Equation (2.7).
5. If the solution has converged, stop; otherwise go to step 2.
Having thus determined the function W(·) and the vector µ(j) to satisfy the required
long-term statistics of the power output, our next task is to reproduce the desired tran-
sitional statistics. This is achieved by manipulating the parameters of the AR model
of Equation (2.1) while maintaining the requirement that its asymptotic distribution is
N(0,1). One way to fit the data is to transform the historic power output into values of X
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using
X(k) = W−1(Pw(k))− µ(k mod Nd), (2.8)
and obtain the autoregressive parameters (ϕj) using standard fitting methods such as the
Yule-Walker equations [46], which in the case of an AR(1) model reduces to
ϕ1 =
E[XkXk−1]
E
[
X 2k
] . (2.9)
If X follows an AR(1) process then its asymptotic variance is
σ2X =
σ2
1− ϕ 21
(2.10)
and, since we have designed µi and W(X
′) to produce the correct long-term statistics
when X ∼ N(0, 1), it follows that
σ =
√
1− ϕ 21 . (2.11)
If X follows an AR(2) process
X(k) = ϕ1X(k− 1) + ϕ2X(k− 2) + σǫ(k) (2.12)
then the Yule-Walker equations can be used to derive ϕ1 and ϕ2 as the solution to the
linear system (
c0 c1
c1 c0
)(
ϕ1
ϕ2
)
=
(
c1
c2
)
(2.13)
where ci = E[XkXk−i], and σ then follows from the formula derived in [46]
σ2X =
(1− ϕ2)
(1+ ϕ2)
σ2
(1− ϕ 21 − 2ϕ2 + ϕ 22 )
(2.14)
and the requirement that σ2X = 1, as before.
The appropriate order of the AR model can only be determined by careful analysis
of the underlying data on a case-by-case basis. In general, we would expect a dataset of
aggregated wind output to exhibit at least the first two of the following three properties:
• Mean Reversion: Very high wind outputs are likely to be followed by lower ones;
very low wind outputs are likely to be followed by higher ones. Without this prop-
erty, the time series would not be stationary and the variance over increasing time
intervals would increase without limit.
• Autocorrelation: The wind output changes smoothly, without discontinuous jumps.
• Trending: If the wind output has just increased, it is likely to continue increasing;
if it has just decreased, it is likely to continue decreasing (autocorrelation of incre-
ments).
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If there is no trending in the data then a first-order model will suffice. However, any
smoothing effect from the aggregation of large numbers of wind farmswill manifest itself
in trending behaviour, so that a second-order (or higher) model may be necessary. The
smoothing effect will be further enhanced if the time series data consists of time-averaged
values, as in the case studies documented here. It can be shown that, for a continuous
Brownian process, the autocorrelation of increments between time averages of the pro-
cess across successive equal intervals is 0.25. A proof of this is given in Appendix A.
The Akaike Information Criterion (AIC), Autocorrelation Function (ACF), and Par-
tial Autocorrelation Function (PACF) can be used to help the analyst choose appropriate
model orders to provide the best fit to the X domain values. We used PACFs for each
dataset to help determine appropriate model orders, and confirmed our choice by ob-
serving the goodness of fit of the volatility in the P domain in each case over a range of
time horizons.
2.3. Case studies
We tested our model by calibrating it to historic wind power data from New Zealand,
Denmark and Germany, as described below.
1. New Zealand
We used the same wind power data that was used to generate the scenarios in
Strbac et al. [47]. This data was generated from two years (2005-2006) of wind
speed time series at 15 sites located throughout New Zealand, the northernmost
and southernmost sites being of the order of 2000km apart. Wind speeds were con-
verted to wind power using representative wind turbine characteristics and com-
pensating for topological and array effects, outages, hysteresis and local losses. The
result of this adjustment was that the maximum output at each site was 93.9% of
nameplate capacity. Some of the sites already had wind farms in operation, and
the wind power data was validated by comparison with real turbine output data
at those sites. The original study [47] used varying windfarm capacities for the
different sites. In the present study, we used the same windfarm capacity for each
site, expressing the aggregate output in per unit (p.u.) of the aggregate nameplate
capacity. Most of the data was available at a 10-minute resolution, but we averaged
the values in groups of three to obtain half-hourly time-averaged data. The average
capacity factor of the aggregated time series was 39.3%.
2. Denmark
A record of the hourly time-averaged power output from the hundreds of wind
farms in Western and Eastern Denmark is available from the website of En-
erginet.dk, the Danish Transmission System Operator. We used aggregated data
from the two regions from 16 September 2003 to 15 September 2009, during which
time the total wind capacity of the whole of Denmark remained roughly constant.
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The MW power output values were converted to per-unit values by dividing by
a nominal capacity of 3080MW, which was chosen such that the maximum power
output for each region was 0.95 p.u., allowing for losses of 0.05 p.u., on very windy
days. This led to an average capacity factor of 24.5% over the period.
3. Germany
The four Transmission System Operators in Germany maintain records of quarter-
hourly time-averaged wind power output, representing the wind farms in their
respective regions, and make this data available on their websites. We derived
hourly time-averaged values for the three years 2006-2008, for the regions under
the jurisdiction of Vattenfall Europe Transmission and Transpower (formerly E.On
Netz), which between them contain the majority of the installed wind capacity in
Germany. During this time there was substantial expansion of the wind fleet in
Germany. We estimated per-unit values by dividing each MW value by a nominal
capacity for each region that increased in a piecewise linear fashion over time, such
that the maximum output in any year was 0.95 p.u. This led to an average capacity
factor of 21.7%. The data for 4 November 2006 contained major disruption in the
wind feed-in due to the large-scale system disturbance that occurred that evening
[48]; the data for the affected hours was smoothed out.
These three cases provided contrasting challenges for the model, with a small num-
ber of very dispersed sites, a high capacity factor and half-hourly resolution in New
Zealand, a large number of sites in a much smaller region with hourly resolution (Den-
mark), and a very large installation with hourly resolution (Germany).
All cases show significant seasonal and diurnal periodicity, indicating that a multi-
seasonal model with diurnal adjustment is necessary (Figure 2.2). For the Danish and
German cases, capacity factors were considerably higher in winter than in summer. In
the NewZealand case there was no significant difference in the average power output but
there was significantly more diurnal variation in summer than in winter. We fitted sepa-
rate models to four seasons in the Danish and German cases: spring (March–May), sum-
mer (June–August), autumn (September–November), and winter (December–February).
For the New Zealand case, we used just two seasons: summer (October–March) and win-
ter (April–September).
A model should be validated on a different section of the data from that to which it
is calibrated, if it is to have credible predictive ability. This was not practical for the New
Zealand case because of the rather short available dataset. For the Danish and German
cases we calibrated the models to the first two thirds of the data only, so that the last third
could be used as an independent validation dataset.
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Figure 2.2: Seasonal and diurnal variations of average power output for New Zealand, Denmark and Ger-
many.
2.4. Modelling practicalities and results
The following calibration process was performed for each season separately, for each of
the three calibration datasets. The target power output CDFs G(·) were estimated by
Parzen windowing, using a Gaussian kernel with a standard deviation of 0.02 p.u. in
each case. The target average outputs (P¯(j)), representing the expected power output for
each timestep during the day, were also measured from the data (figure 2.2). The values
were slightly noisy, so we smoothed them by replacing each element of (P¯(j)) with a
moving average of itself, the previous value and the following one. This prevented the
model generating partially predictable jumps at the same time each day. We then used the
iterative technique described in section 2.2 to find the transformation function W(·) and
vector µ(j) that would provide an exact match to the measured long-term distribution
and diurnal variation. Figure 2.3 shows two examples of the transformation function. Its
sigmoid shape ensures that the near-Gaussian variable X′ is transformed into one with
the correct power output distribution, that is bounded between zero and the maximum
allowable value.
Next, we transformed the historic power output data Pw(k) to normalised values
X(k), and calculated the Partial Autocorrelation Functions (PACFs) to inform the choice
of model order. The pth term of a PACF is the pth autoregressive parameter that would
result from a Yule-Walker fit of an AR(p) model to the underlying data. Therefore, the
PACF gives a good indication of the appropriate order of an autoregressive model to fit
a given time series dataset. Figure 2.4 shows the first 12 elements of the PACFs for the
winter datasets of each region. It suggests that, while a first-order model is adequate for
the New Zealand data, second-order ones are necessary in the case of Denmark and Ger-
many. This was confirmed by fitting AR models of various orders and examining the fit
of volatilities of the transformed (power output) process for horizons up to 8 hours. Table
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Figure 2.4: Partial Autocorrelation Functions.
2.1 shows the fitted AR parameters. Higher order models are needed in the Danish and
German cases than in the New Zealand case because of the smoothing effect of the much
larger number of sites, resulting in an autocorrelation of increments of 55–75%. Such a
high degree of trending cannot be explained by the time averaging process alone, which
is shown in Appendix A to account for an autocorrelation of increments of 25% only.
When fitting AR models with the Yule-Walker equations, we excluded values of Pw cor-
responding to flat regions of the W curve (figure 2.3), as X is undefined in these regions.
All cases in Table 2.1 show the parameters calculated from the Yule-Walker equations,
with the exception of the New Zealand summer data for which the volatility parameter
σ was lowered slightly (and ϕ1 increased) in order to improve the fit to the dynamics of
the transformed (power output) process. The fact that some manual adjustment was re-
quired demonstrates that the best fit in the X domain does not necessarily lead to the best
fit in the P domain, because of the non-linear transformation that links the two domains.
For example, portions of the time series corresponding to regions of the W curve that are
nearly flat (e.g. where the power output is close to zero) may give rise to residuals with
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Case Season ϕ1 ϕ2 σ
New Zealand summer 0.9879 0 0.155
New Zealand winter 0.9861 0 0.166
Denmark spring 1.6854 -0.7001 0.094
Denmark summer 1.6144 -0.6296 0.106
Denmark autumn 1.6848 -0.6990 0.092
Denmark winter 1.7517 -0.7640 0.076
Germany spring 1.6611 -0.6797 0.109
Germany summer 1.5380 -0.5582 0.133
Germany autumn 1.6330 -0.6455 0.094
Germany winter 1.6341 -0.6416 0.073
Table 2.1: Fitted AR parameters.
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Figure 2.5: 10-day samples of hourly averaged time series comparing historic data with simulation for (a)
New Zealand, (b) Denmark. The smoother appearance of the Danish data is due to the much
greater number of sites.
different properties from those that arise from other parts of the curve. However, failure
to model these differences will not necessarily compromise the performance of the model
in the P domain, since large changes in X only cause small changes in P in these regions.
Two ten-day samples of the time series are shown in figure 2.5, for historic and simu-
lated cases in New Zealand and Denmark. The much noisier signal for the New Zealand
case, with far fewer sites, can be easily identified. The diurnal variations for the Danish
summer case, peaking just after midday, are clearly visible in both historic and simulated
cases. The simulated power output samples are optically very similar to the historic ones,
but we tested the goodness-of-fit of the model in a more quantitative fashion, by compar-
ing the dynamics of the power output time series for the historic and simulated cases.
It should be noted that, although the model has enough degrees of freedom to allow an
exact calibration to the long-term distribution and diurnal variation of the mean power
output, there is only one free parameter in an AR(1) model, and two in an AR(2) model,
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to fit all the desired transitional properties. The following sections examine the perfor-
mance of the model with regard to the power output distribution, the volatility over
a range of time horizons, the occurrence of large changes, the relationship of expected
power output change with the power output level, and the occurrence of periods of low
output (calms).
2.4.1. Power output distribution
The model is explicitly fitted to the long-term (asymptotic) power output distribution of
the calibration datasets. In this section, we examine its performance with regard to the
validation datasets. (For the New Zealand case, the calibration and validation datasets
coincide.)
Figure 2.6a(i) shows the power output histogram for the New Zealand historic data
(blue diamondmarkers) and for a long simulation (black line / red square markers) com-
prising 1000 samples of each of the two seasons. The fit is almost exact because the model
is explicitly designed to reproduce the power output histogram of the historic data to
which it is calibrated. Figures 2.6b(i) and c(i) show power output histograms for the his-
toric validation data and simulations for the Danish and German datasets respectively.
The fit is now inexact because the model is calibrated to the first two thirds of the his-
toric data, and then compared with a validation dataset comprising the last third of the
data only. The general characteristics of the synthetic distributions are very similar to the
historic ones, although the modal (maximum likelihood) power output for the German
validation data is the 0.05–0.10 p.u. bucket instead of the 0.00–0.05 p.u. bucket for the
calibration data.
2.4.2. Power output volatility
An important statistic for a wind power process is its volatility over time horizons up to
a few hours. Combined Cycle Gas Turbines, which represent the bulk of the dispatchable
capacity inmany power systems, have startup times of the order of four hours, so that the
amount of available spinning reserve cannot be adjusted at shorter lead-times than this.
The degree of wind uncertainty over four hours or so is therefore a key determinant of
operating reserve requirements in many countries. Hence, it is important that the model
captures the wind dynamics on these timescales if it is to be applied to systems with
thermal reserves.
Figure 2.6a(ii), b(ii) and c(ii) show how themean absolute change in power output in-
creases with time horizon up to 24 hours, for each year in the historic and simulated data
for New Zealand, Denmark and Germany, respectively. For the New Zealand case, the fit
is good for the calibration range (up to 8 hours), after which the model diverges, slightly
underestimating the magnitude of power output changes seen in the historic data. This
can be attributed to the lack of a trending capability in the first-order model. However, if
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Figure 2.6: (i) Power output distributions and (ii) Power output volatility curves from historic data (blue
diamond markers) and simulations (black lines / red square markers), for (a) New Zealand, (b)
Denmark, (c) Germany.
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the time horizon increases further, the historic and simulated volatilities converge again
(not shown). This is because the wind power values at two sufficiently distant points in
time are independent, and the expected difference between the two values is therefore the
expected difference between two independent draws from the underlying distribution.
Since the model reproduces the historic long-term distribution exactly, it is guaranteed to
reproduce the historic volatility as measured over a sufficiently long time horizon. For
the New Zealand model, convergence occurs at timescales of around 48h.
For the Danish and German cases, the second-order fit to the calibration data gives
rise to a model that closely approximates the volatility of the validation data at all
timescales up to 24h.
2.4.3. Distribution of changes in power output
As well as reproducing the mean power output changes over a range of timescales, the
model must also reproduce the correct distribution of these changes. Of particular con-
cern is the incidence of large, sudden changes, particularly downward ones, because a
system that is operated with inadequate reserves is vulnerable to involuntary load shed-
ding if the wind feed-in drops too quickly. We looked at the performance of the model
with regard to the distribution of power output changes over one, four and eight hours.
Figure 2.7 shows histograms of absolute power output changes over these horizons for
each region, for the historic data and for long simulations. Occurrence rates of the full
range of power output changes are generally well represented by the model, although
there is a slight tendency to under-represent the occurrence of the most extreme changes
(occurring up to a few times per year) in the Danish and New Zealand cases. The under-
representation of the tail for the 8h distribution in the New Zealand case is consistent
with the undershooting of the Mean Absolute change at that timescale [Figure 2.6a(ii)].
There is an instance of a drop in output of more than 0.60p.u. over four hours within
the four years of Danish calibration data (not shown). This is due to the violent wind-
storm that struck Denmark on 8 January 2005, causing the majority of the Danish wind
fleet to cut out over a short period. The lack of an explicit representation of turbine cutout
prevents the model from reproducing these rare ramping phenomena: in simulation, not
a single instance of such a large change in wind output was observed in a 1000-year
sample.
The loglinear appearance of some of the power output change histograms is indica-
tive of a Laplace distribution, as has been noted by several other authors [41, 49] over a
range of timescales and for regions of various sizes. The thinner-tailed Gaussian distri-
bution would appear parabolic with a log-scale y-axis. The New Zealand data, which
represents a 2000km region, seems to be somewhat sub-Laplace, which should be ex-
pected for very large regions due to the Central Limit Theorem, as noted by Louie [40].
The Gaussian autoregressive model produces a non-Gaussian distribution of wind
power output changes because of the non-linearities in the transformation functionW(·).
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Figure 2.7: Distributions of absolute power output changes over (i) 1 hour, (ii) 4 hour and (iii) 8 hour horizons
from historic data (blue diamond markers) and simulations (black lines / red square markers),
for (a) New Zealand, (b) Denmark, (c) Germany. The absence of a marker over a particular bucket
indicates no occurrences in that bucket.
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The physical origin of the non-linearity is the non-linear turbine curve: assuming that the
distribution of wind speed changes is approximately Gaussian, the distribution of aggre-
gated power output changes would also be approximately Gaussian if turbine curves
were linear. In the model, because the transformation function is locally linear, the distri-
bution of power output changes over sufficiently short timescales conditional on the cur-
rent wind output is Gaussian, but the standard deviation is proportional to the local slope
of the transformation function W(·), and varies from zero at very low or high power
outputs, to a maximum at output levels around 0.6 p.u. This variation in the standard
deviation of the conditional distribution gives rise to the fat tails in the unconditional
distribution, and will be investigated in the next section. It is also worth remarking that
the conditional distribution of power output changes in real wind turbine aggregations
is also necessarily Gaussian over sufficiently short timescales. This is because the cor-
relation between power output changes at different locations tends towards zero as the
time horizon tends to zero [50], so that the Central Limit Theorem can be invoked even
for small regions.
2.4.4. Relationship between power output level and power output changes
The previous sections demonstrate that the proposed aggregated wind fleet model re-
produces the long-term distribution, the diurnal variation, and the distribution of power
output changes over timescales up to a few hours, for the three cases examined in this
work. In this section and the next, we examine some other transitional statistics to which
our model is not explicitly calibrated. If the model represents the physics of the system
at some level then we might hope that these statistics could nevertheless be captured, at
least qualitatively.
The volatility of power output for a single wind turbine is a function of the power
output level itself. This is partly due to lower wind speed volatility at low wind speed
levels, but more importantly, as we have argued in the previous section, the power output
volatility is affected by the non-linear nature of the wind turbine power curve which
maps wind speed to wind power. At very low wind speeds the power output is zero,
so that the power output volatility is also zero. At high wind speeds between about 12
and 25 ms−1, when the turbine curve has reached saturation, the power output volatility
is also theoretically zero. At moderate wind speeds, small changes in wind speed can
have a large effect on the power output, so that the volatility is high. At very high wind
speeds (typically around 25 ms−1), the turbine cuts out to prevent damage, resulting in
near-instantaneous jumps between maximum output and zero and extreme volatility of
power output.
A similar behaviour is to be expected when many turbines are aggregated, because
of the correlation between wind speeds at the different sites, although the volatility will
be reduced by aggregation, particularly at very high outputs because not all turbines will
cut out at the same time if they are distributed over a wide area.
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Figure 2.8: Variation of 60-minute mean absolute change in aggregate power output with power output
level. Changes are shown between every second value of the time series for New Zealand (a),
and between consecutive values for Denmark (b) and Germany (c).
It may be important to reproduce this behaviour in a power system simulation, be-
cause the amount of thermal plant online, and hence the maximum amount of available
spinning reserve, will decrease as the wind power production increases. We expect the
model to reproduce some of the behaviour. In a sense, the diurnally shifted autoregres-
sive variable, X′, is a measure of the overall “windiness” of the region, and the trans-
formation function W(·) (Figure 2.3) is a “power curve” for the aggregated wind fleet.
Unlike a real turbine power curve, however, our aggregated power curve does not have
an explicit cutout, so that we might expect the model to underpredict the volatility at
very high power outputs. It should also be noted that explicit knowledge of the under-
lying turbine curves is not used to create the transformation function, which is instead
inferred directly from the observed aggregate power output distribution.
Figure 2.8 shows the mean absolute change over a 60-minute time horizon for the
three cases. In New Zealand (a), the small number of highly dispersed sites leads to a
high overall volatility at high wind levels due to turbine cutout: as there are only 15
sites, cutout at a single site would lead to an aggregate power output drop of nearly
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0.07 p.u. As expected, the model fails to reproduce this and exhibits considerably lower
volatility than the historic data at high power levels. However, for the Danish (b) and
German (c) cases, which represent hundreds of sites, the model provides a good match
to the historic properties, with peak volatility occurring at around 0.60 p.u., although the
model volatility is generally higher than the historic data in the German case.
2.4.5. Incidence of calm periods
Power systems with a very high wind penetration may have to rely on mechanisms to
shift demand from calm (or high-load) periods to windy (or low-load) periods, either by
using bulk storage (such as pumped hydro) or through demand-side measures. Since
the amount of shiftable energy is necessarily limited, such systems will be vulnerable to
extended calm periods with very lowwind feed-in. By fitting our model to the long-term
wind power distribution, we can be sure that it will reproduce the overall proportion of
time spent in any given power level range, but that does not guarantee that it will repro-
duce the incidence of continuous periods within that range. The incidence of very long
calms will be affected by the dynamics of anticyclones over hours or days, beyond the
time horizons to which the model is fitted. This will be largely irrelevant from the point
of view of simulating short-term operation of wind-thermal systems, which is the target
application for the model. However, it is a useful exercise to examine the fidelity of the
model with respect to these long-term phenomena, in order to judge whether its appli-
cation can be extended to storage-integrated systems where the reproduction of longer-
term dynamics will become more relevant.
We tested the model’s ability to reproduce the incidence of calm periods by record-
ing, for every occasion when the aggregate power output dropped below a given thresh-
old, the number of timesteps it took for the power output to rise back above the thresh-
old. The histograms of these time periods were then compared for historic and simu-
lated data. The thresholds used were 0.05 p.u. for Denmark and Germany, and 0.10 p.u.
for New Zealand (because the proportion of time spent below 0.05 p.u. in New Zealand
was very low). Simulations were performed over 1000-year periods for each region and
compared with the entire historic datasets (calibration plus validation). The results are
shown in table 2.2.
In all regions, the model underpredicts the frequency of calms of 2 hours or below,
ranging from a 15% underprediction for New Zealand, to a 30% underprediction for
Denmark. However, it should be noted that such short calm periods occur for only a
few tens of hours per year and are unlikely to be material in a power system simulation.
There is generally good agreement in the distribution of calms of between 2 hours and 7
days. In the case of Denmark, the frequency of very long calms is underpredicted by the
model. The 6 years of Danish data contained one 243-hour (ten-day) calm, beginning on
1 May 2008, whereas the longest calm in a 1000-year simulation was only 179 hours (7
days). The materiality of this inaccuracy will depend on the nature of the system being
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(a) New Zealand:
threshold = 0.10 p.u.
Period Occ/yr
(hr) hist sim
0.5–1 63.0 56.7
1.5–2 24.0 17.0
2.5–4 14.5 14.9
4.5–8 16.5 12.0
8.5–12 9.0 5.4
12.5–24 6.0 6.0
24.5–48 0 2.1
48.5–96 0 0.40
97.5–168 0 0.02
169-336 0 0
(b) Denmark:
threshold = 0.05 p.u.
Period Occ/yr
(hr) hist sim
1 14.5 11.3
2 14.5 9.0
3–4 18.5 15.6
5–8 25.2 24.3
9–12 13.8 17.8
13–24 24.7 26.6
25–48 15.5 13.7
49–96 3.5 3.0
97–168 0.17 0.13
169-336 0.17 0.001
(c) Germany:
threshold = 0.05 p.u.
Period Occ/yr
(hr) hist sim
1 18.0 15.8
2 15.3 11.2
3–4 23.3 18.8
5–8 18.3 25.4
9–12 16.3 15.5
13–24 30.0 23.3
25–48 11.3 13.8
49–96 3.0 4.4
97–168 0.67 0.44
169-336 0 0.02
Table 2.2: Mean annual occurrence rates of calms: periods during which time-averaged power output series
is continuously below a low threshold, for historic (hist) and simulated (sim) data.
analysed. For example, it would result in an underestimate of the loss-of-load probability
for a power system which relies on a 7-day storage system to back up the intermittency
of the wind fleet.
2.5. Conclusions
This chapter has shown that a time series of hourly or half-hourly, time-averaged power
outputs for large-scale wind fleets can be readily modelled using a low-order autore-
gressive model, in conjunction with a diurnal adjustment and non-linear transformation
function. The long-term distribution of the power output, as well as the diurnal variation
of mean power output, can be represented exactly by using a straightforward calibration
procedure.
Another important statistic, when integrating wind with thermal plant that are con-
strained by startup times or ramping limits, is the behaviour of power output changes up
to a few hours. A first-order model (New Zealand) can capture the average change over
time horizons up to around 8h, while second-order one models (Denmark, Germany) can
capture the average change up to at least 24h. The need for a second-order model implies
that a Markov Chain representation of an aggregated wind fleet would require two state
variables, i.e. the current wind power and the wind power at the previous hour, so that
a large transition matrix would be required to cover the entire state space with a fine
granularity.
The distribution of changes for regions up to around 1000km is close to a Laplace
distribution, as has been noted by other authors. Datasets from very large regions (e.g.
New Zealand) have somewhat sub-Laplace tails due to the effects of the Central Limit
Theorem. Despite being based on a Gaussian time series, the model provides similarly fat
tails in the distribution of changes due to the non-linearity of the transformation function,
which makes the short-term volatility a function of the current wind output level. For
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large-scale fleets with hundreds of sites, the historic data shows a similar relationship,
with a peak volatility at around 0.6 p.u. and much lower levels at very high or very
low outputs. With fewer sites, the lack of an explicit model of turbine cutout leads to
an underestimate of the volatility at high outputs. For the same reason, the model does
not reproduce large, rapid changes in aggregate output due to wide-scale turbine cutout
during storms that affect a high proportion of the fleet.
The model provides an acceptable representation of the distribution of periods of
low output (calms) from 2 hours to 7 days in length. This statistic may be important if
the wind fleet is to be integrated with medium-term storage or demand-side measures.
The frequency of very short calms is underestimated by 15-30% in the cases considered
here, and the frequency of very long calms, occurring less than once per year, is also
underestimated in the Danish case because synoptic effects are not explicitly modelled.
The supply and demand of many power systems is dependent on temperature as
well as wind, because of heat-led CHP plants and electrical heating, for example. Since
wind and temperature are not independent variables, care should be taken when using
an independent wind model in simulations of temperature-dependent systems.
One limitation of the model lies in its univariate nature. Recent wind integration
studies, such as Tradewind [10], focus on the use of power transfers between intercon-
nected, European country-sized regions to minimise the overall impact of wind intermit-
tency. Since these power flows are constrained by the limited transmission capacity be-
tween regions, multi-region studies need to model the wind feed-in separately for each
region. In theory, our model could be extended to a multivariate version in order to
account for the correlations between regions. Care would be needed to ensure that the
long-term joint distribution is adequately represented, as well as the correlations between
power output changes in different regions.
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3. A time series model for the aggregate GB
wind output circa 2030
Abstract
We present a four-season model representing the aggregate output of a possible
British wind fleet circa 2030, suitable for providing synthetic wind time series or a
statistical characterisation of the short-term transitional statistics for use in power
system simulations. Themodel is fitted to historic onshore anemometry data, and ad-
justed to account for offshore generation and the diurnal component of atmospheric
stability variations.
3.1. Introduction
The cost of balancing short-term intermittency in wind-integrated power systems is best
estimated using time-domain simulation of the scheduling process. This requires a long
wind power time series that captures the short-term transitional behaviour as well as the
long-term statistics such as the asymptotic distribution. The need for wind time series is
particularly acute in Great Britain (GB), which plans a massive expansion in wind capac-
ity by 2030, from about 5GW now to perhaps 40GW by 2030, but has limited potential to
balance the intermittency with interconnections.
Wind integration analyses for the GB system thus far have either used the available
wind power data from existing UKwind farms, or meteorological records of wind speeds
from UK weather stations. Both approaches have potential pitfalls. A year-long record
of metered half-hourly wind power data, recorded for the now defunct Non Fossil-Fuel
Obligation (NFFO) in 2001–2, has been used in some studies [51, 52]. The dataset repre-
sents 36 wind farms, mainly in the North of England, but there are long gaps in many
of the time series. Temporal smoothing was applied to extrapolate the time series to
represent the aggregate output of the much larger wind fleets of the future. More re-
cently, an hourly record of aggregate metered output from the transmission-connected
portion of the GB wind fleet has become available from National Grid. Until 2010, all
the transmission-connected wind farms were in Southern Scotland (the rest of the fleet
is embedded in the distribution network), so that like the NFFO data, the dataset is not
representative of the much larger geographical reach of the projected 2030 fleet.
Other studies [53, 54] have used the hourly MIDAS dataset [21] of anemometry
records from 10m masts at UK weather stations. The recorded wind speeds must be
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transformed to hub-height equivalents before being converted to power outputs via a
turbine power curve. Although the dataset has a larger geographical reach than publicly
available metered wind power time series, the number of sites used in many studies is
small (typically 20–40) compared with the number of wind farm locations, so the result-
ing power output data tends to be noisier than real aggregated wind farm data unless
it is subjected to spatial and/or temporal smoothing techniques [34]. Some of the data
is missing or erroneous, and the conversion of anemometer records to equivalent hub-
height wind speeds at wind farm sites is affected by local topography and the dynamic
stability conditions of the boundary layer.
Neither wind speed records nor metered output data are available to describe the
time-domain behaviour of offshore wind farms, which are expected to represent more
than half the GB fleet by 2030. Although computationally expensive, meso-scale sim-
ulations have been successfully applied in some recent wind integration studies in the
US [42, 43], for synthesising concurrent time series of wind speeds at locations where
direct anemometry observations are not available. In order to model the offshore wind
conditions, Po¨yry [54] used meso-scale atmospheric simulations in conjunction with his-
toric anemometry data, but the resulting dataset is not publicly available. Ongoing re-
search [55] aims to use meso-scale modelling to produce a detailed reanalysis dataset
covering the whole of the UK and surrounding sea areas, but this work is not yet in the
public domain.
While historic datasets and meso-scale models can be used to derive wind power
time series, none of these methods explicitly provides statistical information, such as the
probability of a drop in output of a given magnitude over a given time interval, that
might be needed to inform the spinning reserve requirement in a scheduling simulation,
for example. Time series models, calibrated to the available data, can provide a com-
plementary approach, to inform scheduling models of the short-term wind statistics, fill
gaps or spot candidate errors in historic data, or provide datasets of arbitrary length.
Chapter 2 developed a model to represent the time domain behaviour of a large aggre-
gation of wind turbines. It was shown that, as well as providing an exact fit to long-term
properties such as the distribution of the power output and the diurnal variation of the
mean, the model can also reproduce many of the transitional statistics that are needed
in power system simulations, including: the non-Gaussian distribution of power output
changes over a range of timescales; the dependence of the volatility on the power output
level; and the occurrence of calm periods. The model can be used to synthesise long time
series, or, thanks to its simple structure, to characterise the short-term uncertainties for
scenario generation or reserve calculations.
In this chapter we present a parameterisation of the model to represent a possible
wind fleet of Great Britain (GB) circa 2030. The model structure is presented in section
3.2. We initially fit it to an aggregate wind power time series derived from onshore wind
speed data (section 3.3), and analyse the goodness of fit in section 3.4. We show that
the use of a constant factor to upscale anemometer-height wind speeds to turbine hub
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height leads to an excessive diurnal variation in section 3.5. We present adjustments to
themodel parameters to compensate for this and to approximate the inclusion of offshore
wind farms in section 3.6. The full parameter set is presented in Appendix B.
3.2. Model structure
The model presented in chapter 2 is based on an autoregressive variable with (typically)
hourly or half-hourly timesteps, in which the kth value X(k) is equal to a linear combina-
tion of the previous few values, plus a Gaussian innovation term:
X(k) =
p
∑
j=1
ϕjX(k− j) + σǫ(k) (3.1)
where p is the order of the model, ϕj and σ are model parameters, and ǫ(k) are indepen-
dent N(0,1) random variables. Such a model cannot be used directly to represent aggre-
gated wind power, because real wind power distributions are highly non-Gaussian, even
for large aggregations, and have diurnal and seasonal components. A diurnal compo-
nent is included by means of a periodic additive term µ(j) for the jth timestep of the day,
and the diurnally adjusted variable is put through a monotonic non-decreasing, sigmoid-
shaped function W(·) to obtain the aggregated power output
P(k) = W
(
X(k) + µ(k mod Nd)
)
(3.2)
where Nd is the number of timesteps per day—typically 24 or 48. The transformation
function W(·) is represented as a piecewise linear approximation with a few hundred
points. Seasonal variations are accounted for by fitting different models to the data in
different seasons. The procedure for fitting the model to historic data is described in
detail in chapter 2, and only a brief summary is given here. Calibration is achieved in
two stages. First, the the transformation function W(·) and the diurnal adjustments µ(j)
are chosen to fit the mean wind power at each time of day and the long-term distribu-
tion, assuming that X(k) ∼ N(0, 1). Then, the autoregressive (AR) parameters ϕj and
σ are chosen to fit the transitional properties with the constraint that X(k) ∼ N(0, 1).
Second-order models (p = 2) are able to capture two important features: persistence (au-
tocorrelation) and trending (autocorrelation of increments). In practice, it was found in
chapter 2 that both these features are present in aggregate wind power data across mul-
tiple sites, and that second-order models are usually necessary and sufficient to capture
the transitional behaviour over timescales up to several hours. This means that there are
two free parameters, out of ϕ1, ϕ2 and σ, that must be chosen to provide the best fit to
all the required transitional characteristics; once they have been chosen, the third param-
eter is constrained by the requirement that X(k) ∼ N(0, 1) which means that it satisfies
Equation (2.14).
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A reasonable fit can be achieved by transforming the historic wind power data to the
X-domain by inversion of Equation (3.2) and using the Yule-Walker equations [46]; how-
ever, having thus obtained initial estimates of the AR parameters from the Yule-Walker
equations, we found that small manual adjustments to the parameters could often im-
prove the fit to P-domain properties such as the “volatility curve”, i.e. the RMS (root
mean square) power output change as a function of time lag. The adjustment of the pa-
rameters is relatively straightforward in a second-order model. The short-term volatility
can be adjusted by changing σ accordingly, while keeping ϕ2 constant and simultane-
ously adjusting ϕ1 in order to satisfy Equation (2.14). Meanwhile, ϕ2 is a measure of
the degree of trending, with typical values around −0.6 for large fleets with an hourly
timestep; it is approximately equal to the autocorrelation of successive increments multi-
plied by −1. Making ϕ2 more negative, while keeping σ constant and adjusting ϕ1 so as
to satisfy (2.14), has a similar effect to increasing σ but increases the longer-term volatility
relatively more than the short-term volatility.
3.3. Calibration: Unadjusted Model
The MIDAS dataset [21] contains hourly values of the average wind speed observed be-
tween 40 and 50 minutes past the hour at a large number of weather stations in Britain.
Olmos [56, 57] used data from 116 stations from July 2001 to June 2007 and converted
the anemometer height (10m) wind speeds to 60m hub-height ones by multiplying by
61/7 = 1.292, which is derived from the power law
U(z)
U(z0)
=
(
z
z0
)α
, (3.3)
whereU(z) is the wind speed at zmetres AGL (Above Ground Level), z0 is the anemome-
ter height, and α is a power index. The value of α depends on surface roughness and
atmospheric stability conditions but is commonly set to 1/7 ≈ 0.14 (as here), as recom-
mended by Peterson and Hennessey [58]. A wind turbine power curve was then used to
convert the hub-height wind speeds to a power output time series for each station.
The stations were grouped into 16 regions, and the regional wind power output (per
unit capacity) for each hour was taken as the average power output from all stations in
each region. The data was further adjusted to ensure that the observed long-term av-
erage capacity factor of about 28% was achieved in the synthetic dataset. The dataset
comprises 52 584 wind power values for each of the 16 regions, although roughly 2% of
the data is missing. We used the per-region data, weighted according to expected wind
capacities in each region circa 2030, and summed to produce a single time series of na-
tional aggregated wind output. The regional weightings were estimated from the 2030
core buildout scenario illustrated in Po¨yry [54]. Since no offshore data was available, the
offshore capacities were mapped to nearby onshore regions. The weightings are listed
in Table 3.1. The aggregate time series was split into seasonal data representing Spring
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Region Weighting
East Anglia 4
East England 7
East Midlands 8
London 0
North East England 1
North East Scotland 4
Northern Isles 0
North Wales 3
North West England 6
North West Scotland 2
South England 3
South East England 3
South Scotland 8
South Wales 1
South West England 0.5
West Midlands 0
Table 3.1: Relative regional weightings (inc. offshore capacities) applied to regional onshore wind power
data to generate aggregate time series.
(Mar–May), Summer (Jun–Aug), Autumn (Sep–Nov) and Winter (Dec–Feb), with sepa-
rate models fitted to each season using the technique described in section 2.2. Calibration
of the autoregressive parameters was performed using the Yule-Walker equations to ob-
tain initial values, which were subsequently adjusted to improve the fit of the volatility
curve up to a lag of 24 hours. The entire six-year dataset was used for both calibration
and validation. In order to indicate how the calibration would have changed if different
partitions of the dataset had been used for calibration or validation, we present many
of the statistical properties both as average values across all six years, and for each indi-
vidual year. We present the equivalent statistics in simulated datasets using the mean,
2.5th percentile and 97.5th percentile values over 1000 years of simulation. One would
therefore expect 95% of the historic values to lie within these limits, if the model provides
a correct representation of the interannual variability.
3.4. Quality of fit
Figure 3.1a shows the histogram of mean (square markers) and annual (diamond mark-
ers) wind power output from the historic data, and the mean (middle line) and 97.5/2.5
percentiles per bucket (upper / lower lines) from 1000 year-long simulations. (Each sea-
sonal model was used for a quarter of each simulation.) An exact fit is achieved between
themean historic values and themean simulated ones. This is to be expected as the fitting
process allows the historic distribution to be reproduced exactly. Of more interest is the
interannual variability. Nearly all the occurrence rates in the historic data are within the
2.5th and 97.5th percentile range, indicating that the interannual variability in the model
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(b) Volatility curve
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(c) Histogram of 1-hour changes
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(d) Histogram of 4-hour changes
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(e) Histogram of 8-hour changes
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(f) Histogram of 24-hour changes
Figure 3.1: Model calibration results in terms of (a) power output histogram, (b) volatility curve, (c)–(f) his-
tograms of power output changes over 1hr, 4hr, 8hr and 24hr respectively. Diamond markers
show values from each year of historic data. Square markers show average values from across
the whole 6-year historic dataset. The upper (blue) and lower (pink) lines show 97.5th and 2.5th
percentile values, respectively, from 1000 simulations each of length 1 year. The black lines show
average values from across the whole 1000-year simulation. An absence of a marker or line seg-
ment indicates no occurrences in the corresponding bucket.
56
CHAPTER 3. A TIME SERIES MODEL FOR THE AGGREGATE GB WIND OUTPUT CIRCA 2030
is of the right order of magnitude. However, analysis of the overall annual capacity
factors (mean power outputs) shows that the historic dataset exhibits significantly more
variation than the simulation. The range of annual capacity factors across the six years
is 24.3%–30.3%, a range of 6.0%; it was empirically found that six-year simulations had
only a 3% probability of exhibiting at least this range. Furthermore, the historic wind
speeds over the six-year period may have been unusually stable. Brayshaw et al. [59]
showed that the state of the North Atlantic Oscillation (NAO) can affect the expected en-
ergy output of wind farms over months and years, and that the NAO state was relatively
neutral and stable during the years of our historic dataset (2001–2007). It is therefore not
prudent to assume that the historic dataset is representative of the interannual variability
of a longer record.
Figure 3.1b shows the volatility curve, expressed as the RMS power output change
per unit wind capacity (p.u.), as a function of time lag. The volatilities are calculated on
a rolling basis, i.e. the t-hour volatility is
st =
√√√√∑N−tk=1 v(k)v(k + t) (P(k + t)− P(k))2
∑
N−t
k=1 v(k)v(k + t)
where N is the number of hourly records in the dataset and v(k) = 1 if the kth value is
present and 0 if it is missing. The average volatility is well represented by the synthetic
time series, but there is a wider range of annual volatilities in the historic data. Of par-
ticular note is the reproduction of the non-monotonicity of the historic volatility curve,
which occurs because of the strong diurnal periodicity in both the historic and simulated
data. The reason for this periodicity will be examined in detail in section 3.5.
Figures 3.1(c)–(f) show the distributions of absolute power output changes on a
rolling basis over 1, 4, 8 and 24 hours, for each year of historic data, as well as the av-
erage values across all six years, and the average values across a 1000-year simulation
along with the 2.5th and 97.5th percentiles as before. The distributions are fatter-tailed
than Gaussian: because of the logarithmic y-axis scale, a Gaussian distribution would be
parabolic in shape, with a flatter slope at low power output changes and stronger atten-
uation in the tail. By the Central Limit Theorem, we would expect that a sufficiently dis-
persed wind fleet would exhibit Gaussian distributions both for the wind power output
and the changes in wind power output. Clearly, a much larger fleet would be required in
order to make a Gaussian assumption valid. Louie [41] has suggested a Laplace distribu-
tion to model unconditional changes in aggregate wind power output over timescales up
to four hours; this finding was corroborated for the Danish and German cases in chapter
3. A Laplace distribution would appear as a straight line with a logarithmic y-axis. It
can be seen that in this case, the tail of the distribution is somewhat sub-Laplace at all
timescales.
It is important for a model to capture the tails of the power output change distribu-
tion if it is to be used in power system simulations, because short-term reserve require-
57
CHAPTER 3. A TIME SERIES MODEL FOR THE AGGREGATE GB WIND OUTPUT CIRCA 2030
ments are dominated by the risk of large, infrequent changes in supply availability. The
model provides a good fit to all the historic power output change distributions, including
the most extreme events occurring once per year or less. We might expect our model to
underrepresent extreme power output changes because it contains no explicit represen-
tation of turbine cutout, which can occur during storms to prevent damage to turbines.
Analysis of wind farm output data from Denmark in chapter 2 showed that wide-scale
turbine cutout during storms can give rise to outliers in the distribution which are not
reproduced by simulation. Six years of Danish data contained one instance of a drop
in aggregate wind output of 60% of capacity over four hours, during the windstorm of
8 January 2005, and this was outside the range of credible events in simulation. How-
ever, the GB historic data analysed here does not contain any instances of widespread
cutout over short periods. It may be that the much larger geographical reach of the GB
2030 fleet, relative to the Danish fleet, helps to ensure that such events will be vanish-
ingly rare, or it may simply be that the six-year dataset contains no widespread cutout
event through chance. Widespread cutout events have occurred in the current GB wind
fleet [60], but there is currently a concentration of wind capacity in Southern Scotland
which increases the likelihood of a large proportion of the fleet cutting out at once: the
future fleet will be much more dispersed. One should also bear in mind that, in systems
with high wind penetrations, the System Operator (SO) is likely to curtail the output of
wind farms as storm fronts approach in order to reduce the risk of very high ramp rates
occurring during cutout events.
Figure 3.2 shows the power output volatility as a function of the power output level.
Figure 3.2a shows a relatively high volatility at power output levels around 50% of ca-
pacity, with much lower volatility at very low or very high outputs, which can be seen in
both simulation and the historic data. The volatility over longer periods, as shown in Fig-
ure 3.2(b), (c) and (d), becomes more skewed as the lag increases, with relatively higher
volatility at high power output levels. In the model, this is due to the mean reversion
which tends to pull the power output downwards from high levels, so that high power
outputs cannot persist for long. It can be seen that the modelled behaviour is closely mir-
rored by the historic data. However, in the GB data analysed here as well as in other data
analysed in chapter 2, there is a slight tendency for simulated datasets to overestimate
the volatility at lower power levels and underestimate it at high power levels (although
the interannual variability is also high at high power levels).
It should be noted that, since W(·) and µ(j) are fixed by the initial calibration to the
long-term distribution and diurnal variation, the fit to the entire gamut of transitional
statistics shown in Figures 3.1 and 3.2 is achieved by tuning just two free autoregressive
parameters.
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Figure 3.2: Model calibration results in terms of variation of volatility with power output level: (a) 1-hour
volatility, (b) 4-hour volatility, (c) 8-hour volaility, (d) 24-hour volatility. Diamond markers show
values from each year of historic data. Square markers show average values from across the
whole 6-year historic dataset. The upper (blue) and lower (pink) lines show 97.5th and 2.5th
percentile values, respectively, from 1000 simulations each of length 1 year. The black lines show
average values from across the whole 1000-year simulation.
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Figure 3.3: Diurnal variation by season for (a) MIDAS-derived power output, (b) metered power output for
Southern Scotland, Jul 2006–Jun 2007
3.5. Comparison of diurnal variation with metered wind farm
output
Figure 3.3a shows the mean power output in Southern Scotland as a function of the time
of day, for each season during the year beginning 1 Jul 2006, as derived from the MIDAS
wind speed data by Olmos [56]. The time series has a strong diurnal component, with
the mean power output peaking in the early afternoon, especially in spring and summer.
Figure 3.3b shows the equivalent characteristic for the aggregate output of transmission-
connected wind farms, as recorded by National Grid for the same year, during which
all transmission-connected capacity was in Southern Scotland. The diurnal variation in
the wind speed-derived power output is much stronger than that observed in metered
output from wind turbines. Although the data we present covers only a single region
for a single year, it is consistent with other studies: Sinden [53] presents a figure similar
to Figure 3.3a using 33 years of wind speed data for 66 onshore GB sites, in which the
diurnal variation in mean power output in summer is about 18% of capacity; Danish and
Germanmetered wind output data analysed in chapter 2 shows similar features to Figure
3.3b, with a modest variation during April to September, and very little diurnality during
the rest of the year (see Figure 2.2 on page 39).
The main cause of the discrepancy is the use of a constant multiple to extrapolate
wind speeds, as recorded by anemometers at 10m AGL, to turbine hub height, which
Olmos [56] assumes to be 60m AGL. The standard approach used by Olmos [56] and in
many other studies is to use the power law of Equation (3.3). However, using a constant
power index ignores the diurnal variation in atmospheric stability: on clear days, solar
heating of the ground causes convective mixing in the near-surface air, allowing more of
themomentum at higher levels (above 100m or so) to be transferred down to anemometer
height. At night, however, radiative cooling of the ground can stabilise the atmosphere,
which prevents the momentum transfer so that the air near the ground can be quite still
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while the wind is blowing strongly above the surface layer. This explains why the peak
wind speed at 10m AGL occurs in the early afternoon and why the variation is most
pronounced in summer. Since the effect of convective mixing is to transfer more of the
momentum from higher levels towards ground level, the variation can be reversed above
the surface layer, with the peak wind speed occurring at night.
The effect has been widely studied and quantified using wind speed measurements
on tall towers at many locations in Europe and the USA [61–65]. All studies found consis-
tent diurnal fluctuations in the profile of mean wind speed with height. Van den Berg’s
analysis for a site in the Netherlands [65] showed that, for extrapolating 10mwind speeds
to 80m, the appropriate power index α varied between zero and 0.6, depending on the
ground heat flux. In order to obtain the correct diurnal profile for mean wind speeds
across the whole year, the appropriate value oscillated between about 0.14 during the
day and 0.3 at night. Wieringa [63] observed that the “phase reversal” height, above
which mean wind speeds peak at night, is typically around 40-100m AGL, i.e. around
wind turbine hub height. If the phase reversal does occur at hub height then we might
expect the diurnal variation for wind turbine output to be close to zero. However, obser-
vation of real metered wind output in Britain (Figure 3.5b), and the Danish and German
data from chapter 2, shows that this is not the case, at least during spring and summer
(Mar–Aug): peakmean output occurs in the early afternoon aswith anemometry-derived
wind power, albeit with much lower amplitudes. This may be explained by the obser-
vation in [63] that the reversal height is raised in summer, to about 110m AGL, which is
above the hub height of onshore turbines currently in operation. A corollary is that we
would expect the diurnality to be reduced as average hub heights increase.
3.6. Model adjustments
As well as overestimating the diurnal variation in mean wind power by ignoring the
diurnal behaviour of atmospheric stability, the anemometry-derived data does not repre-
sent the offshore component, which is expected to represent more than half the capacity
by 2030 [54]. Offshore winds do not exhibit diurnality in the way that onshore winds do,
because the sea surface is not heated by the sun in the same way as the ground [66]. In
order to compensate for this and the systematic errors discussed in section 3.5, we ad-
justed the additive terms µ(j), which give rise to a diurnal variation by means of their
role in Equation (3.2), by multiplying them by 0.25.
Another important difference between offshore and onshore wind power is the
higher average capacity factor of turbines at offshore sites. An estimate of the aggre-
gate wind power output distribution for the GB fleet in 2030 is presented by Po¨yry [54]
for eight consecutive years. Their estimate was obtained using a combination of MIDAS
data for the onshore sites and mesoscale modelling for the offshore sites. The distribu-
tion is presented as a duration curve, which is a representation of the inverse Cumulative
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Figure 3.4: Annual duration curves for aggregate 2030 GB wind output from (a) Po¨yry [54], (b) Adjusted
Model.
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Figure 3.5: Effect of parameter adjustments on (a) power output histogram, (b) volatility curve.
Distribution Function (CDF), for a 43GWwind capacity, and is reproduced in Figure 3.4a.
In order to adjust the model to reproduce these curves, we “stretched” the four seasonal
transformation (W) functions, which are represented by linear interpolation of a sequence
of (x, y) pairs, by replacing each x value with Ax + B where A and B are constants. This
means that, for each season, the adjusted W function Wadj(·) is related to the unadjusted
one Wunadj(·) by
Wadj(Ax + B) = Wunadj(x). (3.4)
The constants A and B were the same for each season and were chosen in order to give
a good representation of the duration curves in [54]; the resulting values were A = 0.97,
B = −0.3. The duration curves for eight years simulated with the Adjusted Model (with
reduced µ values and stretched W functions) are shown in Figure 3.4b. A good match to
the Po¨yry data is obtained.
The effect of the model adjustments on the long-term power output histogram is
shown in Figure 3.5a. The mean value increases from 28% to 33%. Figure 3.5b shows the
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effect on the volatility curve. The non-monotonicity in the Unadjusted Model, which is
due to the strong diurnal component, has been removed, with a consequent reduction in
the volatility up to lags of around 16h. The 24h volatility (which is unaffected by sys-
tematic diurnal variations) has increased somewhat due to the greater likelihood of the
aggregate wind power being in the higher, more volatile region. We have not adjusted
the autoregressive parameters ϕ1, ϕ2 and σ. In reality, we have observed that the effect
of increasing region size is generally to reduce the short-term volatility in the X-domain
(but not the asymptotic volatility, which is always
√
2 as a consequence of the asymp-
totic variance of X being fixed at unity). By keeping the autoregressive parameters fixed
we may therefore be somewhat overestimating the short-term volatility of the aggregate
onshore/offshore wind output. However, there are reasons for supposing that the dis-
persion benefits of adding offshore capacity will be limited, as wind speeds tend to be
more coherent offshore and large groups of turbines will be located close to each other,
as has been flagged by National Grid [67].
The distributions of power output changes for the Adjusted Model over 1, 4, 8 and
24h are shown in Figure 3.6a, and the volatilities as functions of power output in Figure
3.6b. These transitional statistics are similar to those of the Unadjusted Model shown
in Figures 3.1 and 3.2. The seasonal and diurnal variation of the mean power output is
shown in Figure 3.7. An example of a two-month simulated time history is shown in
Figure 3.8, which can be compared with an equivalent time history shown in Figure 2
of [54].
The complete parameterisation of the Adjusted Model is given in Appendix B. Au-
toregressive parameters are presented for both hourly and half-hourly timesteps. The
half-hourly parameters were chosen to fit the volatility curve of the hourly model as
closely as possible; it has not been fitted to real half-hourly data. Analysis of quarter-
hourly German data showed that, when a second-order model is used with sub-hourly
timesteps, it tends to underestimate the intra-hour volatility; it should therefore be used
with caution in applications where wind variations on sub-hourly timescales are impor-
tant.
3.7. Conclusion
We have shown that a second-order autoregressive model, suitably transformed, can re-
produce most of the important statistical characteristics of the aggregate output of a large
wind fleet in GB, as derived from onshore wind speed data. Adjustments to the param-
eters allow us to compensate for the excessive diurnality that is present in anemometry-
derived wind power datasets, and the addition of offshore wind farms.
It should be noted that the Adjusted Model presented here has not been calibrated to
a time series incorporating real offshore wind data, but is limited to the available onshore
data and what is publicly available in the literature. An analysis of the goodness of fit,
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Figure 3.6: (a) Distribution of power output changes in Adjusted Model, (b) variation of volatility with
power output level in Adjusted Model.
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Figure 3.7: Diurnal and seasonal variation of mean power output in Adjusted Model.
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Figure 3.8: Two-month example time history simulation with Adjusted Model.
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particularly in the transitional statistics, will have to await the publication of high-quality
offshore wind time series.
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4. Efficient stochastic scheduling for
simulation of wind-integrated power
systems
Abstract
Time-domain scheduling simulation is the most effective tool for predicting the op-
erational costs in wind-integrated power systems, because it can represent the inter-
temporal constraints that limit the balancing actions of the thermal plant, storage
and demand-side measures. High wind penetrations demand just-in-time commit-
ment decisions that reflect the uncertainties in the wind infeed, so that it is desirable
to generate the scheduling decisions using Stochastic Unit Commitment (SUC) with
rolling planning. However, the computational burden can make such methods im-
practical in long simulations. We present an efficient formulation of the SUC prob-
lem that is designed for use in scheduling simulations of single-bus power systems.
Unlike traditional SUC techniques, the proposed formulation uses a quantile-based
scenario tree structure that avoids the need for exogenous operating reserves. We
compare the performance of various tree topologies in year-long simulations of a
large system. Simple quantile-based trees give statistically significant cost improve-
ments over fixed-quantile deterministic methods and compare favourably with trees
based on Monte Carlo-generated scenarios.
4.1. Introduction
A decarbonised power system is likely to be characterised by: a large, relatively inflexible
nuclear baseload; a high penetration of intermittent and partially unpredictable renew-
ables, which in many countries will be dominated by wind; and a fossil-fuel fleet (per-
haps with CCS) running at much lower load factors than at present. A central challenge
of large-scale wind integration, therefore, is the ability to absorb the wind generation
with a thermal fleet of reduced flexibility.
One measure of the system’s ability to absorb wind is the wind uncertainty cost,
which is the extra cost of operating the system due to the short-term wind uncertainty.
Simple statistical analysis cannot tell us this cost, because the dispatchable elements,
which balance the wind intermittency, are subject to intertemporal constraints that limit
their responsiveness. Examples of these constraints are startup times for thermal gener-
ators, and limitations to the amount of storable energy. In order to understand the effect
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that these limitations have on the operating costs of a wind-integrated system, we must
simulate the scheduling of the entire system in the time domain, accounting for the in-
tertemporal constraints at some level. The costs of integrating wind are assessed using
time-domain simulation in a number of studies, as summarised by Holttinen et al. [68].
These costs are a function not only of the physical and statistical characteristics of
the power system (e.g. wind forecast accuracy and startup costs for thermal units), but
also the operational strategies employed by the System Operator (SO) to deal with the
uncertainties. Many studies have modelled the wind output uncertainty by finding the
optimal schedule assuming perfect forecast accuracy, and including an explicit reserve
requirement to protect the system in case the realised wind power is different from fore-
cast. In a simulation, the reserves are typically split into “spinning reserve”, which is
provided by the available headroom in synchronised hydrothermal units, and “standing
reserve”, which is provided by quick-start plant such as pumped hydro andOCGT (Open
Cycle Gas Turbines). (Real systems, however, contain several categories of spinning re-
serve which can be deployed over various timeframes: see Rebours and Kirschen [69] for
a summary of these.) Reserve requirements can be specified as a fixed proportion of the
load [70], or as a fixed quantile of the distribution of total forecast error [52,71]. Although
such deterministic treatment approximates the reserve scheduling procedure in current
systems, it means that selection of the reserve requirement becomes a key element in
determining the uncertainty costs. Quantitative comparisons of different cases, such as
different levels of wind penetration, become meaningless unless appropriate reserve re-
quirements are chosen separately for each case. Furthermore, deterministic methods will
in general lead to suboptimal schedules in stochastic systems because theymake commit-
ment decisions with an incomplete awareness of the range of outcomes of the stochastic
variables. Robust optimization techniques [18] can be invoked for cases where the full
distribution of outcomes is not known.
An alternative approach is to find the scheduling decisions that minimise the expected
operating costs, given the wind output uncertainty and the Value of Lost Load (VOLL),
so that the optimal level of reserve is always in place. Stochastic Unit Commitment (SUC)
can in theory accomplish this by discretising the range of possible wind outcomes into a
representative “scenario tree” (Figure 4.1) and finding the optimal generation decisions
for each node on the tree. The first SUC formulation was proposed in 1968 [72] but
was limited by the computational power of the time; the first practical applications were
developed some 30 years later [73]. Early SUC implementations focused on demand
uncertainty and generator outages, but the greater uncertainties caused by high wind
penetrations have spurred several implementations where wind uncertainty is the main
concern [74–81].
All SUC implementations suffer from potential computational difficulties caused by
the high dimensionality of the range of outcomes of the stochastic variables. Bouffard
et al. [74] use a four-stage tree with seven branches at each stage, resulting in 2401 sce-
narios. Because of the computational burden of optimising a power system schedule
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Figure 4.2: Illustration of Heitsch-Ro¨misch scenario reduction algorithm as used in WILMAR [83].
over so many scenarios, they confine their case study to a very simple system with a
four-hour commitment horizon. Other authors have reduced the scenario set to a small
number (typically a dozen or so) using scenario reduction techniques. Variants of the sce-
nario reduction algorithms of Heitsch and Ro¨misch [82] are used inMeibom et al. [75] and
Morales et al. [76]. A detailed description of the backward reduction algorithm from [82]
as implemented in WILMAR is given by Barth et al. [83], and we summarise it briefly
here. The algorithm produces reduced scenario trees in three stages (Figure 4.2). First,
a large number of equiprobable scenarios for the forecast error (2000, say) are generated
at random by Monte Carlo (Figure 4.2a). In the second stage, scenarios that are similar
to other scenarios are deleted until the desired number remain (Figure 4.2b). In the third
stage, nodal branching is introduced by merging the early stages of similar scenarios un-
til the desired branching topology is obtained (Figure 4.2c). It can be seen from Figure
4.2c that the merging stage can produce unnatural scenarios with fast ramping. This is
because the algorithm repeatedly merges the early stages of the two most similar scenar-
ios, replacing an early portion of one scenario with the corresponding portion from the
scenario to which it is merged. The last two scenarios to be merged are likely to be quite
different, as they are the two scenarios most unlike any other, so that the scenario that
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loses its early portion will exhibit a marked jump at the imposed branching point.
Another problem with the Heitsch-Ro¨misch backward reduction algorithm is the
tendency for the most extreme scenarios to be deleted. The problem can be seen by
comparing Figures 4.2a and 4.2c. The spread of forecast errors covered by the scenar-
ios is severely reduced by the reduction and merging process, particularly in the early
stages of the tree (near the root node). However, the requirement for online capacity may
be dominated by low-probability worst case scenarios, when high-cost generation may
need to be deployed or involuntary loadshedding may occur at a cost of perhaps 500
times the cost of generation.
Other scenario generation methods have been proposed in the literature, but they
tend to suffer from similar problems. Constantinescu et al. [79] use a Numerical Weather
Prediction (NWP) model to generate scenarios from an ensemble of initial conditions.
Their work is intended to demonstrate how a real-world wind forecasting system might
be integrated into a UC procedure, and is not suitable for power system simulations due
to the computational complexity. Pappala et al. [80] use Particle Swarm Optimisation
(PSO) to generate a representative scenario set, but these scenarios span only a 90% con-
fidence interval. Papavasiliou et al. [81] generate many scenarios at random, and select
eleven of them based on heuristic criteria, such as the scenario with the smallest wind
output level. The scenarios are weighted in the objective function in order to reproduce
the correct expectation of the wind power throughout the scheduling period as closely as
possible. Although this procedure can be forced to contain at least one extreme scenario,
there is no guarantee that this scenario will have an extreme value at the most critical
time(s) within the scheduling period, and its weighting is derived in order to conserve
the overall expectation rather than the likelihood of its occurrence.
Ruiz et al. [77] specify three scenarios, with heuristically specified percentiles and
weightings, to span the distribution of the net demand (demand net wind) forecast error:
zero error, and the 5th and 95th percentiles, with scenario weights of 0.80, 0.10 and 0.10
respectively. These authors do not attempt to capture theworst-case scenario, and instead
advocate the use of additional reserve constraints. We have termed this approach Hybrid
SUC in chapter 1. Meibom et al. [84], who apply theWILMAR tool [75] to the Irish system,
also use a hybrid approach, modifying the scenario reduction process of [83] to include a
reserve requirement in order to compensate for the problem of extreme scenario deletion.
During scenario reduction, the unreduced scenarios that are mapped to each reduced
scenario are kept in memory, and the 90th percentile worst case from them is used to
generate a reserve requirement at each node. Details of the method can be found in
Meibom et al. [85].
As argued by Bouffard et al. [74], a large potential benefit of scheduling the system
with SUC is the automatic provision of the optimal level of security, commensurate with
the costs and risks (Pure SUC). Exogenous reserve levels, whether specified as quan-
tiles or otherwise, need careful tuning, and the optimal value may vary as circumstances
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change. Possibly because of the difficulties in tuning the different reserve requirements
for Hybrid SUC and DUC, the literature reports a wide range for the potential savings
with stochastic scheduling relative to deterministic scheduling, ranging from zero [78] to
about 50% of the value of perfect forecasting relative to deterministic methods [86].
The objective function to be minimised in an SUC problem is the expected operating
cost. Therefore, it is the distribution of cost outcomes that should be closely approximated
by the scenario tree, rather than the distribution of wind outcomes. Importance Sampling
(IS) methods can be used to adapt the scenario tree, for example by refining it where
the Expected Value of Perfect Information (EVPI) is highest, and coarsening it where the
EVPI is lowest, as proposed by Dempster and Thompson [87]. In an SUC, IS would tend
to concentrate the scenarios near the worst-case outcome. Such methods require an itera-
tive solution because the solved nodal costs are needed in order to adapt the scenario tree
structure, although Vigerske andNowak [88] have proposed amethod for integrating the
scenario reduction into the solution process for the stochastic program. Morales et al. [89]
propose a non-iterative approximation based on the forward selection algorithm of [82].
An example of the method’s application to the scheduling of wind power can be found
in the PhD thesis of Morales [90], section 3.4.5. This approach requires the solution of a
DUC corresponding to each unreduced scenario, along with a DUC corresponding to the
expected outcome to fix the first-stage variables (e.g. day-ahead commitment decisions).
In this thesis we propose a simpler strategy in which the user is relied upon to supply a
tree with appropriately skewed scenarios.
The operational economics of a stochastic power system are sensitive to the fre-
quency of the UC runs. In [77–80], the schedule is calculated daily, with the same commit-
ment schedule assumed across all scenarios for the thermal units (except fast-start units).
Power output levels are calculated in a separate Economic Dispatch (ED) in response to
the wind realisation. In practice, startup and shutdown decisions can be adjusted by
short-termmarkets and SO actions as information becomes available. A simulator, there-
fore, needs to make just-in-time commitment decisions, using the same information and
intertemporal constraints that would exist in reality, if it is to represent system operation.
The adjustment of future (recourse) decisions can be simulated by rolling planning: per-
forming a UC every timestep, implementing the here-and-now decisions and discarding
those beyond it. The value of rolling planning was demonstrated by Tuohy et al. [86]
using the WILMAR tool [84]. However, power system simulations with SUC and rolling
planning impose a great computational burden: for example, Tuohy et al. [86] report that
a single-bus model of the Irish system with a 6-scenario SUC and hourly rolling took 8
days to simulate one year of operation.
The contributions of this chapter are threefold. First, we present a new formulation of
the SUC problem that allows an efficient representation of simplified, large-scale power
systems in scheduling simulations. Second, we show how quantile-based scenario trees
can be constructed so as to solve the SUC problem without explicit reserve constraints
against the wind output uncertainty (Pure SUC). Third, we use scheduling simulations
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with rolling planning to compare different tree topologies and scenario generation meth-
ods. The effect of the scenario tree topology on the SUC solution has not previously been
reported in the literature.
Section 4.2 provides an overview of the modelling approach. Section 4.3 presents the
linear program, which relies on nodal probabilities andwind power levels that are precal-
culated using methodology described in section 4.4 and 4.5. The case study is presented
in sections 4.6 and 4.7.
4.2. Modelling approach
We assume that all commitment and dispatch decisions are made by a SO who seeks to
minimise the system operating costs using Mixed Integer Linear Programming to opti-
mise the schedules. We run the simulations with rolling planning, performing a complete
SUC calculation with a 24-hour horizon at every hourly timestep, and discarding all deci-
sions beyond the root node (here-and-now) ones. In this chapter, we assume wind power
uncertainty only. The wind realisation is generated using the aggregated wind model
developed in chapter 2 and parameterised in chapter 3, and the same model is used to
characterise the wind uncertainty. In a practical application of the proposed method,
one might use a combined forecast error model comprising uncertain wind, demand and
generator outages. The sudden nature of generator failures requires extra fast-acting pri-
mary reserves, called frequency response (abbreviated to response in this thesis) on the GB
system, that are not modelled here. An extended model, incorporating wind, demand
and generator outages as well as primary reserves, will be presented in chapter 6.
The scenario tree is created from a user-defined topology. The forecast error levels at
each node are determined from user-defined quantiles of the forecast error distribution,
conditional on the state of the forecast error at the node’s progenitor, i.e. its most recent
branching ancestor. In this way it is possible to build up scenario trees of arbitrary com-
plexity that span the full range of the forecast error distribution. Including scenarios that
cover the worst-case tail of the distribution allows the UC to be solved without explicit
reserve constraints. Rather than using automatic adaptive methods such as [87] to find
the best scenario set, we rely on the user to define appropriate scenarios based on system
properties.
We also allow the user to reduce the temporal granularity of the tree near the leaves
(terminal nodes) to improve run times. Because of the rolling planning environment,
the operating decisions made at later stages in the 24-hour schedule need to be correct
only to the extent that they inform the here-and-now decisions; we found that the results
were not significantly affected by assuming that the system state is constant for periods
of several hours at these later stages.
Multi-year simulation of short-term power system operation will always require
some radical simplifications. A key simplification used throughout this thesis is the rep-
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resentation of the whole system at a single bus, which avoids the need for modelling
power flows or the high-dimensional uncertainties in multiple wind infeeds. We also
simplify the treatment of thermal generators, allowing large numbers of generators to be
modelled efficiently.
The operational characteristics of thermal generation are characterised by: fuel usage
that is a non-linear function of power output (the heat curve); startup times and costs that
depend on off-time; and a level of Minimum Stable Generation (MSG), below which the
plant cannot operate, except during startup and shutdown procedures. In our implemen-
tation, the number of decision variables and constraints is reduced by assuming a linear
heat curve, and fixed startup times and costs. Although the model provides for ramp
rate constraints, they tend not to be active with an hourly timestep in modern generators
(since the full range of stable generation levels can be spanned in a single hour).
The implementation is designed to model large groups of identical units in an effi-
cient manner. Large-scale power systems may include hundreds of thermal plants, and
it is computationally expensive to schedule them all individually in a long-term simula-
tion. Carøe and Schultz [91], who modelled groups of identical coal units in their SUC
formulation, used integer variables to keep track of the number of units that were on or
off, without the extra expense of modelling each unit individually. A similar idea is em-
ployed inWILMAR [75] using continuous variables for large groups of generators. In the
WILMAR formulation, the state of the group is tracked using two continuous variables,
representing the total power output and the online capacity. Although the formulation
does not represent the way in which the power output is divided among the online units,
the total operating costs are not affected by this as long as the heat curves are linear.
Linear equations and constraints can be used to represent intertemporal limitations and
startup costs, as documented in [92], and a similar approach can also be found in [93].
The WILMAR grouped approach does not account for the lumpiness of the gener-
ation capacity; neither does it exactly represent the intertemporal constraints because it
does not track startups and shutdowns separately. For example, if a unit comes online at
the same time as an identically sized unit is shut down, the minimum up-time constraint
will not be correctly applied to the newly online capacity. Such an occurrence may oc-
cur with rolling planning and long startup times: a startup decision may be regretted if
the wind power at the time the unit comes online is higher than forecast, necessitating
the shutdown of other units. Another disadvantage of the WILMAR approach is that it
requires non-anticipativity constraints in the scenario tree relating to startups, which can
be seen by reference to Figure 4.1: if a unit with startup time τ(n) comes online at node
n, it must have been started up at node nr and so the unit must also come online at nodes
n′ and n′′.
An alternative formulation would be to use three decision variables to model the sta-
tus of each unit group at each node: the total power output, the capacity started up, and
the capacity shut down. In this way, a more rigorous application of the intertemporal
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constraints is possible and the startup-related non-anticipativity constraints are avoided.
In our formulation, we model numbers of units started up and shut down rather than the
capacity; the capacity equivalents can be obtained by multiplying by the unit size. The
lumpiness of generation can therefore be included by using integer variables instead of
continuous ones. If the number of units in each group is set to one, the integer variables
become binary and the units can all be modelled individually in similar fashion to tradi-
tional formulations such as Dillon et al. [94]. Recent work by Ostrowski et al. [95] suggests
that using multiple binary variables to define the commitment state in this way can be
more efficient than restricting the formulation to one commitment variable per generator
at each node, as suggested by Carrio´n and Arroyo [96].
4.3. Linear Program for Stochastic Unit Commitment
The (Mixed Integer) Linear Program defining the SUC formulation is described in the
sections that follow. The symbols used are defined in the List of Symbols from page 12.
4.3.1. Objective function and load balance constraint
The SUC linear program is:
Minimise
∑
n∈N
π(n)
(
cLS ∆τ(n) PLS(n) + ∑
g∈G
Cg(n)
)
(4.1)
subject to the load balance constraint (4.2), and local constraints for the thermal units
(4.11)–(4.13) and storage units (4.18)–(4.20), with all decision variables floored at zero.
The generation cost Cg(n) is defined in (4.10). The nodal probability π(n) is defined
in section 4.4.2. Note that, unlike most formulations in the literature, we express the
objective function as a summation across the nodes in the scenario tree rather than a dou-
ble summation across the scenarios and timestages. The latter approach requires non-
anticipativity constraints that equate the decision variables at timestages that are shared
across multiple scenarios; such constraints are not necessary in our version. The differ-
ence between the two approaches is merely a matter of computational housekeeping. In
the version preesnted here, values for the decision variables are assigned at each node on
the scenario tree; in this manner, non-anticipativity constraints are automatically satisfied
across multiple scenarios that share common nodes.
The load balance constraint, applied to all n ∈ N at the kth timestep, is:
∑
g∈G
Pg(n) + ∑
s∈S
(
Pdiss (n)− Pchs (n)
)
+ Pwn(n) + PLS(n)− PWC(n) = Pd(k + ℓ(n)). (4.2)
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4.3.2. Slow-starting thermal unit constraints and cost functions
The local constraints pertaining to thermal units with non-zero startup times are set out
in this section. The shutdown and startup decision variables, Nsdg and N
st
g , are nominally
integer variables, but can be relaxed to continuous ones to reduce run times. All other
decision variables are continuous.
Some of the constraints at node n refer to subsets of the ancestors of n. The subsets
are defined as follows. If a generator in group g starts generating at node n, then it must
have been started up at a node in the set
Astg (n) = A(n) ∩
{
n′ ∈ N ∪P : τ(a(n))− Tstg < τ(n′) ≤ τ(n)− Tstg
}
. (4.3)
(Note that, because some nodes may represent longer time intervals than others, Astg (n)
may contain more than one node.)
If a generator in group g is shut down at node n, it cannot have started generating at
any node in the set
Amug (n) = A(n) ∩
{
n′ ∈ N ∪P : τ(n)− Tmug < τ(n′) < τ(n)
}
. (4.4)
If a generator in group g is started up at node n, it cannot have been shut down at any
node in the set
Amog (n) = A(n) ∩
{
n′ ∈ N ∪P : τ(n)− Tmog < τ(n′) < τ(n)
}
. (4.5)
Some linear expressions, referred to within the constraints and objective function, are
defined below. The number of generators that start generating at node n is equal to the
number of generators that were started up Tst previously:
N
sg
g (n) = ∑
a∈Astg (n)
Nstg (a) (4.6)
The number of generators that are generating at node n is equal to the number of gener-
ators that were generating at node n’s parent, plus the number that started generating at
node n, less the number that are shut down at node n:
N
up
g (n) = N
up
g (a(n)) + N
sg
g (n)− Nsdg (n). (4.7)
The number of generators that are off at node n is equal to the number of generators
that were off at node n’s parent, plus the number that are shut down at node n, less the
number that are started up at node n:
N
off
g (n) = N
off
g (a(n)) + N
sd
g (n)− Nstg (n). (4.8)
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The total power output and operating costs for each generator group can then be written:
Pg(n) = P
msg
g N
up
g (n) + P
x
g (n), (4.9)
Cg(n) = C
st
g N
sg
g (n) + ∆τ(n)
(
cnlg N
up
g (n) + c
m
g Pg(n)
)
. (4.10)
The following constraints are applied to all thermal unit groups g ∈ G, for each node
n ∈ N :
The total power in excess of MSG is limited by the number of generating units and
the power output range of each unit:
Pxg (n) ≤ Nupg (n)
(
Pmaxg − Pmsgg
)
. (4.11)
The number of units that are shut down at node n is limited to the total number of units
that were generating at node n’s parent, less the number of units that have been generat-
ing for less than Tmu hours:
Nsdg (n) ≤ Nupg (a(n))− ∑
a∈Amug (n)
N
sg
g (a). (4.12)
The number of units that are started up at node n is limited to the number of units that
were off at node n’s parent, less the number of units that have been off for less than Tmo
hours:
Nstg (n) ≤ Noffg (a(n))− ∑
a∈Amog (n)
Nsdg (a). (4.13)
The total number of units in each group is specified through the values of the com-
mitment variables for all past nodes (n ∈ P) at t = 0. For example, if all units are up at the
start of the simulation wewould specify initial values of N
up
g = N
u
g , N
off
g = N
sd
g = N
st
g = 0
at the past nodes.
In the proposed formulation, the commitment variables Nst and Nsd are not con-
strained to be equal at all nodes with a given lookahead time τ. This contrasts with
stochastic formulations that are designed to commit the thermal units for the day-ahead
schedule [77–81]. With the rolling planning approach, we allow different commitment
variables in different scenarios.
Ramp rate limits can also be modelled in the multi-unit group formulation. Since
the average output of each unit in the group (in excess of MSG) at node n can be written
Pxg (n)/N
up
g (n), one might wish to use the constraint
−∆τ(a) ∆Prdg ≤
Pxg (n)
N
up
g (n)
− P
x
g (a)
N
up
g (a)
≤ ∆τ(a) ∆Prug
wherewe have abbreviated a(n) to a. However, this contains a non-linear expression, and
hence, cannot be included in a Linear Program. If we are modelling ramp constraints, we
75
CHAPTER 4. EFFICIENT STOCHASTIC SCHEDULING FOR SIMULATION OF WIND-INTEGRATED
POWER SYSTEMS
therefore have to make certain assumptions about the output of individual generators
within the group.
The ramp constraints are as follows:
Pxg (n)− Pxg (a) ≤ ∆τ(a) ∆Prug Nupg (n) (4.14)
Pxg (n)− Pxg (a) ≥ −∆τ(a) ∆Prdg Nupg (a) (4.15)
where we have again used a ≡ a(n) for brevity. Equation (4.14) means that, if some
units came up at node n, the power output of any newly online units is limited to P
msg
g +
∆τ(a) ∆Prug . Equation (4.15) means that, if any units are shut down at node n, they must
each still be generating at least (Pxg (a)/N
up
g (a)) − ∆τ(a) ∆Prdg at node n. If the group
contains just one unit (Nug = 1) then the interaction of Equations (4.15) and (4.11) means
that the unit must be ramped down to P
msg
g before being shut down. (Note however that,
since startup and shutdown ramps between zero output and MSG are not modelled, the
power output dynamics during startup and shutdown are rather simplified anyway.)
There are some inconsistencies within the ramp constraints. We assume that the
individual outputs within a generator group are not sufficiently diverse that the change
in output from one timestep to the next is limited by Pmax or Pmsg for some generators, and
by ∆Pru or ∆Prd for others. All units in the group are therefore assumed to be generating
similar outputs at all times. But because of the ramp constraints, any newly started units
may be unable to reach the output of those that are already running, within a single
timestep. This is an inevitable result of lumping the generation of many units into one
power output.
When using scenario trees with a short horizon, it is necessary to assign a value to
thermal units being online at the leaf (terminal) nodes in order to prevent units being
shut down prematurely. This is achieved in the WILMAR system using shadow values
of relevant constraints [92]. In the rolling planning environment with a 24-hour horizon
in the case studies, we found no benefit in assigning online values at leaf nodes and we
therefore do not include them in the formulation presented here. Although the quality of
the shutdown decisions at the deeper nodes is compromised by the lack of awareness of
online values, the here-and-now decisions (which are the only decisions that are imple-
mented in a rolling planning context) are not significantly affected in the case studies.
4.3.3. Constraints and cost functions for fast-start and must-run thermal units
In this section we list the constraints and cost functions for thermal units that are mod-
elled asmust-run (typically nuclear units), or fast-start, i.e. zero startup time, zero startup
cost, and zero minimum up- and down-times (typically OCGT units).
Fast-start units could be modelled using the formulation of section 4.3.2, using
Tstg = C
st
g = 0, but it is more efficient to model these simpler units using N
up
g (n) as
the commitment decision variable, rather than separating the startup and shutdown de-
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cisions (i.e. we do not define Nstg or N
sd
g ). For fast-starting units, we therefore simply
constrain N
up
g (n) with
N
up
g (n) ≤ Nug . (4.16)
Must-run unit modelling is simpler still. In this case, N
up
g (n) is not a decision vari-
able, but a constant:
N
up
g (n) = N
u
g . (4.17)
In each case, the operating costs can be derived fromEquations (4.9)–(4.10) withCstg =
0.
Ramp rate limits can be imposed as for slow-starting units using Equations (4.14)–
(4.15).
4.3.4. Storage unit constraints
The constraints for each storage unit s ∈ S at each node n ∈ N are set out below. All
decision variables are continuous.
Emins ≤ Es(n) ≤ Emaxs , (4.18)
Pchs (n) ≤ Pcmaxs (n), (4.19)
Pdiss (n) ≤ Pdmaxs (n) (4.20)
where Es(n) is the state of charge at the end of the time period corresponding to node n:
Es(n) = Es(a(n)) + ∆τ(n)
(
ηcsP
ch
s (n)−
Pdiss (n)
ηds
)
. (4.21)
As with online values for thermal units, we found no benefit in assigning a “water” value
to energy left in storage units at the leaf nodes in the case studies, and we therefore do
not include water values in the formulation.
4.4. Scenario tree generation methodology
In this section we describe how the nodal wind power Pwn(n) and probability weight-
ing π(n) are assigned to each node on the scenario tree, for use in (4.1) and (4.2). The
tree is generated from a user-defined topology, which can be most succinctly described
by defining the parent node a(n) of each node n, and user-defined nodal forecast error
quantiles q(n) which generate the forecast error at node n conditional on the forecast
error state at node n’s progenitor (most recent branching ancestor) b(n). Low quantiles
(just above zero) are associated with negative forecast errors, i.e. underpredictions of
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wind power. High quantiles (just below unity) are associated with positive forecast er-
rors, i.e. the more dangerous overpredictions of wind power. The forecast error model
that we use in section 4.4.1 is conservative, as it is based on statistical forecasts only, but
it illustrates how the scenario tree can be built up from the underlying statistics of any
autocorrelated forecast error model. A more generalised wind forecast error model will
be introduced in chapter 5 and integrated into the scenario tree in chapter 6.
4.4.1. Nodal wind power
In this chapter, we use the wind model from chapter 2 to provide both wind realisations
and wind forecasts. The wind power process is driven by a Gaussian AR(2) process with
hourly timesteps, for the “normalised wind level” X(k):
X(k) = ϕ1X(k− 1) + ϕ2X(k− 2) + σǫ(k), ǫ(k) ∼ N(0,1) i.i.d. (4.22)
The normalised wind level is transformed to a non-Gaussian power output Pw(k) thus:
Pw(k) = W(X(k) + µ(k mod Nd)) (4.23)
where Nd is the number of timesteps in one day,W(·) is a sigmoid-shaped transformation
function (represented by a piecewise linear approximation), and µ(j) is an additive term
for the jth timestep of the day, to introduce a diurnal variation. We have shown in chapter
2 that this model can provide a close fit to large-scale, aggregated wind power output,
both from the point of view of the asymptotic distribution and the short-term volatility.
In the case studies we have used the parameterisation of chapter 3 both for generating
synthetic wind power realisations and for providing wind uncertainty statistics to the
scenario tree. If historic wind data were to be used to provide the realisation then the
fitting techniques described in chapter 2 could be used to create the uncertainty statistics.
The X-domain statistical forecast made at timestep k for i timesteps ahead is obtained
by setting all future innovation terms ǫ(k + i) to zero:
F(k, i) =

X(k + i) i ≤ 0,ϕ1F(k, i− 1) + ϕ2F(k, i− 2) i > 0. (4.24)
The X-domain error in the forecast made at timestep k for i timesteps ahead can be
written
Z(k, i) = F(k, i)− X(k + i). (4.25)
From Equations (4.22), (4.24) and (4.25), therefore, Z(k, i) follows the autoregressive pro-
cess
Z(k, i) =

0 : i ≤ 0ϕ1Z(k, i− 1) + ϕ2Z(k, i− 2)− σǫ(k + i) : i > 0. (4.26)
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Both X(k) and Z(k, i) can be expressed as equivalent Moving Average (MA) processes:
X(k) = σ
∞
∑
j=0
ψj ǫ(k− j) (4.27)
Z(k, i) = −σ
i−1
∑
j=0
ψj ǫ(k− j) (4.28)
where the MA parameters ψj can be derived recursively from the autoregressive (AR)
parameters as follows:
ψj =


1 : j = 0
ϕ1 : j = 1
ϕ1ψj−1 + ϕ2ψj−2 : j > 1.
(4.29)
Using the operator Eˆ[·] to represent the sample average over a long simulation (many
values of k) but fixed i, the variance of Z at i timesteps ahead can be written
(σzi )
2 = Eˆ
[
Z(k, i)2
]
= σ2Eˆ


(
i−1
∑
j=0
ψj ǫ(k− j)
)2 (4.30)
= σ2
i−1
∑
j=0
i−1
∑
j′=0
ψjψj′ Eˆ
[
ǫ(k− j)ǫ(k− j′)] , (4.31)
but since the innovations (ǫ) terms are independent N(0,1) variables, we note that
Eˆ
[
ǫ(k− j)ǫ(k− j′)] =

0 : j 6= j
′
1 : j = j′
(4.32)
and hence Equation (4.31) reduces to
σzi = σ
√√√√i−1∑
j=0
ψj
2. (4.33)
The median forecast error i timesteps after node n, given the scenario’s realisation up
to node n, can be found recursively starting with z(n) and z(a(n)), the forecast errors at
node n and its parent, respectively:
mz(n, i) =


z(n) : i = 0,
ϕ1z(n) + ϕ2z(a(n)) : i = 1,
ϕ1m
z(n, i− 1) + ϕ2mz(n, i− 2) : i > 1.
(4.34)
The nodal forecast errors can therefore be built up recursively using Equations (4.33) and
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(4.34) as
z(n) =

0 : n = n
r
mz(b(n), h(n)) + σz
h(n) Φ
−1(q(n)) : n 6= nr
(4.35)
where Φ−1(·) is the inverse cumulative normal and σz
h(n) is given by Equation (4.33).
Using this type of model allows us to precalculate the values of z(n), and transform them
to nodal wind power levels Pwn(n) at each timestep k in the simulation using
Pwn(n) = W
(
F
(
k, ℓ(n)
)− z(n) + µ((k + ℓ(n)) mod Nd)). (4.36)
It is important to note that the nodal forecast errors z(n) must be subtracted from the
forecast, F(k, ℓ(n)) and not the realisation, X(k + ℓ(n)), to obtain the nodal wind levels.
Using the realisation instead of the forecast would give rise to scenario trees in which the
median scenario (with q = 0.5) is always accurate, but the scheduler does not “trust” it,
and creates other scenarios above and below it in case it is wrong. The consequence of
endowing the system with this Cassandra-like foresight is investigated in chapter 5.
4.4.2. Nodal probabilities
As well as assigning suitable values for the wind power for each node, we also need to
assign corresponding nodal probabilities π(n) which are used to weight the cost function
in (4.1). Assume that the total generator operating cost plus loadshed cost from time t to
t + ∆t after a progenitor node b is a continuous function c(·) of the wind forecast error
quantile q. Then, given that the progenitor node was reached, the expected cost during
this time interval can be expressed as an integration
Cˆ(b, t) =
∫ 1
0
c(q) dq. (4.37)
Given a set of nodes which have a common progenitor and which represent the wind
state at a common time interval after it, it is therefore reasonable to choose nodal prob-
abilities that approximate this integration assuming linear interpolation of c(·) between
the quantiles (trapezium rule), and linear extrapolation beyond the first and last ones. If
there are B ≥ 4 branches emanating from the progenitor node, with user-defined quan-
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Figure 4.3: Trapezium rule integration for choice of nodal weightings.
tiles q1 to qB assigned to them, then the corresponding weightings are:
p1 =
1
2
(
q2
2
q2 − q1
)
, (4.38)
p2 =
1
2
(
q3 − q1 − q1
2
q2 − q1
)
, (4.39)
pi =
1
2
(qi+1 − qi−1) , i = 3 . . . B− 2 (4.40)
pB−1 =
1
2
(
qB − qB−2 − (1− qB)
2
qB − qB−1
)
, (4.41)
pB =
1
2
(
(1− qB−1)2
qB − qB−1
)
. (4.42)
The choice of weightings is illustrated in Figure 4.3. If the five nodes with the same τ(n)
and a common progenitor have associated quantiles q1 . . . q5 and nodal costs c1 . . . c5, and
p1 . . . p5 are given by Equations (4.38)–(4.42), then ∑
5
i=1 pici represents the area under the
dashed line, thus approximating Equation (4.37).
Using these conditional weightings, we can assign unconditional probabilities to
each node in the tree using a recursive procedure. First, we set conditional probabili-
ties π¯(n) equal to 1 for any node whose parent is not its progenitor (i.e. for any node
that is an only child), and equal to the weighting corresponding to the branch on which
it sits using (4.38)–(4.42) for any others (i.e. nodes with siblings). Then the unconditional
probabilities π(n) can be assigned using
π(n) =

1, n = n
r,
π(a(n)) π¯(n), n 6= nr.
(4.43)
4.4.3. Example scenario tree
In this section we clarify the scenario tree generation procedure using a simple worked
example. We assume a 100MW wind fleet whose power output is characterised by the
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Figure 4.4: Topology and node numbering of example scenario tree. High values of the forecast error indicate
overpredictions, i.e. low wind output.
model of (4.22)–(4.23), with ϕ1=0.99, ϕ2=0, σ=0.141067, µ(j)=0∀j, and
W(x) =


0 : x < −2,
20(x + 2) : −2 ≤ x ≤ 3,
100 : x > 3
(4.44)
We define a scenario tree with four branches emanating from the root node nr = 1, with
quantiles 0.1, 0.5, 0.9 and 0.99. Each node represents the wind state over a 1 hour time
interval. The top (worst-case) branch itself branches into four further scenarios at hour 2
with the same quantile structure, and the time horizon of the leaf nodes is 3 hours. Fig
4.4 shows the topology of the tree and node numbering.
From (4.34), mz(1, i) = 0∀i. This allows us to fill in values of z(n) for n =2, 3, 4, 5,
10, 11, 12, 17, 18, 19 from (4.35). Since z(2) = 0.3282 we can write mz(2, 1) = 0.3249,
mz(2, 2) = 0.3216 from (4.34). Hence we can calculate z(n) for n =6, 7, 8, 9, 13, 14, 15, 16
from (4.35). Eqns (4.38)–(4.43) provide the nodal weightings π(n).
Suppose the wind power at timestep k is 10MW, corresponding to X = −1.5 from
(4.44). From (4.24), F(k, 1) = −1.485, F(k, 2) = −1.4702, F(k, 3) = −1.4554. Hence,
we can calculate the nodal wind powers Pwn(n) corresponding to timestep k from (4.36).
Table 4.1 shows the resulting nodal values; the values of π(n) and Pwn(n) are used in the
linear program in (4.1),(4.2).
4.5. Time-domain simulation procedure
The case studies presented in this chapter are run in FREDA, a multi-threaded C++ appli-
cation, developed as part of this project, that is linked to the optimisation package FICO
Xpress via the BCL interface [23]. The simulation proceeds as follows:
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n τ(n) a(n) b(n) q(n) z(n) π(n) Pwn(n)
(hr) (MW)
1 0 0 0 N/A 0.0000 1.0000 10.00
2 1 1 1 0.99 0.3282 0.0556 3.74
3 1 1 1 0.90 0.1808 0.2444 6.68
4 1 1 1 0.50 0.0000 0.3875 10.30
5 1 1 1 0.10 -0.1808 0.3125 13.92
6 2 2 2 0.99 0.6531 0.0031 0.00
7 2 2 2 0.90 0.5057 0.0136 0.48
8 2 2 2 0.50 0.3249 0.0215 4.10
9 2 2 2 0.10 0.1441 0.0174 7.71
10 2 3 1 0.90 0.2544 0.2444 5.51
11 2 4 1 0.50 0.0000 0.3875 10.60
12 2 5 1 0.10 -0.2544 0.3125 15.68
13 3 6 2 0.99 0.7834 0.0031 0.00
14 3 7 2 0.90 0.5760 0.0136 0.00
15 3 8 2 0.50 0.3216 0.0215 4.46
16 3 9 2 0.10 0.0672 0.0174 9.55
17 3 10 1 0.90 0.3100 0.2444 4.69
18 3 11 1 0.50 0.0000 0.3875 10.89
19 3 12 1 0.10 -0.3100 0.3125 17.09
Table 4.1: Nodal values in example scenario tree
1. Read in the properties of the wind model, the wind historic data Pw(k) (if not syn-
thesising it), the deterministic demand data Pd(t), the properties of the thermal and
storage units, and the properties of the scenario tree: a(n), τ(n) and q(n) ∀n ∈ N .
2. If using historic wind power data, infer historic normalised wind levels X(k) by
inverting (4.23). If using synthetic data (as here), synthesise X(k) using (4.22) and
infer Pw(k) using (4.23).
3. Calculate the X-domain nodal forecast errors z(n) using (4.35) and nodal probabil-
ities π(n) using (4.38)–(4.43).
4. Set k = 0.
5. Calculate the nodal wind powers Pwn(n) using (4.36).
6. Set up the Linear Program formulated in section 4.3 and solve it using FICO Xpress
[23].
7. Record the state of the system at the root node, including the solved decision vari-
ables and operating cost, in the time-history database. Discard the rest of the solu-
tion.
8. Roll the system by replacing the values of N
off
g , N
up
g , N
st
g , N
sd
g , N
sg
g and Es at each past
node (n ∈ P) with the equivalent values at the child of that node. In practice, P
need only encompass enough past nodes so as to be able to supply all the ancestral
values that are referred to in (4.3) to (4.21).
9. Increment the timestep counter k and the time t = k∆t.
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Nuclear
(must run) Coal CCGT OCGT
Number of units 6 50 50 20
Max power (MW) 1800 500 500 100
Min stable generation (MW) 1500 250 250 20
No-load cost (£/h) 0 1700 4500 3000
Marginal cost (£/MWh) 10 62 47 200
Startup cost (£) N/A 48000 40000 0
Startup time (h) N/A 6 4 0
Min up time (h) N/A 4 4 0
Min off time (h) N/A 2 1 0
Table 4.2: Thermal fleet for case studies
10. If we have reached the end of the simulation period, stop. Otherwise return to step
5.
4.6. Power system model for case studies
In this section, we describe the power system model that was used for the case studies,
which is meant to represent a possible configuration for the GB (British) power system
circa 2030. It comprises four components:
1. A fleet of thermal generators as defined in Table 4.2. The generation costs are based
on projected 2030 CO2 emissions (or capture) costs of around £45/T. The underlying
assumptions behind the cost parameters for the fossil fuel generators are described
in Appendix C.
2. A wind fleet of 40GW capacity and a 35% penetration by available energy, repre-
senting the projected GB wind fleet circa 2030. The model of (4.22)–(4.23) was used
both for synthesising the wind realisation and for generating the nodal wind levels.
The full parameterisation can be found in Appendix B.
3. A storage plant with 18GWh capacity, 4GW rating (both for charging and discharg-
ing), and charge and discharge efficiencies of 85% each. This represents aggregated
storage of approximately double the size of the Dinorwig pumped storage plant on
the GB system.
4. A deterministic demand time series, taken from the 2007 IO14 DEM dataset, which
is a record of aggregate GB demand and is available from the website of National
Grid, the SO for GB. The minimum, maximum and average demand levels during
this period were 22.4GW, 60.6GW and 38.6GW respectively.
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4.7. Case studies
The power systemwas analysed in a number of cases that investigated the effect of differ-
ent simulationmethods. In each case, the simulation consisted of eight year-long samples
with hourly rolling planning, using different wind time series in each. The eight samples
should be seen as alternative realisations of a single year, in order to reduce and quantify
theMonte Carlo error, rather than a single eight-year simulation duringwhich onewould
expect generation capacities and average demand levels to evolve. The VOLL was set at
£30 000/MWh. We constructed scenario trees with a total horizon of 24 hours, with nodal
start times τ(n) of 0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 14 ,16 and 20 hours ahead. Where branch-
ing occurred in the tree (other than the MC case), we used nine branches with quantiles
q(n) of 0.05, 0.3, 0.6, 0.9, 0.97, 0.99, 0.9967, 0.9989 and 0.9996. The quantiles were chosen
to give a coarse representation of the range of best-case scenarios and a much finer rep-
resentation of the worst-case ones, where the second derivative of the cost function c(·)
(as defined in section 4.4.2) is likely to be highest. We chose the highest quantile based on
the empirically derived rule that the nodal weighting corresponding to the highest quan-
tile should be less than the ratio of the generation cost to the VOLL, which was found
by experiment to strike a reasonable balance between computational effort and solution
quality. Using this rule ensures that the loadshed option in the worst-case scenario is
given sufficient consideration as a possible scheduling strategy, relative to other possible
strategies involving running more generation. For example, suppose that the VOLL was
1000 times the typical generation costs, but the weighting on the worst-case scenario was
0.01. In that case, the optimiser would never deliberately schedule loadshed in the worst-
case scenario instead of starting more generators, because the costs associated with the
nodes on that scenario would then dominate the objective function (4.1).
In all but the Integer case, the integer decision variables were relaxed to continuous
ones. The following cases were analysed:
1. Perfect: A deterministic run with perfect wind forecasting, i.e. F(k, i) = X(k+ i) ∀i,
z(n) = 0 ∀n, and a single scenario.
2. Base: Stochastic run with wind forecast errors generated assuming statistical-only
forecasting. Branching into 9 scenarios at the root node only (“fan” topology).
3. Double: Branching at the root node and at two hours ahead (81 scenarios).
4. Triple: Branching at the root node, at two hours ahead, and at six hours ahead (729
scenarios).
5. Integer: As Base but with the commitment variables modelled as integers, with a
MIP gap target of 0.5%.
6. MC: In this case, we generated 1024 X-domain forecast error paths from Equation
(4.22) and reduced them using the scenario reduction technique from the WILMAR
documentation [83] to a tree with binary branching at hours 0, 2, 4 and 6. Because
this technique does not produce sufficiently extreme scenarios to prevent frequent
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Figure 4.5: Scenario trees used in case studies: tree topologies, X-domain forecast errors vs time horizons.
Scenario paths are shown as piecewise linear for clarity; in reality they are piecewise constant
between nodes. Markers in (a) and (e) indicate nodes; note the longer time intervals represented
by later nodes.
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Fuel costs ex OCGT (£/MWh demand) 25.54 26.86 26.94 26.91 26.89 27.29 27.56
OCGT fuel costs (£/ MWh demand) 0.00 0.14 0.05 0.05 0.12 0.01 0.02
Loadshed costs (£/MWh demand) 0.00 0.46 0.26 0.22 0.42 0.19 0.34
Total costs (£/MWh demand) 25.54 27.46 27.25 27.18 27.43 27.49 27.92
Wind uncertainty cost (£/MWh wind) 0.00 5.51 4.90 4.71 5.43 5.60 6.82
Loadshed incidence (hrs/yr) 0.00 5.13 3.50 3.00 5.00 2.25 2.25
Loadshed energy (×10−6 of demand) 0.00 15.46 8.66 7.23 14.07 6.42 11.38
Curtailed wind (% available wind) 1.65 2.82 2.76 2.48 2.66 3.19 3.73
Average spinning headroom (MW) 942 2784 3069 3152 2939 3962 4312
Coal: load factor (%) 2.38 3.46 3.89 4.42 3.50 4.15 3.88
Coal: startups per year per unit 20.46 55.16 51.00 46.86 56.37 56.99 66.72
CCGT: load factor (%) 57.46 57.18 56.85 56.15 57.15 56.95 57.53
CCGT: startups per year per unit 104.44 168.13 167.45 171.96 165.20 169.01 175.09
OCGT: load factor (%) 0.00 1.16 0.45 0.41 1.04 0.11 0.14
OCGT: startups per year per unit 0.00 57.19 23.39 20.74 54.35 6.58 8.16
Storage: Average state of charge (%) 49 71 75 72 68 87 90
Number of nodes on scenario tree 14 118 910 5446 118 141 14
Total number of decision variables 162 1378 10 666 62 839 1378 1640 162
Number of integer variables 0 0 0 0 611 0 0
Number of constraints 117 1021 7933 46 813 913 1214 117
Run time (70 000 LP optimisations) 70s 11min 2.5h 3 days 35min 13min 70s
Table 4.3: Results from case studies
load shedding, the application of WILMAR in [84] includes a quantile-based re-
serve, described in detail in a separate report [85], which was also implemented in
our simulations. Of the subset of the scenarios that is mapped to the reduced sce-
nario at each node, the qth quantile of the forecast errors from this subset is used as
the nodal forecast error z(n). This is why the tree in Figure 4.5d is biased upwards.
We used q =0.97, the value that was found to minimise total costs when calibrated
to a (different) wind time series. Note that no explicit reserve constraints are added
to the formulation: the reserves manifest themselves by reducing the nodal wind
powers Pwn(n) in Equation (4.36) relative to an unreserved version.
7. Determ: As Base but with a single scenario with a quantile of 0.98, which was found
to minimise the costs with the same calibration dataset as for theMC case.
Figure 4.5 shows the scenario trees used for Base, Double, Triple, MC and Determ. In each
case, the y-values indicate the nodal forecast errors z(n), which are subtracted from the
forecasts at each timestep in Equation (4.36). Hence, a high value indicates an overpre-
diction, i.e. a low wind output, in contrast to the sign convention used in Figure 4.1.
The choice of lookahead times for the progenitor (branching) nodes in Double, Triple
and MC was made heuristically, based on the startup timescales for the coal and CCGT
plants. The simulations were run over the four cores of a 2.8GHz Intel core2 quad CPU
with 8GB RAM.
Table 4.3 shows some aspects of system operation, problem size, and run times in the
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Figure 4.6: Time histories for a typical 7-day period.
88
CHAPTER 4. EFFICIENT STOCHASTIC SCHEDULING FOR SIMULATION OF WIND-INTEGRATED
POWER SYSTEMS
different cases. The wind uncertainty cost is the difference in total cost between each case
and the Perfect case, divided by the total available wind energy. The average spinning
headroom is the average amount of synchronised headroom in the thermal units, i.e. the
time average of
∑
g∈G
(
Pmaxg N
up
g (n
r)− Pg(nr)
)
,
and the load factor for group g is the time average of Pg(nr)/(Pmaxg N
u
g ). As expected, the
Perfect case exhibits considerably lower operating costs than all the other cases, because
it does not need to dispatch spinning reserve against wind output uncertainty, run the
OCGT units, or shed load. However, it can be seen that the thermal units are still dis-
patched with an average of about 1000MW of headroom despite the reduced efficiencies
of part-loaded units. This is because thermal plants are often deloaded rather than shut
down during temporary periods of lower net demand, in order to avoid startup costs.
The effect is shown by the differences between synchronised fossil fuel capacity (black
line) and dispatched fossil fuel power (grey line) in Figure 4.6b. The figure also shows
periods of several hours at a time where the synchronised capacity is constant (where the
black line is flat), indicating that startups are avoided by the ability to anticipate the wind
output. One can also see regular and complete use of the storage system (dashed line):
because of the perfect foresight, storage can be used entirely for arbitrage, with no need
to keep any stored energy in reserve.
The lowest-cost case with imperfect forecasts, Triple, deploys more spinning head-
room at times of high wind output, and keeps more energy in the storage system, to
maintain security (Figure 4.6c). Meanwhile,Determ, which assumes a fixed quantile wind
realisation, schedules even more headroom and keeps the storage system full for most of
the period, precluding its use for arbitrage (Figure 4.6d). Triple achieves a 30% improve-
ment in wind uncertainty costs relative to Determ through more efficient use of flexible
units and storage, more adaptive reserve scheduling, and fewer startups. This compares
with a 20% improvement achieved by Base, which has a fan structure, so that the sce-
narios carry no awareness of the uncertainty beyond the root node. Hence, the control
decisions pertaining to nodes beyond the root node are suboptimal in Base. Furthermore,
the individual scenarios in Base are not realistic, being more autocorrelated than real fore-
cast error realisations. However, since all but the root node decisions are discarded, the
effect on the scheduling is limited and a substantial improvement over Determ is still
achieved. The computational cost of Triple would probably outweigh its advantages in
a practical system: a tree with one or two branching stages (as in Base and Double) may
suffice for most applications.
One consequence of the lack of nodal branching beyond the root node in Base is a
relatively low level of average scheduled headroom, leading to relatively high levels of
load shedding. This is the reason for the counterintuitive result that Integer has lower op-
erating costs than Base despite being more constrained. Since it can only schedule whole
numbers of units, the system runs with more headroom on average than Base and thus
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Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8
Perfect 24.51 25.99 26.89 24.84 26.64 25.05 24.87 25.53
Base 26.12 27.77 28.91 26.84 28.52 27.77 26.60 27.15
Double 26.08 27.59 28.71 26.42 28.38 27.34 26.43 27.04
Triple 26.05 27.54 28.64 26.38 28.19 27.28 26.38 26.97
Integer 26.12 27.83 28.97 26.83 28.34 27.65 26.56 27.16
MC 26.40 27.87 28.61 26.80 28.35 27.84 26.73 27.33
Determ 26.71 28.12 28.73 27.05 28.60 28.82 27.69 27.60
Table 4.4: Total cost by simulation year (£/MWh Demand)
avoids load shedding and OCGT deployment. However, the overall dispatch patterns
are very similar, which indicates that the errors that arise from relaxing integer variables
to continuous ones are not large, while the saving in run time (11 minutes versus 35
minutes) is significant.
The worst-case scenarios in MC and Determ are less extreme than Base, Double and
Triple, but carry higher weightings. Because of the high weightings, the scheduler avoids
use of OCGT or deliberate load shedding, even in the worst-case scenarios. In contrast,
Base,Double and Triple contain a range of extreme scenarios which allows them to balance
the cost of reserve provision against the expected cost of OCGT deployment or loadshed.
On the other hand,MC has the advantage over Base in that it contains several branching
stages and therefore conveys the wind uncertainty further into the tree than Base, so that
the net difference in total cost between Base and MC is small. Experiments with a 128-
scenario version ofMC gave small improvements over the 16-scenario one but could not
approach the performance of the 81-scenario Double. Because the economic consequence
of having too little reserve is much greater than the consequence of having too much, the
optimal fixed reserve quantile is somewhat conservative on average compared with the
more flexible approaches. Furthermore, both MC and Determ require time-consuming
optimisation of the reserve quantile which is not needed in the other modes.
It should be noted, however, that the scenario reduction technique used in MC and
WILMAR can theoretically be applied to multi-dimensional uncertainties (e.g. multi-bus
wind infeed) whereas the quantile-based approach we have used in Base would require
modification if it were to be applied to higher dimensional problems.
Table 4.4 shows the total cost for each case and simulation year. Different wind time
series were used for each year, but for any given year the same time series was applied
to all cases. The table allows us to estimate the significance of any differences between
the cases by calculating the standard error of the annual differences, i.e. the standard
deviation of the differences divided by the square root of the number of samples. For
example, the average improvement of Base over Determ (0.45 £/MWh) is approximately
three times the standard error (0.157 £/MWh), indicating that the improvement is statis-
tically significant, although the range of improvements across the eight years is −0.18 to
+1.08 £/MWh, mainly due to a large variability in loadshed costs. This highlights the
need to run several year-long samples if different operational strategies are to be mean-
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ingfully compared. Shorter samples would give rise to larger variability, and hence more
samples would be needed to obtain the same standard error.
The run times (other than Triple) are quite tolerable, with the Base case solving each
SUC problem in an average of just 11ms. Some reasons for the good performance are
as follows. First, we have grouped the thermal units and simplified their modelling.
Second, we have avoided reserve constraints, which can have a severe effect on run times.
Third, we have coarsened the tree in the time dimension by specifying longer nodal time
intervals towards the end of the tree. Finally, we have taken advantage of modern multi-
core PCs by splitting the simulation across several threads.
To check the validity of the grouped unit representation, 24-hour planning horizon
and reduced temporal granularity near the leaf nodes, we also ran a 168-hour UC with
deterministic demand and wind, hourly timestages and each of the 126 thermal units in
Table 4.2 represented individually, using an independently coded implementation based
on [96] and a MIP gap target of 0.5%. Run time was 287s. We compared the schedule
with that obtained for the same week simulated in Perfect mode (Figure 4.5a) using the
grouped unit representation, integer commitment variables, a MIP gap target of 0.5%
and hourly rolling planning. Run time was about 1s on a single thread. The resulting
schedules were almost identical, with any differences attributable to the non-zero MIP
gap target.
4.8. Concluding remarks and further work
A single-bus representation of a large, wind-integrated power system can be simulated
over multi-year periods with rolling planning and stochastic scheduling, in tolerable
timeframes. High-quality operational decisions can be computed without having to im-
pose and calibrate exogenous reserves. A stochastic solution with quantile-based scenar-
ios and a single branching stage improves the uncertainty cost by around 20% relative
to the optimal single-scenario version; adding further branching stages increases the im-
provement but at high computational cost.
The inclusion of several scenarios to capture the worst-case tail of the distribution
enables the optimiser to schedule dynamic levels of reserves that weigh the cost of pro-
viding them against the potential cost of load shedding or running high-cost generators.
This method compares well with the more commonly used Hybrid SUC solutions, which
employ an exogenous reserve level or quantile that must be tuned using calibration sim-
ulations.
Quantile-based scenarios are strongly autocorrelated, so that the wind output sce-
narios are smoother than real wind realisations except at branching nodes. In the system
examined here, the realism of the individual wind scenarios appears to be less crucial
than the reproduction of the wind distribution, including worst-cast tail, at each time
horizon independently. This may be due to one particular horizon dominating the re-
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quired online capacity (e.g. 4h, being the startup time assumed for CCGT units). More
realistic scenario paths might provide more benefit in other types of power system. For
example, the quantile-based discretisation of the set of possible paths in a fan structure
does not reproduce the correct distribution of total wind energy delivered over several
hours. It might be important to capture this distribution in systems with a large storage
component.
The differences in results between the various cases are amplified by the assumption
of statistical forecasts in the scenario tree. In reality, meteorological forecasts are available
which can greatly reduce the forecast errors beyond a few hours. A more general forecast
error model is developed in chapter 5.
In this chapter, we have considered only the wind output uncertainty in the scenario
tree. The technique can be extended to include demand uncertainty and generator out-
ages, by modelling the error in the forecast windminus demandminus generation loss as
the stochastic variable. The sudden nature of generator outages necessitates additional
fast-acting primary reserves which can also be scheduled based on a cost-benefit analysis.
Chapter 6 extends the uncertainty characterisation and SUC formulation to incorporate
generalised wind forecast errors, demand uncertainty, generator outages, and primary
reserve.
Numerous studies have shown that wind integration costs can be severely affected
by transmission constraints [68]. In the GB system, most of the wind capacity is currently
in Scotland while the load centres are concentrated in England. Limited transmission
capacity between Scotland and England has already led to wind and other generators in
Scotland being constrained off during high wind periods. In the single-bus model de-
scribed here, such constraints have been neglected for simplicity, which causes operating
costs to be underestimated. Furthermore, the wind uncertainty costs may also be underes-
timated in single-bus models, because the transmission constraint might be active when
the aggregate forecast error is low, but the wind power is underpredicted in Scotland (so
that too much thermal generation is online) and overpredicted in England (so that too
little thermal generation is online).
Multi-bus systems can be incorporated into SUC formulations by adding the DC load
flow equations as in [76]. They could be added to our model, although the generators
would have to be grouped by both technology and bus in order to do so. If the wind un-
certainty occurs at only one bus, or the uncertainties at each bus are perfectly correlated,
then the dimensionality of wind outcomes that must be spanned by the scenario tree is
no greater than with a single-bus model. In general, however, there would be partially
correlated uncertainties in the wind generation at each bus, and it would be difficult to
cover all relevant scenarios in multi-bus systems, using Pure SUC, without greatly in-
creasing their number. Adaptive trees using Importance Sampling techniques [87] might
be required to identify the most important ones.
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5. Forecast error modelling for wind
integration studies
Abstract
The costs of mitigating the wind uncertainty in a power system are best estimated
by time-domain simulation of the whole system. If the simulation is to schedule
the controllable generators and loads with the same degree of foresight as would
be available in practice, it is essential to represent both the wind forecast and the
statistics of the forecast error within the scheduling algorithm. This is conveniently
achieved with a stochastic process for the forecast error, which can be superposed
onto the realised wind time series to provide a median forecast, and also used to
obtain the distribution of possible wind outcomes given the forecast. It is clear that
the uncertainty costs will be sensitive to the uncertainty of the forecast errors at a
range of time horizons. However, it is less clear how sensitive the costs will be to the
correlation structures within the forecast error process. We develop a forecast error
model with reasonable volatility characteristics, and perform power system simula-
tions with stochastic scheduling using this model under various correlation assump-
tions. The wind uncertainty costs are about 20% lower with a model that does not
autocorrelate the forecast errors across different horizons, relative to an autocorre-
lated model. The sensitivity to other correlations is low.
5.1. Introduction
If a power system has a significant wind capacity, then the short-term scheduling deci-
sions for the dispatchable units will have to account for the future fluctuations in thewind
output as well as the demand. In practice, neither the wind nor the demand fluctuations
are known precisely in advance, and UC algorithms have to use forecasts for these vari-
ables, along with an indication of the degree of uncertainty in the forecasts. As discussed
in chapter 4, SUC algorithms are able to account for these uncertainties by considering a
discrete set of possible paths for the stochastic variables, using them to generate a set of
scheduling decisions that minimise the expected operating costs over the next few hours
or days. By contrast, deterministic algorithms make scheduling decisions according to
the assumption of perfect forecasts, along with exogenous reserve requirements which
are dependent on the wind uncertainty.
When simulating a large wind-integrated power system, therefore, we require a time
series of the wind forecast, and also a quantification of the likely error in that forecast,
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in order to make realistically informed scheduling decisions at each timestep. The sche-
duling algorithm should use the forecast data to make these decisions, while the future
wind realisation should be hidden from it. Sufficient historic data for the realised wind
output is often available (either directly or inferred from historic wind speeds). How-
ever, a simulation needs a much larger volume of forecast data, because wind forecasts
may be made several times per day on a rolling basis, with each forecast stretching over
a horizon of hours or days. Since historic wind forecast data is often not available, it is
usually necessary to generate it synthetically. Wind forecast data could be synthesised us-
ing a meso-scale model of the atmospheric state in conjunction with Numerical Weather
Prediction (NWP) software, but can be more simply generated using stochastic process
models that are calibrated to reproduce important statistical features of the wind forecast
accuracy. A model of the latter type will be developed in this chapter.
Wind forecast errors are often characterised by the root-mean-square error (RMSE)
per unit capacity, as a function of the forecast horizon; this function will be called the
RMSE profile in this thesis. Mean Absolute Errors (MAE) are sometimes used as an alter-
native to RMSE. The error increases with forecast horizon, and decreases with region size
due to spatial smoothing effects [97, 98].
A simple forecasting technique, against which more advanced techniques must be
judged, is persistence forecasting: the future wind output for all future times, as pre-
dicted at timestep k, is predicted to be the same as the realised wind output at timestep
k. The technique can therefore be used in simulations with rolling planning, with the
forecasts evolving over time and converging to the realisation as real time approaches.
Furthermore, if the statistics of the wind variability are known, the distribution of the
forecast error can be also be derived, as it is the same as the distribution of changes in the
realised output. Gaussian forecast errors, with a standard deviation derived from the 4ha
persistence RMSE and a demand forecast error, were added to the realisation to obtain
forecasts used for the UC stage in analyses in [11, 12, 99]. The use of 4ha forecasts can
be justified on the grounds that the effect of any forecast error over longer horizons is
limited, because replacement thermal units such as CCGT have startup times of around
4 hours. (The implicit assumption is that the market and / or SO will deliver an optimal
UC based on the latest information, which may be quite far from reality in markets that
are based on day-ahead schedules.) The use of persistence forecasts can be justified on
the grounds that NWP systems cannot outperform persistence over this timescale [100].
In Figure 5.1, the best NWP-based technique shows an improvement over persistence
only beyond four hours. Furthermore, Pinson et al. [101] showed that over the shortest
timescales, persistence forecasts benefit more from spatial smoothing across many wind
farms than more advanced forecasts do.
Nevertheless, we argue that persistence forecasts are not adequate for scheduling
simulations of a future power system with a large wind penetration, for two reasons.
First, recent techniques can now deliver forecasts that are much better than persistence,
even over short periods and for large aggregations, and these improvements are likely to
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Figure 5.1: RMSE profiles for persistence forecasts compared with NWP, for a single wind farm [100].
“NewRef” refers to a simple statistical method.
Figure 5.2: Aggregate RMSE profile for Germany using COSMO system [102].
continue in the future. For example, the 4ha aggregate RMSE for Germany was reduced
to about 3% of capacity—less than half the persistence error—during a winter period, us-
ing a combination of online measurements and a number of statistical and NWPmethods
(Figure 5.2) [102]. Second, a scheduling simulation with rolling planning will be sensitive
to the forecast error at longer timescales than 4ha. For example, the decision to desyn-
chronise a generator depends on the risk that it will be needed several hours later, as it
may be better to deload the unit rather than shut it down and risk incurring startup costs
later. Longer-term forecast errors will also affect the operation of storage or demand side
schemes: the decision to charge a storage unit at night may depend on the risk of a sup-
ply shortage at the system load peak, eighteen hours later. The relative value of wind
forecast accuracy at different timescales is investigated in chapter 7.
A scheduling model generally needs more information about the forecast error than
just its RMSE profile. The shape of the error distribution at each forecast horizon may
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Figure 5.3: Day-ahead forecast error distribution for Germany, compared with fitted Gaussian distribution
[103]. The logarithmic y-axis turns the Gaussian distribution into a parabola.
be important, especially if the reserve requirement is derived from the worst-case tail of
the distribution, which may be fatter than a Gaussian tail (Figure 5.3) [103]. In addition,
system operationmay be affected by the correlation structure between the forecasts made
at different times and for different horizons.
Since thewind output is bounded by zero and the aggregate capacity, the distribution
of wind power forecast errors cannot be Gaussian, althoughmany studies [11,71,104,105]
do make this approximation. Bofinger et al. [106] calibrated 48ha German forecast error
data to a beta distribution, conditional on the forecast wind power. The beta distribu-
tion has bounded values and thus provides a more reasonable functional form than the
Gaussian distribution. The same authors also noted an approximately linear relationship
between the forecast wind output and the standard deviation of the forecast error, with
higher forecasts associated with larger errors. Fabbri et al. [107] assumed that the same
relationship and beta distribution also hold for shorter-term forecasts, down to 1ha.
Some assumption must be made about the autocorrelation of forecast errors if they
are to be used within a scheduling simulation that includes intertemporal limitations
such as ramp rates or startup times. The simplest assumption is to set all correlations to
zero [11, 104, 105]. The resulting forecasts (equal to the realisation plus the error) jump
unrealistically about the realised values: the effect of this assumption on system opera-
tion is investigated in section 5.7. In reality we expect a positive autocorrelation between
successive forecast errors: if the 4ha forecast turns out to be an overprediction then we
would expect the 5ha forecast to be an overprediction as well.
Time Series models and Markov Chains have been used to provide autocorrelated
wind forecasts in scheduling simulations. So¨der [108] used an AR(1) model with an in-
creasing noise parameter to provide wind speed forecast error samples. In later work
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Figure 5.4: Typical wind speed forecast error sample from ARMA(1,1) model with parameters calibrated to
Hanstholm forecast data.
[109], the same author used an ARMA(1,1) model with constant parameters, of the form
v(0) = ǫ(0) = 0
v(i) = αv(i− 1) + σǫ(i) + βσǫ(i− 1), i > 0 (5.1)
where v(i) is the wind speed forecast error at i timesteps ahead, ǫ(i) are independent
N(0,1) variables and α, β, σ are the model parameters to be calibrated to the desired
RMSE profile. Wind speed forecast error samples can be generated for many neighbour-
ing regions by correlating the innovations ǫ(i) between the regions. This model is used
in WILMAR [83] and associated studies [85, 110]. The simulated wind power forecast is
obtained by adding the wind speed forecast error to the realised wind speed and convert-
ing to a power output using a turbine curve; smoothed turbine curves are created using
the approach of Norgaard and Holttinen [34] to account for spatial smoothing across a
region. The turbine curve ensures that the forecast wind output is correctly bounded,
despite the underlying Gaussian time series model, and also imposes a short-term RMSE
that is proportional to the local gradient of the turbine curve, which was shown to be
approximately correct by Lange [111]. The technique can be used both for generating a
wind forecast time series and also, by creating a large number of samples, a scenario tree
of possible wind realisations.
One shortcoming of the ARMAapproach, alluded to by Boone [112], is that unnatural
values of the parameters may be needed to fit RMSE profiles in which the shortest-term
errors rise very quickly with the forecast horizon, while longer-term errors are much less
sensitive to the forecast horizon. As a result, forecast error samples tend to be rather
volatile and oscillatory in nature. For example, consider the parameters for the wind
farm at Hanstholm, Demark, calibrated in [112] as α = 0.996, β = −0.38, σ = 1.201 ms−1.
Figure 5.4 shows a typical 24-hour forecast error sample obtained with these parameters.
The oscillations occur with negative values of β, which can cause the correlation between
successive increments to be negative.
Pinson et al. [113] generalise the forecast time series using a covariance matrix that
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links the errors at different horizons. Their more generalised approach avoids the pa-
rameterisation problem of [112]. They use their approach to provide wind power forecast
error scenarios for operational applications. The approach is not easily applicable to long-
term planning simulations, however, because it requires a weather prediction system to
provide online error distributions at each horizon.
An alternative approach is to use Markov Chains to generate wind power fore-
casts. This approach was used in the Eastern Wind Integration and Transmission Study
(EWITS) [42]. The study used meso-scale modelling to generate synthetic wind power
output time series at over 1300 sites across the USA’s Eastern Interconnection, spanning
three years (2004–2006). In addition, hourly synthetic forecasts at 4ha, 6ha and day-ahead
lead-times were created for each site. The forecasts were based on correlated Markov
Chain processes that generated wind power forecasts conditional on the forecast for the
previous hour and the realisation. The transition matrices were calibrated to a real wind
forecasting model. Details of the wind modelling can be found in a separate report [114].
Although sophisticated time series models can be fitted to real-life forecast error dis-
tributions and the autocorrelations between errors at different horizons, two further cor-
relations have so far been ignored in the literature. First, as we will show in section
5.2, forecast errors should be anticorrelated with the realised wind power if the fore-
cast (which is the sum of the forecast error and the realisation) is to be unbiased and/or
smoother than the realisation. Second, if rolling forecasts are available on (say) an hourly
basis, it is reasonable to assume that there is some persistence in the forecast error for a
fixed future time, as we roll from one forecast to the next.
This chapter makes two key contributions. First, we develop a synthetic forecast
error model based on time series modelling, that is suitable for simulations of simplified,
single-bus representations of large power systems, can be set up without large quantities
of historic forecast data, and can represent all three types of correlation mentioned above.
Second, we investigate the effect that these correlations have on the operating costs of a
wind-integrated power system, assuming that the system is scheduled using a Stochastic
Unit Commitment (SUC) algorithm.
Section 5.2 develops the forecast error model, and possible parameter sets are dis-
cussed in section 5.3. In section 5.4 we compare some properties of the model with a
subset of the EWITS data, which includes forecast time series. In section 5.5 we calibrate
the model to be compatible with the GB 2030 wind model [2]. Section 5.6 presents some
details of the implementation within the scheduling simulation model, and Section 5.7
presents a case study in which we examine the effect of different forecast error correla-
tion structures on simulated system operation.
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5.2. Model structure
This section describes the forecast error model and the algorithm for generating rolling
wind power forecasts in a simulation.
5.2.1. Basic formulation
We use a univariate, autoregressive model, representing the forecast error in the aggre-
gated wind output as a single value. Hence, the model is not suitable in its current form
for systems where transmission constraints are a concern between buses with correlated
wind feed-in. However, many studies use univariate wind data and for these it is con-
venient to model the aggregate error with a single process, rather than summing up the
errors from several correlated regions.
We draw on the windmodel developed in chapter 2, and operate in the domain of the
normalised wind level (“X-domain”) instead of the aggregate wind power. The normalised
wind level has the advantage that it is Gaussian, allowing Gaussian time series models
and linear correlations to be used to generate the forecast data. The normalised wind
level at timestep k, X(k), is related to the power output Pw(k) by
Pw(k) = W(X(k) + µ(k mod Nd)) (5.2)
where Nd is the number of timesteps per day, µ(·) is a diurnal shift, and W(·) is a non-
linear transformation function. As described in chapter 2, µ and W are chosen to ensure
that, if X(k) ∼ N(0, 1), the diurnal variation and asymptotic distribution of Pw(k) match
historic data. In order to apply the model from chapter 2, therefore, we need to have
available the transformation and diurnal shift functions for the realised wind power. If
the wind power has been generated using the model, then these functions will already
be available. If, however, the realised wind power comes directly from historic data, then
some analysis will have to be performed in order to calibrate them.
In chapter 2 we showed that this model can provide a good fit to the aggregate power
output for a large-scale wind fleet if we model X(k) as a stable, second-order autoregres-
sive [AR(2)] process with hourly timesteps:
X(k) = ϕx1 X(k− 1) + ϕx2 X(k− 2) + σx ǫx(k) (5.3)
where ǫx(k) are independent N(0,1) innovations and the parameters are chosen such that
X(k) ∼ N(0, 1). In order to maintain generality and simplify the algebra, we represent
the time series here as the equivalent Moving Average (MA) process, i.e. the weighted
sum of the Gaussian innovations that have been realised at timestep k:
X(k) = σx
∞
∑
j=0
ψxj ǫ
x(k− j). (5.4)
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For an AR(p) process whose autoregressive (ϕ) parameters are known, the equivalent
MA parameters can be calculated recursively using
ψi =


0 : i < 0,
1 : i = 0,
∑
p
j=1 ϕj ψi−j : i > 0.
(5.5)
Let F(k, i) be the the median forecast for X(k+ i), predicted at timestep k for horizon
i timesteps ahead, so that the forecast median wind power output is
Pwf (k, i) = W
(
F(k, i) + µ((k + i) mod Nd)
)
, i = 1 . . .N f (5.6)
where N f is the longest forecast horizon in timesteps. In chapter 4, F(k, i) was generated
statistically, by assuming that X is perfectly characterised by the fitted AR(2) process, and
setting future innovation terms to zero. We now assume that a meteorological forecast is
also available, which could be more accurate than the statistical-only one used in chapter
4. The aim of the forecast model is as follows. Given the realisation of the normalised
wind level, X(k), generate an autocorrelated forecast time series F(k, i) whose error at i
timesteps ahead is normally distributed with an exogenous standard deviation σzi . As
a consequence of the nonlinearity, the distribution of forecast errors in the wind power
domain, after transformation with Equation (5.6), will not be Gaussian. Some properties
of the distribution of wind power forecast errors will be comparedwith publicly available
forecast data in section 5.4. For now, we merely note that given F(k, i), the mode, median
and mean of the distribution of X(k + i) is F(k, i); whereas we can use the monotonicity
ofW(·) to infer that the median (50th percentile) of Pw(k+ i) is Pwf (k, i), but not the mode
or mean.
Like So¨der [109], we synthesise the wind forecasts using a Gaussian time series pro-
cess to synthesise meteorological forecast errors with the requisite statistical properties.
Let Z(k, i) be the forecast error in the normalised wind level, defined according to
Z(k, i) = F(k, i)− X(k + i). (5.7)
Note that the generation of the forecast from the forecast error requires a priori knowl-
edge of the subsequent realisation. However, this knowledge will be hidden from the
scheduling algorithm, which will only be given information about the forecast in order
to arrive at its scheduling decisions.
We decompose Z(k, i) into a horizon-dependent scaling factor s
y
i and a time series
process Y(k, i):
Z(k, i) = s
y
i Y(k, i) (5.8)
where the underlying time-series process Y(k, i) can be written as an autoregressive pro-
100
CHAPTER 5. FORECAST ERROR MODELLING FOR WIND INTEGRATION STUDIES
cess of order p and unit volatility, driven by N(0,1) innovations ǫy(k, i):
Y(k, i) =

0 : i ≤ 0∑pj=1 ϕyj Y(k, i− j) + ǫy(k, i) : 1 ≤ i ≤ N f (5.9)
or, equivalently (provided that its parameters are chosen to make the process stable), as
an MA process whose parameters can be calculated from the autoregressive parameters
using (5.5):
Y(k, i) =

0 : i ≤ 0∑i−1j=0 ψyj ǫy(k, i− j) : 1 ≤ i ≤ N f . (5.10)
For fixed k, the innovations ǫy(k, i) are always uncorrelated between all pairs of horizons.
Using the operator Eˆ[·] to mean the sample average value across a large number of values
of k but fixed i, j, this can be written
Eˆ[ǫy(k, i) ǫy(k, j)] = 0 : 1 ≤ i < N f , i < j < N f , (5.11)
although some other correlations will be set to non-zero values in section 5.2.2. The fore-
cast normalised wind level for an i-timestep horizon is normally distributed with zero
mean, and an RMS value of [cf Equation (4.33) on page 79]
σzi =
√
Eˆ[Z(k, i)2] = s
y
i
√√√√i−1∑
j=0
(ψ
y
j )
2
(5.12)
from which the scale factors s
y
i can be derived to satisfy any desired profile of RMS fore-
cast errors.
5.2.2. Correlational structure
Wewill present two versions of the correlation structure in order of increasing generality.
In version 1, correlations can be prescribed between the forecast error and the realisation.
In version 2, additional correlations can also be prescribed between the errors in forecasts
made at consecutive timesteps.
In version 1 of the model, the correlation between forecast error and realisation is
specified using a correlation coefficient linking the innovations of X and those of Y:
Eˆ[ǫy(k, i) ǫx(k + i)] = ρxy : 1 ≤ i ≤ N f . (5.13)
This is achieved in a simulation by first generating the X innovations, ǫx(k), and then
generating the Y innovations, ǫy(k, i) according to
ǫy(k, i) = ρxyǫx(k + i) +
√
1− (ρxy)2 ξ(k, i) (5.14)
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where ξ(k, i) are independent N(0,1) variables.
Specifying a negative ρxy allows us to ensure that there is no correlation between the
X-domain forecast F and the forecast error Z. We can write this condition as
Eˆ[F(k, i) Z(k, i)] = 0. (5.15)
If this were not the case then the forecast F would be biased, in the sense that a deter-
ministic adjustment could be made to F that would improve its RMS error. For example,
if high forecasts tended to be correlated with an overprediction then we could always
improve a high forecast by lowering it in a deterministic way. However, such biasing
is exactly what results if the innovations of X(k + i) and Z(k, i) are generated indepen-
dently, in which case, from Equations (5.7) and (5.8),
Eˆ[F(k, i) Z(k, i)] = Eˆ
[
Z(k, i)2
]
> 0. (5.16)
A corollary is that, if the forecast is the sum of the realisation and an independent forecast
error process, the increments of the forecast time series will be more volatile than those
of the realisation.
Note that the real forecast is made in the power output (P) domain, rather than the
normalisedwind level (X) domain, and Equation (5.15) does not imply that the P-domain
median forecast Pwf (k, i) is similarly unbiased. However, we have assumed that the wind
power forecast is in fact a “quantile forecast” [113], characterised by its median Pwf (k, i)
but containing the full distribution of power outputs, and that this distribution always
transforms to a Gaussian distribution in the X domain with mean F(k, i) and standard
deviation σzi . Hence, P
wf contains the same information as F and therefore it is reasonable
to constrain the synthesis of forecast errors with Equation (5.15).
The X-domain biasing can be corrected by choosing a negative value for ρxy in Equa-
tion (5.14). In theory, we could ensure that Equation (5.15) holds for all i, by choosing dif-
ferent values ρ
xy
i for each i. However, in practice, depending on the choice of the forecast
error scale factors s
y
i , the set of values of ρ
xy
i that are needed to achieve this may fluctuate
wildly or need to take infeasible values for some horizons. Therefore, the approach taken
in this thesis is to choose a constant value that leads to near-zero correlations between the
forecast and forecast error at all horizons.
The methodology is as follows. We relate ρxy to ρ
f z
i , the correlation between the
forecast and the forecast error at a horizon i timesteps ahead, using
ρ
f z
i =
Eˆ[X(k + i)Z(k, i)] + Eˆ
[
Z(k, i)2
]
√
Eˆ[F(k, i)2] Eˆ[Z(k, i)2]
(5.17)
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where
Eˆ
[
Z(k, i)2
]
= (s
y
i )
2
i−1
∑
j=0
(ψ
y
j )
2
, (5.18)
Eˆ[X(k + i)Z(k, i)] = σxs
y
i
i−1
∑
j=0
ψxj ψ
y
j ρ
xy, (5.19)
Eˆ
[
F(k, i)2
]
= (σx)2
∞
∑
j=0
(ψxj )
2 + Eˆ
[
Z(k, i)2
]
+ 2Eˆ[X(k + i)Z(k, i)] . (5.20)
We then choose the value of ρxy that leads to
NF
∑
i=1
ρ
f z
i
i
= 0 (5.21)
so as to attach more importance to near-future forecasts (small i) than to longer horizons,
which can be done using a non-linear root finding algorithm.
In addition to the negative correlation between the forecast error and the realised
wind power, we also expect a positive correlation between errors in the forecasts made
at successive timesteps: if the forecaster makes a prediction at (say) 1pm for the wind
power at 6pm, and it turns out that the prediction was too high, then it is likely that the
forecast made at 2pm for the wind power at 6pm was also too high. Mathematically, we
can express this requirement in the X-domain as
Eˆ[Z(k, i) Z(k− 1, i + 1)] > 0. (5.22)
If we have specified a non-zero value of ρxy then this inequality will always hold to a
limited extent because both Z(k, i) and Z(k− 1, i + 1) are correlated with X(k + i) from
Equation (5.14). In version 2 of the model, we allowmore precise control over the correla-
tion between successive forecasts, while maintaining the ability to control the correlation
between the forecasts and the realised wind. We achieve this by specifying an additional
correlation ρyy between the innovations of the Y process for a fixed future time, as gen-
erated on consecutive timesteps, while keeping the innovations independent within a
forecast time series for fixed k (5.11):
Eˆ[ǫy(k, i) ǫy(k− 1, i + 1)] = ρyy : 1 ≤ i < NF. (5.23)
We can then force a prescribed correlation ρzzi between forecast errors Z(k, i) and
Z(k− 1, i + 1) by choosing ρyy to satisfy
ρzzi =
Eˆ[Z(k, i) Z(k− 1, i + 1)]√
Eˆ[Z(k, i)2] Eˆ[Z(k, i + 1)2]
= ρyy
√√√√1− (ψyi )2
∑
i
j=0 (ψ
y
j )
2
(5.24)
using Equations (5.10) and (5.23). More precise control of this correlation could be
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achieved by letting ρyy take different values at different forecast horizons. In this the-
sis, we force ρyy to be constant across all horizons for simplicity.
The forecast error innovations ǫy(k, i) can be generated to satisfy Equations (5.13)
and (5.23) simultaneously by generating them according to the following scheme, based
on Cholesky Decomposition. Let
α =
ρxy (1− ρyy)
1− (ρxy)2 (5.25)
β = ρyy − αρxy (5.26)
γ =
√
1− α2 − 2αβρxy − β2. (5.27)
Then, having first generated all values of the realised wind innovations ǫx(k), the forecast
error innovations are generated in chronological sequence as follows:
ǫy(k, i) =

ρ
xy ǫx(k + i) +
√
1− (ρxy)2 ξ(k, i) : (k = 0, 1 ≤ i ≤ NF) or (k > 0, i = NF)
αǫx(k + i) + βǫy(k− 1, i + 1) + γ ξ(k, i) : k > 0, 1 ≤ i ≤ NF − 1
(5.28)
where ξ(k, i) are independent N(0,1) variables as before. Note that version 1 of the model
is a special case of version 2 with ρyy set to (ρxy)2.
5.3. Choice of parameter sets
In this section, we propose possible parameter sets for a wind forecast error process that
is compatible with wind process models based on Equations (5.2)–(5.3). The model gives
us a rather rich set of parameters with which to impose the desired properties of the
forecast error process. These are:
1. The parameters of the time series process for Y(k, i), i = 0 . . .N f , represented here
by the MA weightings ψ
y
j , j = 0 . . .N
f . These can be tuned to match desired auto-
correlation properties for the forecast error over different time horizons.
2. The horizon-dependent scale factors s
y
i . These can be calibrated to desired RMS
errors in the normalised wind level (X) domain using Equation (5.12). In practice,
however, we will usually wish to prescribe RMS errors in the forecast wind power,
rather than errors in the forecast normalised wind level. We assume here that the
wind power point forecast for a future time, whose RMS error has been measured,
is the median of the forecast wind power distribution for that time. In other words,
the probability that the realised wind power exceeds the forecast is 0.5. The RMS
error in the forecast wind power i timesteps ahead, ∆Prmsei , is then related to the
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parameters of the wind realisation and wind forecast error models by
(∆Prmsei )
2 =
1
Nd
Nd−1
∑
j=0
∫ +∞
−∞
∫ +∞
−∞
(
W(x + µ(j))−W(x + z + µ(j)))2 f xzi (x, z) dz dx
(5.29)
where f xzi (x, z) is the joint distribution of X(k + i) and Z(k, i) over all k, a bivariate
normal that can be written (using the fact that X(k) has unit variance):
f xzi (x, z) =
1
si
φ
(
z− xEˆ[X(k + i)Z(k, i)]
si
)
φ(x) (5.30)
where si is the standard deviation of Z(k, i) conditional on X(k + i), given by
si =
√
Eˆ[Z(k, i)2]− Eˆ[X(k + i)Z(k, i)]2 (5.31)
and Eˆ
[
Z(k, i)2
]
, Eˆ[X(k + i)Z(k, i)] are given by Equations (5.18), (5.19) respectively.
Equation (5.29) can be evaluated using numerical quadrature methods and embed-
ded in a non-linear root-finding algorithm, enabling the scaling volatilities s
y
i to be
tuned to reproduce the desired RMSE profile in the power output domain.
3. ρxy, the correlation between ǫx(k + i) and ǫy(k, i). This can be used to ensure that
the forecast errors are unbiased, as shown in section 5.2.2.
4. ρyy, the correlation between ǫy(k− 1, i + 1) and ǫy(k, i). This can be used to create
a correlation between the errors in the forecasts made on successive timesteps, as
shown in section 5.2.2. If realistic data are not available to infer this correlation, we
can test its effect on the results using a sensitivity study.
The first task is to choose the autoregressive parameters (or MA weightings) for the
normalised forecast error process Y(k, i). A reasonable choice is to use the same param-
eters as are used by the underlying realised wind process: ϕ
y
1 = ϕ
x
1 , ϕ
y
2 = ϕ
x
2 . (If the
realised wind data is obtained directly from a historic time series, then an autoregres-
sive model will have to be fitted to it in order to obtain these parameters.) By choosing
the same parameters for the forecast error process as for the realised wind process, we
ensure that, at least for the case where all siy are the same, the forecast normalised wind
level F(k, i) is also an autoregressive process and has the same autoregressive parameters
as the realised wind, but with a lower volatility due to the negative value of ρxy. Further-
more, we can then manipulate the volatility term structure parameters (while adjusting
ρxy to maintain approximately unbiased forecasts) to obtain any desired forecast quality
ranging from perfect forecasts to statistical-only ones. For perfect forecasts, we simply
choose s
y
i = 0 for all i. In this case the correlation ρ
xy is immaterial. An upper bound on
the unbiased RMSE is provided by a forecast that is based only on the underlying time-
series process for the realised wind, which assumes that the future innovations will be
zero. This is the forecast assumption used in chapter 4. In the case of an AR(2) process, it
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can be written as Equation (4.24), repeated here:
F(k, i) =

X(k), i ≤ 0ϕx1F(k, i− 1) + ϕx2F(k, i− 2), i > 0. (5.32)
This worst-case, “statistical-only” forecast can be obtained by setting s
y
i = σ
x for all i and
ρxy = −1; it provides an upper bound on the values of σzi . A corollary is that the method
cannot be used to provide persistence forecasts, defined by F(k, i) = X(k) for all i ≥ 0.
In any case, persistence forecasts cannot have trending or mean reversion properties and
are therefore always biased if usedwith wind regimes where these properties are present.
When using version 2 of the model, one must also choose a value of ρyy which deter-
mines how the forecast errors evolve over successive forecasts. In section 5.7 we investi-
gate the effect of switching from version 1, where ρyy is always equal to (ρxy)2, to version
2, with ρyy set to 0.99.
5.4. Validation of model with EWITS data
In this section we compare the model’s forecast error distribution with that of a subset of
the EWITS dataset [42, 114]. Although day-ahead wind power forecast errors are easily
obtainable from many sources (e.g. the websites of the Danish and German TSOs), we
expect that the costs of wind uncertainty will be dominated by the forecast errors over
much shorter timescales in systems with mainly thermal reserves as discussed in section
5.1. The EWITS dataset includes not only three years of wind realisations for 1300 sites
across the Eastern Interconnection, but also 4ha, 6ha and day-aheadwind power forecasts
for each site.
The wind farm sites used in EWITS span a larger region than can usefully be repre-
sented by an aggregated, univariate model, as transmission constraints are bound to be
significant at this scale. We took a 1000km-sized subset of the wind farm sites, consisting
of the 228 sites in Pennsylvania, New York, Connecticut, Massachusetts, Vermont, New
Hampshire andMaine, with a total capacity of 33GW. This represents a similar reach and
capacity to the putative GB wind fleet circa 2030. We aggregated the hourly synthetic
wind power realisations and the 4ha forecasts from each site, to obtain hourly time series
of aggregated wind realisation and forecast.
We found that the aggregated wind forecasts exhibited considerable bias. In par-
ticular, low forecasts (less than 0.1 p.u. capacity) were consistently too high, while high
forecasts (0.5–0.8 p.u.) were consistently too low. For example, every single instance of a
4ha forecast of less than 0.05 p.u. was an overprediction, with a mean overprediction of
about 0.03 p.u. Such biasing would not exist in a real aggregated forecasting system; if
it was present, the forecast errors could be improved by applying a deterministic adjust-
ment.
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Figure 5.5: Median forecast error for aggregated EWITS 2004 data, as a function of forecast wind power.
Figure 5.5 shows the median forecast error for different forecast output levels in the
2004 data. The aggregate forecast error model developed in section 5.2 is intended to
generate forecast errors with zero mean, median and mode in the domain of the nor-
malised wind level (X), and zero median in the domain of aggregate wind output (P),
at all forecast output levels. In order to make the EWITS data more consistent with the
model, therefore, we compensated for the biasing by subtracting the median error from
Figure 5.5 from each forecast output level in the time series. For example, any forecasts of
between 0.10 and 0.15 p.u. were increased by 0.052 p.u. In order not to endow the fore-
casting with inappropriate foresight, we generated the biasing information from the 2004
data only, and applied the corrections to the forecast data from 2005–6. The de-biasing
reduced the 4ha RMSE for 2005–6 from 0.069 p.u. to 0.062 p.u., which is close to the 4ha
RMSE for our assumed GB 2030 aggregate forecasts that will be presented in section 5.5.
We used only the 2005–6 data for comparison with the model.
We divided the wind realisation into four seasons, and fitted second-order wind
models [Equations (5.2)–(5.3)] to each in order to obtain transformation (W) functions,
diurnal adjustments (µ), and autoregressive parameters (ϕx1 , ϕ
x
2 and σ
x). Then, we fitted
the forecast error model [Equations (5.8)–(5.9)] using ϕ
y
1 = ϕ
x
1 , ϕ
y
2 = ϕ
x
2 for each season
and set the 4-hour volatility term s
y
4 to make the 4-hour RMS error ∆P
rmse
4 equal to 0.063
p.u., which is the RMS error in the debiased EWITS 2004 data, by solving Equation (5.29).
A 100-year simulation of wind output and wind forecasts was run. The statistics of the
EWITS forecast errors from 2005–6 were compared with the forecast errors in the simu-
lation and with a simple Gaussian model, in which the wind output forecast errors are
drawn from a Gaussian distribution with zero mean and a standard deviation of 0.063
p.u. Figure 5.6 compares the three approaches. Figure 5.6a shows histograms of uncon-
ditional forecast errors. The Gaussian model shows a parabolic shape as a consequence
of the log-scale y-axis. The model’s distribution has fatter tails than the Gaussian model
on both sides, with a slight skew towards underpredictions. The model shows close
agreement with the distribution of the EWITS dataset for errors between about −0.25
and +0.20 p.u., but the EWITS tails are more skewed towards underpredictions than the
model. Underpredictions would have much less severe consequences in a power sys-
tem schedule than overpredictions, so the model is somewhat conservative relative to
107
CHAPTER 5. FORECAST ERROR MODELLING FOR WIND INTEGRATION STUDIES
0.001
0.01
0.1
1
10
100
1000
10000
-0
.4
0
 –
-0
.3
5
-0
.3
5
 –
-0
.3
0
-0
.3
0
 –
-0
.2
5
-0
.2
5
 –
-0
.2
0
-0
.2
0
 –
-0
.1
5
-0
.1
5
 –
-0
.1
0
-0
.1
0
 –
-0
.0
5
-0
.0
5
 –
0
.0
0
0
.0
0
 –
0
.0
5
0
.0
5
 –
0
.1
0
0
.1
0
 –
0
.1
5
0
.1
5
 –
0
.2
0
0
.2
0
 –
0
.2
5
0
.2
5
 –
0
.3
0
0
.3
0
 –
0
.3
5
O
cc
u
rr
e
n
ce
 r
a
te
 (
o
cc
 /
 y
e
a
r)
Forecast error bucket (p.u.)
EWITS
model
gauss
overpredictionunderprediction
(a)
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0
.0
0
-0
.0
5
0
.0
5
-0
.1
0
0
.1
0
-0
.1
5
0
.1
5
-0
.2
0
0
.2
0
-0
.2
5
0
.2
5
-0
.3
0
0
.3
0
-0
.3
5
0
.3
5
-0
.4
0
0
.4
0
-0
.4
5
0
.4
5
-0
.5
0
0
.5
0
-0
.5
5
0
.5
5
-0
.6
0
0
.6
0
-0
.6
5
0
.6
5
-0
.7
0
0
.7
0
-0
.7
5
0
.7
5
-0
.8
0
0
.8
0
-0
.8
5
0
.8
5
-0
.9
0
0
.9
0
-0
.9
5
R
M
S
 f
o
re
ca
st
 e
rr
o
r 
(p
.u
.)
Forecast wind power (p.u.)
EWITS
model
gauss
(b)
Figure 5.6: EWITS 4ha aggregated forecast error statistics, 2005–6 (debiased), vs proposed model and simple
Gaussian model: (a) Unconditional distribution, (b) Variation of RMS error with forecast wind
output.
the data. The extreme skewness of the EWITS forecast error distribution suggests that it
might be possible to de-bias the data further, reducing the inconsistency.
Figure 5.6b shows how the 4h RMS error varies with the forecast wind output, in the
aggregated EWITS data, the proposed model, and the Gaussian model. Both the model
and the EWITS data exhibit a strong relationship, with low errors at very low or very
high wind outputs and much higher errors at intermediate levels. This is a consequence
of the turbine curve, which generates the highest sensitivity to wind speed forecast errors
at intermediate wind speeds where the curve is steepest, as found by Lange and Waldl
[111]. The characteristic is missed by the Gaussian model which assumes that the error is
insensitive to the forecast level. It is also quite different from the linear relationship used
by Fabbri et al. [107], at least at high wind outputs.
The validation exercise with the EWITS data suggests that the proposed model can
provide a generally good representation of 4ha aggregated forecast error distribution
conditional on the forecast power, for the purposes of power system simulations. Because
of the skewed nature of the tails of the aggregated forecast errors in the EWITS data, it is
not clear whether the model will provide an adequate representation of the tails of real
forecast errors while simultaneously reproducing the correct RMS value. For scheduling
simulations it may be more important to provide a good representation of the upper tail
risk than the RMS error.
5.5. Parameterisation for GB 2030 model
In this section we present the assumed RMSE profile for forecasts that are compatible
with the GB 2030 aggregate wind output model from chapter 3, along with some statis-
tics about the consequent forecast error distributions. Of course, we do not know how
accurate wind forecasts will be in 2030. There is little experience to date with forecasting
the output of large wind fleets that contain a significant offshore component, and in any
case we should expect some improvement in forecasting methods. The base case forecast
model assumes an overall RMSE profile as shown in Figure 5.7. The model is divided
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Figure 5.7: RMS forecast error for assumed Numerical Weather Prediction (NWP) system in GB2030 model,
compared with persistence method and statistical forecasts derived from time series model.
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Figure 5.8: Distribution of absolute forecast errors for (a) 4ha, (b) 24ha in GB2030 model. The Gaussian line
(green, triangular markers) shows the equivalent distribution for Gaussian forecast errors with a
constant standard deviation equal to the RMSE for the assumed model.
into the same four seasons as the seasonal wind output model, with short-term errors
in line with seasonal volatility. Autumn and spring profiles were derived from the sum-
mer profile by multiplying the values by 1.2, and the winter profile was derived from the
summer profile by multiplying the values by 1.55. The forecast accuracy is assumed to
be similar to statistical-only forecasts up to 2ha, and then diverges to obtain a 30% im-
provement at 4ha and a 50% improvement at 24ha. The 4ha RMSE, at 5.9% of installed
capacity, is roughly double the value obtained for Germany using the COSMO system, as
presented in [102] (Figure 5.2). However, the mean capacity factor of the German wind
fleet, at under 20%, is considerably lower than the expected capacity factor of the GB 2030
fleet at 33%, so the volatility and hence the forecast accuracy (per unit capacity) will also
be lower. Our assumed 2030 forecast errors are somewhat lower than those presented for
the much smaller Dutch system in [115] and considerably lower than current practice for
GB at National Grid, which bases its reserve requirements on 4ha forecasts with a quality
similar to persistence [116].
The GB 2030 forecast error model uses the same autoregressive parameters as the
underlying wind output model, as suggested in section 5.3, and the scale factors s
y
i are
calibrated to the seasonal RMSE profiles by inversion of Equation (5.29). Figure 5.8 shows
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Figure 5.9: Variation of RMSE with forecast wind output for (a) 4ha, (b) 24ha in GB2030 model.
the unconditional distribution of absolute wind power forecast errors at 4ha and 24ha us-
ing the assumed model and the statistical-only model from chapter 4. For comparison,
Gaussian distributions with the same RMSE as the assumed model are also shown; the
Gaussian distributions appear parabolic with a log-scale y-axis. The non-linearity of the
transformation function gives fatter-than-Gaussian tails in the model’s forecast error dis-
tribution. Figure 5.9 shows the variation of the RMSE with forecast power output at 4ha
and 24ha. The RMSE is approximately proportional to the local gradient of the transfor-
mation function, rising to a peak at around 0.50 p.u. and decreasing thereafter, which is
consistent with the EWITS model and data.
5.6. Implementation in FREDA
5.6.1. Construction of wind forecast time series
The forecast error model has been implemented in FREDA, a power system simulation
tool that is described in chapter 4. At each timestep k, a forecast for the normalised
wind level F(k, i), i = 1 . . .N f is generated using the method described in section 5.2 and
converted to a forecast wind output using Equation (5.6).
The wind power time series in FREDA can be read from historic data or generated
from the time series model described in chapters 2 and 3. If historic data are used, and
a non-trivial forecast error process is chosen, we will generally have to fit the model to
the data anyway in order to calculate the innovations (residuals) and the autoregressive
parameters, which are used in the forecast error generation. The innovations ǫx(k) of
the normalised wind level X(k) are required to generate the innovations ǫy(k, i) of the
forecast error process Y(k, i), from equations (5.14) or (5.28), if a non-zero value of ρxy
is used. The autoregressive parameters are required because we will often choose the
autoregressive parameters of the forecast error process to be the same as those for the
realised wind process, for reasons discussed in section 5.3.
The procedure for setting up the realised and forecast wind power time series within
FREDA is as follows:
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1. Read in the historic wind power time series (if used), realised wind model param-
eters ϕxj , σ
x, W(·), µ(·), and forecast error parameters ϕyj , ρxy, ρyy, syi . If the au-
toregressive parameters ϕ
y
j are not specified, their default values are the same as
the autoregressive parameters ϕxj of the realised wind model. If the ρ
yy parame-
ter is not specified, the forecast error process is generated using version 1 of the
model (5.14). If it is specified then version 2 is used (5.28). The correlation ρxy can
be specified directly, or a flag can be used to indicate that it is to be generated us-
ing Equation (5.21), to create approximately unbiased forecasts. The scale factors,
s
y
i , can either be specified directly or fitted to a user-specified RMSE profile using
Equation (5.29).
2. Generate the time series of realised wind innovations ǫx(k) and normalised wind
levels, X(k). If historic wind data are being used then the historic power output
levels Phw(k) must be converted to normalised wind levels using
X(k) = W−1(Phw(k))− µ(k mod Nd). (5.33)
The innovations (residuals) then follow from
ǫx(k) = X(k)−
p
∑
j=1
ϕxj X(k− j). (5.34)
If the realised wind is to be synthesised by the model, then the ǫx(k) are first gen-
erated as independent N(0,1) random variables. The normalised wind levels X(k)
follow from Equation (5.3) and the corresponding realised wind power outputs
from Equation (5.2).
3. For each timestep k, generate the innovations for the forecast normalised wind
level, ǫy(k, i), i = 1 . . .N f , using Equations (5.14) or (5.28) as appropriate, and use
them to create normalisedwind forecasts F(k, i) from Equations (5.9), (5.8) and (5.7).
The median wind power forecast made at timestep k for i timesteps ahead, Pwf (k, i),
is then calculated from Equation (5.6).
5.6.2. Calculation of nodal forecast errors in scenario tree
FREDA uses a Stochastic Unit Commitment algorithm to arrive at the scheduling deci-
sions. The set of possible wind power paths over the next few hours is discretised into
a scenario tree of linked nodes, with each node having an associated wind power level
(and hence a forecast error) and a probability weighting. The topology of the scenario
tree is user-specified, along with the nodal probability quantiles, and the nodal probabil-
ity weightings are precalculated as in section 4.4.2. However, the nodal forecast errors
must now be dictated by the forecast error model, rather than from the uncertainties
in the realised wind model which produce the statistical-only forecasts from Equations
(4.34)–(4.36).
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The following equations define the nodal forecast errors in the more generalised
model considered here. The statistical-only forecasts of chapter 4 are in fact a special
case of this model with ρxy = −1 and syi = σx for all i. Any undefined symbols are in the
List of Symbols on page 12.
Provided that node n’s ancestors are one timestep apart, we can derive my(n, i), the
expected Y value at i timesteps after node n, as follows:
my(n, i) =
p
∑
j=1
ϕ
y
j ×


0 : ℓ(n) + i− j ≤ 0,
y(a(j−i)(n)) : i− j ≤ 0,
my(n, i− j) : i− j > 0.
(5.35)
The standard deviation of the Y value at i timesteps ahead, σ
y
i , is independent of the fore-
cast wind level and is most conveniently calculated from the equivalent MA parameters
(ψ
y
j ), which can be derived from the autoregressive parameters using Equation (5.5):
σ
y
i =
√√√√i−1∑
j=0
(ψ
y
j )
2
. (5.36)
We can now calculate the nodal forecast errors analogously to chapter 4, in which the
forecast error corresponds to the user-specified nodal probability quantile, conditional
on the wind forecast error state variables at the node’s progenitor. We use the Gaussian
properties of the process to write
y(n) = my
(
b(n), h(n)
)
+ σ
y
h(n)
Φ−1
(
q(n)
)
, (5.37)
from which we can calculate the nodal forecast errors in normalised wind level, by mul-
tiplying by the appropriate scale factor:
z(n) = s
y
ℓ(n)
y(n). (5.38)
It can be seen that the calculation of my(n, i) in Equation (5.35) for all nodes other
than the root node is conditional on the nodal Y values on the scenario leading up to
node n, i.e. y(n′) : n′ ∈ A(n). These values will have been obtained from Equation (5.37),
so that the nodal Y values can be built up for the whole tree using a recursive procedure
starting at the root node.
In the special case of a scenario tree with a fan topology, i.e. branching at the root
node only, Equation (5.38) simplifies to
z(n) = s
y
ℓ(n)
σ
y
ℓ(n)
Φ−1
(
q(n)
)
(5.39)
which can be calculated without recursion. This simplified version will be used for all
the studies in the current and subsequent chapters.
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The nodal forecast errors z(n) are precalculated for all n ∈ N before the simulation
begins. During the simulation, the nodal wind powers are calculated at each timestep k
from Equation (4.36), repeated here:
Pwn(n) = W
(
F
(
k, ℓ(n)
)− z(n) + µ((k + ℓ(n)) mod Nd)). (5.40)
5.7. Case Study
How sensitive are the results of a wind integration study to the assumptions about the
correlation structures of the forecast error process? This is an important question because
many studies to date have used synthetic forecasts, with varying degrees of sophisti-
cation. In this section, we present results from FREDA simulations that investigate the
effect of these assumptions on the operating characteristics of the same wind-integrated
power system as that analysed in chapter 4. The system is described in section 4.6 and
table 4.2 on page 84.
The VOLL was set at £30 000/MWh as in chapter 4. Each simulation consisted of
eight year-long samples, each sample having identical demand data but different wind
and wind forecast data. Eight different cases were analysed. The scheduling decisions
were optimised with rolling planning, using the Stochastic Unit Commitment method,
scenario tree topology and branch quantiles taken from the Base case of chapter 4. The
Perfect case is optimised using Deterministic Unit Commitment and is identical to the
Perfect case of chapter 4.
The different forecast error assumptions are described in Table 5.1. Each case used
the same samples of wind, wind forecast and demand data. The differences between the
forecast error assumptions in the various cases are illustrated in Figure 5.10, along with
the equivalent representation of persistence forecasts (not modelled). Example scenario
trees for each case are shown in Figure 5.11. In the Perfect and Cassandra cases (Fig-
ure 5.10a), all forecasts coincide with the subsequent realisation. The difference between
these two cases lies in the scenario tree construction: compare Figures 5.11(b) and (c). In
the Perfect case (Figure 5.11b), only one possible realisation is planned for, so that no re-
serves are scheduled in case of unforeseen divergence from the forecast. In the Cassandra
case (Figure 5.11c), however, the perfect forecast is not “trusted” by the scheduling algo-
rithm which assumes that the forecast errors have the same distribution as WhiteNoise,
UncorrelV1, UncorrelV2, UnbiasedV1 and UnbiasedV2; scenarios are therefore created that
underpredict and overpredict the wind realisation, so that spinning headroom is sched-
uled as if the forecasts were not in fact accurate. TheCassandra case is created by replacing
F(k, i) in Equation (5.40) with X(k + i). It can be used to test the effect of assuming that
commitment and dispatch decisions are made with perfect foresight, while scheduling
reserves as if they were not.
The forecast errors in the Statistical case (Figure 5.10g) are similar to persistence (Fig-
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Case Description
Perfect Perfectly accurate forecasts generated by setting s
y
i = 0 for all i.
Cassandra Forecast time series generated with no errors as Perfect, but scenario
tree assuming same forecast accuracy asWhiteNoise, UncorrelV1 etc.
WhiteNoise No autocorrelation of forecast errors, produced by setting ϕ
y
1 = ϕ
y
2 =
ρxy = 0 and using version 1 of model. Volatility term structure s
y
i cali-
brated to wind power RMS errors in figure 5.7.
UncorrelV1 Base case: Autoregressive forecast error model with ϕ
y
1 = ϕ
x
1 , ϕ
y
2 = ϕ
x
2 ,
ρxy = 0. Volatility term structure s
y
i calibrated to achieve wind power
RMS errors in figure 5.7. Version 1 of model: no forced correlation be-
tween errors in successive forecasts [ρyy unspecified, innovations cal-
culated from Equation (5.14)].
UncorrelV2 As UncorrelV1, but using model version 2. Correlation between errors
in successive forecasts defined by setting ρyy = 0.99 and calculating
innovations from Equation (5.28).
UnbiasedV1 AsUncorrelV1, but with ρxy chosen to satisfy Equation (5.21) to prevent
the correlation between the forecast and the forecast error.
UnbiasedV2 AsUncorrelV2, but with ρxy chosen to satisfy Equation (5.21) to prevent
the correlation between the forecast and the forecast error.
Statistical Statistical-only forecasts (maximum likelihood forecasts given current
wind state) generated by using version 1 of model with ϕ
y
1 = ϕ
x
1 , ϕ
y
2 =
ϕx2 , ρ
xy = −1, syi = σx for all i. Equivalent to the forecast assumptions
made in chapter 4.
Table 5.1: Forecast error model parameter sets used in the case study.
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Figure 5.10: Example wind realisation and forecast time series for the different forecast error assumptions.
Square markers show wind realisation; each line represents the median forecast made at the
time corresponding to the marker from which the line emerges.
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Figure 5.11: Example forecasts (black lines), realisations (dashed red lines) and scenario trees (grey lines) for
the different forecast error assumptions.
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Figure 5.12: Effect of innovation correlations on X-domain forecast error correlations in GB 2030 winter
model: (a) reduction of F,Z correlation (forecast error bias) with negative ρxy, (b) persistence
of errors for a fixed future time across successive hourly forecasts.
ure 5.10h). There are three features that account for the differences. First, the mean rever-
sion of the underlying time series model tends to pull the longer-term forecasts towards
the median level. Second, the second-order autoregressive parameters imply a strong
autocorrelation of increments, so that the shortest-term forecasts contain a trending com-
ponent. Finally, the model’s diurnal component causes slightly raised expectations of
wind levels in early afternoon compared with the rest of the day.
The other cases all use the same forecast error distributions, with differences only in
the correlation structure. TheWhiteNoise case (Figure 5.10b) shows forecasts that fluctuate
wildly around the realisation. The forecasts generated by UncorrelV1 (Figure 5.10c) and
UncorrelV2 (Figure 5.10d) are less volatile than WhiteNoise but more so than UnbiasedV1
(Figure 5.10e) and UnbiasedV2 (Figure 5.10f); they also ignore any trending information
in the shortest-term forecasts unlike UnbiasedV1, UnbiasedV2 or Statistical. The forecasts
for a fixed future time inUncorrelV2 andUnbiasedV2 converge smoothly to the realisation
as new information becomes available, unlikeWhiteNoise, UncorrelV1 and UnbiasedV1.
Figure 5.12a shows how ρ f z, the correlation between the X-domain forecast (F) and
the X-domain forecast error (Z) as defined in Equation (5.17), varies over the 24-hour
forecast horizon for the case of the winter model, when values of 0 (uncorrelated) and
−0.65 [unbiased, satisfying Equation (5.21)], respectively, are chosen for ρxy. The corre-
lation is reduced to within ±0.10 at all horizons by the use of a negative value for ρxy.
Figure 5.12b shows how specifying a high value for ρyy affects ρzz, the autocorrelation be-
tween errors in successive rolling forecasts for a fixed future time, as defined in Equation
(5.24). The autocorrelation is much higher for longer-term errors than shorter-term ones,
because new information in the form of the emerging realisation has a greater corrective
effect on short-term errors.
The overall operating costs for each case, together with some characteristics of power
sytem operation, are presented in Table 5.2. The Statistical and Perfect cases correspond
to the Base and Perfect cases, respectively, in the Case Study of section 4.7. As in that
study, the wind uncertainty cost is defined as the excess total cost over the total cost in
the Perfect case, per MWh of available wind energy.
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Fuel costs ex OCGT (£/MWh demand) 25.54 26.08 26.30 26.46 26.29 26.40 26.27 26.86
OCGT fuel costs (£/MWh demand) 0.00 0.00 0.00 0.05 0.08 0.07 0.13 0.14
Loadshed costs (£/MWh demand) 0.00 0.00 0.00 0.02 0.09 0.08 0.08 0.46
Total costs (£/MWh demand) 25.54 26.08 26.30 26.54 26.47 26.54 26.47 27.46
Wind uncertainty cost (£/MWh avlble wind) 0.00 1.56 2.17 2.86 2.66 2.87 2.68 5.51
Loadshed incidence (hrs/yr) 0.00 0.00 0.00 0.38 1.88 1.13 1.63 5.13
Loadshed energy (×10−6 of demand) 0.00 0.00 0.00 0.82 3.12 2.52 2.50 15.46
Curtailed wind (% available wind) 1.65 1.85 1.96 1.99 1.98 2.01 2.02 2.82
Average spinning headroom (MW) 942 2127 2178 1929 2046 1864 1972 2784
Coal: load factor (%) 2.38 2.76 2.92 3.10 2.94 3.03 2.91 3.46
Coal: startups per year per unit 20.46 34.10 39.21 45.00 39.98 43.16 39.47 55.16
CCGT: load factor (%) 57.46 57.16 57.06 56.92 57.07 57.00 57.11 57.18
CCGT: startups per year per unit 104.44 130.38 153.36 181.20 156.08 173.99 155.63 168.13
OCGT: load factor (%) 0.00 0.00 0.02 0.43 0.70 0.57 1.07 1.16
OCGT: startups per year per unit 0.00 0.04 1.78 34.59 40.16 41.89 59.93 57.19
Storage: Average state of charge (%) 49 72 73 70 69 69 68 71
Storage: Avg absolute power output (MW) 1356 978 982 1087 1074 1099 1094 958
Table 5.2: Results from case studies.
Cassandra uses the same forecast error assumptions in the scenario tree asWhiteNoise,
UncorrelV1,UncorrelV2,UnbiasedV1 andUnbiasedV2, but unlike these other cases, the me-
dian forecast is always accurate, so that the wind realisation is always the 50th percentile
of the range that is planned for by the scenario tree (Figure 5.11c). Therefore, loadshed
and OCGT deployment are avoided, and CCGT and coal units are kept running when
required to compensate for future wind deficits, resulting in relatively few startups. As a
result, the wind uncertainty cost is about half as much as with the Uncorrel and Unbiased
cases.
Like Cassandra, theWhiteNoise simulations produce no loadshed and very low OCGT
load factors. Although the forecasts deviate from the realisation in this case, the lack
of autocorrelation within the forecast time series means that the forecast tends to oscil-
late around the realisation (Figure 5.11d). As a result, there are nearly always values
within the forecast that underpredict the wind outcome, and therefore sufficient low-cost
generation (CCGT and coal) is always scheduled to cover for future reductions in wind
generation. The lack of autocorrelation means that the scenarios span a wide range of
wind outcomes over the course of the scenario tree, with the result that a relatively large
amount of average headroom is scheduled. Wind uncertainty costs are higher than Cas-
sandra but still about 20% lower than the Uncorrel and Unbiased cases. The cost savings
withWhiteNoise are due to the unrealistic implicit information about the wind realisation
that is contained within the oscillatory forecast process.
The four Uncorrel and Unbiased cases all show wind uncertainty costs of roughly half
those obtained with statistical-only forecasting (Statistical case), and double those ob-
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tained in the Cassandra case. The differences among these four cases are rather subtle. In
order to detect whether the difference in a particular characteristic (e.g. loadshed energy)
is statistically significant, one can measure the differences for each of the eight year-long
samples, and find the standard error of these differences by dividing the standard devi-
ation by the square root of the number of samples. Based on 95% confidence limits and
normality assumptions, an average absolute difference of more than 1.96 standard errors
can be said to be statistically significant as there is less than a 5% probability that such a
large difference would be produced in the simulation if the expected difference is really
zero. In terms of the overall operating costs in these four cases, only the differences be-
tween UncorrelV1 and UnbiasedV2 are statistically significant, with an average difference
of 3.5 times the standard error. One can, however, detect small differences in the way
that the four cases are scheduled. Forecast errors in the V2 cases do not change much
as we roll from one timestep to the next, so that the schedule can be “caught off guard”
with insufficient headroom on the system due to persistent overprediction of the wind
power. On the other hand, in the V1 cases, an overprediction in the forecast made at
timestep k may well be followed by an underprediction at timestep k + 1, with the result
that CCGT or coal units are started up in time to compensate for the forecast future wind
deficit. Therefore, the V2 cases benefit from fewer startups than the V1 cases, but also
have to run OCGT or shed load more often; the net effect on operating costs is small.
Even more subtle are the differences between the Uncorrel cases and the corresponding
Unbiased ones: over the eight year-long samples in the case study, none of the character-
istics shows differences that are statistically significant.
In common with other SUC formulations, the here-and-now scheduling decisions in
FREDA are made on the assumption that no updated wind forecasts will become avail-
able at later stages of the scenario tree. In the simulations, however, updated forecasts are
produced on a rolling basis. The optimal here-and-now decisions, therefore, ought to be
affected by the parameters of the updating process such as ρyy [Equation (5.23)], whereas
in fact these parameters play no part in the construction of the scenario tree. In princi-
ple, they could be accounted for by creating a tree that included paths corresponding to
different rolling wind forecasts as well as different wind realisations. However, such a
tree would quickly run into dimensionality problems, so it is hard to verify the extent of
suboptimality that results from neglecting this feature.
5.8. Conclusion
In this chapter we have developed a forecast error model that is suitable for use with a
univariate wind power time series in a power system simulation tool. The errors can be
fitted to a curve of RMS errors at different horizons, while preserving the relationship
with the wind power volatility which is greatest at moderate-to-high wind power levels
(due to the non-linearities in wind turbine curves). Aswell as allowing an autocorrelation
between errors for consecutive horizons within a single forecast, the model also allows a
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correlation between the forecast errors for a fixed future time, as predicted at consecutive
times. This provides some consistency between forecasts that are updated on a rolling
basis. In addition, we have shown how it is necessary to anticorrelate the innovations
of the forecast error process with the innovations of the realised wind process, if the
resulting synthetic forecasts are to be unbiased.
A case study has been performed, in which the model is used to simulate the op-
eration of a GB-sized power system with a large wind penetration under different as-
sumptions for the forecast error process. Reasonably accurate forecasts can roughly halve
the uncertainty costs that are incurred with statistical-only forecasting. A forecast error
model without autocorrelation leads to a 20% underestimate of uncertainty costs, relative
to a (more realistic) autocorrelated model. The lower costs obtained with zero autocorre-
lation are due to the unrealistic extra forecasting information that is implicit in a forecast
time series whose errors oscillate about zero. The sensitivity to the other correlations is
low compared with typical Monte Carlo errors and the errors resulting from the model
simplifications. This implies that, although it is desirable to use a forecast error model
that autocorrelates the errors across successive horizons in a reasonable fashion, it is not
necessary to obtain extensive real-world data about the other correlations when perform-
ing wind integration studies.
It is possible to run a simplified model in which the wind forecast is set to be equal to
the wind realisation, but scheduling is performed assuming that the forecast was prone
to error, in order to include the costs of reserve provision (Cassandra case). In our stud-
ies, we have found that this assumption leads to an underestimate of wind uncertainty
costs, by a factor of two, relative to the costs obtained with the more realistic assumption
that the forecast is subject to errors. This is because the costs of reserve deployment are
completely neglected in this case.
The studies performed in this chapter have assumed that the only uncertain variable
is the wind realisation. Real systems are also subject to load forecast error and forced
generator outages, which increase the reserve requirement. Since each source of error is
independent of the others, the reserve can be shared among the different uncertainties so
that the wind uncertainty cost would be reduced, especially at low wind penetrations. A
more sophisticated model that accounts for other uncertainties is presented in the next
chapter.
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6. Value of stochastic reserve policies in
low-carbon power systems
Abstract
The intermittent nature of wind power and the high ratings of next-generation nu-
clear units mean that low-carbon power systems will have high short-term reserve
requirements, if these requirements are determined using current methods. Mean-
while, the flexible fossil-fuel generators, which have been the traditional providers
of reserve services, will run much less frequently. A fundamental review of the
reserve requirement is therefore needed if power systems are to absorb high wind
penetrations in an efficient manner. A fast Stochastic Unit Commitment algorithm
is presented, which accounts for the uncertainties in demand, wind power and ther-
mal generator outages, and schedules both frequency response (primary reserve) and
longer-term operating reserves considering the costs and benefits of their provision.
It is shown through multi-year simulations that stochastic scheduling can have sub-
stantial benefits at high wind penetrations, in terms of wind curtailment and efficient
running of the flexible generators. Under the assumptions made, the cost reduction,
compared with system operation under current GB reserve requirements, is about
4% at a 50% penetration.
6.1. Introduction
Decarbonisation of the British (and many other) power systems is expected to be largely
achieved by increasing the penetration of wind power and third-generation nuclear
plants, while substantially reducing the energy delivered by traditional fossil-fuel gener-
ators. The inherent uncertainty of wind generation means that reserves must be available
to mitigate the risk of overprediction of the wind output, over timescales up to a few
hours. Meanwhile, the higher ratings of new nuclear units will demand more primary
reserves that can be deployed in seconds. Under the current reserve requirements, the
system’s ability to absorb wind could therefore be limited by the flexibility of the genera-
tion fleet, resulting in wind curtailment and inefficient use of thermal plant and storage.
A fundamental review of the reserve methodology is therefore needed in order to
ensure that power systems continue to operate efficiently as they decarbonise. Simplistic
or conservative criteria may no longer be adequate. This chapter examines the potential
for dynamically optimised reserves, acting on a range of timescales, to improve opera-
tional efficiency by continuously balancing the cost of supplying those reserves against
the benefits they provide.
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The reserve requirements in many systems are specified using rule-based analysis
which is based on a target Loss-of-Load Probability (LOLP). This method is relatively
simple to implement because, if the uncertainties in the supply/demand balance at (say)
4h ahead can be quantified into a probability distribution, the reserve requirement can
be derived from the quantile of that distribution corresponding to the target LOLP. (The
4h horizon is the startup time assumed for a typical thermal unit; imbalances over longer
horizons can therefore be prevented by starting up these units.) However, such methods
do not consider the quantity of energy that will be lost in the case of a supply shortfall,
and nor do they account for the cost of providing the reserve.
A more economically efficient approach is to use an exogenous Value of Lost Load
(VOLL) to derive the schedule that minimises the expected operating costs, including Ex-
pected Energy Not Served (EENS) costs, given all the possible outcomes of the uncertain
variables: demand, wind and outages. This can be achieved by scheduling the system
with Pure SUC, as defined in chapter 1. As we have highlighted in chapter 4, most re-
cent SUC implementations have included exogenous reserve requirements (Hybrid SUC)
because the worst-case scenarios, which dominate the reserve requirement, get lost dur-
ing the scenario reduction process. An alternative is to force the inclusion of worst-case
scenarios in the tree, either by choosing them heuristically [81] or via a quantile-based
approach, as we have advocated in chapter 4.
Generator outages occur suddenly, requiring additional reserves that automatically
respond in seconds to contain the resulting drop in system frequency. These fast-acting
reserves are called response in this thesis. It is difficult to implement separate treatment
of response and reserve within a scenario tree because many scenarios would be needed
to span all combinations. In practice, the response requirement is often specified to cover
the largest single loss on the system (N-1 contingency). However, short-term reserves
can be scheduled using cost-benefit analysis without resorting to scenario trees, as pro-
posed by Ortega-Vazquez et al. [117]. These authors use Capacity Outage Probability
Tables (COPT) [118] to find an approximation for the EENS within a Deterministic Unit
Commitment (DUC) framework.
The contributions of this chapter are as follows. First, the Pure SUC methodology
of chapter 4 is extended to include demand uncertainty and generator outages as well
as the more generalised wind forecast uncertainty of chapter 5. Second, it is shown how
optimised response provision can be included in the formulation by explicit calculation
of EENS. Third, the value of the approach is quantified in a possible configuration of
the GB system circa 2030, compared with an approximation of current practice, using
multi-year simulations.
Section 6.2 presents the DUC formulation, which is based on current GB practice and
is used for comparison with SUC in the case study. Section 6.3 presents the SUC formu-
lation. Section 6.4 describes the models used for the stochastic variables, while sections
6.5 and 6.6 explain how these models can be combined to provide target generation and
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Figure 6.1: Typical scenario trees used for (a) deterministic modes, (b) stochastic modes. The time interval
∆τ(n) represented by each node n [markers in (a)] increases at later horizons. The time interval
for nodes beginning at hour 24 extends to hour 36 (not shown).
reserve levels for the DUC and SUC scenarios. The case study is presented in section 6.7.
6.2. Deterministic Unit Commitment formulation
This section presents the DUC formulation, in a rough approximation of current GB sys-
tem operation. To maintain consistency with chapter 4 and section 6.3, the formulation
is described by defining decision variables and constraints at nodes on a scenario tree,
where in this case the tree has just a single scenario (Figure 6.1a). The scenario follows
the 50th percentile forecast for wind, load and outages, while soft constraints for response
and reserve maintain system security. The commitment horizon is 36 hours and the DUC
is calculated every 30 minutes (rolling planning), by minimising the operating costs up
to the commitment horizon via the following Linear Program:
Minimise
∑
n∈N
(
∆τ(n)
(
cLS PLS(n) + cFS PFS(n) + cRS PRS(n)
)
+ ∑
g∈G
Cg(n)
)
(6.1)
subject to a load balance constraint:
Pgen(n) + PLS(n)− PWC(n) = Pnd(n), (6.2)
and local constraints for the thermal and storage units. Details of these constraints and
the equations governing generation costs Cg are presented in section 4.3. For computa-
tional reasons, it is assumed that all units of a given technology type are identical, and
we keep track of the number of units of each technology that are up, down and unavail-
able, rather than the status of each individual unit. The integer commitment variables are
relaxed to continuous (so that fractions of units can be committed), which was found in
section 4.7 to have only a small effect on results while significantly improving run times.
The net demand Pnd(n) is taken to be the forecast demand at node n’s timestage less
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the forecast wind power. Since the time interval spanned by node n may contain several
timesteps, we use the highest demand level within that time interval:
Pnd(n) = −Pwf (k, ℓ(n)) + max
i∈I(n)
Pdf (k, i) (6.3)
where
I(n) :=
{
i ∈ Z : ℓ(n) ≤ i < ℓ(n) + ∆τ(n)
∆t
}
. (6.4)
The optimiser is incentivised to avoid load shedding, response shortfalls and reserve
shortfalls by the terms in the inner bracket in Equation (6.1). The VOLL cLS is set to
£30 000/MWh, the unsupplied response penalty cFS to £10 000/MW/h, and the unsup-
plied reserve penalty cRS to £5000/MW/h. The schedules obtained with DUC are insen-
sitive to the choice of these parameters as long as they are significantly greater than the
cost of generation and cLS > fgc
FS > cRS (so that reserve is never scheduled in preference
to response, which is never scheduled while loadshed is occurring).
The shortfalls in response and reserve are defined as nodal decision variables PFS(n)
and PRS(n) in Equation (6.1), and are subject to the following constraints. The shortfall
in response cannot be negative and is not less than the excess of the response target over
the response provision from part-loaded thermal units, curtailed wind and demand:
PFS(n) ≥ 0 (6.5)
PFS(n) ≥ PFT − ∑
g∈G
PFg (n)− PFW(n)− f dPd(k + ℓ(n)). (6.6)
The last term in Equation (6.6) represents the automatic reduction in demand that results
from a drop in system frequency, mainly due to the accompanying voltage drop.
The shortfall in reserve cannot be negative and is not less than the excess of the re-
serve target over the reserve provision from the thermal units and curtailed wind. The
formulation allows for separate targets for total reserve (PRtotT) and for spinning reserve
only (PRspinT):
PRS(n) ≥ 0 (6.7)
PRS(n) ≥ PRtotT(n)− ∑
g∈G
PRtotg (n)− PRW(n) (6.8)
PRS(n) ≥ PRspinT − ∑
g∈G
P
Rspin
g (n)− PRW(n). (6.9)
Note that the total reserve target is a function of the time horizon and hence is defined as
a nodal value.
The response and reserve provision from each unit group g are defined as decision
variables that are subject to the following constraints. The response provision from group
g is limited to a fixed proportion fg (typically 55%) of the spinning headroom in that
group less any headroom that is earmarked for reserve (since reserve and response pro-
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vision are mutually exclusive):
PFg (n) ≤ fg
(
N
up
g (n)P
max
g − Pg(n)− PRsping (n)
)
. (6.10)
There is also an absolute limit to the response that is assumed to be available from any
unit, typically around 10% of capacity:
PFg (n) ≤ PFmaxg Nupg (n). (6.11)
The total reserve provision from group g is limited to the spinning headroom in slow-
starting units (modelled with a non-zero startup time) or the total unused capacity in
fast-starting units (modelled with a zero startup time):
PRtotg (n) ≤

N
up
g (n)P
max
g − Pg(n), for slow-starting units
Navg P
max
g − Pg(n), for fast-starting units.
(6.12)
It is normal practice to hold some of the reserve as “spinning reserve”, i.e. as headroom
in part-loaded large units (such as coal and CCGT) in addition to any headroom that is
earmarked for response; this extra component of the reserve is automatically provided by
the market and/or required by the System Operator. Equation (6.9) builds the spinning
reserve target from contributions P
Rspin
g (n) defined as
P
Rspin
g (n) =

P
Rtot
g (n), for slow-starting units,
0, for fast-starting units.
(6.13)
It is assumed that any curtailed wind can be allocated to response or reserve, with
the response element limited to a proportion fw of the total:
PRW(n) ≤ PWC(n)− PFW(n) (6.14)
PFW(n) ≤ fwPWC(n). (6.15)
Note that curtailed wind does not currently provide response services; the requisite tech-
nology, market and communications structures would need to be developed to enable
curtailed wind to be used for this purpose in the future.
The nodal net demand target is set to the 50th percentile of the (uncertain) total net
demand at each node:
Pnd(n) = C−1(0.5; n) (6.16)
where the quantile function C−1(·; n) is defined in section 6.5. The response target is set
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to the capacity of the largest unit:
PFT = max
g∈G
Pmaxg . (6.17)
The total reserve target is set to the difference between the net demand corresponding to
the reserve quantile qres and the nodal net demand target, up to 6ha (hours ahead), which
is the startup time for the slowest-starting unit:
PRtotT(n) =

C
−1(qres; n)− Pnd(n) : τ(n) ≤ 6h
PRtotT(n6ha) : τ(n) > 6h
(6.18)
where n6ha is the node for which τ(n) = 6h. These requirements constitute a LOLP
requirement for reserve and an N-1 requirement for response. In the case study the mini-
mum spinning reserve target RSpinT is set to a constant value of 500MW, which is roughly
the minimum amount of headroom that is provided in the GB market.
6.3. Stochastic Unit Commitment formulation
In the stochastic formulation (SUC), all exogenous response and reserve requirements are
removed, and the UC is solved over a number of scenarios of total net demand, with each
nodal cost weighted according to the probability of reaching it. Section 6.6 gives details
of the methodology used for constructing trees with quantile-based scenarios. A typical
tree from the case study is shown in Figure 6.1b.
The scenario tree can be seen as a replacement for the reserve requirement. Because
the scenarios are weighted according to their probabilities, the optimiser can choose
whether to schedule enough generation capacity to meet the load in each scenario, given
the cost of provision of that capacity and the VOLL. However, the tree does not intrin-
sically provide response, which is required specifically to compensate for outages over
short timescales. Instead, the response provision is matched to the VOLL and explicitly
calculated probabilities of different outage states.
The SUCminimisation problem is a stochastic version of Equation (6.1), with the cost
at each node weighted by the probability of reaching it:
∑
n∈N
π(n)
(
∆τ(n) cLS
(
PLS(n) +
NF
∑
j=1
pj(n)P
FS
j (n)
)
+ ∑
g∈G
Cg(n)
)
. (6.19)
It is subject to the same constraints as the deterministic version, with the exception that
the decision variables relating to reserve requirements, and constraints (6.5)–(6.9) and
(6.12)–(6.14), are removed.
The response shortfall, which was multiplied by an exogenous penalty cFS in Equa-
tion (6.1), has been replaced in Equation (6.19) by a summation that is multiplied by the
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VOLL, cLS. The terms in the summation are derived from a Capacity Outage Probability
Table (COPT) [118] as follows. All failures in each unit group g occurring in any short
period ∆t are assumed to occur at the start of that period with probability λg∆t, and any
shortfall in response availability is assumed to cause load shedding for a time trec (mod-
elled as trec = 0.5hr in the case study). If the schedule is known, a COPT can be calculated
for outages during any period by convolving the failure probability distributions for all
units that are running. This can be done efficiently in the simulations because the ther-
mal fleet is represented as a small number of groups of identical units, so that the COPT
for each group can be written as a binomial expansion. We write the COPT for failures
in group g during a period trec within the time interval spanned by node n as a PMF
(Probability Mass Function) {(Vgj(n), pgj(n))}N
up
g (n)
j=0 , where
Vgj(n) = jP
max
g , (6.20)
pgj(n) =
(
N
up
g (n)
j
) (
λgt
rec
)j (
1− λgtrec
)(Nupg (n)−j) . (6.21)
Equation (6.20) defines the possible outage levels suffered by units in group g, and Equa-
tion (6.21) defines the corresponding probabilities. Equation (6.20) implies that the loss
of a unit involves the reduction of the response margin by its entire capacity, even if it
is running part loaded. This is a conservative approximation, because the true loss to
the response margin would be the sum of the unit’s output and its response availability,
which is generally less than its total capacity.
The combined COPT for all unit groups can be found by convolving the PMFs for
each group. We define the convolution of PMFs as follows. Let
A = {(VAa , pAa )}N
A
a=0
B = {(VBb , pBb )}N
B
b=0.
Then the convolution of A and B is defined as
A⊗ B ≡
NB⋃
b=0
NA⋃
a=0
{(VAa +VBb , pAa pBb )} (6.22)
and the convolution of multiple PMFs A1, A2 . . . AN is written
N⊗
j=1
Aj ≡ A1 ⊗ A2 ⊗ . . .⊗ AN . (6.23)
In order to prevent the exponential growth of the combined COPT as more PMFs
are convolved with it, we systematically merge elements with the same outage levels, by
repeatedly performing the following operation on the combined PMF as long as any two
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elements (V, p), (V ′, p′) have the property V ′ = V:
A← [A ∪ {(V, p + p′)}] \ {(V, p), (V ′, p′)}. (6.24)
We also truncate the combined PMFs as we build them as follows. Let (V ′, p′), (V ′′, p′′) ∈
A be the largest and second largest outage levels, and their corresponding probabilities,
respectively. We set a tolerance probability ptol to a small number, say 10−12. Then, as
long as p′ < ptol, we reduce the combined PMF using the following operation:
A← [A ∪ {(V ′′, p′ + p′′)}] \ {(V ′, p′), (V ′′, p′′)}. (6.25)
Using this algorithm, the combined COPT for outages during a time period trec
within the time interval spanned by node n can be calculated as
{(Vi(n), pi(n))}i =
⊗
g∈G
{(Vgj(n), pgj(n))}N
up
g (n)
j=0 . (6.26)
Given the combined COPT from Equation (6.26), and given a total response avail-
ability PF(n) at node n, the expected loadshed cost during a period of length trec within
the time interval spanned by node n can be written
treccLS ∑
j
pj(n)max(0,Vj(n)− PF(n)). (6.27)
The objective function requires an expected loadshed cost pertaining to the full time in-
terval spanned by each node, rather than the expected cost in respect of a subinterval
of length trec. In the case that trec = ∆τ(n), Equation (6.27) provides the required nodal
expected loadshed cost. In the case that ∆τ(n) = rtrec for r > 1, as may be specified for
the deeper nodes (i.e. far from the root node), we approximate the cost by dividing the
interval into r independent subintervals, so that the total expected loadshed cost becomes
r× treccLS ∑
j
pj(n)max(0,Vj(n)− PF(n)) (6.28)
=∆τ(n) cLS ∑
j
pj(n)max(0,Vj(n)− PF(n)). (6.29)
In order to build Expression (6.29) into the objective function, we must linearise the max
function. This can be achieved by defining an array of nodal response shortfall decision
variables PFSj , analogous to the single response shortfall variable P
FS in Equations (6.5)–
(6.6):
PFSj (n) ≥ 0, (6.30)
PFSj (n) ≥ Vj(n)− ∑
g∈G
PFg (n)− PFW(n)− f dPd(k + ℓ(n)), 1 ≤ j ≤ NF. (6.31)
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Note that we have now excluded the zeroth outage level, which corresponds to an intact
system and therefore cannot cause load shedding, and truncated the COPT to the lowest
NF outage levels. We have also expanded PF(n) into its components. Expression (6.29)
then becomes
∆τ(n)cLS
NF
∑
j=1
pj(n)P
FS
j (n) (6.32)
which is the form in which it appears in the objective function (6.19).
Unfortunately, there is a circularity problem here: the COPT is needed in order to
inform the optimiser of the expected loadshed costs, but the optimiser must be run in
order to find the commitment variables which inform the COPT calculation. The solution
to this circularity will be presented in section 6.6.
6.4. Modelling of stochastic variables
The Monte Carlo simulations have to generate realisations for the various sources of un-
certainty. This section describes modelling of each. The models are also used to create
the combined net demand distribution in section 6.5.
6.4.1. Wind realisation
As with chapters 4 and 5, the wind model developed in chapter 2 is used to generate
realisations of the aggregated wind power output Pw(k):
X(k) = ϕ1X(k− 1) + ϕ2X(k− 2) + σǫx(k), ǫx(k) ∼ N(0,1) i.i.d. (6.33)
Pw(k) = W(X(k) + µ(k mod Nd)) (6.34)
where Nd is the number of timesteps in one day, W(·) is a sigmoid-shaped transforma-
tion function (represented by a piecewise linear approximation), and µ(j) is an additive
term for the jth timestep of the day, to introduce a diurnal variation. As before, the
transformation function W(·) and additive term µ(j) are calibrated so that the long-term
distribution of the power output, and the diurnal variation of its mean, match historic
data. The GB2030 parameterisation, developed in chapter 3, is used in its half-hourly
version (Appendix B).
6.4.2. Wind forecasts
The forecast error model of chapter 5 is used to generate wind forecast errors: a brief
summary is given here. The error in the median forecast, made at timestep k for the
normalised wind level i timesteps ahead, is modelled as a scaled autoregressive variable
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Z(k, i), so that the corresponding wind power forecast Pw f (k, i) is
Pw f (k, i) = W
(
X(k + i) + Z(k, i) + µ((k + i) mod Nd)
)
, i = 1 . . .N f . (6.35)
The forecast error term is decomposed into a scaling volatility term structure and an
underlying AR(2) process:
Z(k, i) = s
y
i Y(k, i) (6.36)
where Y(k, i) is generated using an AR(2) model with the same same autoregressive pa-
rameters ϕ1, ϕ2 as the realised wind model:
Y(k, i) =

0 : i ≤ 0ϕ1Y(k, i− 1) + ϕ2Y(k, i− 2) + ǫy(k, i) : 1 ≤ i ≤ N f . (6.37)
The N(0,1) innovations ǫy(k, i) in Equation (6.37) are generated with the correlation struc-
ture
Eˆ[ǫy(k, i) ǫy(k, i + j)] = 0 ∀j > 0 (6.38)
Eˆ[ǫy(k, i) ǫy(k− 1, i + 1)] = ρyy (6.39)
Eˆ[ǫy(k, i) ǫx(k + i)] = ρxy (6.40)
where the operator Eˆ[·] represents the sample average value for fixed i, across a large
number of values of k. The parameterisation for the GB2030 model, as set out in section
5.5, was used. The correlations ρyy and ρxy are the same as with the UnbiasedV2 case in
section 5.7, which generates unbiased forecasts (in the sense defined in section 5.2), with
errors that persist over time.
6.4.3. Demand realisation and forecasts
The time series of realised demand was taken from historic data. The time series for
the demand forecast made at timestep k for i timesteps ahead was generated from the
realised demand Pd(k) using
Pdf (k, i) =
Pd(k + i)
1− α(k, i) (6.41)
where α(k, i) is an AR(1) variable representing the proportional demand forecast error:
α(k, i) =

0, i = 0ϕdα(k, i− 1) + σdǫd(k, i), i > 0 (6.42)
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and ǫd(k, i) are N(0,1) innovations with correlation structure
Eˆ
[
ǫd(k, i)ǫd(k, i + j)
]
= 0 ∀j > 0 (6.43)
Eˆ
[
ǫd(k, i)ǫd(k− 1, i + 1)
]
= ρd. (6.44)
As with ρyy, the wind forecast error correlation, ρd is set to 0.99 to ensure that errors
are consistent between forecasts made on successive timesteps. The parameters are cali-
brated to fit a 1% RMS demand forecast error at 4ha and an asymptotic RMS error of 1.5%.
These are roughly in line with the demand forecast accuracy on the GB system [116].
6.4.4. Forced outages
Forced outages are generated according to Markov processes as described by Billinton
and Allan [118]. Failures occur in units in generator group g during each timestep ∆t
with probability λg∆t for each unit that is running. Each unit in group g that is on outage
is repaired with probability µg∆t. Once it is repaired, the state of a must-run unit is set to
“Up”, while the state of other unit types is set to “Off”. Table 6.1 shows the annualised
failure rate = 8760λg, and Mean Time To Repair in days = 1/(24µg), for each generator
type in the case study. The number of available units in group g is tracked with the
variable Navg , and constraints are included in the linear program to prevent more units
than this being committed.
6.5. Generation of net demand distribution
This section derives the formula for the CDF (cumulative distribution function) of the
net demand, which is used to derive values of net demand at each node on the scenario
tree. The net demand t hours ahead is defined as the demand plus the capacity that is
forced out between the current time and t hours ahead, net of the available wind power.
In this way a forced outage is treated as equivalent to an overprediction of wind power,
or an underprediction of demand, equal to the capacity that is forced out: this treatment
is consistent with other studies which model combined forecast errors [71]. The equiv-
alence is accurate in that it preserves the correct loss to the online capacity margin after
an outage. For example, after the failure of a 500MW unit that had been operating at
300MW, the total loss of margin is equal to the lost output plus the lost headroom, which
is 500MW. This is the same as the loss of margin after a sudden increase of 500MW in the
demand. However, the post-contingency operating costs are not accurately represented
by this equivalence, because a lost unit would cease to incur fuel costs, whereas the unit
would continue to burn fuel in the equivalent case of increased demand. The propor-
tional error in the post-contingency operating cost, which arises as a result of invoking
the equivalence, tends towards zero as the system size increases.
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6.5.1. Wind distribution
From Equation (5.12), the normalised wind forecast error Z(k, i) is normally distributed
with mean zero and standard deviation
σzi = s
y
i
√√√√i−1∑
j=0
ψj
2 (6.45)
where
ψj =


1 : j = 0
ϕ1 : j = 1
ϕ1ψj−1 + ϕ2ψj−2 : j > 1.
(6.46)
The CDF of the realised wind power i timesteps ahead, given the forecast wind
power Pwf (k, i) can therefore be written
Cw(x; k, i) = Φ
(
W−1(x)−W−1(Pwf (k, i))
σzi
)
. (6.47)
6.5.2. Demand distribution
From (6.41) and (6.42), the demand forecast error given the demand forecast Pdf (k, i) is
normally distributed with mean zero and standard deviation sdi P
df (k, i) where
sdi = σ
d
√√√√i−1∑
j=0
(ϕd)
2j
, (6.48)
so that the PDF of the realised demand i timesteps ahead is
pd(x; k, i) =
1
sdi P
df (k, i)
φ
(
x− Pdf (k, i)
sdi P
df (k, i)
)
. (6.49)
In the FREDA implementation, the PDF of demand is replaced by a PMF with eleven
states, based on a discretisation of the Standard Unit Normal, {(VNj , pNj )}10j=0, that pre-
serves the first two moments:
pNj =


Φ(−4.5) : j = 0
Φ(j− 4.5)−Φ(j− 5.5) : j = 1 . . . 9
1−Φ(4.5) : j = 10,
(6.50)
VNj =
j− 5√
∑
10
j′=0 p
N
j (j
′ − 5)2
. (6.51)
The PMF representing the discretised demand states at node n’s timestage can then be
132
CHAPTER 6. VALUE OF STOCHASTIC RESERVE POLICIES IN LOW-CARBON POWER SYSTEMS
written
{(Vdj (n), pdj )}10j=0,
where
pdj = p
N
j , (6.52)
Vdj (n) = max
i∈I(n)
Pdf (k, i)(1+ sd
ℓ(n)V
N
j ) (6.53)
and I(n) is defined in Equation (6.4): as with the DUC formulation (section 6.2), we have
taken the highest forecast demand level during node n’s time interval.
6.5.3. Outage distribution
The distribution of forced outages i timesteps ahead is found using COPT methodol-
ogy [118]. However, it is more complicated to calculate than the distribution of wind or
demand forecast errors, for two reasons. First, there is the circularity problem already
mentioned in section 6.3, which is tackled in section 6.6. The second problem is that, in
SUC, the commitment variables may be different in the different scenarios. Therefore,
each node n on the tree carries its own specific COPT reflecting the probabilities of cu-
mulative outages that might occur in node n’s scenario up to (but not including) the time
interval spanned by node n.
This cumulative nodal COPT can be conservatively approximated by considering
each unit in group g that is scheduled to run in each timestep prior to node n as a sep-
arate event with a probability λg∆t of producing a capacity outage of P
max
g , so that the
COPT for all units in group g can be calculated as a binomial expansion. The cumulative
nodal COPT for the whole system can then be obtained by convolving the binomial out-
age distributions for each unit group, analogously to the response-related COPT that is
formulated in section 6.3. The difference between the response-related COPT of section
6.3 and the cumulative COPT formulated here is that the former captures the probabilities
of capacity outages during the time interval spanned by node n, while the latter captures
the probabilities of capacity outages that accumulate between the current time and the
instant before the time interval spanned by node n. This cumulative COPT is denoted as
{(Vcj (n), pcj (n))}j, where Vcj (n) is the jth cumulative capacity outage level accumulated
before node n (with j = 0 corresponding to no outages), and pcj (n) is the associated prob-
ability.
The number of timesteps during which a unit in group g attempted to run prior to
node n is
Ntug (n) = ∑
n′∈A(n)
N
up
g (n
′)
∆τ(n′)
∆t
(6.54)
and the PMF of the failed capacity is a binomial distribution {(Vcgj, pcgj(n))}j with the
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failed capacities
Vcgj = P
max
g j, j = 0 . . .N
u
g (6.55)
and probabilities approximately
pcgj(n) =
(
Ntug (n)
j
) (
λg∆t
)j (
1− λg∆t
)(Ntug (n)−j) . (6.56)
Equation (6.56) is a conservative approximation because it assumes that the probability of
a unit failing during each timestep is independent of the probability of it failing during
any other timestep. In reality, a particular unit cannot fail more than once during the
time spanned by the scenario tree. (We are conservatively ignoring the possibility of
repairs occurring over such short timescales.) The effect of the approximation will be
small as long as the probability of any particular unit failing during the time spanned by
the scenario tree is small.
Having calculated the cumulative COPTs for each unit group, one can combine them
using the algorithm described by Equations (6.22) to (6.25) to generate an overall cumu-
lative COPT for the whole thermal fleet as
{(Vcj (n), pcj (n))}j =
⊗
g∈G
{(Vcgj(n), pcgj(n))}j. (6.57)
6.5.4. Combined distribution
The cumulative nodal outage PMF can then be convolved with the demand PMF to pro-
duce a combined demand and outage PMF, i.e. a discrete set of possible levels of demand
plus outages, and their associated probabilities, at each node:
{(Vcdj (n), pcdj (n))}j = {(Vdj′ (n), pdj′)}j′ ⊗ {(Vcj′′(n), pcj′′(n))}j′′ . (6.58)
A final convolution combines Equations (6.47) and (6.58) to produce the CDF for the net
demand, C(x; n), which is the probability that the demand plus outages net wind power
is less than x:
C(x; n) = ∑
j
pcdj (n)
(
1− Cw(Vcdj (n)− x; ℓ(n))) (6.59)
where the k subscript has been dropped from Cw(·; k, i) for brevity.
6.6. Scenario tree construction methodology
Chapter 4 showed how to construct and weight scenario trees based on quantiles of the
distribution of wind forecast error, assuming statistical forecasts only. The formulation
is now extended to cover the distribution of wind forecast error, demand forecast error
and forced outages. Scenario trees are constructed with a fan structure (branching at the
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root node only), which simplifies the statistical calculations because the states of all the
random variables at the root node are known, but leads to slightly suboptimal solutions
as shown in section 4.7. Each node n is associated with a user-defined quantile q(n) of
the net demand distribution (conditional on the net demand state at the root node), with
all nodes on a given scenario having the same quantile. The nodal net demand Pnd(n),
as calculated at timestep k, is found by inversion of Equation (6.59) using the method of
Van Wijngaarden, Dekker and Brent [119] :
Pnd(n) = C−1(q(n); n) (6.60)
where C−1(q; n) is the inverse function of C at node n, and is defined as
C−1(q; n) = x where C(x; n) = q. (6.61)
The nodal net demands can only be assigned after the commitment states are known,
as the commitment states affect the outage distribution; however, the commitment states
are known only once the SUC, which requires the nodal net demands, has been solved.
This circularity problem has been approached by other authors in a number of ways. One
approach is to provide a separate scenario for all credible contingencies [104,120,121]. In
this way, a unit outage can be allowed to occur irrespective of whether the UC solution
commits it, since the outage of an uncommitted unit will have no effect on the operating
costs. However, for large systems the approach quickly becomes intractable. The All
Island Grid Study [84, 85] used Monte Carlo sampling of outages, wind and demand
forecast errors in the scenario tree construction. This approach necessitates exogenous
reserves (Hybrid SUC) because the scenario discretisation is not guaranteed to contain
sufficiently extreme cases. Another approach is to base COPTs on an offline estimation of
likely unit commitment states as a function of demand [117]; or, an iterative approach can
be used, based on commitment states from previous iterations [122]. A simple iterative
scheme is adopted in this thesis, with an initial UC assuming no outages, the second UC
based on the COPT implied by the solution to the first UC, and so on. In practice it was
found that no significant reduction in operating costs was achieved by runningmore than
two iterations, so the penalty for using this technique is effectively a doubling of run time.
It should be noted that the method does not favour reliable units over unreliable ones
when making commitment decisions and therefore the UC solution may be suboptimal
if there are large differences in reliability among the committable units.
Appropriate choices for the scenario quantile levels are discussed in section 4.7. Since
the upper tail of the net demand distribution is likely to yield very high costs (due to load
shedding or running of lowest merit plant), the tree should encompass several scenarios
at very high quantile levels. The nodal weightings π(n) are determined using themethod
presented in section 4.4.2.
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Nuclear
(must run) Coal CCGT OCGT
Number of units 6 60 60 20
Max power (MW) 1800 500 500 100
Min stable generation (MW) 1800 250 250 20
No-load cost (£/h) 0 1700 4500 3000
Marginal cost (£/MWh) 10 62 47 200
Startup cost (£) N/A 48000 40000 0
Startup time (h) N/A 6 4 0
Min up time (h) N/A 4 4 0
Min off time (h) N/A 2 1 0
Max response availability (MW) 0 50 50 0
Forced outage probability (occ/yr) 1.55 18 18 0
Mean time to repair (days) 30 3 3 N/A
Table 6.1: Thermal fleet for case studies.
6.7. Case Study: Value of stochastic reserves
The power system model in the case study is meant to represent a possible configuration
for the GB power system circa 2030. The system is based on the system used in sections
4.7 and 5.7. It comprises four components:
1. A fleet of thermal generators as shown in Table 6.1. The specifications are the same
as the thermal fleet used in the case studies in chapters 4 and 5, except that the
nuclear units are now modelled as fully inflexible, and we have included outage
and repair rates as well as response availabilities. The nuclear outage probability
was derived from NERC data [123], while reliability data for coal and CCGT was
taken fromMoreno et al. [124]. The generation cost data was derived from estimates
of underlying fuel prices and generator properties as discussed in Appendix C.
2. A wind fleet of up to 60GW capacity (51% penetration by available energy), repre-
senting the projected GB fleet circa 2030, with the realisation and forecasts synthe-
sised using the models of sections 6.4.1 and 6.4.2.
3. A storage plant with 18GWh capacity, 4GW rating (both for charging and discharg-
ing), and charge and discharge efficiencies of 85% each (round-trip efficiency 72%).
This represents aggregated storage of approximately double the capacity of the Di-
norwig pumped storage plant on the GB system.
4. A realised and forecast demand time series, generated as described in section 6.4.3.
The historic data was taken from National Grid’s IO14 DEM dataset for 2007. This
dataset comprises a half-hourly time series representing national demand and is
available from the National Grid website. The minimum, maximum and average
demand levels were 22.2GW, 60.6GW and 38.6GW respectively.
The nuclear units are modelled as completely inflexible (Table 6.1). Next-generation re-
actors will have the ability to deload, and could do so during times of high wind output
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to avoid wind curtailment. However, the (small) fuel cost saving achieved by deloading
nuclear units will be offset by increased wear-and-tear, and it has been suggested that
wind curtailment may be preferable [125]. For simplicity, therefore, the available nuclear
units are assumed to run fully loaded in the simulations, with any excess energy being
curtailed by deloading wind turbines. The energy that is recorded as curtailed wind may
actually represent a combination of curtailed wind and deloaded nuclear power—there
will be similar cost implications to either practice.
The model was run in five modes using 0, 20, 40 and 60GW wind capacities:
• Deterministic: In this mode, reserve and response requirements are calculated dy-
namically but deterministically, with a single scenario, using DUC with rolling
planning as described in section 6.2. Parameters were set to: f d = 0.01, fg = 0.55,
fw = 0.3, qres = 0.99726, PRSpinT = 500MW. The values of f d, fg and qres are con-
sistent with current operational practice in GB. Currently, wind does not provide
response ( fw = 0) but we assume here that some wind farms will be able to provide
this service in the future while their output is being curtailed.
• Stochastic: In this mode the LOLP reserve and N-1 response requirements are re-
placed by the stochastic approach presented in section 6.3. Ten scenarios are used,
with net demand quantiles of 0.05, 0.3, 0.6, 0.9, 0.97, 0.99, 0.996666, 0.998888, 0.99963
and 0.999877, weighted according to the methodology described in chapter 4.
• StochResp: This mode is the same as the Deterministic mode (i.e. a single scenario
with a reserve requirement), except that the response requirement is stochastic as in
the Stochasticmode. This means that the cFSPFS term in Expression (6.1) is replaced
by the equivalent summation term from Expression (6.19) to obtain the following
hybrid stochastic / deterministic objective function:
∑
n∈N
(
∆τ(n)
(
cLS PLS(n) +
NF
∑
j=1
pj(n)P
FS
j (n) + c
RS PRS(n)
)
+ ∑
g∈G
Cg(n)
)
. (6.62)
• OptDet: This mode is the same as the Deterministic mode except that the reserve
quantile qreswas optimised. As qres is lowered from 1.0, the operating costs decrease
but the loadshed costs increase, and there is an optimal value at which the total
costs are minimised. The optimal value of qres for each wind capacity was found by
trial and error, by running eight-year calibration simulations based on a different
random number seed from the one that was used in the presented results. The
optimal values were found to be approximately 0.985, 0.99, 0.975 and 0.9875 for 0,
20, 40 and 60GW wind capacities respectively. The sensitivity of the total costs to
the reserve quantile was low in the 0 and 20GW cases.
Values of 1800MW and 1000MW were tried for the response requirement. In all
cases, it was found that 1800MW led to lower total costs, so the response require-
ment was kept at 1800MW as per the Deterministic case.
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Figure 6.2: Results as a function of wind capacity: (a), (b) Operating costs, (c) energy not served, (d) wind
curtailment.
• Perfect: as Deterministic but with no outages and no errors in wind or demand fore-
casts, and no response or reserve requirements.
The start times τ(n) of the nodes in each scenario were set to 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5,
4, 5, 6, 7, 8, 10, 12, 14, 16, 20 and 24 hours ahead, with the time interval of the last node
stretching from 24 to 36 hours ahead. Apart from the Perfect mode, each Unit Commit-
ment was run with two iterations so that the distribution of net demand could include
the outage uncertainty. Eight year-long simulations were run, with different (synthetic)
wind realisations, wind forecasts, demand forecast errors and outages in each year, but
the same (historic) demand realisation; the same set of realisations and forecasts was used
for each operational mode to allow a quantitative comparison. A half-hour timestep was
used with full rolling planning, i.e. the 36-hour schedule was calculated every half hour,
with all control decisions discarded except the root-node (here-and-now) ones. In all
this means that 280 000 Unit Commitments were solved in each simulation. The simu-
lations were run over the four cores of an Intel 2.8GHz Core2Quad processor with 8GB
RAM. The Unit Commitments were solved using FICO Xpress 7.1, which was linked to
FREDA, a bespoke, multi-threaded C++ simulation application, via the BCL library [23].
Run times were approximately 3 hours for the stochastic reserve modes and 15 minutes
for the deterministic ones.
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Fuel costs (£/ MWh demand) 28.19 27.62 27.69 28.20 25.36
Startup costs (£/ MWh demand) 1.46 1.08 1.35 1.31 0.70
Loadshed costs (£/ MWh demand) 0.01 0.26 0.18 0.04 0.00
Total Costs (£/ MWh demand) 29.67 28.96 29.22 29.55 26.07
Uncertainty and outage Cost (£/ MWh demand) 3.60 2.90 3.15 3.49 0.00
Loadshed incidence (half-hours / yr) 0.63 8.87 7.00 1.88 0.00
Energy not served (×10−6 demand) 0.45 8.58 6.15 1.42 0.00
Curtailed wind (% available wind) 5.05 3.58 3.41 4.96 2.94
Average spinning headroom (MW) 5117 3680 4020 4627 1484
Average response (MW) 1800 1717 1675 1798 0
Nuclear availability (%) 89.4 89.4 89.4 89.4 100.0
Nuclear load factor (%) 89.4 89.4 89.4 89.4 100.0
Coal availability (%) 99.0 99.3 99.1 99.1 100.0
Coal load factor (%) 4.6 3.5 3.6 4.2 0.8
Coal startups per year per unit 46.9 29.5 34.9 40.8 7.6
CCGT availability (%) 90.6 91.1 91.1 90.7 100.0
CCGT load factor (%) 51.0 51.3 51.2 51.3 50.2
CCGT startups per year per unit 150.0 117.0 148.3 135.3 90.0
OCGT availability (%) 100.0 100.0 100.0 100.0 100.0
OCGT load factor (%) 0.92 0.25 0.40 2.35 0.01
OCGT startups per year per unit 90.1 24.3 43.4 189.2 1.0
Storage average state of charge (%) 67 73 70 59 53
Storage average absolute power (MW) 1066 869 1028 1151 1112
Number of decision variables 390 3265 336 390 212
Number of constraints 369 2910 300 369 156
Table 6.2: Detailed results, 40GW wind case.
Figure 6.2 compares operating costs, wind curtailment and loadshed for each mode
and each wind capacity. Table 6.2 shows a more detailed analysis of system operation
with 40GW wind capacity (34% penetration). In the table, the ‘average spinning head-
room’ is the total amount of headroom in spinning thermal generators. The ‘uncertainty
and outage cost’ is the total operating cost per MWh of demand, relative to the operat-
ing cost in the Perfect mode as in Figure 6.2b. Note that this cost is not a measure of the
balancing cost because it includes the extra cost of running more expensive plant when
cheaper generators are unavailable. Figure 6.3 compares system operation under the Sto-
chastic and Deterministicmodes for a typical week, with a 40GW wind capacity.
To check the validity of the relaxation of the commitment variables to continuous,
the Stochastic mode with 40GW wind was re-run using integer commitment variables,
with a MIP gap target of 0.5%. The run time was approximately 7 hours. Results were
very similar to the Stochastic mode. The only significant difference was a slight increase
in average scheduled headroom due to the lumpiness of the committable capacity, which
reduced the loadshed costs by approximately £0.03 / MWh and increased fuel costs by a
similar amount.
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Figure 6.3: Example time history showing effect of stochastic solution on schedule: (a) Synchronised CCGT
capacity and generation required from flexible generators, (b) response provision, (c) energy in
storage plant, (d) wind curtailment.
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The Stochastic mode delivers substantial cost savings relative to the Deterministic
mode, especially at higher wind penetrations where it rises to about £1/MWh or 4%
of total costs at 60GW capacity / 50% penetration (Figure 6.2b). The savings are achieved
in a number of ways. The scenario tree informs the commitment algorithm of a more
complete picture of the uncertainties, so that unnecessary startups can be avoided, e.g.
by not desynchronising units if there is a high risk that they will be needed again in the
next few hours. When thermal units run, they do so at higher output levels where ef-
ficiencies are higher. The storage system is used for both arbitrage (peak-shaving) and
reserve, with a higher average state of charge and less cycling (lower average absolute
power) than in theDeterministicmode which uses storage for arbitrage only (Figure 6.3c).
The utilisation of the storage system in the Deterministicmode contrasts with its deploy-
ment in the Determ case of chapter 4, where it is used mainly for reserve. This is because,
in the latter case, a single scenario is planned for, in which the wind output is assumed to
drop, so that it is optimal to charge the storage system in readiness. In the Deterministic
mode of the present chapter, however, an “error-free” scenario is planned for, along with
a reserve requirement from which storage is excluded.
The Stochasticmode provides slightly less response on average than the Deterministic
case, and the response is allowed to fluctuate according to the cost of providing it and the
amount of outage risk on the system. In particular, wind curtailment is avoided by not
running CCGTs to provide response for nuclear outages during periods of high wind.
The performance of the StochResp case, as shown in Figure 6.2b, shows that at low wind
capacities, the majority of the benefits are a result of the stochastic response provision,
while at high wind capacities the benefits are more evenly split between stochastic re-
sponse and stochastic reserve. The modest cost improvements obtained by OptDet over
Deterministic indicate that the benefits of stochastic scheduling are genuinely due to the
flexibility of the commitment, rather than an inappropriate choice of response and re-
serve parameters in the Deterministic case.
The origins of these benefits are illustrated in Figure 6.3. The net power output re-
quirement from flexible units (i.e. demand net wind and nuclear generation) is shown
as the dashed line in Figure 6.3a. During the first four days the wind output is low and
most of the available CCGTs are running. There is plenty of spare headroom overnight
so that response provision can rise to its maximum value of 2500MW (corresponding to
five simultaneous CCGT failures) at no cost. During the day, however, the demand can-
not be met without synchronising some coal capacity (not shown). From Equation (6.27),
the value of the 1800th MW of response is around £15/hr, which is less than the cost
of providing it. The Stochastic mode therefore minimises costs by reducing the response
provision to 500 or 1000MW, while the deterministic case is forced to provide 1800MW
of response and therefore run more coal.
During the last three days, the wind output increases so that the net demand that
must be met by committable units hovers around zero. When this net demand dips
well below zero as in the early hours of 26 May, wind curtailment is inevitable (Figure
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Scheduling Operating costs Energy not served
Mode ex. loadshed costs (×10−6 demand)
(£/MWh demand)
Deterministic 24.04 0.69
Stochastic, VOLL=£30 000/MWh 22.85 10.14
Stochastic, VOLL=£300 000/MWh 23.73 0.52
Table 6.3: Effect of higher VOLL, 60GW wind capacity.
6.3d). In this case all response can be provided by the curtailed wind (30% of which can
contribute to response from fw = 0.3) so neither mode need run any CCGT.When the net
demand is more marginal as on 27 and 28May, however, the Stochasticmode avoids wind
curtailment by running fewer CCGTs, risking loadshed should a nuclear unit fail. The
Deterministicmode must run CCGTs in order to provide 1800MW of response, displacing
wind which is curtailed.
The variable response provision in the Stochasticmode leads to greater vulnerability
to outages than the other modes and hence much more load is shed (Figure 6.2c). As
a further case study, the Stochastic mode was re-run with 60GW wind and a VOLL of
£300 000/MWh instead of £30 000/MWh. The results are comparedwith theDeterministic
mode in Table 6.3. It shows that raising the VOLLmakes the schedulingmore risk-averse,
so that the energy not served over the simulation period is lower than the deterministic
mode while the savings in operating cost are still significant.
6.8. Conclusion
Reserve criteria for low-carbon power systems will need to be reviewed if large amounts
of inflexible and intermittent power are to be absorbed in an efficient manner. The mod-
elling environment described in this chapter allows multi-year scheduling simulations,
with fully stochastic response and reserve provision, to run in a few hours on a desk-
top PC. It therefore provides a practical tool to explore the value of alternative ways to
operate the system. The case study shows that stochastic methods can deliver material
benefits in terms of operating costs and wind curtailment, relative to typical determinis-
tic methods in current use, with the highest benefits at high wind penetrations. Although
fully stochastic approaches may never be implemented in practice, the work provides a
benchmark and modelling framework to assist with the design of better deterministic
methods.
The value of forecast accuracy, or the potential for increased reserve provision from
demand-side participation, interconnectors, more flexible generators and storage, have
not been considered. There is a complex interaction between the benefits of these al-
ternative reserve sources, the degree of uncertainty, and the mode of system operation.
Some of these interactions will be studied in the next chapter.
Themodel could be improved by incorporating transmission outages and constraints
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in the analysis. The multi-dimensional wind and demand uncertainties, and the discrete
nature of transmission outages, will lead to severe computational difficulties if the unit
commitment is to be solved stochastically across a large network, but simplified networks
with two or three bus bars could be made tractable with the proposed methods.
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7. Value of wind forecast accuracy and
flexibility enhancements in
wind-integrated systems
Abstract
Pure Stochastic Unit Commitment, in which the operating reserve is dynamically
adjusted according to expected costs and benefits of its provision, provides an unbi-
ased environment in which to test the effect of system enhancements, especially those
that could save money by virtue of the reduced reserve requirements that they could
allow. In this chapter we use the simulation framework from chapter 6 to examine
the benefits of wind forecast accuracy and some system flexibility enhancements on
a future GB-sized system with generator outages, demand uncertainty and wind un-
certainty. With the exception of demand-side enhancements, which have tangible
benefits even at zero wind penetration, the value of many flexibility enhancements
is low at or below a 20GW wind capacity, but rises to high levels (of the order of
hundreds of millions of pounds per annum) at high wind penetrations. The benefits
of improvements to the wind forecast accuracy are dominated by the accuracy at 4
hours ahead.
7.1. Introduction
In chapter 6 we quantified the value of operating a test system with stochastic sched-
uling, using the Value of Lost Load (VOLL) as the only security parameter (Pure SUC),
instead of deterministic methods with reserve and response requirements dictated by
current GB practice. Pure SUC provides a level playing field with which to quantify
the benefits of other improvements to the system, whether physical (e.g. more flexible
CCGT units) or informational (e.g. better wind forecasts). While deterministic schedul-
ing requires exogenous reserve levels that may be more appropriate for one system than
another, clouding any comparative analysis, Pure SUC can be used to test the various can-
didate systems on equal terms. For example, the optimal Expected Energy Not Served
(EENS) increases as the wind penetration increases, because of the associated increase in
the reserve that would be required to maintain a given EENS. Therefore, a deterministic
analysis would overestimate the balancing costs at high wind penetrations if the reserve
requirement were calibrated so as to maintain the same low EENS that would be optimal
at lower wind penetrations.
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In this chapter we run some case studies using the Pure SUC formulation in FREDA
to investigate how the costs of wind integration could be mitigated by the following
measures:
• Increased storage capacity,
• Increased wind forecast accuracy,
• The provision of response from curtailed wind,
• More flexible CCGT units with lower levels of Minimum Stable Generation (MSG),
• Demand-side participation in the form of a reduced VOLL,
• A higher installed capacity of OCGT, which provides standing reserve.
These measures could be expected to interact, so that the total benefit from implementing
them all would not be the same as the sum of the benefits from eachmeasure individually.
For example, the measures that increase flexibility might reduce the benefits of increased
wind forecast accuracy, because the system is then more able to respond to wind fore-
cast errors. The studies therefore include various combinations of the measures in order
to quantify the effect of their interactions. All simulations are run using fully stochas-
tic scheduling (including stochastic response) with rolling planning, thus ensuring that
comparison of the cases is not clouded by the choice of reserve policy.
The value of electricity storage in future wind-integrated systems has been estimated
for GB [11], Ireland [126] and The Netherlands [127]. In all cases, the value of traditional
storage technologies, such as PumpedHydro or Compressed Air Energy Storage (CAES),
does not justify its very high capital costs, except at very high wind penetrations [126].
However, there is great potential for the demand side to provide storage at much lower
cost, in the form of shiftable loads from flexible Electric Vehicle (EV) charging [13, 15],
space heating [15], and time-shifting of the operation of domestic appliances [14]. We
shall take increased penetrations of bulk storage, with similar properties to pumped hy-
dro, as a proxy for the additional capabilities that may be provided in the future by both
conventional storage and load shifting.
The value of perfect wind forecast accuracy has been assessed in many studies.
Wind integration studies usually include a case with perfect forecasting, as a benchmark
against which the other cases can be compared. Most studies show significant benefits at
high wind penetrations, typically of the order of 1% of total operating costs, but this is
highly dependent on the type of system and the assumptions about the mode of system
operation. For example, Ummels et al. [115] found no significant benefits for the Dutch
system. This may be due to the high penetration of Combined Heat and Power (CHP)
which provides large amounts of reserve at low cost.
In a wind-thermal system that is operated under rolling planning, the amount of
spinning reserve needed on the system due to wind uncertainty is dominated by the
4ha wind forecast error, because CCGT capacity can be brought online to compensate
for forecast errors over longer leadtimes. However, improving the forecasts over longer
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leadtimes should still have some benefit because it enables shutdown decisions for plant
with high startup costs to be better informed: it might be better to run a CCGT or coal
unit at low outputs overnight than to shut it down if it is likely to be needed the next
day. Furthermore, the optimal control of storage or demand-side schemes depends on the
wind variability over longer timescales than 4 hours. So far, there have been no published
studies that analyse the relative benefits of improved 4hawind forecasts versus improved
longer-term forecasts, or how they interact with the amount of storage capacity on the
system. Case Study A, in section 7.2, includes cases with different forecast error profiles
(Figure 7.2) and different storage capacities in order to quantify these benefits.
Wind turbines could provide frequency response services in two ways: they could
use stored rotational kinetic energy to provide very fast-acting “primary” response over
a few seconds [128, 129], or they could use curtailed available power to provide “sec-
ondary” response, with a reaction time of the order of 10s, over several minutes or
longer [130]. We do not consider the provision of primary response here, as to do so
would require a very short timestep that is not practical in large-scale scheduling simula-
tions. It would not normally be economically efficient to curtail wind in order to provide
secondary response; however, the provision of secondary response from curtailed wind
has value at high wind penetrations when curtailment is frequently necessary anyway. In
chapter 6 we assumed that 30% of the curtailed wind power was available for frequency
response provision. In Case Study B (section 7.3) we investigate the value of this service,
which is not currently provided in GB.
Another possible flexibility improvement in future power systems is the increased
range of stable operation in next generation CCGT plants. RWE [9] claim that newer,
larger CCGT units will be able to operate down to 30% of capacity, instead of current
technologies which are limited to about 40% of capacity. Increasing the range of sta-
ble operation improves the system’s ability to balance wind intermittency by increasing
the amount of headroom (capacity to increase production) and footroom (capacity to
decrease production), and reducing the need for startups. In Case Study B we will inves-
tigate the value of changing the MSG level from 50% of capacity to 20% of capacity.
The VOLL has been set to £30 000/MWh in the case studies presented so far. Analysis
of the VOLL in Ireland [131] indicates that, although the value of continuity of supply
to households is close to the higher figure, the value for industrial consumers is much
lower, at around £4000/MWh. In Case Study B we therefore investigate the effect of
the lowering the VOLL to £4000/MWh, both by itself and in combination with other
measures. It is assumed that industrial consumers participate in electricity markets by
offering to be constrained off at this price, and are able to absorb all the required load
loss without affecting residential consumers.
The value of standing reserve in the form of OCGT has been investigated by Black
and Strbac [11] and Silva [12]. In a simple probabilistic analysis, these authors estimate
the optimal split between spinning and standing reserve out of a static total reserve re-
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Figure 7.1: Simplified probabilistic analysis to determine static allocation of reserve requirement between
spinning and standing. From Silva [12].
quirement, assuming that the 4ha aggregate forecast error has a Gaussian distribution.
The procedure is illustrated in Figure 7.1 [12]. If σ is the standard deviation of the 4ha
forecast error and the total reserve requirement is deemed to be Kσ (a typical value for K
is 3.5), then the amount of spinning reserve λσ is found so as to minimise the expected
total cost of providing and deploying both types of reserve. However, they also point out
that standing reserve has advantages over spinning reserve in systems with a high wind
penetration, because unlike standing reserve, the provision of spinning reserve must al-
ways be accompanied by the provision of energy (since the minimum load of large gener-
ators is greater than zero). Hence, during periods of high wind output, wind curtailment
is more likely to be necessary if reserve is provided by headroom in synchronised genera-
tors than if it is provided by idle OCGT capacity. However, in a fully stochastic schedule,
the spinning reserve is allowed to be reduced at such times, running more risk but pre-
venting curtailment as has been illustrated in chapter 6. Adding OCGT capacity may
therefore have less value in a stochastically scheduled system than in a deterministically
scheduled one. In Case Study B we investigate the value of raising the OCGT capacity
from 2GW to 10GW in a system with stochastic scheduling.
7.2. Case study A: Forecast accuracy and storage
The case studies are based on the Stochastic case study from chapter 6, using a single-bus
representation of a GB-sized system that is scheduled under Pure SUC subject to forced
generator outages, demand forecast uncertainty, and wind uncertainty. The following
cases were analysed, for wind capacities of 0, 20, 40 and 60GW:
• Base. This is the same as the Stochastic case of chapter 6, except that the provision of
response from curtailed wind was disabled.
• ShortTerm. As Base but with the forecast error profile reduced to the “short-term”
profile illustrated in Figure 7.2. The 4ha RMSE is 3% of capacity, equivalent to the
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Figure 7.2: Annualised RMSE profiles for the forecast error models used in case study.
forecast accuracy presented for Germany by Wessel et al. [102]. The 24ha RMSE is
the same as for the Base case.
• LongTerm. As Base but with forecast error profile reduced to “long-term” profile
illustrated in Figure 7.2. The RMSE up to 4ha is the same as for ShortTerm but
increases more slowly thereafter, reaching 5% of capacity at 24ha.
• PerfWind. As Base but with no wind forecast errors (although load forecast errors
and forced generator outages are still modelled).
• BaseStorage. As Base but with 90GWh of storage capacity and 20GW rating (roughly
equivalent to ten pumped storage plants of the size of the existing Dinorwig plant),
instead of 18GWh and 4GW rating (two Dinorwig-sized plants).
• STstorage. As BaseStorage but with the forecast error profile of ShortTerm.
• LTstorage. As BaseStorage but with the forecast error profile of LongTerm.
• PerfWindStorage. As BaseStorage but with no wind forecast errors as in PerfWind.
Figure 7.3 shows how operating costs, wind curtailment and energy not served are
affected by improvements to the forecast accuracy and the addition of storage capacity.
The wind uncertainty cost for each case is defined as the difference in operating cost
between that case and the corresponding case with perfect forecasts (PerfWind or Perf-
WindStorage as appropriate), per MWh of available wind energy. Figure 7.3a shows that,
with the relatively small amount of storage currently available on the GB system, the
wind forecast accuracy improvement of ShortTerm has a very large effect on the wind un-
certainty cost, reducing it by a factor of about three relative to the Base case at all wind
penetrations. Table 7.1 illustrates how this is achieved for the 40GW wind capacity (34%
penetration by available energy). Improving the 4ha wind forecast accuracy allows a re-
duced amount of headroom to be scheduled, reduces the wind curtailment, and avoids
startups. However, the additional benefit of improving the longer-term forecast accuracy
as in LongTerm is much more muted. Since the headroom requirement is dominated by
the wind uncertainty at 4ha, which is the startup time for the CCGT units, there is no
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Figure 7.3: Case study A results: (a) Wind uncertainty costs, low storage; (b) Wind uncertainty costs, high
storage; (c) Wind curtailment, low storage; (d) Wind curtailment, high storage; (e) Energy not
served, low storage; (f) Energy not served, high storage.
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Fuel costs (£/ MWh demand) 27.27 27.65 27.36 27.34 27.12 27.38 27.24 27.18
Startup costs (£/ MWh demand) 0.73 1.08 0.84 0.84 0.42 0.56 0.44 0.43
Loadshed costs (£/ MWh demand) 0.24 0.29 0.26 0.25 0.21 0.24 0.24 0.24
Total Costs (£/ MWh demand) 28.24 29.01 28.46 28.43 27.75 28.18 27.92 27.85
Wind Uncertainty Cost ( / MWh wind) 0.00 2.28 0.63 0.56 0.00 1.25 0.49 0.29
Loadshed incidence (half-hours / yr) 6.50 9.13 7.88 7.63 6.25 7.50 7.13 7.50
Energy not served (×10−6 demand) 7.93 9.52 8.52 8.48 7.06 7.95 7.99 8.02
Curtailed wind (% available wind) 2.43 3.37 2.55 2.54 0.85 1.15 0.93 0.90
Average spinning headroom (MW) 2812 3683 3009 3005 2465 2852 2538 2481
Average response (MW) 1359 1526 1382 1388 1310 1352 1296 1296
Coal availability (%) 99.4 99.3 99.3 99.3 99.5 99.5 99.5 99.6
Coal load factor (%) 3.1 3.5 3.2 3.1 2.1 2.3 2.1 2.1
Coal startups per year per unit 17.6 29.5 21.4 20.4 6.9 11.2 7.5 6.5
CCGT availability (%) 91.4 91.1 91.3 91.3 91.4 91.2 91.4 91.4
CCGT load factor (%) 51.4 51.3 51.4 51.3 52.4 52.5 52.6 52.5
CCGT startups per year per unit 81.8 117.2 93.1 93.4 51.4 65.7 53.5 52.6
OCGT availability (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
OCGT load factor (%) 0.05 0.25 0.15 0.10 0.00 0.17 0.05 0.03
OCGT startups per year per unit 4.7 24.6 13.5 9.2 0.4 17.6 4.8 3.2
Storage average state of charge (%) 64 73 64 66 50 48 44 47
Storage average absolute power (MW) 1078 918 1066 1036 2400 2682 2679 2570
Table 7.1: Detailed results for Case Study A (wind forecast accuracy and storage cases), 40GWwind capacity
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Figure 7.4: Value of additional storage capacity.
further headroom reduction possible and no reduction in the number of startups if the
improvement is limited to longer term forecasts.
Increasing the storage capacity, from 18GWh (∼2% of daily demand) to 90GWh
(∼10% of daily demand), reduces operating costs even at zero wind capacity, and in-
creases dramatically above 20GW capacity (Figure 7.4), mainly due to its ability to re-
duce wind curtailment (Figures 7.3d vs 7.3c). In addition, storage provides reserve, so
that the required headroom in spinning thermal units is reduced, leading to a reduction
in the wind uncertainty costs, especially if the wind forecast accuracy is poor (Figures
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Figure 7.5: Value of improved forecast accuracy: (a) Low storage capacity (value relative to Base case); (b)
High storage capacity (value relative to BaseStorage case).
7.3b vs 7.3a). Since storage tends to operate on a daily cycle, typically charging at night
and discharging at system peak (early evening), its optimal deployment can benefit from
increased forecast accuracy at all timescales up to 24ha. Hence, the percentage reduction
in wind uncertainty costs from STstorage to LTstorage is greater than that from ShortTerm
to LongTerm. However, since the wind uncertainty costs are lower in general with a large
storage capacity, the difference is still relatively small in absolute terms.
Although it reduces the incidence of wind curtailment, storage does not significantly
reduce the incidence of load shedding (Figures 7.3f vs 7.3e): at high wind penetrations,
during periods of high wind output, it is optimal to schedule less than 1800MW of re-
sponse in order to avoid running CCGT units, making the system vulnerable to nuclear
outages as shown in chapter 6. This is independent of the storage capacity and is respon-
sible for much of the load shedding incidence. However, we have assumed here that
the storage system does not provide any response. Depending on the technology used,
it may be possible for storage to provide response cheaply during periods of high wind
output, so that a large storage capacity could be associated with reduced loadshed.
Figure 7.4 shows how the value of the extra storage capacity increases with wind
capacity and decreases with forecast accuracy. The value of storage is defined here as
the difference in operating costs between each case with low storage capacity and the
corresponding case with high storage capacity. The annual value at 40GWwind capacity
is about £300m/yr (£20/kW/yr) if the Base case forecast accuracy is assumed, and £150–
200m/yr (£10–13/kW/yr) at higher forecast accuracies. At a 60GW wind capacity, the
value rises to £600m/yr (£35/kW/yr) with the Base case forecast accuracy.
Figure 7.5 shows the value of reducing the wind forecast error, relative to the Base
case, expressed in annual monetary terms. At a 40GWwind capacity, the value of reduc-
ing the forecast errors to the RMSE profile of ShortTerm (Figure 7.2) is about £200m/yr
with no increased storage capacity and £100m/yr if the storage capacity is increased five-
fold. These are very substantial benefits which should be achievable, as they depend on
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Figure 7.6: Value of system flexibility enhancements.
a forecast accuracy that has already been achieved for the German system [102].
7.3. Case study B: System flexibility
The following cases were analysed, for wind capacities of 0, 20, 40 and 60GW:
• Base. The same as the Base case from Case Study A.
• WindResponse. As Base but with 30% of the curtailed wind power available as fre-
quency response as described in chapter 6.
• FlexiGas. As Base but with the 500MWCCGT units able to deload to 100MW instead
of 250MW. The no-load cost and marginal generation cost remained at £4500/hr
and £47/MWh, respectively. The total generation cost at 100MW output was there-
fore £92/MWh, compared with £65/MWh at 250MW and £56/MWh at 500MW
which are the same as in Base. In reality, a flexible CCGT unit would not suffer such
a severe efficiency reduction at very low loads: we have kept the cost parameters
the same as in Base in order to maintain consistency, so that any cost savings are
demonstrably the result of the increased flexibility rather than increased part-load
efficiency. The response capability of each unit remained capped at 50MW.
• Voll4k. As Base but with the VOLL set to £4000/MWh.
• OCGT. As Base but with 10GW of OCGT capacity instead of 2GW.
• Base+All. As Base but with the additional flexibility enhancements ofWindResponse,
FlexiGas, Voll4k and OCGT.
Figure 7.6 shows the annual total value of these enhancements as the difference be-
tween the total (operating plus loadshed) cost in each case and the total cost in the Base
case. Table 7.2 shows a more detailed breakdown of the operating characteristics for a
40GW wind capacity. It can be seen that reducing the VOLL (Voll4k) has the most dra-
matic influence on costs, especially at low wind penetrations. Operating costs are re-
duced by the consequent reduction in spinning headroom on the system, as well as the
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Fuel costs (£/ MWh demand) 27.65 27.62 27.65 27.25 27.61 27.29
Startup costs (£/ MWh demand) 1.08 1.08 0.92 1.05 0.89 0.81
Loadshed costs (£/ MWh demand) 0.29 0.26 0.24 0.11 0.26 0.06
Total Costs (£/ MWh demand) 29.01 28.96 28.81 28.41 28.76 28.16
Saving over Base case ( / MWh demand) 0.00 0.05 0.20 0.61 0.25 0.85
Loadshed incidence (half-hours / yr) 9.13 8.87 8.38 31.75 7.88 29.00
Energy not served (×10−6 demand) 9.52 8.58 8.04 26.83 8.64 14.70
Curtailed wind (% available wind) 3.37 3.58 2.76 3.09 2.93 2.75
Average spinning headroom (MW) 3683 3680 4347 2772 3312 2964
Average response (MW) 1526 1717 1583 1248 1441 1361
Nuclear availability (%) 89.4 89.4 89.4 89.4 89.4 89.4
Nuclear load factor (%) 89.4 89.4 89.4 89.4 89.4 89.4
Coal availability (%) 99.3 99.3 99.2 99.4 99.3 99.4
Coal load factor (%) 3.5 3.5 3.5 3.1 3.2 2.9
Coal startups per year per unit 29.5 29.5 29.6 26.4 21.1 21.1
CCGT availability (%) 91.1 91.1 90.8 91.4 91.2 91.3
CCGT load factor (%) 51.3 51.3 51.0 51.6 51.4 51.5
CCGT startups per year per unit 117.2 117.0 93.6 116.5 100.3 88.9
OCGT availability (%) 100.0 100.0 100.0 100.0 100.0 100.0
OCGT load factor (%) 0.25 0.25 0.23 0.55 0.21 0.26
OCGT startups per year per unit 24.6 24.3 22.7 42.4 15.3 18.8
Storage average state of charge (%) 73 73 72 72 68 67
Storage average absolute power (MW) 918 869 882 985 1072 1039
Table 7.2: Detailed results for Case Study B (system flexibility cases), 40GW wind capacity.
reduced loadshed costs despite a threefold increase in the energy not served. It should
be noted, however, that the optimal amount of spinning headroom does not approach
zero as the VOLL is reduced. This is partly because of startup costs, which can make
it optimal to deload units rather than desynchronise them during short periods of low
demand, but is also partly due to the high cost of deploying OCGT, which occurs more
often as the average headroom is reduced.
The value of providing response from curtailed wind (WindResponse) is zero at 0GW
and 20GW wind capacity, because the amount of wind curtailment is negligible at these
penetrations, and it is rarely optimal to curtail wind in order to provide response from it.
The cost of deliberately curtailing aMWh of wind energy is the cost of producing an extra
MWh from conventional generation to compensate, whereas the cost of providing a MW
of response for one hour from a conventional generator is generally much less. Therefore,
the benefits of providing response from curtailed wind only materialise at high wind
penetrations, at times when wind curtailment is inevitable anyway because the demand
is less than the total power available from wind and the inflexible generators.
Figure 7.6 also shows that the value of reducing the MSG of CCGTs to 100MW (Flexi-
Gas) is similarly low at low wind penetrations, becoming significant at around 40GW
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Figure 7.7: CCGT output, synchronised capacity and wind curtailment for a typical week with (a) FlexiGas
case, (b) Base case, (c) OCGT case.
capacity. The benefits of the increased flexibility can occur in two ways. First, during
temporary periods of low net demand (demand minus wind), deloading units instead
of desynchronising them can save future startup costs, and lowering the MSG increases
the optionality to do this. Second, the potential quantity of spinning reserve offered by
flexible units is much greater. However, because of the severely reduced efficiency of the
units at very low loads, the option to deload units below 250MW is rarely taken unless
the wind output is high enough to displace nearly all the CCGT generation.
Figure 7.7(a) and (b) show a typical week-long schedule for the FlexiGas and Base
cases with a 40GW wind capacity. The light blue area represents the total CCGT output
and the red area represents the total spinning headroom in the CCGTs, so that the upper
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edge of the red area corresponds to the total synchronised CCGT capacity. The week
can be roughly divided into three periods. In the first two days, the wind output is low
and the scheduling of the CCGT units is almost identical between the two cases: during
this period, the units do not need to deload below 50% of capacity in order absorb the
fluctuations in net demand. However, while the wind output is high on days 3, 4 and 5,
the CCGT output must change rapidly to balance the wind fluctuations. Because the total
CCGT output requirement is low and the range of stable output in Base is only 50% of
online capacity, this means that the amount of online capacity must also fluctuate and/or
wind is curtailed (Figure 7.7b). The FlexiGas case can runwith fewer startups (e.g. around
period 241) and less wind curtailment, thanks to its ability to deload further without
desynchronising. On days 6 and 7, the wind output is very high, so that significant wind
energy is curtailed, and both cases choose to run with no online CCGT capacity.
Table 7.2 shows that, at a 40GWwind capacity, the £0.20/MWh savings with FlexiGas
are achieved mainly through avoided startups, but also from reduced wind curtailment,
and less deployment of OCGT or loadshed thanks to the higher average levels of spinning
headroom.
The OCGT case saves money by allowing the system to run with less spinning
headroom—about 10% less on average with a 40GW wind capacity—resulting in re-
duced wind curtailment, avoided startups and more efficient loading of CCGTs. De-
spite the much greater availability of standing reserve, the overall amount of loadshed
is only slightly reduced, because load shedding occurs mainly after generator outages
when there is a response shortfall, but OCGTs do not provide response. Indeed, the re-
sponse provision is slightly reduced relative to the Base case. This is because, during
windy periods, there is more incentive to avoid running CCGTs if there is a large stand-
ing reserve capacity to absorb wind forecast errors, so that the cost-benefit analysis tends
towards fewer online CCGTs and more response shortfall risk.
The effect of the additional OCGT capacity on the running of CCGTs is illustrated in
Figure 7.7(b) and (c). This shows an example week for the Base case (Figure 7.7b) and the
equivalent week for the OCGT case (Figure 7.7c). As with the FlexiGas analysis, we shall
divide this week into three periods. During the first two days, the wind output is low
and the scheduling of CCGTs is roughly the same in the two cases, with slightly more
average online capacity in the Base case. During days 3,4 and 5, the wind output is high,
so that the total reserve requirement is high and the decision to run CCGTs is sensitive
to the standing reserve availability. There are three significant wind curtailment events
during this period. In each event, the curtailment in the OCGT case is lower because
there is less energy from CCGTs, which have to run in the Base case to provide spinning
reserve in case of wind overpredictions. There is an instance of OCGT deployment in the
OCGT case, just after period 241 (dotted line in Figure 7.7b), due to an overprediction of
wind output when there was insufficient CCGT headroom to absorb it. During days 6
and 7, the wind output is very high so that curtailment is inevitable. Both cases choose
to run no CCGTs at all during this period, running the risk of a response shortfall should
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a nuclear unit fail. Note that there is implicit reserve provision from the curtailed wind
during this period as well as from OCGTs.
The Base+All case (Figure 7.6 and Table 7.2) shows that, as in Case Study A, the value
of simultaneously including several enhancements is less than the sum of the values of
the individual enhancements.
7.4. Conclusions
We have shown that, with a Pure SUC that schedules the optimal amount of operating
reserve according to the expected costs and benefits, a number of system enhancements
could lead to very significant savings in system operating costs as the wind penetration
increases on the GB system. Total savings of the order of several hundred millions of
pounds annually at a 40GW wind capacity (34% penetration by energy) are possible. To
put this figure into context, the total amount of money currently spent by National Grid
on system balancing is of the order of £300m annually. However, flexibility enhancements
suffer from diminishing returns: their value is reduced when applied to a system that is
already highly flexible.
It is also clear that many of the system enhancements have significant value only
at wind capacities above around 20GW (17% penetration by energy), and rise rapidly
above 40GW capacity when the system becomes stressed by the volatility, uncertainty,
and potentially high output of the wind fleet. The two demand-side measures, increased
storage (or equivalent load-shifting schemes) and reduced VOLL, have a beneficial effect
even at zero wind penetration thanks to the peak-lopping abilities of storage, and the
reduced spinning reserve requirements resulting from both enhancements.
We have shown that the value of improved wind forecast accuracy is dominated by
the accuracy at 4ha, as this is the time required to start up new CCGT capacity. Even with
a systemwith greatly increased storage capacity, improving only the longer-term forecast
has a relatively small effect. However, this result is dependent on the market structure
that is in place: in systems where thermal units must be committed in the day-ahead
market, the longer-term forecasts would be more beneficial. The fact that the benefit
of longer-term forecasts would be small in an optimally scheduled system implies that
markets which require day-ahead Unit Commitment are inefficient at high wind pene-
trations.
As with all analyses in this thesis, we have neglected transmission constraints. The
existence of congestion could increase the value of a system enhancement, due to its
ability to relieve the congestion, or decrease it, due to its reduced ability to influence the
system beyond the constraint. The value of a system enhancement in a congested system
will therefore depend on where the enhancement is located.
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8. Concluding remarks and further work
8.1. Summary of achievements
This thesis has developed a range of modelling techniques that can be used for time do-
main simulation of wind-integrated power systems. The techniques have been packaged
into FREDA, a simulation application, which has been used in a number of case studies
that demonstrate the value of stochastic scheduling and other flexibility enhancements.
The main contributions can be summarised as follows:
• A wind time series model has been developed for characterising the short-term
and long-term statistics of aggregatedwind power output, and producing synthetic
datasets (chapter 2). The modelling has been simplified by not explicitly represent-
ing wind speeds or turbine curves, but by direct representation of wind power out-
put. Calibration to real wind power data from Denmark and Germany has shown
that second order models, which capture the mean reversion, autocorrelation and
trending behaviour, are necessary and sufficient for large wind fleets. The model
can reproduce the non-Gaussian distribution of wind output and the diurnal varia-
tions. It can also reproduce the distribution of wind output changes, over timescales
up to several hours. This distribution has tails that are fatter than Gaussian and can
be approximately exponential (Laplace) over short timescales. We have shown that
the fat tails in the unconditional distribution are almost entirely attributable to the
deterministic variation in volatility with the power output level.
• The model has been parameterised to produce a best-guess approximation of the
time-domain behaviour of the GB wind fleet circa 2030, based on onshore anemom-
etry data (chapter 3). We have demonstrated that the use of a constant multiple to
extrapolate wind speeds from anemometer height to wind turbine hub height leads
to an overestimate in the diurnal variation of power output, by a factor of about two
to three. We have shown how the model parameters can be adjusted to compensate
for this and for the addition of the offshore component.
• The wind model has been extended to allow the synthesis of probabilistic wind
power forecasts as well as wind power realisations, by generating time series of
median wind forecast error that can be added to the realisation (chapter 5). We have
shown that wind forecast errors should be anticorrelated with the realisation in or-
der to produce unbiased forecasts with reasonable volatility, and further that the
errors should be autocorrelated not only across successive horizons but also across
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successive forecast delivery times. We have shown that the wind uncertainty costs,
as estimated from scheduling simulations, are highly sensitive to the autocorrela-
tion across successive horizons, but that the sensitivity to the other correlations is
low. In a system that is scheduled under rolling planning, the wind uncertainty
costs are dominated by the short-term (around 4ha) forecast accuracy, with much
lower sensitivity to forecast accuracy over longer timeframes (chapter 7).
• A new Pure SUC methodology has been developed, with the emphasis on compu-
tational efficiency for scheduling simulations (chapter 4). Scenario trees are based
on user-defined quantiles of the wind uncertainty distribution. Large numbers of
identical thermal units can be modelled efficiently and accurately, using integer or
continuous variables that keep separate track of the number of startups and shut-
downs at each node on the tree. Operating costs compare well with Hybrid SUC
or deterministic approaches, in which the exogenous security parameters must be
tuned using calibration simulations.
• The methodology has been extended to include uncertainty from demand and
generator outages (chapter 6). Stochastic response (primary reserve) has been
combined with a scenario tree that provides stochastic reserve levels over longer
timescales. Low-carbon systems will have high response requirements, due to the
large ratings of third-generation nuclear units, and high reserve requirements due
to the uncertainties of wind generation. Simulations indicate that substantial cost
savings can be achieved through the flexible provision of these services using sto-
chastic scheduling, which finds optimal levels that change dynamically with the
risks and costs.
• Although stochastic scheduling with rolling planning constitues a major enhance-
ment to system flexibility, we have shown that a stochastically scheduled system
can further benefit from other enhancements such as increased storage, reduced
VOLL, more flexible CCGTs and the provision of response from curtailed wind
(chapter 7). These benefits increase at high wind penetrations, but cannibalise each
other so that the sum of the benefits of each enhancement made individually is
greater than the total benefit if they are all applied at once.
8.2. Further Work
8.2.1. Multi-bus systems
The operation of real power systems is constrained by limits to the transmission sys-
tem, both in terms of capacities and reliabilities. This is of particular relevance to wind-
integrated systems, because the wind resource is typically far from the load centres, and
it may not be optimal or feasible to build enough transmission capacity to guarantee
the system’s ability to transport all the available generation. The ability to simulate a
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multi-bus system, therefore, would greatly improve the usefulness of FREDA in real-
life wind integration studies, whether the study was focussed on realistic modelling of
transmission-constrained dispatch or on optimisation of the transmission network itself.
In this section we list some of the problems that would need to be solved if multi-bus
simulations were to be performed, along with some ideas for their solution.
• Multi-region wind realisation and/or forecast error models would be needed.
There does not appear to be a simple way to create synthetic multi-region wind
realisations from models, as their intertemporal cross-correlations are non-trivial.
It might be more fruitful to use multi-region historic datasets that are now becom-
ing available [45, 55, 56], perhaps in conjunction with techniques to enhance the
short-term volatility that may be missed by low-resolution data [44]. Forecast er-
rors, however, will still need to be synthesised because obtaining historic multi-
region forecasts is problematic, and also because scheduling simulations require
their full distributions, rather than just point forecasts. The forecast error model
of chapter 5 could be extended to produce cross-correlated multi-region forecast
errors, in a similar vein to the WILMAR tool [83]. However, Tastu et al. [132]
have shown that multi-regional forecast errors are subject to complex intertemporal
cross-correlations, in the same manner as multi-regional wind power realisations
are. It has not yet been established whether simplified correlation structures are
sufficient for the purposes of power system modelling.
• The scenario tree would need to be extended to include a multi-dimensional wind
uncertainty. If the correlations between forecast errors in different regions were
assumed to be +1 or −1, then the wind output would have only one degree of
uncertainty, as with the single-bus model. However, in general this will not be
the case. Thus, a multi-dimensional integration is needed in order to establish the
expected operating costs at each time horizon. A simple extension of the scenario
tree construction methodology of chapter 4 to multi-bus systems, with N branches
at each branching stage for each of m buses, would require Nm scenarios emerging
from each branching node. The tree would therefore be cumbersome even for very
simple systems, represented with a tree with a fan topology (branching at root node
only).
Other published SUC methodologies for wind-integrated systems [76, 83] use
Monte Carlo sampling [37, 109] combined with scenario reduction to perform this
integration. As we have seen, however, such approaches are applicable only to Hy-
brid SUC, because the important scenarios from a system security point of view are
prone to deletion by the scenario reduction process. In the single-bus methodology
described in chapter 4, the important scenarios are preselected by the user; how-
ever, the important scenarios may be difficult to identify in a multi-bus problem
and may change over time. A substantial unsolved research challenge, therefore, is
the design of a scenario tree methodology for use with Pure SUC of transmission-
constrained systems that have multi-bus wind uncertainty. Sparse but adaptive
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trees that seek out the important scenarios, and weight them appropriately, may be
effective for systems that can be represented by a small number of buses. The work
of Dempster and Thompson [87] and of Vigerske and Nowak [88] may be a useful
starting point in this regard. A very recent, and as yet unpublished, contribution
by Papavisiliou and Oren [133] selects and weights randomly generated scenarios
depending on costs that are derived from DUC schedules.
• The SUC formulation would need to account for transmission capacity constraints,
as well as the DC load flow equations (for systems containing loops). Separate
generator groups would need to be defined for each bus.
8.2.2. Simulation length requirements
Run times have been tolerable in the case studies reported in this thesis despite the long
simulations that were found to be necessary, because of the simplicity of the systems that
have been simulated. More complicated systems could impose a much greater computa-
tional burden. For example, run times will be severely affected by the larger number of
decision variables in a multi-bus formulation, because of the greater number of scenarios,
the larger number of generator groups, and the power flow equations.
Although run times can be shortened by increasing the number of cores used, it may
still be necessary to perform shorter simulations than have been used for the case studies
in this thesis, if more complex systems are to be analysed. The need for long simulations
is mainly due to the extreme spikiness of the operating costs as a result of the very high
VOLL (£30 000/MWh) compared with marginal generation costs (£40–£60/MWh). If the
VOLL is assumed to be lower—£3000/MWh, say—then statistically significant results
will be achievable with shorter simulations.
Variance reduction techniques have been attempted during the course of this project
in order to reduce the simulation length required, but have not been reported in the
technical chapters. Two techniques have been tried: Importance Sampling (IS) [134] and
Child Node Valuation. The IS method was applied to generating the wind realisations
used in the simulation, rather than the scenarios in the scenario tree. In simulations with
IS, a large number of week-long wind samples were used, rather than a small number
of year-long ones. A very large population of samples (1 000 000) were pre-generated by
the wind model, and a much smaller subset were chosen such that the variance of the op-
erating cost was minimised assuming that the costs are a linear function of the delivered
wind energy. In order to compensate for the biased sampling, the operating cost for each
sample must be debiased by multiplying by a weighting factor. The interested reader is
referred to Appendix D for an explanation of the method.
Although IS was found to be effective in reducing the variance of operating costs
due to the variability in delivered wind energy, we are more interested in the relative
operating costs between two different systems (e.g. with and without storage), or modes
of operation (e.g. deterministic versus stochastic). IS was much less effective at reducing
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the variance of these differences, which cannot be approximated as simple functions of
the wind energy. Another problem with IS is that we may be interested in more than just
the operating cost: for example, we may wish to estimate the expected number of CCGT
startups. However, IS targets a single element of the simulation results, in this case the
operating cost, for variance reduction, but does nothing for the other properties whose
variance may indeed be amplified by the biased sampling.
Another technique that was tried was an original idea that we have termed Child
Node Valuation, which attempts to use some of the information from the SUC that is
otherwise discarded by the rolling planning process. Let c(n; k) be the operating cost per
hour at node n from the SUC solution calculated at timestep k, i.e.
c(n; k) = cLS PLS(n) +
1
∆τ(n) ∑
g∈G
Cg(n) at timestep k. (8.1)
If Child Node Valuation is not used, then the estimate for the expected operating cost
per hour over a sample with Nk timesteps is the average operating cost at the root node
nr (Root Node Valuation):
cˆ =
1
Nk
Nk−1
∑
k=0
c(nr; k). (8.2)
An alternative estimate for the expected operating cost is to use the solution for deeper
nodes in the scenario tree, with a common relative start time τ (Child Node Valuation):
cˆ =
1
Nk
Nk−1
∑
k=0
∑
n∈N τ
π(n) c(n; k). (8.3)
where N τ = {n ∈ N : τ(n) = τ}.
In general, Equation (8.3) will yield less variance than (8.2), because it effectively
includes a range of samples at each timestep. Typically one can use τ = 1h: it is best to
use nodes that are close to the root node, since the solutions near the leaves will be biased
due to the limited horizons visible to these nodes. Child Node Valuation is particularly
effective at reducing the variance from loadshed costs, which are smoothed out by the
low probability weightings that apply in scenarios in which loadshed occurs.
Unfortunately, Child Node Valuation consistently underestimates operating costs
when used with a scenario tree with a fan structure, typically by about 5%. This can be
attributed to the lack of awareness of uncertainty at the child nodes, since scenarios are
purely deterministic after the root node, which causes spinning reserve requirements to
be zero at these nodes. The biasing can be mitigated by using trees with further branch-
ing at deeper timestages, but this in turn increases run time requirements so that the
advantages of using variance reduction are undermined.
For these reasons, and because of the reduction in transparency that accompanies
the use of variance reduction, such techniques have not been presented in the technical
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chapters of this thesis. However, they may need to be revisited if more computationally
intensive systems are analysed.
8.2.3. Power system modelling
Models have been presented within the MILP framework for thermal and storage units.
Enhancements could be made to these models, such as the inclusion of startup and shut-
down ramps or segmented heat curves. A major enhancement would be the inclusion of
offtime-dependent startup times and costs [96]; modelling these properties would be a
challenge in a multi-unit formulation, because one would have to keep track of not only
which units were online or offline, but how many units had been offline for different
lengths of time.
The thermal plant reliability modelling, as presented in chapter 6, is quite basic, and
does not include startup failures which can cause significantly increased reserve require-
ments, especially during morning demand ramps [135]. In addition, the iterative proce-
dure presented in chapter 6, which commits the thermal units accounting for their unre-
liability, does not optimise the choice of which units to commit based on their reliability.
For example, if unit A is more reliable than unit B but is otherwise identical, it would
be better to commit unit A than unit B because the resulting reserve requirement will be
less. However, the current model would be unable to make this distinction. A particular
issue in GB is the perceived unreliability of OCGT units; if commitment decisions are
made assuming that OCGT units have low reliability then alternative forms of standing
reserve, such as storage, would have more value.
Anothermajor development would be the addition of demand-sidemeasures such as
load shifting for Electric Vehicle charging. The interaction of such measures, which have
rather restrictive temporal limitations, with a stochastic schedule have not been inves-
tigated. Furthermore, there is an additional potential source of uncertainty in demand-
side measures, because the SO may not possess perfect knowledge of the states of all the
shifted loads in the system. For example, if load shifting is to be used with heat pumps
that store energy thermally, the System Operator may not know exactly how much spare
capacity exists in all the Thermal Energy Stores that are being used to buffer the energy
over time. So far, no analysis exists in the literature that measures the reduction in utility
from demand side measures with an uncertain state.
8.2.4. Risk aversion
This thesis has developed a stochastic scheduling approach which seeks to minimise the
expected operating costs, including loadshed costs. The validity of this approach de-
pends on two assumptions. First, it is assumed that the system behaves benignly during
contingencies: generator failures are uncorrelated, load shedding occurs only when the
system margin reaches zero, and the total amount of loadshed is equal to the generation
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shortfall. In practice, however, contingencies may lead to cascading failures which are
not apparent under normal system operation, leading to widespread blackouts [136]. For
example, a generator may trip in response to voltage transients that occur as a result of
another failure, while underfrequency relays may curtail more load, and for longer, than
necessary to compensate for a shortage of generation. The second assumption is that
the SO is ambivalent towards the variance of the operating cost. In practice it may be
politically and financially preferable to operate the system so as to avoid large spikes in
operating costs, even if doing so incurs slightly higher average costs in the long run.
In order to compensate for these assumptions, one would have to build some sort
of risk aversion into the scheduling process. The simplest way to reduce the risk of cas-
cading failures or cost spikes within the current framework would be to increase the
VOLL and/or the operating cost for OCGT, to discourage the scheduler from planning
to use OCGT or load shedding in worst-case scenarios. An alternative would be to im-
pose an exogenous reserve and/or response constraint at each node within the stochastic
schedule, so that extra capacity is planned to be available during contingencies. A more
rigorous approach to reducing the variance of operating costs would be to add a term to
the objective function representing a proportion of the Conditional Value at Risk at the
α confidence level (α-CVaR), as has been applied to wind producer bidding strategies by
Morales et al. [137], and Pousinho et al. [138]. The α-CVaR is the expected operating cost
across all scenarios whose associated cost is above the the (1− α) quantile, and could be
used to discourage the scheduler from planning to operate with a high risk of incurring
a high operating cost.
8.2.5. Market design for stochastically scheduled power systems
In this thesis we have considered a system in which all commitment and dispatch de-
cisions are made by the SO, based on minimising the total expected system operating
costs. In this section we briefly consider some of the operational and market issues that
would occur if a real wind-integrated system were to be operated under Pure SUC with
rolling planning. We consider first a public monopoly in which all the infrastructure is
owned and operated by the state, followed by the more usual bilateral and pool systems
in which the generation infrastructure is privately owned.
In a public monopoly, the SO is free to issue whatever commitment and dispatch
orders it thinks necessary in order to provide a reasonable level of security at minimum
social cost. It would therefore be the simplest environment in which to implement rolling
planning operation with SUC. A significant departure from current practice would be
the lack of certainty in the commitment schedule, which would cause problems from the
logistical point of view (station crewing etc.). Rather than issuing an immutable day-
ahead commitment schedule, the SUC could only produce here-and-now instructions
and a probabilistic forecast for the commitment of units at later times. For example, if a
unit were due to start up at hour 18 in scenarios with a total weighting of 30%, the station
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staff could be informed that there was a 30% chance of being started up at hour 18.
Another issue would be the computational problem. The SUC would need to run
every hour, say, in order to provide just-in-time commitment decisions. Before running
the SUC, one would need to calculate the latest probabilistic wind power forecast (i.e.
the distribution of wind power outcomes over the next 24 hours or so). Both procedures
would be computationally demanding. Constantinescu et al. [79] create wind scenarios
by multiple perturbations of the initial conditions in an NWP meso-scale simulation. Al-
ternatively, probabilistic forecasts could be based on point forecasts supplemented by
assumed distributions that are based on historic forecast errors [139]. In any case, the
timely calculation of the optimal commitment and dispatch decisions, in the light of the
latest probabilistic wind forecast, would be crucial for a scheduling system with rolling
planning.
This thesis is not concerned with the problem of optimal investment, still less the
design of markets to guide participants towards that ideal. An important source of value
in wind-integrated systems is system flexibility, as has been shown in chapter 7. Sched-
uling simulations can be used to estimate the annual value of flexibility measures such
as storage, OCGT, and demand-side participation, but the optimal investment strategy
depends also on capital costs, the incumbent system, and uncertainty in the forecasts of
future trends. Scheduling simulations could be integrated within a long-term planning
model that accounted for these other variables, in order to optimise investment strategies
from the point of view of maximising social welfare.
Investment decisions can be optimised in this way only in a public monopoly. In
the more commonmarket-based paradigm, private companies own the generation assets
and therefore investment decisions must be steered via market-based incentives. Mar-
kets would have to be designed to reward flexibility by paying generating companies
appropriately.
In a pay-as-bid market with centralised commitment and dispatch and stochastic
scheduling, the onus would be on the market participants to find the most profitable
bid prices for reserves. In a perfectly competitive market, the most profitable bid price
would be the one that led to the optimal level of reserve, at which the price was equal
to the marginal value of the service provided. On the other hand, in a stochastic pool
market as envisaged by Bouffard et al. [104, 120], all providers of reserve services would
be compensated by the marginal value of the service, which would have to be calculated
as part of the market clearing procedure. Some pricing structures for a stochastic pool
market are discussed by Wong and Fuller [140].
The bilateral market, as currently operated in GB, is perhaps the most difficult mar-
ket system to adapt to stochastic scheduling, because it is the one in which the SO has
the least control. In the GB market, the majority of the energy is self-dispatched, with
National Grid’s role restricted to some long-term contracts, trading on the forward mar-
kets (typically day-ahead), and short-term adjustments to commitment and dispatch po-
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sitions via the Balancing Mechanism (BM). In theory, these mechanisms could be used
to minimise the expected system costs according to a just-in-time, SUC procedure, but in
practice National Grid is hampered bywide bid-offer spreads on the BM and themandate
to minimise its own trading costs rather than overall system costs. On the other hand, the
market participants themselves, if rational and competitive, might be expected to trade in
such a way that expected system costs were minimised. However, market arrangements,
market power, and risk aversion may prevent this ideal being achieved. For example,
a punitive cash-out price, which must be paid by any generator that produces less than
its contracted output, may lead to an oversupply of reserve, as participants self-reserve
within their own portfolios or wind generators underbid their forecast output.
FREDA could be adapted as an analysis tool to assess market structures that are
appropriate for stochastic scheduling with rolling planning, including: the design of ap-
propriate compensation mechanisms for contributing to system adequacy or flexibility;
the design of short-term adjustment markets; and an assessment of the likely behaviour
of risk-averse or oligopolistic participants in these new markets.
8.3. Concluding remarks
In chapter 1 we listed some potential barriers that could prevent the implementation of
stochastic scheduling. We now re-examine these barriers in the context of the content of
this thesis:
1. SUC, especially Pure SUC, is much more computationally intensive than DUC.
Using the scenario tree methodology of chapter 4, one can construct a Pure SUC
problem with ten scenarios or so and branching at the root node only (fan topol-
ogy); the problem is thus one order of magnitude larger than the equivalent DUC
problem and hence not intractable.
Rolling planning necessitates frequent re-commitment (every hour, say) which fur-
ther adds to the computational burden relative to the traditional approach with a
daily UC and real-time ED calculation. On the other hand, since rolling planning
involves discarding all but the here-and-now decisions, the burden can be eased by
specifying progressively longer timestages at deeper nodes.
Transmission-constrained Pure SUC has not been tackled in this thesis. It is en-
visaged that simplified problems with perhaps half a dozen buses could be made
tractable with adaptive trees that seek out the important scenarios. Large-scale
multi-bus problems may not be solvable using current computing technology, un-
less conservative, exogenous reserves are specified to maintain security with sce-
nario trees of reduced dimensionality.
2. The benefits of SUC over DUC are hard to quantify.
The benefits of SUC can be quantified using a time-domain scheduling simulation
that models the intertemporal limitations of the system components. Simulated
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operating costs have a high variance because of the variability and high cost of
loadshed incidence, so multi-year simulations are necessary in order to establish
statistically significant benefits. System simplifications, such as the treatment of
groups of identical units formulated in chapter 4 and relaxation of integer variables
to continuous ones, can achieve speedups of several orders of magnitude relative to
modelling each unit individually. Monte Carlo simulation lends itself very easily to
multi-threaded programming, so that execution speed can scale with the number
of cores. With these techniques, we have been able to run eight-year simulations
with wind uncertainty only and hourly rolling planning in 11 minutes (chapter 4),
and with wind, demand and outage uncertainty and half-hourly rolling planning
in around 3 hours (chapter 6), on a 4-core machine. Although the systems we have
analysed are perhaps more simplified than would be appropriate for studies of real
power systems, we have shown that the potential exists for establishing a realistic
quantification of the benefits of SUC, using today’s computer hardware.
3. To the extent that they have been quantified, the benefits of SUC appear to be limited.
The benefits of Pure SUC are substantial at wind penetrations beyond 20%, relative
to deterministic methods using reserve criteria in current use, and can extend to
a 4% decrease in operating costs at a 50% penetration (Figure 6.2 on page 138).
Trees with a fan topology tend to schedule slightly less spinning headroom than
the optimal solution, because most of the scenarios do not carry knowledge of the
worst-case outcome beyond the root node (section 4.7). Adding more branching
stages rectifies this problem, but at great computational cost. Hybrid approaches, in
which scenario trees are combined with exogenous reserve criteria, can give similar
economic benefits to Pure SUC with a fan-shaped tree, but only after careful tuning
of the reserve parameters. The benefits of Pure SUC lie as much in the technique’s
automatic adaptation to changes in circumstances (e.g. fuel prices) without needing
recalibration, as with its theoretical optimality.
At high wind penetrations, deterministic approaches with a single scenario and
purely exogenous reserves cannot match the operational efficiency of Pure SUC,
even after calibration (section 6.7).
4. The markets and operational practices that are entrenched in many countries would require
major restructuring if they were to be adapted to just-in-time commitment and dispatch
imposed by a centralised, fully stochastic scheduling system.
It is well recognised that electricity market restructuring is a necessary part of the
decarbonisation process: indeed, at the time of writing the UK government is en-
gaged in an Electricity Market Reform consultation, which includes proposals to
change short-term market arrangements as well as longer-term investment incen-
tives. This thesis has not tackled the issues of market design that would need to
be addressed if stochastic scheduling were to be applied in a real system with pri-
vatised generation assets. However, the scheduling strategy should not be seen
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as a binary choice between deterministic and stochastic versions, but rather as a
continuum between, on the one hand, an immutable day-ahead UC based on the
forecast scenario and a fixed reserve constraint, and on the other, a continuously
updated, fully probabilistic solution, including the costs of involuntary loadshed.
For example, the operating reserve policy currently run by National Grid is a form
of scenario tree, in that it includes an error-free scenario and a high-quantile worst-
case one (Figure 6.1a on page 123). The effective VOLL is infinite, as loadshed must
be avoided if possible in the worst-case scenario. The tree could be made more eco-
nomically efficient by adding more scenarios, weighted probabilistically, and/or
introducing a finite VOLL. In this way, the transition to stochastic scheduling could
be achieved gradually.
This thesis has shown that, while stochastic approaches may have low value at low
wind penetrations, the benefits greatly increase once penetrations exceed 20% or
so. The wholesale decarbonisation of power systems worldwide is a necessary con-
dition for reducing global carbon emissions to sustainable levels. There are many
barriers that may prevent this ambition being realised, but market restructuring, in
order to accommodate low carbon generation in an efficient manner, is surely one
of the least challenging.
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A. Autocorrelation of increments of a
time-averaged Brownian process
In this appendix we derive the autocorrelation of successive increments of a discrete time
series, representing time averages over contiguous intervals of an underlying continuous
Brownian process. It is relevant to the wind modelling of chapter 2 in that it indicates
the degree of trending that can be expected in a historic time series of time averaged
wind output, due to the fact that the time series represents time averages rather than
instantaneous values.
LetWt follow an arithmetic Brownian process
dWt = σǫt
√
dt, ǫt ∼ N(0, 1) i.i.d. (A.1)
Define a discrete time series Yk, consisting of time-averaged values ofWt over timesteps
of length ∆t, as
Yk =
1
∆t
∫ k ∆t
(k−1) ∆t
Wt dt (A.2)
and the incremental process ∆Yk as
∆Yk = Yk −Yk−1. (A.3)
We seek the autocorrelation between successive Y-increments,
ρ =
E[∆Yk ∆Yk−1]
E
[
∆Yk
2
] . (A.4)
Write
∆Wk = Wk∆t −W(k−1)∆t =
∫ k ∆t
(k−1) ∆t
dWt (A.5)
and
Ik =
1
∆t
∫ k∆t
(k−1)∆t
(
t− (k− 1) ∆t) dWt. (A.6)
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Then, using integration by parts,
Yk =
1
∆t
[
tWt
]k∆t
t=(k−1)∆t
− 1
∆t
∫ k∆t
t=(k−1)∆t
t dWt
= Wk∆t + (k− 1)∆Wk − 1
∆t
∫ k∆t
t=(k−1)∆t
t dWt
= Wk∆t − Ik (A.7)
and hence
∆Yk = ∆Wk − Ik + Ik−1. (A.8)
Therefore
E[∆Yk ∆Yk−1] = E
[
∆Wk−1 Ik−1 − I2k−1
]
(A.9)
where we have used the identities
E
[
∆Wk ∆Wj
]
= 0, k 6= j,
E
[
∆Wk Ij
]
= 0, k 6= j.
Now
E[∆Wk−1 Ik−1] = E[∆Wk Ik] =
σ2
∆t
E
[∫ k∆t
(k−1)∆t
ǫt
√
dt
∫ k∆t
(k−1)∆t
(t− (k− 1)∆t)ǫt
√
dt
]
(A.10)
and since
E[ǫtǫt′ ] =

1 : t = t
′,
0 : t 6= t′,
this can be simplified to
E[∆Wk Ik] =
σ2
∆t
∫ k∆t
(k−1)∆t
(
t− (k− 1)∆t) dt (A.11)
=
1
2
σ2∆t. (A.12)
An analogous derivation leads to
E
[
I2k−1
]
= E
[
I2k
]
=
1
3
σ2∆t. (A.13)
Therefore, Equation (A.9) reduces to
E[∆Yk ∆Yk−1] =
σ2∆t
6
. (A.14)
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Using the same identities
E[∆Yk ∆Yk] = E
[
∆W2k − 2Ik∆Wk + I2k + I2k−1
]
=
4σ2∆t
6
(A.15)
and hence Equation (A.4) reduces to
ρ =
1
4
.
This means that, if a wind power process is approximately Brownian, successive incre-
ments of a discrete time series process, comprising contiguous time averages of the wind
power process, have an autocorrelation of 0.25.
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B. Parameter set for GB2030 wind model
In this appendix we present hourly and half-hourly versions of the parameter sets that
describe the adjusted GB2030 model developed in chapter 3 and used in subsequent
chapters. The transformation (W) functions (table B.1) are common to both versions. For
brevity, we represent them with 37 points that have been interpolated from the original
500-point functions. Linear interpolation can be used between the points, and constant
extrapolation outside them. The diurnal adjustments (µ) are presented for the hourly
model only (table B.2). Linear interpolation may be used to derive the half-hourly val-
ues. The autoregressive parameters for the hourly and half-hourly versions are presented
in tables B.3 and B.4, respectively.
Since separate models are used for each season, special treatment is needed to ensure
a smooth transition between one season and the next. Suppose timestep ka is in the
autumn season and timestep ka − 1 is in the summer season. Let Ws(x), µs(j), ϕs1, ϕs2,
σs be the transformation function, diurnal adjustments, autoregressive parameters and
volatility for summer, and Wa(x), µa(j), ϕa1, ϕ
a
2, σ
a be the autumn equivalents. Let Xs(k)
be the X-values that generate the wind outputs Pw(k) for summer (k < ka), according to
Xs(k) = ϕs1X
s(k− 1) + ϕs2Xs(k− 1) + σsǫ(k)
Pw(k) = Ws(Xs(k) + µs(k mod Nd)), k < ka.
We define equivalent autumnal X-values, Xa(k) for k = ka − 1 and ka − 2 as follows. Let
Wamin = minxWa(x),Wamax = maxxWa(x), and
Va(w) =


x : Wa(x) = w, Wamin < w <Wamax,
max
(
x ∈ R : Wa(x) = Wamin) , w ≤Wamin,
min (x ∈ R : Wa(x) = Wamax) , w ≥Wamax.
Then
Xa(k) = Va(Pw(k))− µa(k mod Nd), k = ka − 1, ka − 2
so that the wind outputs Pw(k) for autumn (k ≥ ka) can be generated using
Xa(k) = ϕa1X
a(k− 1) + ϕa2Xa(k− 1) + σaǫ(k)
Pw(k) = Wa(Xa(k) + µa(k mod Nd)), k ≥ ka.
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W(x) (p.u.)
x Spring Summer Autumn Winter
-4.00 0.0000 0.0000 0.0000 0.0000
-3.75 0.0000 0.0000 0.0000 0.0000
-3.50 0.0000 0.0000 0.0000 0.0000
-3.25 0.0000 0.0000 0.0000 0.0000
-3.00 0.0000 0.0000 0.0000 0.0000
-2.75 0.0035 0.0000 0.0000 0.0006
-2.50 0.0126 0.0037 0.0072 0.0102
-2.25 0.0228 0.0123 0.0170 0.0208
-2.00 0.0345 0.0217 0.0280 0.0330
-1.75 0.0484 0.0324 0.0410 0.0473
-1.50 0.0657 0.0447 0.0570 0.0653
-1.25 0.0877 0.0592 0.0777 0.0905
-1.00 0.1159 0.0766 0.1055 0.1257
-0.75 0.1507 0.0975 0.1423 0.1695
-0.50 0.1930 0.1223 0.1882 0.2284
-0.25 0.2430 0.1518 0.2435 0.2992
0.00 0.3000 0.1873 0.3024 0.3845
0.25 0.3682 0.2281 0.3703 0.4805
0.50 0.4406 0.2769 0.4460 0.5804
0.75 0.5111 0.3367 0.5196 0.6708
1.00 0.5881 0.3960 0.5943 0.7440
1.25 0.6633 0.4569 0.6608 0.8058
1.50 0.7217 0.5208 0.7159 0.8512
1.75 0.7806 0.5818 0.7643 0.8833
2.00 0.8291 0.6332 0.8033 0.9078
2.25 0.8654 0.6828 0.8384 0.9267
2.50 0.8933 0.7340 0.8750 0.9420
2.75 0.9154 0.7756 0.9018 0.9548
3.00 0.9333 0.8131 0.9205 0.9662
3.25 0.9477 0.8421 0.9354 0.9764
3.50 0.9599 0.8614 0.9480 0.9858
3.75 0.9709 0.8760 0.9588 0.9900
4.00 0.9809 0.8883 0.9685 0.9900
4.25 0.9899 0.8991 0.9774 0.9900
4.50 0.9900 0.9088 0.9853 0.9900
4.75 0.9900 0.9105 0.9872 0.9900
5.00 0.9900 0.9105 0.9872 0.9900
Table B.1: Transformation functions (W) for the adjusted model
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µ(j)
j Spring Summer Autumn Winter
0 -0.0922 -0.1324 -0.0438 -0.0174
1 -0.0958 -0.1361 -0.0457 -0.0200
2 -0.0987 -0.1377 -0.0470 -0.0219
3 -0.1009 -0.1397 -0.0485 -0.0242
4 -0.1021 -0.1402 -0.0517 -0.0258
5 -0.1004 -0.1347 -0.0535 -0.0262
6 -0.0895 -0.1129 -0.0543 -0.0252
7 -0.0642 -0.0714 -0.0488 -0.0240
8 -0.0232 -0.0185 -0.0321 -0.0219
9 0.0228 0.0332 -0.0021 -0.0146
10 0.0665 0.0762 0.0351 0.0010
11 0.1005 0.1118 0.0701 0.0228
12 0.1252 0.1409 0.0954 0.0439
13 0.1411 0.1635 0.1075 0.0579
14 0.1479 0.1774 0.1054 0.0610
15 0.1460 0.1808 0.0902 0.0517
16 0.1315 0.1717 0.0626 0.0324
17 0.1023 0.1482 0.0289 0.0117
18 0.0573 0.1062 -0.0017 -0.0028
19 0.0050 0.0456 -0.0220 -0.0085
20 -0.0407 -0.0218 -0.0315 -0.0105
21 -0.0688 -0.0770 -0.0352 -0.0114
22 -0.0820 -0.1089 -0.0371 -0.0129
23 -0.0879 -0.1241 -0.0404 -0.0150
Table B.2: Diurnal adjustments (µ) for the adjusted model
Parameter Spring Summer Autumn Winter
ϕ1 1.56523 1.51298 1.56397 1.51602
ϕ2 −0.58000 −0.53000 −0.58000 −0.53000
σ 0.11114 0.12613 0.11573 0.11438
Table B.3: Autoregressive parameters for adjusted model: hourly timesteps
Parameter Spring Summer Autumn Winter
ϕ1 1.68971 1.64906 1.68929 1.65001
ϕ2 −0.69461 −0.65490 −0.69461 −0.65480
σ 0.05469 0.06341 0.05696 0.05747
Table B.4: Autoregressive parameters for adjusted model: half-hourly timesteps
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C. Derivation of thermal plant operating
costs
This appendix derives the operating and startup costs for the fossil-fuel generators, based
on projected fuel and CO2 costs from the Wood Mackenzie 2030 forecasts as of January
2010.
C.1. Assumed fuel prices, energy content and carbon content
The assumed underlying prices are:
Coal Price (USD/T) 79.2
Coal freight cost to station (USD/T) 10
Natural gas price (GBP/therm) 0.6613
Gasoil price (USD/T) 1053
CO2 emission cost (EUR / TCO2) 50
GBP-USD exchange rate (USD / GBP) 1.58
EUR-GBP exchange rate (GBP / EUR) 0.89
Coal is assumed to have an energy content (LHV) of 25 GJ/T, and a CO2 content of 2.933
TCO2/T (based on the assumption that it is 80% carbon by weight), so that the total cost
per unit heat energy is
(79+ 10)/1.58+ 50× 0.89× 2.933
25
= 7.48 GBP/GJ = 26.93 GBP/MWhth.
Natural gas is assumed to have a CO2 content of 6.1kg/therm, so that the total gas cost
per unit of heat energy (using 1 therm = 105.506MJ) is
0.6613+ 50× 0.89× 0.0061
0.105506
= 8.84 GBP/GJ = 31.83 GBP/MWhth.
Gasoil, the assumed fuel for OCGT plants, is assumed to have an energy content (LHV)
of 41.2 GJ/T and a CO2 content of 3.08 TCO2/T (based on the assumption that it is 84%
carbon by weight), so that the total cost per unit heat energy is
1053/1.58+ 50× 0.89× 3.08
41.2
= 19.50 GBP/GJ = 70.21 GBP/MWhth.
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Coal CCGT OCGT
Fuel Coal Gas Gasoil
Fuel cost (GBP/MWhth) 26.93 31.83 70.21
Full-load efficiency 0.41 0.57 0.29
Half-load efficiency 0.39 0.49 0.26
Plant capacity (MW) 500 500 100
No-load cost (GBP/hr) 1684 4558 2794
Marginal operating cost (GBP/MWh) 62.31 46.72 214.17
Table C.1: Operating costs for fossil-fuel units
C.2. Assumed operating costs
We assume that operating costs for fossil fuel generators consist entirely of fuel costs. The
no-load cost cnl can be derived from the full-load efficiency ηmax, the half-load efficiency
ηhl, the plant capacity Pmax and the fuel cost cfuel (expressed in GBP/MWhth) using
cnl = cfuelPmax
(
1
ηhl
− 1
ηmax
)
,
while the marginal operating cost is
cm =
cfuel
ηmax
− c
nl
Pmax
.
The assumed full-load and half-load efficiencies, along with the resulting operating costs,
for each technology type are listed in Table C.1. Efficiencies for coal and CCGT technolo-
gies are taken from Table 33 of Meibom et al. [85].
C.3. Assumed startup costs
We neglect startup costs for OCGT units. For coal and CCGT, startup costs have two
components:
• A fuel component. The fuel cost would in reality be highly dependent on the ini-
tial boiler temperature, which is a function of the down-time. The thermal unit
modelling in this thesis uses a constant startup cost and therefore some assumption
must be made about the initial boiler temperature. We have estimated the fuel com-
ponent based on warm starts. We have also assumed that coal plants are started up
on Heavy Fuel Oil (HFO) before switching to coal.
• A maintenance component. Thermal cycling on startup causes wear-and-tear,
which brings the next maintenance outage closer and hence incurs a cost. We have
obtained estimates for the maintenance component from an industry expert, but
they are highly subjective. The maintenance costs are much higher for CCGTs than
for coal plants.
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The startup costs for a 500MW coal unit are estimated as follows:
HFO cost: 900 GJ @ 13.5 GBP/GJ= 12150 GBP
Coal cost: 4700 GJ @ 7.48 GBP/GJ= 35156 GBP
Maintenance cost 1000 GBP
Total startup cost 48306 GBP.
The startup costs for a 500MW CCGT unit are estimated as follows:
Gas cost: 3400 GJ @ 8.84 GBP/GJ= 30056 GBP
Maintenance cost 10000 GBP
Total startup cost 40056 GBP.
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D. Importance Sampling algorithm
This appendix describes the Importance Sampling algorithm mentioned in section 8.2.2
for generating biased wind samples that reduce the variance of operating costs. It can be
applied to any Monte Carlo simulation in which the target output (in this case, the oper-
ating cost) is slow to calculate, but for which the random inputs (the wind time series),
and an approximation of the output (a linear function of the delivered wind energy), can
be calculated quickly.
Assume that the operating cost for a power system over the course of one week is a
function H of the 168-hour sample of hourly wind power outputs, which is expressed as
a vector x. Using an ensemble of N equiprobable samples x1, x2 . . . xN , we can estimate
the operating costs as
Hˆ =
1
N
N
∑
i=1
H(xi). (D.1)
Importance Sampling [134] relies on generating the random inputs from a distribu-
tion that is biased relative to the underlying distribution. In order to compensate for this
biasing, the operating costs calculated for week i must be weighted in the summation by
a factor wi, so that the estimate becomes
Hˆ =
1
N
N
∑
i=1
wi H(xi). (D.2)
If Equation (D.2) is to provide an unbiased estimate of the expectation of H, then the
samples must be biased such that the probability of including a particular sample in
the ensemble, out of the infinite population of equiprobable ones, is proportional to the
reciprocal of its weighting factor. If the biasing can be chosen such that the appropriate
value of wi is approximately Hˆ/H(xi) then the variance of the operating cost estimate
will be very much reduced.
The operating costs in a wind-integrated power system for any particular week will
be closely related to the delivered wind energy, with calm weeks being more expensive
than windy ones. In order to minimise the variance of Hˆ, therefore, we bias the distri-
bution such that the probability of choosing sample x = (x1, x2...x168)
T is proportional
to a prediction of the associated operating cost H(x), based on the total wind energy
delivered in that sample. We write this approximation as a “proxy function”
G(x) = A− B
168
∑
k=1
xk, (D.3)
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where A and B are constants that can be estimated using linear regression over a short
pilot run of (say) a dozen weeks or so.
The algorithm proceeds as follows:
1. Generate a large population of Nx (say 1,000,000) wind power samples xj, j =
1 . . .Nx.
2. Evaluate G
(
xj
)
for each xj.
3. Sort the samples by their G values so that G(xi) ≤ G(xj) ∀j > x. This step is only
needed if the stratified sampling enhancement is to be used (see the last paragraph
of this section). Note that it is not necessary to store all 168 values in each sample,
but only the random number seed that gave rise to them.
4. Let
C(i) =
∑
i
j=1 G
(
xj
)
∑
Nx
j=1 G
(
xj
) ,
C−1(y) = min (i : y ≤ C(i)) .
5. For each sample i in the N-sample simulation, choose xm where
m = C−1(r) , r ∼ U[0, 1].
Thus, the probability of choosing the mth sample is proportional to the estimate of
the associated operating cost.
6. For the purposes of calculating the estimated expected operating cost, use a weight-
ing
wi =
1
Nx
∑
Nx
j=1 G
(
xj
)
G(xm)
.
in Equation (D.2).
Because the samples are sorted in step 3, the variance can be further reduced using strati-
fied sampling. In this case, we divide the samples into blocks of M = 10, say, and choose
each sample within each block from a different section of the original sample space, by
choosing r in step 5 using
r =
1
M
(
(i mod M) + r′
)
, r′ ∼ U[0, 1]
in respect of simulation sample i.
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