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? 2.1: CPU?GPU?????????? [?? 1]
CPU? 2010??????????????????????GFLOPS?????
2.1 GPU 5
??????????GPU? 2010???GeForce GTX580? 1500GFLOP/s???
??????GPU??????????? 2012?? 2013?? 2????????
????????????Maxwell????? Volta?????????????
??????????????????????








? 2.3[12]????????????????? Fermi???????? Tesla
S2050????
GPU???? Streaming Processor(SP)????????GPU??? SP? 32??
?????????? Streaming Multiprocessor(SM)????GPU?????? SM
2.1 GPU 6
? 2.3: Fermi Architecture[?? 12]


















? 2.4: GPU?????? [?? 13]
2.1 GPU 8
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1.1? 8b/10b???????????????????? 128b/130b??????
?????????? 1???????????????????? 250MB/sec?
? 1.0GB/sec???? 500MB/sec?? 2.0GB/sec?????????PCI Express 3.0
?????????? 32?????????????????????????
????????? 32GB/sec???? 64GB/sec???????????????
?????????? Tesla S2050? PCI Express2.0x16? CPU?GPU?????
???
PCI Express????????? 2.5[3]????












TLPs (Transaction Layer Packets???????????????)?????
2.1 GPU 10








































































































Pinned?????? (?? Page-locked Memory)??????????????







????? ????? (? Pinned Memory) ????? (Pinned Memory)
CPU??GPU? 4495MB/s 5716MB/s
GPU?? CPU? 3711MB/s 6230MB/s
GPU????? 107123MB/s 107123MB/s
























































































Zero Copy???CPU??Mapped Memory??????Zero Copy??????












???????GPU??? PCI Express????CPU??Mapped Memory?
????????????




Memory Copy??? Zero Copy???????????? 2.11????
















(2) ??????? PCI Express??????????????????????
























?????????????? Tesla S2050? 1?????????
? 3.1: ????????????
CPU Intel Xeon X5660(4Core) 2.80GHz * 2
Memory DDR3-1333-4GB * 6
GPU NVIDIA Tesla S2050(1GPU) Core Clock 1.15GHz
Global Memory GDDR3 2687MB
CUDA Version 5.0
CUDA Compiler NVCC Version 5.0
CUDA SDK?DeviceQuery???????????????GPU????? 3.2
????
3.1.1 ????????????Memory Copy???Zero Copy???????
?????????Memory Copy??? Zero Copy????????????
???
3.1 ???????????????? Zero Copy????? 22
? 3.2: DeviceQuery???????GPU????Tesla S2050?
?????? ?
CUDA Driver Version 5.0/5.0
CUDA Capability Major/Minor 2.0
Total amount of global memory 2687 Mbyte
(14) Multiprocessors * (32)CUDA Cores/MP 448 CUDA Cores
GPU Clock rate 1147MHz(1.15GHz)
Memory Clock rate 1546 MHz
Memory Bus width 384-bit
L2 Cache Size 786432 bytes
Total amount of constant memory 65536 bytes
Total amount of shared memory per block 49152 bytes
Total number of registers available per block 32768
Warp size 32
Maximum number of threads per multiprocessor 1536
Maximum number of threads per block 1024 * 1024 * 64
Maximum sizes of each dimension of a grid 65535 * 65535 * 65535
Maximum memory pitch 2147483647 bytes
Support host page-locked memory mapping Yes
3.1 ???????????????? Zero Copy????? 23

















???????? (? 2.1???)?Memory Copy????????? Pinned???
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?????? Pinned??????????????????????? 3.1???
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? [2]???????L1???????? (l1 global load miss)?L1???????






???????????????????????? 1?????? Zero Copy
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??????????????????????????????? 2?????














???Memory Copy??? Zero Copy????????? CPU?? GPU??
?????????????????GPU??CPU????????? (??ms)
?????????????? 1K??????CPU?GPU??????????
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??L1?????????????? 256*256???Memory Copy??? 1.26ms
?????????Zero Copy???????? 6?? 6.81ms????
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???????????????? c = a + b?????L1?????????
100%??????????? a???????????????????? c[i] =
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??Float???????? 4B?????????????? 512M??????
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?3.6????????????????L1????????? (l1 global load hit)
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? Zero Copy?????????????????Memory Copy??? Zero Copy
???????????? c[i] = a[i + j] + b[i + j]??????? 3.9????
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?????????????????? 1??? 1????????????? 1
???????????????????????? 2??? 1????????
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?Memory Copy??? Zero Copy???????????????
API?????????????????
??? 1: Pkernel.h
1 typedef void(*PvectorAdd)(float *,float *,float *);














5 #define MEMORY_ALIGNMENT 4096
6 #define ALIGN_UP(x,size) ( ((size_t)x + (size -1))&(~(size -1)) )
7
8 enum cudaTran{normalHtoD ,normalDtoH ,normal,zerocopy};
9















25 printf("Begin to prepare data.\n");
26
27 for (count = 0 ; count < arg_num ; count++){
28
29 h_UA[count] = va_arg(args,float*);
30 h[count] = (float *) ALIGN_UP(h_UA[count], MEMORY_ALIGNMENT);
31
32 if (tran[count] == normalHtoD || tran[count] == normal){
33 cudaMalloc((void**)&d[count], malloc_usable_size(h_UA[count]) - MEMORY_ALIGNMENT);
34




39 else if (tran[count] == zerocopy){
40 cudaHostRegister(h[count],malloc_usable_size(h_UA[count]) -
41 MEMORY_ALIGNMENT ,cudaHostRegisterMapped);
42 cudaHostGetDevicePointer((void **)&d[count], (void *)h[count], 0);
43 }
44
45 else if (tran[count] == normalDtoH){







52 printf("Data preparing is over.\n");
53
54 printf("Kernel begins to start.\n");
55
56 switch(KernelNumber){
57 case 1: p.fun1<<<grid_size ,block_size >>>(d[0],d[1],d[2]);
58 break;
59






66 printf("Kernel is over.\n");
67
68
69 printf("Return data to CPU.\n");
70 for (count = 0 ; count < arg_num ; count++){
71 if (tran[count] == normalHtoD){
72 cudaFree(d[count]);
73 }
74 else if(tran[count] == normalDtoH || tran[count] == normal){




























































???????????????? Tesla S2050? 1?????????
? 4.1: ????????????
CPU Intel Xeon X5660(4Core) 2.80GHz * 2
Memory DDR3-1333-4GB * 6
GPU NVIDIA Tesla S2050(1GPU) Core Clock 1.15GHz
Global Memory GDDR3 3072MB
CUDA Version 5.0










??? 3: k-Nearest Neighbors???????????




4 int globalId = blockDim.x * ( gridDim.x * blockIdx.y + blockIdx.x ) + threadIdx.x;
5 LatLong *latLong = d_locations+globalId;
6 if (globalId < numRecords) {
7 float *dist=d_distances+globalId;





????????????CPU??GPU??? d distance????? cudaMemcpy
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? 128M?????????Float???????? 4B????????????
?? 512M????Memory Copy??? Zero Copy???API???????API
??????????????? 4.2????
? 4.2?API?????Memory Copy?????????Memcpy(API)?API?
???? Zero Copy????????? Zero Copy(API)????????????
?????????API??????Memory Copy???API?????Memory





















? 5.1???????Remapping????????? CPU? GPU??????
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Memory Copy?????? Zero Copy????????????????????
?????????????????????????????????????
?????????????????????????????????????
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