In the present paper the asymptotic formulae for the first moment of the Riemann zeta-function on the critical line is proven under assumption of the Riemann Hypothesis.
Introduction.
Mean values of the zeta-function or its moments are defined by the expression
Asymptotic relation for I k (1/2, T ) when k = 1 was obtained in [4] , and for the case k = 2 in [6] . Fractional moments of the Riemann zeta-function are defined by this equality when k > 0 is any real number. In the literature fractional moments were firstly considered for k ≤ 4 and σ > 0.5. In 1981 Turganaliev [10] gave an asymptotic formula for the fractional moments in the form
with some positive δ(k, σ). This result was improved in the work [3] , where σ is not fixed and can be taken near the critical line with the growth of the parameter T , i. e. the formula (1) proved for 0.5 + log log log T / log log T ≤ σ < 1. In the work [2] the region, where the formula (1) is valid for exponents of a view k = 1/n, n ∈ N, was extended to the region of the form 0.5 + Φ(T )/ log T ≤ σ < 1 with an arbitrary slow tending to the infinity positive function Φ(T ). For other results concerning fractional moments see also [8] .
The case σ = 0.5 is very complicated (except the cases k = 2, 4) even if the Riemann Hypothesis (RH) is assumed to be true. Unconditionally Heath-Brown has shown [5] that T (log T ) k 2 << I k (0.5, T ) << T (log T )
when k = 1/n and n is a natural number. Under the RH this result was proved for all real 0 ≤ k ≤ 2 (see [8, p.180] ). Conrey and Ghosh [1] had shown the following estimation 
The first moment is a particular case when k = 1/2. In the present work we prove an asymptotic formula for the first moment of the zeta-function on the line σ = 0.5 assuming RH throughout the paper. Theorem 1. Under the assumption of the Riemann Hypothesis the asymptotic formula holds as δ → 0; the constant C 0 defined as
It is obviously that the relation C 0 /Γ(5/4)coincides with (2) when k = 1/2. As it was show in [8] , from the theorem 1 we deduce following Theorem 2. Under the assumption of the Riemann Hypothesis The theorem 2 shows that the conjectured in [1] constant for the asymptotic formula has in fact the multiplier √ 2. Substantive difficulties in the consideration of question on asymptotic formula for the first moment of the zeta-function on the critical line where the zeroes has a critical density is connected with the fact that the function ζ(s) is a many-valued function, and it arises the problem on correct definition of the domain and a suitable branch of the function ζ(s) to write the correct analog of functional equation (see lemma 2). In the section 3 we give the proof of the theorem 1 only.
The author of the article expresses his acknowledgements to the prof. HeathBrown D. R. for valuable notes concerning branches of the fractional powers of analytic functions.
2.Auxliary lemmas.
Zeta-function is defined in the half plane σ > 1 by absolutely convergent series
On the ray σ > 1 the zeta-function has positive values and decomposition of its arithmetic square root into power series defines an element (see [9, p.164] ) in the half plane σ > 1. The principle branch of a square root ζ(s) we define as a branch got by analytic continuation of this element to any simply-connected open domain containing the ray (1, +∞) (or its sub interval). Lemma 1. The principle branch of the function ζ(s) can be expanded into an absolutely convergent Dirichlet series
in the half plane σ > 1 and the function a(n) is multiplicative (in the literature rather the symbol d 1/2 (n) is in the use).
Proof. We have (see [3] , lemma 2):
Here the coefficients of Dirichlet series (3) defined by the multiplicity: for the power of prime number we put
and if n has a canonical factorization n = p
So, a(n) ≤ 1 for all natural n. Therefore, the series converges absolutely. Lemma 1 is proved.
The function defined by the lemma 1 has a representation
where log ζ(s) denote a principle branch of the logarithm, which is a consequence of Euler product for σ > 1 found above. The relation
can now be continued to every open simply-connected domain containing the ray σ > 1 and does not containing all singularities of the function log ζ(s). Consider the functional equation for the zeta-function
If we take square root of both sides, we cannot state that the formula
is correct since a square root is a many-valued function. We will consider the complex plain from which are deleted the ray (−∞, 1] on the real axis, and rays [ 
is an ordinate of first zero of the zeta-function, on the critical line. In this simplyconnected domain, which we denote by Ω, the function f (s) = ζ(s) is defined as a principle branch by an analytic continuation beginning from their element (decomposition into power series) defined in the open disc |s − 2| < 1. But the principle branch of the function h(s) = 2 1−s π −s cos(πs/2)Γ(s) is defined in the simply-connected open domain, doesn't containing zeroes and poles of this function beginning from the element defined in the open disc |s − 1/2| < 1/4. Let us denote χ(s) = (2 1−s π −s cos(πs/2)Γ(s)) −1 . When s describes some curve in Ω beginning from the point 1/2 at the upper edge of the cross-cut to some point s ′ , lying on the lower half-plain, we can move s trough the circle with the center at s = 1 to arrive at the point s = 1/2 at the lower edge of the cross cut, and then to move through some curve lying in the Ω with the end point s ′ . The acquired increment of the argument of the function h(s) will be preserved during the motion, so we will arrive at s ′ with the value e −πi h(s ′ ), where h(s ′ ) means the principle value of the function χ or some its power.
Lemma 2. Let s = 1/2 + it, and t isn't an ordinate of a zero of the zeta-function. Then the following formula holds
here the values of s are taken by tending of s = σ + it by continuous variation from the point 2 + it though the segment [2 + it, 0.5 + it].
Proof. The function χ(s) is a meromorphic function with poles at odd positive integral numbers and zeroes at non-positive even integers. Therefore, it is a regular analytic function in the strip 0 < Res < 1 where the function log χ(s) is regular (the logarithm means a principle branch, i. e. on the real axes, where χ(s) takes on real positive values only, the logarithm takes real values also). As s = 0.5 + it then χ(1 − s) = χ(s) = χ −1 (s) or |χ(s)| = 1. So, in the consent with the functional equation, considering the function
If we consider the function χ −1/2 (s) in Ω then its argument gets an increment −π, when s describes the circle with the center at the point s = 1 and radius < 1/2 beginning from any point on the segment [0.5, 1) in clockwise direction.
Consider now the function r(s) = −ω(s) = −i ω(s) for 1 < Res < 2. Since for such values of s the function ω(s) accepts negative values then the function r(s) as a principle brunch of the square root takes positive real values. Then by the reflection principle (see [9, 155] ) we have
So, tending ℜs → 1/2 (note that this is possible in any compact doesn't containing zeroes of the zeta-function, and containing segments on the critical line) and reducing by i we get
Now we have
Taking into account said above, we deduce the equality
Lemma 2 is proven. Lemma 3. Let g(s) be a function defined at the half plane σ > 1 by the equality
Then this function can be analytically continued to the half plane σ > 1/2 as a regular function everywhere with exception of the point s = 1.
Proof. Since a(n) is multiplicative, then multiplicative will be a 2 (n) also. Then we have a decomposition
Consider the product
From the estimation for the coefficients found above we get
So, the series
converges as σ > 0.5. Therefore, the product h(s) at the right part of (6) is convergent in the half plane σ > 0.5. Moreover, for any fixed σ 0 > 0.5 we have
So, the function h(s) is bounded in every compact sub domain of considered half plane. Now we can write
Analogically, we have
for some regular at σ > 0.5 and non-vanishing function k(s). It is easily to show that the functions k(s) and k(s) −1 have in the above half plane an analogical bound
Therefore,
and the function
is regular when σ > 0.5. Since ζ(s) is regular everywhere with exception of the point s = 1, then the lemma 3 is proved.
Lemma 4. Following asymptotic formula holds as δ → 0:
. Proof. It is best known that sin 4δ ∼ 4δ as δ → 0. Using Perron's formula we can write (c > 1) for x being half an odd integer
To move the line of integration to the chain-line L : (c−i∞, c−iT
we need to make a cross cut through the ray (−∞, 1]. Note that during the motion through any circle, lying at the left side of the line Res = c (with the center at the point s = 1), in the clockwise direction the argument of the function 4 ζ(s) increases by the value π/2. One can estimate the integral taken through the contour of the circle C = {s| |s − 1| = ρ} as below:
So the expression at the left side tends to 0 as ρ → 0. In the domain bounded by the contour
the function under the integral has not singularities, and by this reason
So we get, passing to the limit as ρ → 0:
Now, at real values of σ > 1 from (8) 
where the root of degree 4 have an arithmetic value, and under second integral of (9) arg g(s) = −π/4, as it was explained in the proof of the lemma 2. Estimation of integrals through the lines L 1 and L 5 , L 2 and L 4 are identical. Therefore, it is sufficient to estimate integrals through the contours L 1 ,L 2 and L 3 . Since the series (5) is absolutely convergent as σ > 1 then we estimate the integral through the
For estimation of the integral we apply integration by parts:
; (see [7] ). For the estimation of the integral through the line L 2 we will use the following bound for the zeta-function in the critical strip and around the line σ = 1 (this estimation one can easily prove by Hadamard's three-circles theorem by taking three circles with the center at the point 1 + log(2 + |t|) + it) (see for example [9, p. 198] ):
with a constant A being great enough. Then we have (when
Now estimate the integral through the line L 3 . According to (10)
Put now c = 1 + (log x) −1 , T = x 1/8 . Therefore, the equality (9) one can write as follows
Since (see [7, p. 46 
, and arg g(s) = −π/4, then
and the constant under the sign O doesn't depend on σ. Hence,
h(σ)/k(σ) is regular analytic function, and by this reason h(σ)/k(σ) → h(1)/k(1) as σ → 1. Under the integral on the right part of (11) exchange variable by the equality u = 1 − σ. Then dσ = −du, σ = 1 − u, and
Now we find
So, we have an asymptotic formula
From the theory of Gamma-function it is known that Γ (1/4) Γ (3/4) = π √ 2 (see [9, p.71] ). Then, we can write
Using Abel transformation (see [7, p.43 
x sin 4δ
Since the function under the sign of differential is monotonically decreasing then we have
sin 4δ
x 2 sin 4δ dx .
Let's evaluate at first the O-term. We have x log x e −x 4 π sin 4δ
x sin 4δ + +O(δ −1 log log δ 
Consider now the integral 
where 0 < ∆ < 1 will be defined below precisely. In the first integral we have
Then we find out 
Estimate the second integral in (13). We have 
Consider at last the third integral on the right part of (13). We have 
By using similar calculations, it is easy to show that the second integral on the last chain of (12) has the bound O(δ −1 ). When ∆ −1 = A log log δ −1 with A > 0 great enough, from the estimations (14), (15) The required result follows from these calculations. Lemma 5 is proven. Now we consider the integral:
where the integration is taken along the line (1/2 − i∞, 1/2) through the left edge of the cross-cut, and along the line (1/2, 1/2 + i∞) through the right edge of the cross-cut. Applying the Parseval formula (see [8, p .160]) we get:
Using the asymptotic formula
as |t| → ∞ we can write
here
Taking integration along the right edge of the cross-cut through the critical line we put
, where x > 1 is a real variable, δ > 0 is a real parameter. Then, the following equality holds:
Proof. Consider the integral 1 2πi
along the left edge. We can rewrite it as an integral
Since for complex integration the formula on integration by parts is valid (see [9] , p.80) then we find
Let's estimate the integral at the right side of the equality. We have
Since, for t > 1
uniformly by α then applying Cauchy's formula we find
|t| log(2 + t).
Analogical bound can be written for the function ζ(s). Then, we have
It is best known (see [8, p. 217 
Denoting by r(t) some positive functions one can write
Writing r(t) = e −πt/8 (2 + t) 1/12 log 2 t and counting that the number of zeroes of the zeta-function in the region |ℑ(s) − n| ≤ 1 is << log n we have
with some positive constant B. So,
An analogical estimation is valid for the integral along the right edge of the cross-cut.
Proof of the lemma 6 is finished. Lemma 7. Let z = xe −i(π/8−δ) , where 1 < x < +∞ is a real variable, δ > 0 is a real parameter. Then,
0.5+i∞
In accordance with the lemma 2 on the line of integration
as t → +∞. Consider now the function
which is an analytic function in the half strips 0.5 < ℜ(s) < 1, ℑ(s) > 0 and 0.5 < ℜ(s) < 1, ℑ(s) < 0. Taking boundary values of this function on the critical line by tending from the right we see that the integral of O-term is an integral of this difference. Since the function under integral is analytic and uniformly bounded then it has a limit boundary values and continuous on the right edge of the cross-cut. We can apply the theorem of Cauchy (see remark at the end of the p. 78 [9] ). Consider at first the integral taken along the closed contour: m 1 m 2 m 3 m 4 where
We can show that the integral along the segment m 2 tends to zero as T → ∞. So, the considered integral can be moved to the chain line l 1 l 2 where
. So, we find:
Estimate the second and third (which is our reminder O-term) integrals. We have 
through the right edge of the cross-cut. So, the proof of the lemma 7 is now finished.
Proof of the theorem 1.
Consider the integral
and the M is a line consisting in half circles with the centers at the zeroes of odd order on the critical line, with the radius η > 0 less than minimum of half of distances between consecutive zeroes, lying in the right half of the critical strip, and connected by segments on the critical line, and segment of the real line connecting the point s = 0.5 with the circle which has the center at the point s = 1 and arbitrarily small radius described in the clockwise direction, and again segment on the real line described in the opposite direction to the point s = 0.5. Note that on the critical line we take integral alone the right edge of the cross-cut. We define z = xe i(π/8−δ) where x is a real variable, δ > 0 is some real parameter. 
Then from (17) we get, passing firstly to the limit as η → 0, and after as T → ∞ (note that the integral along the circle with the center at the point s=1
and arbitrarily small radius tends to zero as radius tends to zero, as it was shown above):
note that for the integral through the critical line is taken Cauchy meaning principle values at zeroes of the zeta -function of odd order (the multiplier 2 in the last integral aroused as a result of counting boundary values of the function ζ(s) on the upper and lower edges of the cross-cut). Let's estimate the second integral on the right part of the last equality.
here k means the greatest natural number such that 2 k ≤ 0.5 log x. So,
Let's evaluate the first integral at the right part of (18). Applying the lemma 5 we find:
(we have used the Perron's formula [9, p. 338] ). To estimate the error term R, we put c = 1 − log −1 δ and apply known bounds (see [9, p.173] and [7] ) for the gamma-, and zeta-functions on the line Res = 1 − log −1 δ:
Applying the relations (17) we get:
Further, according to lemma 7 we have To complete the proof of the theorem we have to evaluate the integral I 1 . Consider at first the integral 
