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ABSTRACT OF THE DISSERTATION
Calibration of Multi-LIDAR Systems for Real-Time Surface Management: Application in
Bucket Wheel Reclaimer
by
Mohammad S. Billah
Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, September 2019
Dr. Jay A. Farrell, Chairperson
Stockpile reclaiming using a Bucket Wheel Reclaimer (BWR) is an important part of stock-
yard management. The growth in demand for material handling over the years has drawn
attention to improve the automation of the process. However, studies have shown that
stockpiled products are being reclaimed at approximately 50% of their potential. This
study focuses on the challenges in the automation of stockyard management system using
a BWR.
For high accuracy point cloud computation and surface reconstruction of the stock-
piled materials, accurate calibration is of crucial importance. This dissertation presents a
calibration technique for multi-LIDAR systems to estimate the GNSS-LIDAR extrinsic pa-
rameters of BWR’s. The approach presented works with one or more 2D LIDARs and
does not require special markers (e.g., reflective tape) or surveyed locations (other than a
DGNSS base station antenna). The method and its accuracy have been demonstrated using
experimental data from a stockyard environment.
Regarding real-time management and control, the dissertation presents a technique
vi
for real-time point cloud management, visualization, and feature extraction for large scale
stockyards environments. The software solution described continuously manages the point
cloud in real-time as the sensors stream data. It also displays the current stockpile on
an interactive interface that allows the user to see the surface from different view-points,
interrogate the coordinates of any surface location, and computes the BWR entry and exit
point for automated operation. The software is tested using experimental data from a port
located in Yantai, China.
vii
Contents
List of Figures x
List of Tables xii
1 Introduction 1
1.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Surface Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Bucket Wheel Reclaimer 3
2.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 GNSS Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 LIDAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Frame Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Frame, Point, and Vector Notation . . . . . . . . . . . . . . . . . . . 9
2.2.3 Lidar Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.4 Georectification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.5 Implementation Detail . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.6 Extrinsic Parameter Notation . . . . . . . . . . . . . . . . . . . . . . 13
3 Calibration 14
3.1 GPS to LIDAR Extrinsic Calibration . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3.1 Plane Point Extraction . . . . . . . . . . . . . . . . . . . . 19
3.1.3.2 Plane Decomposition into Patches . . . . . . . . . . . . . . 22
3.1.3.3 Data Splitting for Plane Parameter Estimation . . . . . . . 23
3.1.3.4 Extrinsic calibration parameters estimation . . . . . . . . . 29
3.1.3.5 Combined Plane Estimation for LIDAR Calibration . . . . 33
viii
3.1.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.4.1 Experiment Design . . . . . . . . . . . . . . . . . . . . . . 34
3.1.4.2 Results: Data Segmentation . . . . . . . . . . . . . . . . . 36
3.1.4.3 Results: Calibration . . . . . . . . . . . . . . . . . . . . . . 39
3.2 GNSS to Gantry Extrinsic Calibration . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.2 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Surface Reconstruction 48
4.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Point Cloud Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.1 Point Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.2 Raster Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.1 Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2 Normal and Color Estimation . . . . . . . . . . . . . . . . . . . . . . 54
5 Automatic Control 57
5.1 Entry and Exit Point Selection . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Volume Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Database Backup and Communication . . . . . . . . . . . . . . . . . . . . . 60
6 Real-time Implementation 61
7 Conclusions and Future Work 63
7.1 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Bibliography 65
ix
List of Figures
2.1 BWR platform with sensors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 The main image is the BWR platform with sensors mounted on it. The inset
image magnifies one GNSS/LIDAR system. . . . . . . . . . . . . . . . . . . 7
2.3 Two LIDAR frames (blue) and platform frame (black). The red vectors in
P -frame, PTPL1 and
PTG2L2 , are the extrinsic calibration translation vec-
tors estimated in this chapter. The vector PTPG2 is measured using GNSS
and used to compute PTPL2 and the platform roll angle. The vector
PTPL2
(purple) is computed and used for georectification. . . . . . . . . . . . . . . 8
3.1 Line extraction from LIDAR scan data. Red points indicate the first ex-
tracted line which belongs to the ground plane. The green points indicate
the second line which belongs to the vertical plane. The blue points from the
BWR movable platform are discarded. . . . . . . . . . . . . . . . . . . . . . 22
3.2 Georectified points and estimated plane normals. (Top-left) Georectified
points with correct (i.e. final) extrinsic parameter. (Top-right) Georectified
points with nominal extrinsic parameter. (Bottom-left) Georectified points
with nominal extrinsic parameter and odd-even splitting. (Bottom-right)
Georectified points with nominal extrinsic parameter with pose-based split-
ting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Platform pose during data collection and location of the planar patches. . . 34
3.4 Platform pitch and yaw versus LIDAR scan number. Blue points indicate
the pose data that are used to estimate the plane parameters. Red points
show the pose data that are used to compute the residuals. . . . . . . . . . 35
3.5 Georectified points from a BWR ground plane patch (blue) and wall (red)
plane patch before (left) and after (right) calibration. . . . . . . . . . . . . . 42
3.6 Scan of a test box initially and after both stages of calibration (separate and
combined LIDAR data). The blue and red points represent points scanned
by LIDAR 1 (blue) and LIDAR 2 (red), respectively. The figure on the left
shows the (mis)aligned scans before calibration. The figure in the middle
shows alignment after calibration using each LIDAR’s own data separately
(see Section 3.1.3.4). The figure on the right shows the alignment after
calibration using the combined data (see Section 3.1.3.5). . . . . . . . . . . 43
x
4.1 Two consecutive LIDAR scans (green and blue circles along green and red
lines). The green and blue shaded squares represent cells containing new
points. The gray squares represent cells potentially made obsolete by the
two consecutive LIDAR scans. . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 (a) Real-time surface visualization. The materials are occupying an area of
200m × 40m. The total number of points are 2M. (b) Image of the actual pile. 55
4.3 (a) Surface contour detection and feature extraction. (b) Image of the actual
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Entry and exit point detection. . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1 System configuration and the software architecture implemented in C++. . 61
6.2 A snapshot of the real-time software during operations. . . . . . . . . . . . 62
xi
List of Tables
3.1 LIDAR 1 vertical plane and extrinsic parameter estimation . . . . . . . . . 37
3.2 LIDAR 2 vertical plane and extrinsic parameter estimation . . . . . . . . . 37
3.3 Combined extrinsic parameter estimation . . . . . . . . . . . . . . . . . . . 38
3.4 Plane parameter estimation in E-frame by the LIDARs . . . . . . . . . . . 38
3.5 Plane parameter estimation in E-frame by the LIDARs . . . . . . . . . . . 39
xii
Chapter 1
Introduction
This dissertation focuses on the calibration of multi-LIDAR systems and its appli-
cation in the automation of a Bucket Wheel Reclaimer (BWR). BWR’s are used to recover
stockpile using its rotating wheel with buckets mounted. Automation of BWR reclaiming
refers to the process of reclaiming all the stockpiled materials without human intervention.
This is done by a iterative process where in each iteration, the entry and exit points of
the bucket wheel for the next sweep are automatically computed and sent to the device
controlling the motion of the BWR. The problem can be divided into three subproblems:
calibration, surface reconstruction and control of Bucket Wheel Reclaimers (BWRs).
1.1 Calibration
Calibration refers to the process of estimating the rigid body transformation be-
tween the LIDAR and GNSS sensors mounted on the BWR. Accurate estimate of calibration
parameters is essential for accurate point cloud generation and feature extraction.
1
1.2 Surface Reconstruction
Surface reconstruction refers to the process where raw LIDAR data and GPS
position estimates are used to create a continuous representation of the stockpile in real-
time. A triangulated irregular network (TIN) is used to represent the surface. Efficient and
accurate point cloud data management and triangle update are required for precise and
real-time surface reconstruction.
1.3 Control
Control refers to the process where features are extracted from the reconstructed
surface and sent to the PLC (Programmable Logic Controller) to control the motion of the
BWR for efficient and automated operation.
1.4 Main Contributions
The main contributions of the dissertation are
1. Development and implementation of a novel multi-LIDAR extrinsic calibration tech-
nique for GNNS-LIDAR system.
2. Implementation of an efficient spatial grid partitioning technique for point cloud man-
agement and a feature extraction method for optimal digging point selection.
3. Development and implementation of a real-time software for automatic operation of
the BWR.
2
Chapter 2
Bucket Wheel Reclaimer
A BWR’s function is to recover bulk material such as ores and cereals from a
stockpile. They are used worldwide. A BWR is shown in Fig. 2.1. The base of the BWR
travels along a rail to maneuver along and between stockpiles in the stockyard. Attached
to the base is a boom that has two degrees-of-freedom, being able to change its pitch (±10◦)
and yaw relative to the base. The roll angle of the boom relative to the base is fixed. A
rotating wheel of buckets is attached to the end of the boom that is opposite from the base.
The wheel can be moved in three directions: horizontally in the direction parallel to the
rail by moving the base along the rail; vertically along an arc by luffing (i.e., changing the
pitch of) the boom; and, horizontally along an arc by slewing (i.e., changing the yaw of)
the boom.
Older BWR systems compute position information using an onboard encoder sys-
tem with calibrated reset points [35]. Modern BWR systems use Differential Global Naviga-
tion Satellite Systems (DGNSS) for wheel position and attitude determination [12]. They
3
Figure 2.1: BWR platform with sensors.
also contain LIDAR scanners to scan the environment and generate a georectified point
cloud model that is used either by an operator or an automatic control system. The georec-
tification process is dependent on extrinsic calibration parameters that quantify the position
and attitude offsets between the sensors and the BWR platform. This chapter investigates
the problem of calibrating the BWR extrinsic parameters using the GNSS/LIDAR data.
After calibration, the georectified point cloud for the material surface will be accurately
maintained during operations and the wheel will be capable of more accurate maneuvering
4
relative to the material surface for material retrieval operations without damage to the stock
pile environment.
2.1 System Description
This section discusses the sensors that are mounted and the structure of the Bucket
Wheel Reclaimer.
2.1.1 GNSS Receiver
The BWR system has a GNSS receiver with two antennae on each side of the wheel
(i.e., 4 antennae and 2 receivers total). Each pair of antennae are mounted approximately
parallel to the boom and wheel so that the vector between the antennae allows estimation of
the pitch and yaw of the boom [12]. The attitude estimation accuracy of the GNSS receiver
is less than 0.9 milli-radian [3]. Each GNSS receiver therefore provides a measurement of
the position of each antenna and the pitch and yaw of the platform. While the roll angle
of the boom relative to the base is nominally fixed, the roll angle of the platform may vary
slightly over time due to mechanical tolerances, twisting of the boom, and other effects.
The GNSS antennae on opposite sides of the boom allow measurement of the platform roll
as it varies.
2.1.2 LIDAR
The BWR system also has two 2D LIDARs rigidly attached to the boom platform
on opposite sides of the wheel. One of the GNSS antennae is rigidly mounted on top of
5
each LIDAR. See Fig. 2.2. Therefore, the vector from that GNSS antennae to the LIDAR
origin is effectively constant.
Each 2D LIDAR has a laser and detector mounted on a rotating disc. These are
pulsed LIDAR with range measurement standard deviation, σL = 3.8cm. The BWR wheel
and LIDAR axes of rotation are nominally parallel, so that the two LIDAR scan the environ-
ment on opposite sides of the BWR wheel. Each LIDAR scans the environment, returning
the range and LIDAR rotation angle of reflected points, with measurements defined relative
to the origin of the LIDAR frame. As each 2D LIDAR can only detect the environment as it
intersects with the LIDAR’s plane of rotation, the BWR platform would need to be moved
to scan the whole surface. In practical operations, as the boom changes yaw, swinging the
wheel through the pile, one LIDAR scans the surface before digging and the other scans
the surface after digging.
Because the LIDAR origin moves with the BWR platform, the detected points in
each LIDAR scan must be transformed from the LIDAR frame in which they are measured
to the fixed Earth frame where they are used to create a 3D point cloud of the scanned
environment. This transformation process known as georectification is discussed in Section
2.2.4, after defining necessary notation.
The measurements from the two LIDARs are combined to create a single point
cloud of the scanned surface. During operations, the surface is time varying due to the
BWR’s scooping of the material (i.e., reclaiming). Failure to accurately calibrate the ex-
trinsic parameters would result a blurry point cloud of degraded quality.
6
Figure 2.2: The main image is the BWR platform with sensors mounted on it. The inset
image magnifies one GNSS/LIDAR system.
2.2 Preliminaries
This section defines reference frames and notation that will be used throughout
the dissertation. It also presents the georectification equations.
2.2.1 Frame Definitions
Four reference frames are of interest for this article: earth frame, platform frame,
and one frame for each LIDAR. These frames are depicted in Fig. 2.3. The axes of each
frame will be defined using the right-handed convention. For a review of reference frames
7
Figure 2.3: Two LIDAR frames (blue) and platform frame (black). The red vectors in P -
frame, PTPL1 and
PTG2L2 , are the extrinsic calibration translation vectors estimated in this
chapter. The vector PTPG2 is measured using GNSS and used to compute
PTPL2 and the
platform roll angle. The vector PTPL2 (purple) is computed and used for georectification.
and coordinate systems, see e.g. [16].
• E-frame: Earth frame is defined using the ENU (East, North, Up) axes, with its
origin located at the position of the differential GNSS base station antenna.
• P -frame: Platform frame origin coincides with GNSS1 Antenna 1, which is mounted
immediately above LIDAR 1. The platform frame x-axis points from GNSS 1 Antenna
1 to GNSS 1 antenna 2 (see Fig. 2.2), which are connected to the same receiver on
the same side of the wheel. This is the pair of antennae that the GNSS receiver uses
to provide a measurement of the platform pitch and yaw. The y-axis is defined by the
vector from GNSS 1 Antenna 1 to GNSS 2 Antenna 1 (after removing the component
of this vector that is parallel to the platform x-axis). GNSS 2 Antenna 1 is mounted
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immediately above LIDAR 2 on the opposite side of the wheel from GNSS 1 Antenna
1. This is the pair of antennae used to compute the platform roll. The z-axis is defined
by the right hand rule.
• Li-frame (i = 1, 2): Each LIDAR frame is located at the origin of its LIDAR
sensor, which is the effective center of rotation. The y-axis of each LIDAR is defined
as the axis of rotation of the LIDAR. The x-axis is defined as the direction at which
the LIDAR rotation angle (α) is equal to zero. The z-axis is defined to complete the
right-handed system and is (nominally) upward when the platform is level with the
ground.
By design the platform x − z plane is approximately parallel to the wheel and to each
LIDAR’s x− z plane. However, the inability to mechanically align the frames perfectly will
leave small rotations that need to be estimated so that computed frame rotations can be
accurately performed.
2.2.2 Frame, Point, and Vector Notation
The notation used in this dissertation for vectors and points has special meaning.
A vector from point a to point b will be represented as Tab. Any vector has different
representations in different reference frames. When it is necessary to represent a vector in
a specific frame, a pre-superscript is used. For example, the symbol ETab represents the
vector from point a to point b in E-frame.
Transformation of vector representations from one frame to another must account
for the relative rotations between the axes of the two frames. For example, ETab =
E
PR
PTab
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where EPR is the matrix that rotates P -frame such that it aligns with E-frame. The rotation
matrix EPR is easily computed from the platform roll, pitch, and yaw angles (see Section
2.5.4 in [16]):
P
ER =

cψcθ sψcθ −sθ
−sψcφ + cψsθsφ cψcφ + sψsθsφ cθsφ
sψsφ + cψsθcφ −cψsφ + sψsθcφ cθcφ
 (2.1)
where φ, θ and ψ are the roll, pitch and yaw sequence of rotations to align P-frame to
E-frame and cψ and sψ are the cosine and sine of the angle ψ. The inverse rotation satisfies
P
ER = (
E
PR)
>.
Similarly points have different coordinates depending on the frame to which they
are referenced. The coordinates of a point are the same as the representation of the vector
from the frame origin to the point. Therefore, the transformation of the representation of
a point between two frames must account for the shift of origin and the rotation between
the two frames. A useful example is georectification which is discussed in Section 2.2.4.
2.2.3 Lidar Data
LIDAR L measures the range R and angle α at which its laser emission reflects
from an object. This measurement provides the cylindrical coordinates of the reflection
point relative to the LIDAR origin:
Lp =

x
0
z
 = R

cα
0
sα
 . (2.2)
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2.2.4 Georectification
Georectification is the process of transforming a LIDAR reflection point Lp from
L-frame to E-frame. The equations for the transformation of points and vectors between
L and E-frames, in the form that is most useful for this dissertation, are:
Ep = ETEP +
E
PR
(
PTPL +
P
LR
Lp
)
(2.3)
Ev = EPR
P
LR
Lv. (2.4)
Eqns. (2.3-2.4) apply to each LIDAR. When necessary, an i subscript on the L-frame will
be added for clarity.
The point Lp is available from LIDAR measurements as defined in (2.2). The point
Ep represents the same LIDAR reflection point in E-frame. If the reflection point p is fixed
in the E-frame, for example a specific point on the wall or ground plane, then each time
that point p reflects the LIDAR, Ep would be constant whereas Lp would depend on the
platform pose (i.e., position and attitude). Lidar measurements occur in L-frame, but are
transformed to E-frame to construct a point cloud model of the environment.
Eqn. (2.3) can be viewed as a sequence of two point-transformations. The first
point-transformation provides the position of point p in P -frame: P p = PTPL +
P
LR
Lp.
This transformation uses the rotation PLR from L to P -frame and the vector TPL from the
origin of P -frame to the origin of L-frame. The quantities PLR and TPL are the extrinsic
parameters of the LIDAR. Because the LIDAR is rigidly attached to the platform the
extrinsic parameters are constant in P -frame, but are unknown or inaccurately calibrated.
The second point-transformation Ep = ETEP +
E
PR
P p uses the position of the platform
origin ETEP in E-frame and the rotation
E
PR from P to E, which are both available from
11
GNSS measurements.
Similarly, eqn. (2.4) breaks the rotation from L to E into two rotations EPR which
is available from GNSS and PLR which will be estimated via calibration. The symbol
Lv
represents vector v in L-frame, while Ev represents the same vector represented in E-frame.
2.2.5 Implementation Detail
When necessary to discuss the translation vector for LIDAR i it will be defined
as PTPLi . When necessary to discuss the rotation matrix from Li-frame to P -frame it will
be defined as PLiR. Throughout the chapter, when talking about issues that apply to both
LIDAR’s, the subscript i will be dropped.
LIDAR 2 is located on the opposite side of the bucket wheel from GNSS 1 Antenna
1, which defines the origin of P -frame. The translation vector PTPL2 is approximately 13
m in length. When the BWR is in use, machine torques that spin the wheel may cause
bending that would negate our assumption that PTPL2 is constant. Therefore,
PTPL is
decomposed as
PTPL2 =
PTPG2 +
PTG2L2
where PTG2L2 is short and (assumed to be) constant and
PTPG2 is measured by the GNSS
sensors. As any flexing of the platform is reflected in the measurement of PTPG2 , this
modeling of the translation vector PTPL2 conforms better with our assumption that the
extrinsic parameters that we will estimate (i.e., PL1R,
P
L2
R, PTG2L2 , and
PTG1L1) are constant.
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2.2.6 Extrinsic Parameter Notation
The error models for the calibration parameters are
P TˆPL =
PTPL + δT (2.5)
P
L Rˆ =
P
LR(I − [ρ×]) (2.6)
where PTPL and
P
LR are the true translation and rotation,
P TˆPL and
P
L Rˆ are the estimated
translation and rotation, and δT and ρ parameterize the error between P TˆPL and
P
L Rˆ and
their true values. The multiplicative form of eqn. (2.6) is derived in, e.g. Section 10.5 of [16].
Given initial (e.g., manually calibrated) values for P TˆPL and
P
L Rˆ, this chapter uses LIDAR
and GNSS measurement data from the natural BWR environment to compute estimates
δTˆ and ρˆ. Once δTˆ and ρˆ are available, based on eqns. (2.5-2.6), the following equations
are used to correct the initial values:
P Tˆ+PL =
P TˆPL − δTˆ (2.7)
P
L Rˆ
+ = PL Rˆ(I + [ρˆ×]) (2.8)
where the right superscript ‘+’ denotes the corrected value. This process is iterated until
convergence with the corrected value of the last iteration serving as the starting point for
the next iteration.
As a convenience, the dissertation will use the following shorthand notation: x =
[TPL,
P
LR] and δx = [δT, ρ].
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Chapter 3
Calibration
This chapter discusses the extrinsic calibration technique for the Bucket Wheel
Reclaimer.
3.1 GPS to LIDAR Extrinsic Calibration
This chapter presents a method to calibrate the extrinsic parameters of LIDARs
mounted on a Bucket Wheel Reclaimer (BWR). BWR’s are widely used for stacking and re-
claiming bulk materials in stockyards. Current BWR systems are either manually operated,
remotely operated or semi-automated using the real-time point cloud data generated by one
or more LIDARs. Accurate calibration is of crucial importance as the accuracy of the Earth
frame point cloud data depends on it. Automated calibration is also a pre-requisite for fully
autonomous BWR control. Calibration of BWR systems are more difficult than many other
LIDAR systems because of their limited pose variation capabilities and the environmental
constraints of stockyards. This chapter analyzes the problem, presents observability condi-
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tions, presents a method to estimate the calibration parameters and discusses the challenges
involved with BWR systems. The results demonstrate subdecimeter accuracy.
3.1.1 Literature Review
Lu presents the ground work for treating a BWR as a robotic arm for operation
automation[29]. This paper works with an encoder based BWR and does not address the
extrinsic parameter calibration problem. Zhang et al. [47] use data from a GNSS/LIDAR
system that detects markers pre-located at surveyed locations in the environment to cali-
brate the BWR boom length and yaw errors relative to their manually calibrated values.
Article [47] does not calibrate the extrinsic parameters as defined herein. The approach
presented herein uses the natural BWR environment without presurveyed markers.
Fernandez et al. [17] and Choi et al. [11] present methods to perform relative cali-
bration between multiple 2D LIDARs without using GNSS. These methods require LIDAR
systems with overlapping scan areas and significant pose variation of the LIDAR system.
BWR systems do not have overlapping fields of view and are not capable of the necessary
pose variation. Underwood et al. [42] and He et al. [23] present methods to perform cal-
ibration of multiple 2D LIDARs mounted on a vehicle using structures naturally present
in the scene, but also require the sensors to view the same environment or at-least over-
lapping sections. Gao et al. [21] proposes a calibration method between GNSS and a 2D
LIDAR using reflective tape as targets at unknown locations that are fixed in Earth frame
(i.e., unsurveyed landmarks). Detections from different LIDAR locations and poses allow
simultaneous estimation of landmark locations and extrinsic parameters. Implementation
of this approach requires LIDAR remission measurements to distinguish the reflective tape
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from other surfaces in the environment.
Several articles present methods to estimate extrinsic parameters between a 2D-
LIDAR and a rotating unit center [4]. Zeng et al. [45] present a method to estimate the
bias angle of a 2D LIDAR and a Pan Tilt Unit (PTU) using a horizontal plane placed
on top of the unit. Kang et al. [24] present a method to estimate the extrinsic calibration
parameters between a LIDAR and a PTU by placing a high number of non-horizontal target
planes on the environment. Yamao et al. [44] estimates the roll and tilt angle between a
2D LIDAR and PTU without any plane or other environmental requirements. The method
minimizes the error between repeated detections of points, with the assumption that the
LIDAR observes the same 3D point from two different angles during a single rotation. It
does not estimate all 6 extrinsic calibration parameters. None of these approaches apply to
the BWR problem defined herein, due to limited pose variation of the BWR (slowly moving
base, fixed roll, limited pitch) and zero overlap between the 2D LIDARs on every scan.
There is also work on LIDAR system calibration for applications other than BWR
[28, 31, 17, 11, 42, 23, 21]. Levinson et al. [28] solves the extrinsic parameter calibration
between a GNSS and a 3D LIDAR by minimizing an energy function computed from consec-
utive pairs of scan lines. Muhammad et al. [31] proposed a method to calibrate the intrinsic
parameters (parameters that define the position and orientation of each of the laser beams)
of a 3D LIDAR using general planar structures with unknown parameters. The method
requires dedicated calibration targets and various manual measurements. The above papers
solve the calibration of a 64 laser 3D LIDAR which, from a static position, can scan a 3D
volume with much higher scan density than is possible with a planar 2D LIDAR.
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In contrast, the approach presented herein works with one or more 2D LIDARs
and does not require special markers (e.g., reflective tape) or surveyed locations (other
than a DGNSS base station antenna). The only assumption is that the BWR environment
contains an approximately horizontal (e.g., ground) plane and an approximately vertical
(e.g., rail wall) plane1. The parameters of the planes are not known, but are estimated as
part of the process.
3.1.2 Problem Statement
The objective of the chapter is the estimation of the extrinsic parameters PTPL
and PLR for each LIDAR.
A method is proposed that computes a cost using geometric features extracted
from measurements of the environment and then optimizes the extrinsic parameters by
numerically minimizing that cost. The geometric features that are used in this chapter are
the E-frame normals and distances of the planes that are naturally present in the stockyard
environment.
Due to the fact that the BWR base moves along a rail that is set above the nearly
horizontal (but slightly sloped) plane that forms the stockyard, many scans contain (at
least) two lines of reflections that are from surfaces fixed in E-frame. These two surfaces
are the horizontal stock ground yard plane and the vertical plane defined by the wall that
forms the platform on which the BWR rail is mounted. Denote these planes as
EpiH =
{
Ep | ENH · Ep = EdH
}
and
EpiV =
{
Ep | ENV · Ep = EdV
}
1The approach easily generalized to any other pair of planes with significantly different normals.
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where ENH (≈ [0, 0, 1]>) and ENV (≈ [0, 1, 0]>) are the unit normals to the ground and
wall planes and EdH and
EdV are the distances of these planes from the origin of E-frame.
These horizontal and wall planes are used in the calibration; therefore, reliable and efficient
extraction of these plane points from each scan is important.
If y denotes the LIDAR and GNSS measurements and {T,R} represents the ex-
trinsic parameters for a GNSS-LIDAR pair, then the optimal parameters minimizes the
cost
T∗,R∗ = argmin
T,R
C (T,R : y) . (3.1)
This chapter will formulate the cost function (see eqn. (3.12)), analyze the requirements
for a unique minimum to exist and discuss how to solve for T∗ and R∗. The problem is
divided into four steps:
A. Extract two sets of LIDAR return data SH and SV :
SH =
{
Lpi
∣∣∣Lpi is on EpiH} and
SV =
{
Lpi
∣∣∣Lpi is on EpiV } .
The two sets SH and SV will be constructed to be non-intersecting.
B. Segment SH = ∪SHi and SV = ∪SVi such that
SHi =
{
Lpi,
Lpj ∈ SH
∣∣∣max
i,j
‖Epi − Epj‖ < L
}
and
SVi =
{
Lpi,
Lpj ∈ SV
∣∣∣max
i,j
‖Epi − Epj‖ < L
}
.
Note that SHi1 and SHi2 will be constructed to be non-intersecting, as are SVi1 and
SVi2 , for i1 6= i2.
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C. Split each SHi = S
f
Hi
∪ SrHi where S
f
Hi
will be used to estimate NˆHi and dˆHi . Each
SVi will be split similarly.
D. Given the estimated normals and distances NˆHi and dˆHi , use S
r
Hi
and SrVi to estimate
the extrinsic calibration parameters.
After scanning the environment, Steps A and B are performed once. Then for each planar
patch SHi or SVi , using the current extrinsic parameters, Step C is performed to estimate
each patch’s normal and distance. Then using these estimated plane parameters, the ex-
trinsic calibration parameters are estimated. Therefore, Steps A and B are data processing
necessary so that a proper cost function can be defined and minimized in Steps C and D.
Then, starting from nominal extrinsic calibration parameters, Steps C and D are iterated
until convergence.
3.1.3 Solution Approach
This section discusses and analyzes each step of the solution approach.
3.1.3.1 Plane Point Extraction
When a LIDAR scan intersects a portion of a plane that is stationary in E-frame,
the reflections define a sequence of points along a line in E-frame. The motion of the
platform is sufficiently slow and the period of a scan is sufficiently short that this line in
E-frame also appears as a line in L-frame. Therefore, a line segment extraction algorithm
is used to extract the plane points in L-frame.
As the BWR base moves along a rail that is set above piH and piV , many scans con-
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tain at least two lines of reflections that are from those planes, along with other reflections.
For line segment extraction, the field of view of the LIDAR is chosen such that reflections
from the BWR base, rail and horizontal plane are captured, while most of the overhead
reflections from the super-structure are discarded. This choice of the field of view enables
extraction of line segments from piH and piV sequentially, while discarding unwanted points
reflected from other surfaces. For each LIDAR and each scan, the goal is to extract two
sequences of points Lpj that form line segments
LVHl and
LVVl in L-frame that are reflect
from piH and piV respectively. Denote these sets of line segments as
LVH and
LVV where
LVH =
{
LVHl
∣∣∣ l = 1, 2, · · · , nL} and
LVV =
{
LVVl
∣∣∣ l = 1, 2, · · · , nL} , where
LVHl =
{
Lpj
∣∣∣ j = 1, 2, · · · , nJl} and
LVVl =
{
Lpk
∣∣∣ k = 1, 2, · · · , nKl} .
In these definitions, the symbol nL represents the total number of the line segments ex-
tracted for each plane. The symbols nJl and nKl represent the number of points in the l-th
line segments LVHl and
LVVl respectively.
Various line extraction algorithms exist: RANSAC [18], Hough transform [19],
incremental line extraction [19], etc. The tradeoffs between such algorithms are discussed in
e.g. [32]. The incremental line extraction algorithm has been used in many applications[43,
40, 37]. It is simple and efficient as well. This is especially true in this application where the
two lines desired from each scan are known to intersect and nearly be orthogonal, because
the planes EpiH and
EpiV intersect and are approximately orthogonal. The fact that the
lines intersect facilitates their sequential extraction with the incremental algorithm. The
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Algorithm 1 Incremental Line Extraction
Objective: Given a set of points LPl from the LIDAR’s l-th scan, extract line segments
LVHl and
LVVl that are from piH and piV respectively.
1. Add the first two points to the first line segment LVHl . Extract line parameters for
LVHl .
2. Compute residual r for the next point in LPl with the current line parameters.
3. If the |r| < , add the point to LVHl , extract and update the line parameters and go
to Step 2.
4. Otherwise do not include the point, return the line points.
5. Continue with the next 2 points for the second line segment LVVl extraction following
Steps 1− 4.
6. If LVHl is approximately orthogonal to
LVVl , keep the extracted line segments, other-
wise discard them as outliers. Repeat for the next scan.
fact that the two line segments are expected to be orthogonal facilitates detection and
rejection of outliers. The algorithm2 is summarized in Algorithm 1. Line extraction is
performed and the extracted data is saved in L-frame; therefore, the scans are not affected
by extrinsic parameter errors.
Two example line extraction results are shown in Fig. 3.1. The figure shows
2The parameter  = 2σL where σL = 3.8cm is the manufacuter’s stated range measurement standard
deviation.
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Figure 3.1: Line extraction from LIDAR scan data. Red points indicate the first extracted
line which belongs to the ground plane. The green points indicate the second line which
belongs to the vertical plane. The blue points from the BWR movable platform are dis-
carded.
scans from two LIDARs and points belonging to lines that are extracted from the scans.
Algorithm 1 extracts the red and the green points corresponding to piH and piV , respectively.
The blue points, which are reflected by the BWR platform, are discarded.
After all the lines are extracted, the set of all points on any horizontal or vertical
line segment, SH and SV are formed:
SH =
nL⋃
l=1
LVHl and SV =
nL⋃
l=1
LVVl . (3.2)
The union is over all line segments. Note that the points in SH amd SV are saved in LIDAR
frame, so unaffected by the extrinsic parameters.
3.1.3.2 Plane Decomposition into Patches
The actual ground and wall are not truly planar on a larger scale, which neces-
sitates their subdivision into smaller patches. The objective is to divide SH and SV into
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local patches SHi and SVi such that
SH =
nH⋃
i=1
SHi and SV =
nV⋃
i=1
SVi .
where each local patch SHi and SVi is small enough to be accurately represented by a plane.
The requirements for SHi and SVi are defined in Step B in Section 3.1.2. This decomposition
is straightforward to implement. Our approach specifies a center point Epci for each patch
in SH and SV . Points in SH within a radius L of
Epci are sorted into SHi , SVi ’s are sorted
similarly.
3.1.3.3 Data Splitting for Plane Parameter Estimation
If the extrinsic calibration parameters were correct, then the E-frame plane-fit
residual for each patch would have a zero mean Gaussian distribution with small standard
deviation determined primarily by the LIDAR range measurement noise. If the extrinsic
parameters are incorrect the residual distribution may be biased, have higher standard
deviation, or be non-Gaussian (see e.g. Fig. 3.5). In this step, the data for each patch is
split into two sets SHi = S
f
Hi
∪SrHi . The set S
f
Hi
is used to estimate plane parameters. The
other set SrHi is used to compute a cost function for estimation of the calibration parameters.
Let P represent a planar patch (i.e. one set in either SH or SV ).
There are many ways to partition the set of points P into the two subsets P f
and P r. The manner in which the patch is split affects the numeric properties of the
resulting extrinsic parameter estimation problem. The goal of this splitting to enhance the
sensitivity of the cost to the extrinsic parameter error. The effect of extrinsic parameter
error and pose variation on the georectified points and the estimated normal is exemplified
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in Fig. 3.2. The top-left figure shows georectified plane points using the optimized extrinsic
calibration parameters and the corresponding estimated normal. The scans were performed
while varying platform pose. The top-right figure shows the same L-frame points after
transformation to E-frame (i.e., georectified) when there is error in the extrinsic calibration
parameters. These calibration errors cause the E-frame planar patch to be non-planar and
the estimated normal for the patch to deviate from the true normal for the plane patch.
To estimate the extrinsic parameter vector, our goal will be to define a cost function that
is sensitive to the error in that vector, that is also suitable for numeric optimization, and
that yields a set of consistent planar patches for the optimal extrinsic parameters. The
bottom row of Fig. 3.2 illustrates that different partitioning approaches yield different
normals in Step C, which yield cost functions in Step D with different sensitivities to the
extrinsic parameter error vector. In Fig. 3.2 points from SfHi are red and S
r
Hi
are blue. This
sensitivity is analyzed next.
Suppose, a patch P ∈ SH ∪SV is split into two non-intersecting point sets P f and
P r. Let Nˆf and dˆf be the plane parameters computed from P
f (in E-frame). The residual
for a point p ∈ P r (in E-frame) relative to the plane defined by Nˆf and dˆf is
rf (p) = Nˆf · p− dˆf . (3.3)
Consider the cost function for patch P :
CP (x : P
f , P r) =
∑
pi∈P r
(rf (pi))
2
which should be read as the cost of x computed over points in P r relative to the plane that
is fit to points in P f . In this expression x represents the value of the calibration parameters
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Figure 3.2: Georectified points and estimated plane normals. (Top-left) Georectified points
with correct (i.e. final) extrinsic parameter. (Top-right) Georectified points with nominal
extrinsic parameter. (Bottom-left) Georectified points with nominal extrinsic parameter and
odd-even splitting. (Bottom-right) Georectified points with nominal extrinsic parameter
with pose-based splitting.
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is defined in Section 2.2.6. When the context is clear, this will be shortened to CP (x).
This cost function can be manipulated as follows:
CP (x) =
∑
pi∈P r
(
Nˆ>f pi − dˆf
)(
p>i Nˆf − dˆf
)
=
∑
pi∈P r
(
Nˆ>f pi − Nˆ>f p¯f
)(
p>i Nˆf − p¯>f Nˆf
)
=
∑
pi∈P r
Nˆ>f (pi − p¯f ) (pi − p¯f )> Nˆf
= Nˆ>f
 ∑
pi∈P r
(pi − p¯f ) (pi − p¯f )>
 Nˆf (3.4)
where p¯f is the centroid of P
f and we have used the fact that for a plane fit to P f it will
be the case that dˆf = Nˆ
>
f p¯f . Note that in C(x) each of pi, p¯f , Nˆf , and dˆf are in E-frame,
so affected by x.
Standard methods for estimation of plane parameters from a set S of points on
the plane can be divided into two different categories: averaging and optimization. Opti-
mization based methods such as Principle Component Analysis (PCA) and Singular Value
Decomposition (SVD) outperform averaging methods both in computational performance
and quality [26]. For pi ∈ S the mean is
p¯S =
1
n
n∑
i=1
pi.
and the covariance matrix is
ΣS =
1
n− 1 (D − p¯S)
> (D − p¯S)
where D = [p1, p2, · · · pn]> and n represents the cardinality of S. In the PCA approach
[26, 5], ΣS is decomposed into its eigenvectors and eigenvalues. The eigenvectors with the
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largest two eigenvalues are the directions of maximum variance of the data. The vector
orthogonal to these vectors, which is also the eigenvector corresponding to the smallest
eigenvalue, is the estimated normal to the plane NˆS . The distance parameter is dˆS = Nˆ
>
S p¯S .
If the distribution of points in the two sets P f and P r are similar in the sense that
their centroids and covariance matrices are nearly equal (i.e., p¯f ≈ p¯r and Σf ≈ Σr), then
eqn. (3.4) becomes
CP (x) ≈ Nˆ>f
∑
pi∈P r
(pi − p¯r) (pi − p¯r)> Nˆf
≈ Nˆ>f ΣrNˆf
≈ 0. (3.5)
This is true for all x. This shows that an unfortunate choice of the two sets P f and P r will
lead to a cost function that is not sensitive to the error in the extrinsic parameter error.
The bottom left figure of Fig. 3.2 shows such an example of such a case, in which the blue
points (i.e., P r) are from even scans and the red points (i.e., P f ) are from odd scans. This
splitting approach yields very similar points in each set because the platform pose changes
little from one scan to the next. Very similar point distributions yield approximately the
same plane parameters from each set.
To avoid this unfortunate circumstance, each patch should be decomposed in such
a way that Nˆf 6= Nˆr and dˆf 6= dˆr, unless the calibration error is zero. The bottom right
figure of Fig. 3.2 shows data splitting based on platform pose, which yields significantly
different normals and as a result, a more sensitive cost function. The following paragraphs
discuss the effect of platform pose on the georectified points and estimated normals, which
gives insight on data splitting criteria for a patch.
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Given a point Lp in L-frame, the computed georectified point in E-frame using the
nominal extrinsic calibration parameter is
Ep = ETEP +
E
PR
(
PTPL +
P
LR
Lp
)
= ETEP +
E
PR
(
P TˆPL − δT + PL Rˆ(I + [ρ×])Lp
)
(3.6)
where [ρ×] is the skew-symmetric representation of vector ρ and has the form:
[ρ×] =

0 −ρ3 ρ2
ρ3 0 −ρ1
−ρ2 ρ1 0
 .
Eqn. (3.6) yields,
Ep = E pˆ− EPR
(
δT − PL Rˆ[ρ×] Lp
)
= E pˆ+ E p˜, (3.7)
where
E pˆ
.
= ETEP +
E
PR
(
P TˆPL +
P
L Rˆ
Lp
)
and
E p˜ = −EPR
(
δT − PL Rˆ[ρ×] Lp
)
= −EPR
(
δT + PL Rˆ[
Lp×] ρ
)
(3.8)
= −
[
E
PR,
E
PR
P
L Rˆ [
Lp×]
]
δx. (3.9)
The symbol E pˆ denotes the computed E-frame coordinates, Ep denotes the true E-frame
coordinate, and E p˜ denotes the error due to the extrinsic parameter error δx as defined in
Section 2.2.6.
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For any given planar patch P , assuming that the diameter 2L of the patch is
small relative to its distance to the LIDAR, all points Lpi ∈ P will have very similar
coordinates. This variation in Lpi helps (mildly) with the observability of ρ, but based on
eqn. (3.9), does not help at all with the observability of δT . Note that PLR is constant.
To achieve significantly different effects of the parameter error for a given patch (i.e., to
achieve observability), the patch must be scanned from distinct poses, which changes EPR.
Therefore, Pˆ f should be defined using points from one pose, while Pˆ r is defined using points
from a distinctly different pose.
Note that the error in the estimate of a normal is due to the portion of the error in
each georectified point E pˆi that is in the direction of the normal. The portion of the error
that is perpendicular to the normal (i.e., in the plane) has no effect. Therefore, the platform
pitch (see eqns. (2.1) and (3.9)) strongly affects the estimated normal of the ground plane,
while the effect of platform yaw is weak. Alternatively, the platform yaw strongly affects
the estimated normal of the vertical plane, while the effect of platform pitch is weak.
3.1.3.4 Extrinsic calibration parameters estimation
The overall cost function is defined by summing over all patches of all planes:
C(x) =
∑
P∈SH∪SV
CP (x : P
f , P r). (3.10)
Given the estimated plane parameters for the various horizontal and vertical planes
and the calibration parameters xˆ = [TˆPL,
P
L Rˆ], the residuals for P are computed as
rP (xˆ) =
{
rk
∣∣ rk = Nˆf · Epk − dˆf for all Epk ∈ P} (3.11)
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for each P ∈ SH ∪ SV . Then the cost of eqns. (3.1) or (3.10) is
C(x) =
∑
P∈SH∪SV
‖rP (x)‖2 (3.12)
where rP defined in eqn. (3.11) is treated as a vector. The cost function C(x) is nonlinear in
the extrinsic parameter vector x. The extrinsic parameter vector is estimated by minimizing
the cost defined in eqn. (3.12) iteratively. Each iteration solves a linearized problem yielding
the extrinsic parameter error vector δx = [δT, ρ], which are accumulated using eqns. (2.7-
2.8). Iterations terminate when δx is sufficiently small. The residual vector is analyzed in
the next paragraph.
Let the environment contain a plane with normal ENˆ and distance E dˆ. Residual
for any point Ep relative to the plane is
rP =
ENˆ · Ep− E dˆ.
Replacing Ep using (3.7), the plane residual becomes
rP =
ENˆ · (E pˆ+ E p˜)− E dˆ
Using (3.8),
rP =
ENˆ · E pˆ− E dˆ+ ENˆ · E p˜
= ENˆ · E pˆ− E dˆ− ENˆ>EPR
(
δT + PL Rˆ[
Lp×] ρ
)
= rˆP − ENˆ>EPR
(
δT + PL Rˆ[
Lp×] ρ
)
. (3.13)
The first term of eqn. (3.13) is the residual for point E pˆ relative to the plane with the
estimated normal ENˆ and distance E dˆ. For multiple measurements, the above equation can
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be written in matrix form as:
rP (x) = rP (xˆ) +Hδx (3.14)
where H is the Jacobian matrix of rP (x) evaluated at xˆ. The Jacobian matrix has the form
H = −

ENˆ>H
E
PR
ENˆ>H
E
PR
P
L Rˆ [
Lp×]
...
...
ENˆ>V
E
PR
ENˆ>V
E
PR
P
L Rˆ [
Lp×]
...
...

. (3.15)
The top set of rows correspond to the points on patches of the horizontal plane, while the
bottom set of rows correspond to points on patches of the vertical plane.
The BWR platform cannot change its roll angle. But the roll varies slightly from
zero due to mechanical tolerances and twisting of the boom. For simplicity in the follow-
ing, we will assume the roll angle is zero. Similar analysis and conclusions would result
for any other constant roll angle. Any variation in the roll angle increases the diversity
of the columns and improves the observability of the problem (i.e., rank of the Jacobian).
The BWR can vary platform yaw in the range ψ ∈ [70◦, 170◦] and pitch in the range
θ ∈ [−10◦, 10◦]. Therefore, small angle approximation is valid for pitch. With these as-
sumptions, the rotation matrix EPR defined in eqn. (2.1) simplifies to
E
PR =

cψ −sψ θcψ
sψ cψ θsψ
−θ 0 1
 . (3.16)
The following analysis is for LIDAR 1. The analysis for LIDAR 2 would be almost identi-
cally, so its is not included.
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A row of H corresponding to a patch of the horizontal plane piH with normal
ENH ≈ [0, 0, 1] has the form
HH = −
[
ENˆ>H
E
PR,
ENˆ>H
E
PR
P
L Rˆ [
Lp×]
]
= −
[[
−θ, 0, 1
]
,
[
−θ, 0, 1
]
P
L Rˆ [
Lp×]
]
(3.17)
A row of H corresponding to a patch of the vertical plane piV with normal
ENV ≈ [0, 1, 0]
has the form
HV = −
[
ENˆ>V
E
PR,
ENˆ>V
E
PR
P
L Rˆ [
Lp×]
]
= −
[[
sψ, cψ, θsψ
]
,
[
sψ, cψ, θsψ
]
P
L Rˆ [
Lp×]
]
(3.18)
For all rows in each iteration, EPR is a constant full rank matrix; therefore, its actual value
does not matter.
A new row of both HH and HV is added to H for each point on each patch which
includes many scans. From the structure of HH and HV in eqns. (3.17) and (3.18) it is
clear that changing θ and ψ will cause columns 1-3 to be linearly independent, and also
causes columns 4-6 to be linearly independent. The variation in Lp for different patches
causes columns 1-3 to be linearly independent of columns 4-6.
Therefore, as long as the data for calibration includes at least two nearly orthogonal
planes, with distinct and separated patches, that are scanned from poses with varying yaw
and pitch angles, the matrix H will be full rank. Because δx is a constant vector (i.e. A = 0
in the notation of [34]), this is equivalent to the system being observable.
32
3.1.3.5 Combined Plane Estimation for LIDAR Calibration
The analysis of the previous sections has considered the utilization of each LI-
DAR’s data separately. Let q represent the number of planar patches in P = SH ∪SV . The
method described above provides optimal LIDAR 1 calibration parameters x1 and plane
parameters {(1Nf , 1df ) for f = 1, . . . , q}, using the data only from LIDAR 1. Similarly,
the method provides optimal LIDAR 2 calibration parameters x2 and plane parameters
{(2Nf , 2df ) for f = 1, . . . , q}, using the data only from LIDAR 2. This provides two esti-
mates of the parameters for each plane, each optimal for the data set that was used.
To further refine the calibration, the data from the two LIDARs are combined for
the purposes of plane fitting. For LIDAR `, where ` = 1, 2, using the method discussed in
Section 3.1.3.3, let P f` represent the set of points used for plane fitting and P
r
` represent the
set of points used for residual calculation for patch P . In this step, the plane parameters
are estimated using P f1 ∪P f2 . Then, P r1 is used to estimate LIDAR 1 calibration parameters
x1; and, P
r
2 is used to estimate LIDAR 2 calibration parameters x2. In each case, the rank
of matrix H does not change, but the calibration accuracy improves with the two LIDAR’s
being forced to use the same estimates of the plane parameters for each patch.
3.1.4 Experimental Results
This section discusses the experimental design and results. Figs. 3.3 and 3.4 depict
the data collection process.
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Figure 3.3: Platform pose during data collection and location of the planar patches.
3.1.4.1 Experiment Design
The sequence of boom orientations is illustrated in Fig. 3.3. The cross-hatched
area at the bottom between the two wide gray lines represents the elevated structure on
which the rail is mounted. The base moves along this rail. The purple rectangles on the rail
represent three distinct base positions used during data collection. These are marked by
labels (i.e., A, B, C). The two wide gray lines represent the vertical walls. Only one of the
walls is scanned as the platform is always north of the wall. The solid purple lines represent
the sequence of boom orientations at different time instants. Specific time instants are
labeled (i.e., P1, P2, · · · , P6) in both figures for cross-referencing. The dashed purple lines
represent platform motion between two such instants. The green circular regions represents
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Figure 3.4: Platform pitch and yaw versus LIDAR scan number. Blue points indicate the
pose data that are used to estimate the plane parameters. Red points show the pose data
that are used to compute the residuals.
the horizontal plane patches. The portion of the rail wall that was scanned and used as a
vertical patch is represented by the blue rectangle. Approximate orientation and scale are
shown along the bottom of the figure. The platform pitch and yaw is plotted in Fig. 3.4.
For an empty portion of the stock yard, data collection proceeded as follows:
1. Data collection started with the base at position A, ψ ≈ 80◦ and θ ≈ −9◦. This is
P1.
2. Keeping the base position and pitch constant, the platform moved from P1 to P2 by
changing ψ to approximately 130◦.
3. The base was translated to position B while holding ψ and θ constant. This scan
number is indicated by the unlabelled green dot in Fig. 3.4 that is between P2 and
P3.
4. The pitch was changed to θ ≈ 8◦ keeping the base location and yaw constant. This
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pose is marked as P3.
The rest of the data collection is continued in a similar pattern (see Figs. 3.3 and 3.4).
From this dataset four planar patches were extracted: three from the horizontal
(ground) plane and one from the vertical (wall) plane. The patches are about 10 m in radius
with centers separated by about the same amount. The scan data for each patch includes
data scanned from numerous yaw angles and at least two pitch angles (separated as much as
the platform structure allows). This ensures that the requirements of both Sections 3.1.3.3
and 3.1.3.4 are satisfied. The condition number of the resulting H matrix was 1954.
3.1.4.2 Results: Data Segmentation
The plane point extraction (see Section 3.1.3.1) process is straightforward. The
decomposition of each extracted plane into patches is also straightforward (see Section
3.1.3.2). Neither will be discussed further herein.
After the plane extraction and clustering into patches, data in each patch P was
split, based on the platform pose, to yield the point sets P f for plane parameter extraction
and P r for extrinsic parameter estimation. The resulting split is indicated by the red and
blue points in Fig. 3.4. For the ground plane patches, data was segmented based on the
platform pitch. For the vertical plane patch, data was segmented based on the platform
yaw.
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Table 3.5: Plane parameter estimation in E-frame by the LIDARs
Iteration ENˆV
EdˆV
1 [−0.015270, 0.998281, 0.056581] 83.83
2 [−0.017958, 0.999155, 0.036971] 81.50
3 [−0.015309, 0.999683, 0.020012] 83.68
4 [−0.016139, 0.999561, 0.024846] 82.98
5 [−0.016139, 0.999561, 0.024846] 82.98
3.1.4.3 Results: Calibration
For LIDAR 1 and LIDAR 2, Tables 3.1 and 3.2 show the estimated vertical plane
normal, distance and extrinsic calibration parameter after each iteration of the optimization.
While the normals estimated by the two LIDARs differ by only 8.2 milliradians, the two
LIDARs estimates of the d parameter (i.e., 81.81 and 85.40) differ by 3.59 m, which is large
relative to the desired calibration accuracy and LIDAR range standard deviation. The
explanation of this is straightforward. Rotation of any vector v about an arbitrary axis r
by an angle θ is given by the following transformation (see Section 9.2.4 in [13]):
T (v) =
[
(1− cos θ) rr> + cos θI+ sin θ [r×]
]
v.
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If θ is small such that small angle approximation is valid, the above equation simplifies to
T (v) =

1 −θrz θry
θrz 1 −θrx
−θry θrx 1
v
= (I + θ [r×])v.
Because the normal vector has unit length, the error model relating true normal N and
estimated normal Nˆ can be written as
Nˆ = (I + θ1 [u1×] + θ2 [u2×])N
where u1 and u2 are unit vectors orthogonal to N and each other, and θ1 and θ2 are the
small error angles around u1 and u2. If p0 is a point on the plane, then u1 and u2 may be
defined as
u1 =
p0 − (p0 ·N)N
‖p0 − (p0 ·N)N‖ and u2 = N × u1
The E−frame origin is defined by the location of the GNSS base station antenna. For
this experiment, the dataset used to estimate this plane for patch P has a centroid pc =
[863.40, 96.78, 7.04]. The computed values of u1 and u2 are [0.999824, 0.017374, 0.006965]
and [0.006748, 0.012527, − 0.999899], respectively when p0 = pc. Note that, according to
this definition of the axes, N × u1 = u2, u1 × u2 = N and u2 × N = u1. The estimated
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and actual d values are related as:
dˆ = Nˆ · p0
= (I + θ1 [u1×] + θ2 [u2×])N · p0
= (N + θ1 (u1 ×N) + θ2 (u2 ×N)) · p0
= (N − θ1u2 + θ2u1) · p0
= d− θ1u2 · p0 + θ2u1 · p0 (3.19)
= d+ 0.001θ1 + 864.979θ2. (3.20)
The parameter d is the distance from the E-frame origin to the closest point on
the corresponding plane. For p0 ∈ P , where p0 is within L = 10 m of pc, (3.20) shows that
each milli-radian of angular error (i.e. θ1 or θ2) can result in d − dˆ being inaccurate by
0.865 m, due to u1 ·p0 being large. Therefore, the 8.2 milli-radian by which the two normal
estimates differ easily explains the 3.59 m by which the estimates of d differ.
The residual for a point Pi that is on the plane is
rpi = Nˆ · pi − dˆ
= d− θ1u2 · pi + θ2u1 · pi − (d− θ1u2 · p0 + θ2u1 · p0)
= (θ2u1 − θ1u2) · (pi − p0) .
By the definition of P , ‖pi−pc‖ ≤ L = 10 m; therefore, the effect of the normal error on the
residual is on the order of 1.5 cm which is less than the standard deviation of the LIDAR
range or the residual standard deviation as shown in Fig. 3.5.
Table 3.3 shows the extrinsic calibration parameters of both LIDARs after each
iteration when using the combined data as described in Section 3.1.3.5. Norm of the vec-
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tor δx was used (δx < 0.001) for terminating the iteration. Table 3.4 and 3.5 show the
estimated plane parameters for the horizontal patches and the vertical patch using data
from both LIDARs. The three plane patches represented in Table 3.4 are portions of a
paved construction intended to be planar. The maximum angular deviation between the
estimated normals at iteration 5 is 4.6 milli-radian. By the analysis ending with (3.19) this
angular deviation in the normals explains the 0.31 m difference in the estimated values of
d.
Figure 3.5: Georectified points from a BWR ground plane patch (blue) and wall (red) plane
patch before (left) and after (right) calibration.
Fig. 3.5 shows georectifed data E pˆi for a section of the wall and ground plane near
the wall before the start of calibration (left) and after calibration using the combined data
from both LIDARs (right). The viewing angle is parallel to the vector NˆV × NˆH , which
is orthogonal to both the estimated wall and ground planes. Before calibration, the point
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cloud generated from the vertical (i.e., wall) plane extends (visually) over a full meter, with
the residual having a standard deviation of 15.84 cm, while the histogram is multimodal.
Similarly, ground plane residual has a standard deviation of 7.84 cm and a non-Gaussian
histogram. After calibration, the residuals for both patches are much closer to Gaussian
and the wall and ground plane patches have standard deviations that have reduced to 3.06
and 4.55 cm, respectively, which are near the manufacturer’s specifications for the range
measurement standard deviations as stated in Footnote 2.
Figure 3.6: Scan of a test box initially and after both stages of calibration (separate and
combined LIDAR data). The blue and red points represent points scanned by LIDAR
1 (blue) and LIDAR 2 (red), respectively. The figure on the left shows the (mis)aligned
scans before calibration. The figure in the middle shows alignment after calibration using
each LIDAR’s own data separately (see Section 3.1.3.4). The figure on the right shows the
alignment after calibration using the combined data (see Section 3.1.3.5).
A further test was performed to evaluate calibration accuracy. During the data
collection, a small box was placed on the ground in the area that was scanned. Due to the
relative position of the box and the scanners, only two sides of the box were scanned. The
points from those two sides of the box were extracted using the incremental line extraction
approach. This data was not used during calibration. Fig. 3.6 shows the georectified box
points as computed for LIDAR 1 (blue) and LIDAR 2 (red). Two planes were fitted, one
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on each side of the box using data from each LIDAR separately. The planes were compared
between the LIDARs. Before calibration, the average distance between the scanned planar
regions were 26.27 cm and 8.66 cm respectively. After calibration using each LIDAR’s data
separately, the average distance between the planes were 8.35 cm and 13.17 cm respectively.
After combining the data from both LIDARs, the average distance between the planes were
2.00 cm and 0.58 cm respectively. Therefore, subdecimeter relative accuracy is achieved for
both planes.
3.2 GNSS to Gantry Extrinsic Calibration
This section discusses the GNSS to Gantry extrinsic calibration estimation which
is required to compute the gantry position from the platform frame position.
3.2.1 Problem Statement
The PLC controlling the BWR moves the wheel to a desired location by changing
the position of the gantry on the track, yaw, and/or pitch of the arm. The yaw and pitch
estimate is obtained from the GNSS position estimates. Since there is no sensor providing
the gantry position information, it needs to be computed from the platform pose provided
by the GNSS receivers. The current gantry position Epg, platform position
Epp, platform
orientation EPR and the calibration parameter
PTpg are related by the following equation:
Epg =
Epp +
E
PR
PTpg (3.21)
The objective is to estimate Tpg so that the gantry position can be estimated in real-time
using eqn. (3.21).
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3.2.2 Solution Approach
The platform to gantry vector Tpg can be estimated by collecting GNSS data while
the gantry is stationary. Eqn. (3.21) yields,
Epp =
Epg − EPR PTpg (3.22)
Epp =
[
I −EPR
] Epg
PTpg
 (3.23)
If the platform pose is varied by changing the yaw and pitch of the platform while keeping
the gantry position Epg fixed, we get the following system of equations
Epp1
Epp2
Epp3
...
Eppm

=

I −EPR1
I −EPR2
I −EPR3
...
I −EPRm

 Epg
PTpg
 (3.24)
If multiple sets of similar data is collected from different gantry positions, the system of
equations become 
Epp1
Epp2
Epp3
...
Eppm

=

I 0 · · · 0 −EPR1
0 I · · · 0 −EPR2
...
...
...
...
...
0 0 · · · I −EPRm


Epg1
Epg2
...
Epgn
PTpg

(3.25)
which has the form y = HX and can be solved for X numerically. Since we are interested in
the vector platform to gantry PTpg, not the whole X, we can solve a smaller problem which
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computes PTpg only using Schur decomposition. Eqn. (3.25) can be written in following
form:
y = HX (3.26)
H>y = H>HX (3.27)
z = MX (3.28) z1
z2
 =
 A B
C D

 Xg
PTpg
 using Schur decomposition (3.29)
where A ∈ R3×3n, B ∈ R3×3, C ∈ R3n×3n, D ∈ R3n×3, Xg ∈ R3n×1 and PTpg ∈ R3×1
Therefore, PTpg can be found by solving the following system of equations:
z1−AC−1z2 =
(
B −AC−1D) PTpg (3.30)
3.2.3 Experimental Results
A set of data was collected keeping the gantry position constant and changing
the platform orientation only. Then the gantry was moved and another set of data was
collected and so on. After accumulating multiple data sets, eqn. (3.30) was solved to
estimate the platform to gantry calibration parameter. The estimated value was PTpg =
[−45.76, − 7.39, − 2.87] m.
3.3 Conclusion
This chapter presented a calibration method for multi-LIDAR BWR’s that is per-
formed in the standard BWR environment without using special calibration targets or
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special measurement markers. The approach uses two planar features (i.e., the vertical wall
that supports the BWR rail and the ground planes) which are both readily available in all
BWR systems. The method and its accuracy have been demonstrated using experimental
data from a port located in Yantai, China. Sub-decimeter accuracy of approximately 2 cm
is achieved.
This chapter also discusses the calibration between the platform and gantry using
GNSS data which is required to estimate gantry position in real-time.
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Chapter 4
Surface Reconstruction
The chapter investigates the problem of real-time point cloud management and
visualization for stockyards environments.
4.1 Literature Review
Based on a review of several major iron-ore facilities, it was found that the stockpile
materials are currently being reclaimed at approximately 50% of their potential engineering
production rates [30]. Therefore automation is of crucial importance. Real-time point cloud
management is a pre-requisite for real-time visualization, surface feature extraction, and
automation. The high acquisition rate and need for high spatial resolution pose considerable
challenges for point cloud management, visualization, and feature extraction.
Lu presents the groundwork for treating a BWR as a robotic arm [29]. It focuses
on BWR’s using encoder-based positioning and does not address point cloud management.
Zhao et al.[49, 50] proposed a 3D volumetric model able to dynamically represent the
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stockpile. The model demonstrated a high degree of accuracy; however, changes in the
surface require a new model to be fitted and computation time for each fitting averages
about 81s. Zhao et al.[51] propose a voxel model to represent and compute the volume
of the surface. The algorithm takes about 80s to generate the model for a stockpile with
155m length and 45m width. Additionally, none of the above work addresses the issue of
real-time visualization of the surface which is crucial for remote BWR operation. Point
cloud triangulation which is required to display solid surfaces is also an active research
problem[33]. Su et al. proposed a method for rapid triangulation using adaptive Hilbert
curves [39]. However, it is still computationally too expensive to implement in real-time.
LIDAR based SLAM techniques [27, 46, 52] build a map of the environment using
point cloud data. Kohlbrecher et al. [27] use occupancy grid maps [41] to store the map
of the environment using down-sampled LIDAR points. Zhang et al. use a 3D KD-tree to
store the point cloud. The environment is assumed to be static; therefore, these methods do
not fit our application. Zlot et al. [52] proposed a method for large scale 3D mapping using
LIDAR data. Because it uses batch processing it is not suitable for BWR applications.
4.2 Point Cloud Management
Point cloud management refers to the problem of managing the georectified points
as they arrive from the sensors. Note that, the surface is time-varying as the reclaimer
wheel changes its shape while digging. So, instead of just accumulating the point cloud, it
needs to be maintained. New points have to be added and obsolete points must be removed.
Each LIDAR generates points at a high rate. For a LIDAR rotating 15 revolutions
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per second with measurements each 0.25◦ there are 1440 points per rotation, 21600 points
per LIDAR per second, and 43200 points per second total. This data must be managed
efficiently for real-time operation.
A uniform grid spatial partitioning technique [15] overlays a regular grid over the
stockyard. Each georectified point is mapped to the cell that contains it. Due to the
uniformity of the grid, accessing a cell corresponding to a particular point is both simple
and fast: the east and north values are simply divided by the cell size to obtain cell indices.
The cell size influences the maximum resolution, memory and computational requirements.
A grid size of 5 cm is used herein to achieves the user-desired accuracy without loosing its
real-time capability.
To manage the point cloud efficiently in real-time, two types of data structures
are used in the implemented software, one for the point cloud and one for the image. The
LIDAR does not provide data for all cells of the grid; therefore, some grid cells may be
empty or contain old data. Therefore, the point cloud in its raw form is not suitable for
visualization. The second data structure is a matrix of real numbers (i.e., a raster image)
that is used for the user display. It cannot contain any holes.
4.2.1 Point Cloud
The point cloud data is stored in a matrix of linked lists, one for each cell of the
grid. The linked list for each cell contains the list of LIDAR returns in that cell or may be
empty. As the platform moves, new georectified points are added to the linked lists for the
appropriate grid cells. However, as new points are added to the cells, other cells containing
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Figure 4.1: Two consecutive LIDAR scans (green and blue circles along green and red lines).
The green and blue shaded squares represent cells containing new points. The gray squares
represent cells potentially made obsolete by the two consecutive LIDAR scans.
old points become obsolete which need to be deleted and removed from visualization.
Fig. 4.1 shows a grid and two georectified LIDAR scan lines. The green circles
represent points from scan line lk measured at time tk. The green squares represent the
cells where points are added. The blue circles represent points from scan line lk+1 measured
at time tk+1 and the blue squares represent the cells where these points are added. The
separation dp between two consecutive points on a single scan is related to the LIDAR
angular resolution δα as dp = Rδα (assuming a planar surface perpendicular to the beam).
The distance dp increases with R and with the angle of incidence. The distance dl between
two such consecutive georectified scan lines depends on the platform yaw rate and the scan
rate of the LIDAR. Many cells along a given scan line and many cells between consecutive
scan lines are missed, not receiving new data. In addition, any cells along and in the region
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between the two scan lines may contain old data that may no longer represent the surface.
Obsolete data in these cells must be deleted. Adding new points and deleting old points
is accomplished by a linked list manager that only operates on the cells between the two
scan lines. This linked list manager adds the indices of cells that it has changed onto FIFO
buffer that is shared with the raster image manager.
4.2.2 Raster Matrix
A raster image I of the surface is constructed for visualization from the point
cloud matrix of linked lists. The resolution of I is a tunable parameter involving trade-offs
between computational load and image quality as a function of resolution. The raster I is
a 2D matrix of real values, where the value of each matrix element is the current height
of the corresponding cell. For visualization, the raster matrix cannot have any undefined
elements (i.e., holes).
The raster image manager uses and removes elements from the FIFO buffer. Its
job is to try to empty that buffer, while adjusting the raster matrix elements to keep them
accurate. New data updates the corresponding matrix element. Removal of obsolete data
from the point cloud, leaving a hole in the point cloud, is fixed in the raster image by
interpolating between nearby valid data. Thus I always maintains a raster image of the
point cloud that contains structured points that is easy to use for visualization.
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4.3 Visualization
This section discusses the real-time visualization of the surface using the raster
image I. This process uses triangulation, which is required to draw a solid surface instead
of discrete points with normal and color computation of each triangle as is required for
proper lighting and display of the triangles.
4.3.1 Triangulation
Triangulation is a important step of all reconstruction problems [14]. A triangu-
lation converts a given set of points into a consistent polygonal model (mesh). The input
for the triangulation are the points of the image I. Delaunay Triangulation (DT) simulta-
neously optimizes several quality measures e.g. angles, edge lengths, height and area of the
triangles [20].
However, triangulation algorithms are expensive, so it is not feasible to update
the triangulation in real-time as the points in the point cloud are updated. Instead, the
triangulation is performed once over the fixed structure of I. The geographic extent of each
element of I is small enough that the exact position of LIDAR returns in a cell do not affect
the image quality. First, a DT is computed assuming all image cells have a point at the
center. Then this DT is kept unchanged in the future. The use of fixed DT greatly reduces
computational load.
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4.3.2 Normal and Color Estimation
Drawing the surface requires computation of the surface normal so that the graph-
ics library can determine how light reflects from the surface. Given the vertices p0, p1 and
p2 of a triangle, the normal n is computed as:
u = p1 − p0, v = p2 − p0, and n = u× v.
The normal n is then assigned to vertices p0, p1, and p2. When a pixel is updated on the
raster image I, the normals of the triangles that the pixel belongs to, need to be updated.
Therefore, each time a pixel is updated, the normals are also updated. Each triangle vertex
is assigned a color based on its height.
Fig. 4.2(a) shows the surface drawn in real-time using BWR data. Fig. 4.2(b)
shows an image of the actual pile.
54
(a)
(b)
Figure 4.2: (a) Real-time surface visualization. The materials are occupying an area of
200m × 40m. The total number of points are 2M. (b) Image of the actual pile.
55
(a)
(b)
Figure 4.3: (a) Surface contour detection and feature extraction. (b) Image of the actual
surface.
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Chapter 5
Automatic Control
This section discusses the automatic computation of BWR entry and exit points
and material volume of stockpile.
5.1 Entry and Exit Point Selection
The reclaimer scoops material from the surface layer-by-layer from top-to-bottom.
Feature extraction refers to the step of calculating the entry and exit point for the next
sweep of the boom using the surface data. This step is performed using the following steps:
1. Contour detection: After finding the highest point z∗, the vicinity of z∗ is scanned to
construct the closed contour C around z∗ such that: (a) the interior of C is connected;
(b) all points in the interior of C have z ≥ z∗ − h; (c) all cells on C have z < z∗ − h.
C is an unordered set of cells which is processed to remove holes from its interior and
to sort the list such that ci−1 and ci share an edge or corner for all i where ci−1 and
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Figure 5.1: Entry and exit point detection.
ci denote the (i− 1)-th and i-th element of C respectively.
2. Entry and exit point detection: Given the contour C, the entry point p0 and exit point
p1 can be computed. Refer to Fig. 5.1. The blue curve represents the pile contour and
the red lines represent the boom at different platform yaw. The mid-point pp during
the sweep of the boom is related to the gantry position pg and platform yaw ψ by
pp = pg + (L−R)
 cosψ
sinψ
 (5.1)
where L is the length of the boom and R is the radius of the wheel. The gantry position
pg and the pile point pp can be solved using eqn. (5.1) and optimizing any user defined
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criteria e.g. maximizing scoop volume, minimizing x-position of the gantry etc. After
pg and pp are computed, the entry point p0 and exit point p1 are computed as shown
in Fig. 5.1.
Fig. 4.3(a) shows the surface with top layer contour detected (purple curve). The red
squares represent the entry and exit point.
5.2 Volume Computation
Managing the point cloud in a grid also enables computing the volume of the
surface easily. The volume of the stockpile is computed by adding the volume of each cell
in the grid. Given the cell size of l, the volume vij of the cell sij is computed as
vij = l
2wij (5.2)
where wij is the height of the materials in the cell. As the ground of the stockyard is flat
and thus can be accurately modeled by a plane with normal N and distance d, a set of
ground points are stored by scanning the stockyard when it is empty. The plane normal
N and distance d are estimated from the ground points using methods discussed in Section
3.1.3.3. Then given a cell location i and j, the height of the ground gij is computed from
N and d. The height of the material is then wij = hij − gij where hij is the height of cell
sij . Whenever a cell is updated, the volume of the cell is also computed and updated.
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5.3 Database Backup and Communication
The point cloud is stored in the volatile primary memory of the computer. To
prevent accidental data loss and provide resume capability of the software, a copy of the
point cloud is stored in a database as a backup. When a point is added or removed from the
point cloud, its coordinate along with a unique ID is put in a first in first out (FIFO) buffer.
The database is then continuously updated using the data in the buffer. This data is stored
in the hard drive after the termination of the software. If the user wishes to resume the
operation, during the start up of the software, the grid is populated using the data stored
in the database. When the empty stockyard is scanned to collect data from the ground,
those points are also stored in the database, this requires scanning the ground only once to
extract the plane parameters.
Additionally, the software connects to a PLC to read and write data stored in its
memory. The estimated platform pose, gantry position, wheel position, extracted entry and
exit points are sent to the PLC for automatic control. However, this aspect is out of the
scope of this dissertation.
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Chapter 6
Real-time Implementation
This chapter discusses the software implementation for the automation.
The software is implemented as a multi-thread program written in C++. Fig. 6.1
shows the system configuration and structure of the software. The rectangles represent dif-
ferent child threads. The arrows represent data sharing between threads. All data transfers
are performed via ring/circular buffers to prevent data loss. There are eight child threads
under the main thread of the program that perform different steps. The four sensor threads
(e.g. GNSS 1, GNSS 2, LIDAR 1, and LIDAR 2 ) parse the raw data coming from the
Figure 6.1: System configuration and the software architecture implemented in C++.
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Figure 6.2: A snapshot of the real-time software during operations.
sensors and generate georectified LIDAR data. The PC Management thread receives the
data and maintains two important variables in the memory, the point cloud and raster I
as explained in Section 4.2. The PC Management thread also sends data to the Database
thread which keeps a back-up copy of the point cloud in a SQL database. The Display
thread displays the raster I using the OpenGL library [25]. The Display thread also sends
data to the Communication thread that can send the extracted entry and exit points to
a PLC. The graphical user interface (GUI) uses the wxWidgets library[38] and the matrix
computations use the Eigen library[22].
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Chapter 7
Conclusions and Future Work
This chapter lists the publications resulting from the BWR study and discusses
the possible future studies.
7.1 Publications
1. M. Billah, J. A. Farrell, “Bucket Wheel Reclaimer Calibration”, IEEE American Con-
trol Conference, (Accepted), 2019.
2. M. Billah, J. A. Farrell, “Bucket Wheel Reclaimer Extrinsic Parameter Calibration”,
in IEEE Transactions on Control Systems Technology, (Submitted), 2018.
3. M. Billah, J. A. Farrell, “Real-time Time-varying Surface Reconstruction and Edge
Point Extraction For Bucket Wheel Reclaimers”, IEEE Conference on Control Tech-
nology and Applications, (Accepted), 2019.
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7.2 Future Work
There are a number of works that can be extended from the current studies. First,
the calibration of the GNSS-LIDAR is now performed oﬄine. This can be carried out in
real-time.
Inertial sensors like 6 DOF IMU can be used for platform localization which will
improve the platform position accuracy. Outlier detection algorithms can be implemented
to detect spurious measurements.
The graphics computations can be implemented in the GPU to improve the quality
of the on-screen visualization (e.g. resolution) and accelerate the frame rate.
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