We develop an information-theoretic analysis of dependencies between image wavelet coefficients. The dependencies are measured using mutual information, which has a direct link with data compression and estimation performance. Mutual information can be computed analytically for the special case where the image is a stationary autoregressive (AR)-1 Gaussian process. We have also developed methods to compute mutual information experimentally from wavelet domain image data. Our mutual-information analysis provides a mechanism for model evaluation and comparison.
INTRODUCTION
Various statistical models have been proposed to characterize the dependencies between wavelet coefficients in the image compression and estimation literature. These models can loosely be classified into three categories: those exploiting interscale dependencies, those exploiting intrascale dependencies, and those exploiting both. In the first category, we find Shapiro's embedded zerotree wavelet (EZW) coder [1] and Said and Pearlman's SPIHT coder [2] . In the second category, we find the EQ coder [3] and the morphological coder [4] . In the third category, we find the papers [5, 6, 7, 8] .
Image compression practice has shown that combining both interscale and intrascale dependencies does not improve performance significantly over using intrascale dependencies alone. The intrascale EQ coder [3] yields stateof-the-art compression performance. Similar conclusions have been obtained in image denoising applications [7, 9] . This paper attempts to explain these observations from an information-theoretic point of view. Our analysis is based on mutual information, which provides fundamental link with compression [10] and estimation [11, 12] performance. The analysis yield useful insights, as it characterizes the ultimate performance achievable.
MUTUAL INFORMATION
Our main goal is to provide a useful quantitative measure of the inter-and intra-scale dependencies between wavelet coefficients. While a correlation coefficient is appropriate for Gaussian distributed data, it is not suitable for nonGaussian distributions. Consider the mutual information between two random variables (or vectors) X,Y , defined as
where D(·||·) is the relative entropy between two distributions, also known as the Kullback-Leibler divergence [10] . Moreover, I(X; Y ) = h(X) − h(X|Y ), where h(·) denotes differential entropy. The mutual information I(X; Y ) indicates how much information (in bits) Y conveys about X. coders and estimation algorithms exploiting interscale dependencies, intrascale dependencies, and both, we compare the following mutual informations:
• I(X; PX), where X denotes a wavelet coefficient, and PX denotes its parent (a single coefficient) in the next coarser subband, as shown in Fig. 1 .
• I(X; N X), where N X is a predefined neighborhood of X (excluding X) in the same subband (see Fig. 1 ). For backward-adaptive coders such as in [3] , the neighborhood is causal.
• I(X; PX, N X), corresponding to the composite dependency model which takes into account both parent and neighborhood information (PX, N X).
From the chain rule of mutual information [10] , we know that I(X; PX, N X) ≥ I(X; N X) and that I(X; PX, N X) ≥ I(X; PX).
SPECIAL CASE: AR-1 GAUSSIAN MODEL
We first illustrate the concepts of Sec. 2 in the case where the image is a stationary AR-1 Gaussian process [13] . In this case, the mutual informations can be computed in closed form.
We use a 1-D signal to illustrate the basic concepts. Suppose the signal is a Gaussian random process {g(n), n ∈ Z} with autocorrelation sequence R G (k) = r |k| σ
2
, where 0 ≤ r ≤ 1 and k ∈ Z. A two-level wavelet decomposition produces three subbands: the coarse subband B 0 , the first fine subband B 1 , and the finest subband B 2 . We define X as the coefficient B 2 (j), its parent PX as B 1 ( j 2 ), and its neighborhood N X as {B 2 (j − 1), B 2 (j + 1)}.
Now recall that the mutual information between two
Gaussian random vectors X and Y is given by [10] 
where | · | denotes the determinant of a matrix. The correlation between coefficients in the subbands B 1 and B 2 can be expressed as the convolution of R G (n) (or its downsampled version) with the filterbank coefficients. The mutual informations I(X; PX) (interscale), I(X; N X) (intrascale) and I(X; PX, N X) (composite) can be computed from (2).
Fig. 2 plots these three mutual informations using Haar and Daubechies' maximally flat 8-tap filters [14] , as a function of the correlation coefficient r. The mutual informations also depend on the filterbanks {H 0 (z), H 1 (z)}. In the extreme case of a brick-wall filterbank, I(X; PX) = 0 and I(X; N X, PX) = I(X; N X). This is because the subbands B 1 and B 2 correspond to different frequency components and are statistically independent in this case. Conversely, interscale dependencies are significant if a Haar wavelet is used.
REDUCTION OF DIMENSIONALITY OF NEIGHBORHOOD INFORMATION
One major practical difficulty in estimating the mutual information I(X; N X) (intrascale) and I(X; N X, PX) (composite) is the high dimensionality of the models, due to the size of the neighborhood N X. It is difficult to reliably estimate the high dimensional density p(x, N x), as the number of data needed to accurately estimate a histogram increases exponentially with the dimensionality [15] . To avoid this so-called curse of dimensionality, we would like to be able to summarize the neighborhood N X into one scalar value through a many-to-one function T = f (N X). Such summarization cannot increase mutual information:
with equality if and only if N X → T → X is a Markov chain: conditioned on T , X is independent of N X. The original problem is reduced to computing mutual information from a 2-D density, which is a much simpler problem. Consider now the following doubly stochastic model: X and its neighboring coefficients in N X are independently drawn from a distribution p(·|θ) parameterized by θ, and θ itself is a random variable following a distribution p(θ). In this case, the summarizing function f (N X) should be the sufficient statistics for estimating θ from N X, if such sufficient statistics exist. By the definition of sufficient statistics and the description of this model, N X → T → θ → X forms a Markov chain, and the inequality (3) holds with equality. Such a doubly stochastic model is often used in image compression. For example, the EQ coder assumes that given the local variance θ, the coefficients are independent with distribution N (0, θ). Under this model, the summarizing function
is a sufficient statistics.
ESTIMATION OF MUTUAL INFORMATION
For most distributions, mutual information cannot be computed analytically. In this section, we develop numerical methods to estimate mutual information based on available wavelet coefficient data.
Given two random vectors X and Y with known joint distribution p(x, y), I(X; Y ) in (1) can be calculated by numerical integration. We let X be the wavelet coefficient, and Y be the neighborhood summarization T , the parent PX, or the vector (T, PX). In practical cases, p(x, y) is unknown and must be estimated from empirical data. We take a nonparametric approach. Partition the range of X and Y into N X and N Y intervals, respectively. The histogram of (X, Y ) obtained from the binned empirical data, denoted as {P X,Y (i, j), for 1 ≤ i ≤ N X , 1 ≤ j ≤ N Y }, yields an approximation to the joint probability density function of X and Y . Likewise, the marginal distributions can be estimated using the histograms {P X (i), 1 ≤ i ≤ N X } and
From these histograms, the mutual information is estimated aŝ
For the estimate (5) to converge to I(X; Y ) in probability, the random sequence {(X n , Y n ), 1 ≤ n ≤ N }, (N is the length of the sequence) needs to be stationary and ergodic [16] , but not necessarily iid. Stationarity allows us to use all the data samples in computingÎ(X; Y ). Ergodicity ensures that the histogram yields a reliable estimate of the probability density function, and hence thatÎ(X; Y ) also yields a reliable estimation of I(X; Y ). In this paper, we assume the distribution varies from subband to subband, but within a subband, the distribution is stationary and ergodic.
In our experiments, we have used two methods to estimate (5). The first one computes the histogram of (X, Y ) using a uniform discretization of ln X and ln Y due to the wide spread of wavelet coefficients. (Recall that I(X; Y ) is invariant to any invertible function of X and Y .) The second method is due to Darbellay and Vajda [17] .
EXPERIMENTAL RESULTS ON MUTUAL INFORMATION ESTIMATION
Mutual informations were estimated using both methods in Sec. 5 for a variety of images. We used Daubechies' maximally flat 4-tap filters [14] in a 4-level wavelet decomposition. We use (4) to summarize N X. Table 1 reports the results for the 512×512 Lena, Barbara and Peppers images computed from the log scale histogram of (X, T, PX).
The most striking result in Table 1 is thatÎ(X; T, PX) is always significantly larger thanÎ(X; PX), and only slightly larger thanÎ(X; T ) (12% for Lena, 6% for Barbara, and 13% for Peppers). The experimental results indicate that intrascale models capture most of the dependencies between wavelet coefficients, and the gains obtained by also including the parental information are marginal. This is consistent with empirical observations in image compression and estimation.
We also experimented with Haar and Daubechies maximallyflat 8-tap filterbank [14] . In our experiment, estimated umutual information values satisfied I(X; PX) <Î(X; T ) <Î(X; T, PX), regardless of the choice of wavelet. Longer filters pusĥ I(X; T ) closer toÎ(X; T, PX), and reduceÎ(X; PX). We take the finest horizontal subband of Lena as an example. Using a Haar wavelet,Î(X; PX) is about 67% of I(X; T, PX), andÎ(X; T ) is about 87% ofÎ(X; T, PX); using a Daubechies 4-tap filterbank, the two percentages are 55% and 91% respectively (see Table. 1); and using a Daubechies 8-tap filterbank, the two percentages are 49% and 93% respectively.
Based on these results, one may come to the conclusion that intrascale models should be favored over interscale models. However, there are several other issues of concern. First of all, in compression applications, backward-adaptive intrascale models such as the EQ coder [3] use a quantized causal neighborhood (which is also available at the decoder) to help encoding the current coefficient. Causal neighborhood and quantization further reduce mutual information. On the other hand, interscale models also have some advantages. Interscale coders such as EZW [1] and SPIHT [2] can be considered as applications of vector quantization, where the coefficients in a hierarchical tree are classified jointly. The tree structure is more convenient than a noncausal neighborhood dependency structure. This is analogous to the difference between a Markov chain and a Markov random field, with the latter being more complicated than the former, both in theory and in practical algorithms.
We also compared two methods to compute mutual informations: the log scale histogram method and the adaptive partitioning method [17] , as described in Sec. 5. The two methods produce consistent results, within about 10%. This suggests that the computed mutual informations are quite reliable.
