partitioning algorithms which can make p optimal or nearly optimal. For convenience, we call the CPR algorithm based on Coleman and More's algorithms the CPR-CM algorithm.
The CPR algorithm can be formulated as follows: For a given consistent partition of the columns of B, obtain vectors d1, d2, Notice that at each iterative step we need only to compute p + 1 function values rather than the n + 1 values required by a straightforward column-by-column finite-difference algorithm.
As an example we consider the following matrix with a tridiagonal structure: In this paper, we propose an algorithm called the secant/finite difference (SFD) algorithm for solving sparse nonlinear systems of equations. This algorithm is also based on a consistent partition of the columns of the Jacobian. However, it uses the information we already have at every iterative step more efficiently than the CPR algorithm. This algorithm can be seen as a combination of the CPR-CM algorithm and a secant algorithm. The SFD algorithm reduces the number of function evaluations required by the CPR-CM algorithm by one, and it has good local convergence properties. Our numerical results show that the SFD algorithm is competitive with the CPR-CM algorithm and the sparse Broyden algorithm for some problems. The SFD algorithm and some of its properties are given in ? 2. A Kantorovich-type analysis for the SFD algorithm is given in ? 3. A q-superlinear convergence result and an r-convergence order estimate of the SFD algorithm are given in ? 4. Some numerical results are given in ? 5.
In this paper, F indicates the Frobenius norm of a matrix, and indicates the 12-vector norm. We use "\" to denote the subtraction of two sets; that is, A\B = {v: v E A and v -B}. Since MF'(X) is a constant set for a given F, we ignore the subscript throughout the paper. Moreover, we use S(y, 8) to denote the set {x E R': lix -y <8, y E R'} and use S(y, 8) to denote the closure of S(y, 8).
2. The SFD algorithm and its properties. Given a consistent partition of the columns of the Jacobian, which divides the set {1,---, n} into p subsets cl, * * , cp (for convenience, ci, i = 1, 2, * * *, p, indicates both the sets of the columns and the sets of the indices of these columns), also given x, x E R', let
where ej is the jth column of the unit matrix and let
where s =-x, and sj is the jth component of s. If sj :?O, j =1,* ,n, then B is determined uniquely by the equations 
To study the convergence properties of the SFD algorithm, sometimes we assume that F'(x) satisfies the following Lipschitz condition: There exist ai > 0, i = 1, * , n such that
,n, x, y E D.
Let a = (En a 2) 1/2; then 11 F'(x) -F(y) 11F -'<a1 CX l-y 11
x, y E D.
Notice that in practice we do not check this condition and we only asuume that F is continuously differentiable on D. Now we have the following estimate for B. then we let the jth column of B be equal to the jth column of B if the current step is not the first step (k 0 ). For the first step we can choose xl such that Q12 is empty. Now the SFD algorithm with a global strategy can be stated as follows. Note that in practice, if IsVk-11 in step (3) is too close to zero the cancellation errors will become significant. Therefore, there should be a lower bound 0>'> 0 for IsiV1I.
We suggest choosing 0i =macheps max {typxi, Ix I}, where macheps is the machine precision and typxi is a typical value of xi given by users. Also for the first step, one should choose Is7ll ? O', i = 1, 2, * , n instead of Is711 0, i = 1, *, n. We suggest choosing
The SFD algorithm is also an update algorithm, and the update can be written as p (2.14)
The following result shows that the SFD algorithm is a secant algorithm. LEMMA If s4 = 0, j = 0, 1,. *, k appears consecutively in at most m stepsfor any specific 1-' 
Proof By the hypothesis of the theorem, given k, for any 1 =' i = n, there exists at least one integer 01j=' m such that sk-V # 0. Let j(k, i) be the smallest one of these integers. Then
by (2.17). Therefore,
=(E llxi+,-xill) Eai2. Noticing that
we have
Therefore, using (3.1) and Lemma 4.1.12 in [7] we get then {Xk} is well defined and converges q-superlinearly to x8.
Proof. Notice that we can choose E small enough so that 11 B-'F(x0) 1 is also small such that h <6 and that S( Thus, by Lipschitz condition (2.8),
Therefore,
This completes the proof of (4.5). 5. Numerical results. We computed some examples by the CPR algorithm, sparse Broyden (SB) algorithm, and the SFD algorithm. In this section, we compare the numerical results from the three algorithms to show roughly how the SFD algorithm works. The global strategy we used in computing the examples is the line search with backtracking strategy (see Dennis and Schnabel [7] [11] function (also see More, Garbow, and Hillstrom [9] ) to nonlinear system of equations with tridiagonal, five-diagonal and seven-diagonal structures. Example 5.5 was given by Broyden [1] (also see Mo.re, Garbow, and Hilistrom [9] ). The results are shown in Tables 5.1-5 .5, where IT is the number of iterations, NF is the number of function (F(x)) evaluations, and LN is the number of line searches in which the step length A < 1. ND is the number of nondecrease directions. NC is the number of the CPR steps. ZR is the number of the iterations that have an integer j such that jSj < OKk. xo is the initial guess.
Example 5.1 (tridiagonal).
,n -1, From the numerical results it can be seen that the SFD algorithm makes some compromise between the CPR algorithm and the SB algorithm. That is, the number of iterations required by the SFD algorithm is close to the CPR algorithm and it is much less than that required by the sparse Broyden algorithm when the problem is badly nonlinear and(or) when the starting point is far away from the solution. On the other hand, for some problems, the number of function evaluations for the SFD algorithm is less than that for the CPR algorithm and more than that for the SB algorithm, and when the problem is badly nonlinear and the starting point is far away from the solution it is even less than that for the SB algorithm. Moreover, it seems that much more savings on function evaluations are obtained whenever line searches are used. It is interesting that for the test problems the CPR algorithm never takes nondecrease directions. The SFD algorithm sometimes takes some nondecrease directions. However, the number of nondecrease directions for the SFD algorithm is usually much less than that for the SB algorithm. We also see that when the number of the groups in a partition increases the efficiency of the SFD algorithm decreases.
6. Concluding remarks. We have presented an algorithm for solving sparse nonlinear systems of equations. This algorithm is based on consistent partitions of the columns of the Jacobians, and it is a combination of the CPR-CM algorithm and a secant algorithm. This algorithm incorporates the advantages of the CPR-CM algorithm and secant algorithms in such a way that it reduces by one the number of function evaluations required by the CPR-CM algorithm at each iteration, and it has good local convergence properties. We have shown that the SFD algorithm is locally q-superlinearly convergent, and that under reasonable assumptions, the r-convergence order of the SFD algorithm is not less than (1 +V5)/2, which is the r-convergence order of the one dimensional secant algorithm. Our numerical results indicate that when p, the number of the groups in a partition of the columns of the Jacobian, is not large, especially when the problem to be solved is badly nonlinear, the SFD algorithm is competitive with the CPR-CM algorithm and the sparse Broyden algorithm.
The idea exploited here can also be used with Powell and Toint's [12] work, which will lead to a method for unconstrained optimization problems. This will be our future work.
