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ABSTRACT 
By a measure p on the set N of m X n nonnegative matrices we mean that p is a 
function from N to the nonnegative reals such that (i) p(XA) =Xp(A) for all nonnega- 
tive h and all A EN, and (ii) p(A + B) > p(A) for ail A, B EN. This paper develops a 
theory of such measures and shows how this theory can he applied to particular 
problems. 
INTRODUCTION 
In 1972, Miroslav FiedIer [l] introduced a measure of irreducibility 
defined as 
&A) = min 
IRl+lCl=n .= aii7 
RnC=0 1;: 
where A is a square nonnegative matrix, R a set of row indices of A, and C a 
set of column indices of A. This p thus gave some quantitative measure of A 
being irreducible. Fiedler used the measure in determining a lower bound 
for the distance 11 - h( of the Perron eigenvahie 1 from any other eigenvahie 
A of a doubly stochastic matrix A. 
In 1973, the author [3], in finding expressions for bounds on the Pen-on 
eigenvahre of nonnegative matrices, used another measure of irreducibility 
defined as 
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where A is a square nonnegative matrix, and R and C sets of row and 
column indices of A respectively. In 1974, while developing criteria for the 
convergence of nonhomogeneous Markov chains, the author [4] utilized the 
measure of full indecomposability 
where A is a square nonnegative matrix. Finally, in 1975 the author [S] 
defined, developed, and showed application for kth measures of irreducibil- 
ity and kth measures of full indecomposability. 
In this paper we unify these particular measures in an axiomatic develop- 
ment of measures for nonnegative matrices. Further we show how this 
general theory of measures can be applied to particular problems. 
1. INTRODUCTION OF MEASURES 
Let m and n be positive integers. Let N denote the set of all mX n 
nonnegative matrices, and let N, be N in the case that m = n. Let p be a 
function from N into the nonnegative reals such that 
(i) @A) = Xp(A) for all A EN and X > 0, and 
(ii) y(A + B) > (A) for all A and B in N. 
We call any such function a measure on N. If p satisfies the additional 
property that 
(s) p(A + B) 2 p(A) + p(B) for all A and B in N, 
then we will call p a sum measure, while if N= N, and p satisfies 
(p) c((AB) > p(A)p(B) for all A and B in N,,, 
we call p a product meusure. For any measure CL, let Z,, denote the set of all 
A EN such that p(A) = 0. We call ZP the zero set of p, and since 0 E Z,,, Z,, is 
not empty. 
It is easily seen that h is a measure on N,, while /.L~ is a sum measure on 
N, with Z,, for p = p,, and p= pLf’ the set of all reducible matrices. Further, it 
is seen [S] that pH is a product measure on N,, and that Z,, for p = 1-1~. is the 
set of all decomposable matrices in N,,. Some other such examples may be 
found in [S] and [6]; below we list some examples different from these. 
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EXAMPLE 1. Define p on N, as p(A) =Perron eigenvalue of A. Then 
from the Perron-Frobenius theory [2], y is a measure on N, with 2, the set of 
those nonnegative matrices having all eigenvalues equal to zero. 
EXAMPLE 2. Define p on N,, as p(A) = (perA)‘/” for all A EN,. Then p 
is a measure on N, with Z,, the set of all nonnegative matrices having no 
positive diagonal product. 
EXAMPLE 3. In this example we develop a class of measures on N,,. For 
this, let ( * ]r be the p-norm on the set of n-dimensional vectors. Define 
for all A EN,, Using this definition, it is easily seen that /.r is a measure with 
Z,,, for any p = b, being the set of those nonnegative matrices having a 
column of zeros. 
We now show that p is a product measure. For this, note that 
Hence b is a product measure. It is also easily noted that for p = 1, pi is a 
sum measure. 
For certain values of p we can compute b(A) numerically in terms of the 
entries of A. We give these calculations below. 
(a) pi(A) = min$ *aii, the smallest column sum of A. For this, note that 
where ck=Z,aik, and so pEL1(A) > mink+ Now suppose ci >c, for all k. Let ei 
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denote the vector all of whose entries are zero except the ith entry, which is 
one. Then pr(A) < IAe’J, = c’ and hence the result follows. 
notLbL?(A) 
=min,[Zk(Q I , 2 ‘I2 the smallest column length of A. For this, 
[ EL2W12= min JArI, = $nr x ‘A ‘Ax 
14%” 1 
x>o Xi-0 
> mm [AtA],, = v( g(LI*I)*). 
Further, equality will hold for x = e * on that column i which achieves the 
minimum column length. Hence the result follows. 
HeJ;) k(A) = mini(max4uii), the smallest of the largest column entries. 
7 
This minimum is clearly achieved at x= e’ for some i. Hence, p=(A) = 
mini(max, a&. 
Other such measures can also be constructed. These measures can then 
be used in further construction of measures by noting that the set of all 
measures on N forms a positive cone. 
2. ZERO SETS AND SHEAVES 
In this section we characterize the zero sets of measures. This characteri- 
zation requires the following notions. 
Let S be a nonempty subset of {l,...,m}X{l,..., n}. Let @,={AE 
N (Us = 0 for all (i, i) E S } . We call 0, a stalk of nonnegative matrices. Any 
subset 0 of nonnegative matrices which is the union of stalks Ql,. . . , 0, of 
nonnegative matrices is called a sheaf of nonnegative matrices. We intend to 
show that the sheaves of N and the zero sets of measures on N are identical. 
For this we use the notation that for any X EN, P(X) is the (0, 1)-matrix with 
ijth entry equal to one if and only if xi/ > 0. 
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LEMMA 2.1. Let p be a measure on N having zero set 2,. Thm Z,, is a 
sheaf of nonnegative m&rices. 
Proof. First pick a set of matrices 
A,=(a&!)),..., A,=(@)) 
in 2, so that no P(AJ <P(4) f or i #i, and if B E Zp then P(B) < P(AJ for 
some i. Let &={(p,q)(a$=O} for k=l,..., s. We show 2, is the sheaf 
having stalks OS,, . . . , 0,. For this, pick any A E 0, for some k. Then there is 
a positive number X such that A < XA,. Hence p(A) < p(AA,)==Xp(A&=O 
andAS,,. Thus, O,,u... u0, ~2,. 
Now pick A E 2,. Then, for’some k, P(A) < P(A,) and so A E 0,. Thus, 
2, = OS1 u . . . u OS,, from which the lemma follows. n 
Conversely, we have the following. 
THEOREM 2.1. Let 0 be a sheaf of nunnegative matrices in N. Then 
there is a sum measure p on N having zero set 0. 
Proof. For any nonnegative matrix X, define u(X) =Z,,,Z,~. Using this 
notation, define p=(A) = min A>TEeu(A-T) for all AEN. Then &AA)= 
minhA>rEOu(hA - T) = IICII~~>~~~~U(XA -XT) = hmin~>.,oo(A - T) = 
&(A). 
For the second part, first note that as A > OE 8 and 0 is closed, it 
follows that {TIA>TEO} is nonempty and compact. Hence min,> rEe 
u(A - T) = a(A - T,) for some T, such that A > T,, E 0. Applying this result to 
A+B yields that ~~(A+B)=min,+,,r,,u(A+B-T)=u(A+B-T,), 
where the minimum is achieved at T,, E 0. Write T,, = Tl + Tz where A > Tl 
and B > T,. Since Tl <To and T, < T,,, it follows that Tl and T, are in the 
same stalk as to To and hence in 0. Thus, u(A + B- T,) = u[(A - TJ + (B 
-T,)]=u(A-T,)+u(B-T&min,>TEOu(A-T)+min,>~,8u(B-T) = 
&A) + &II). From this then the lemma follows. n 
Necessary and sufficient conditions for the sheaf to be the zero set of a 
product measure can also be given. This result will require a lemma. 
LEMMA 2.2. Let 8 be a sheaf of nonnegative matrices in N. Define 
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k(A) = mjn( max “1), (i.j)E s 
where the minimum is taken over all matrix entry index sets S such that 0, 
isstulkof 0. 
Proof. We first show that M is a measure on N. For this, first note that 
k(AA) =&,,(A) for all A > 0 and A E N. Furthel;, for any A, B EN, 
where the minimum is achieved at T, = (t$‘)) E 0 . Write T, = T1 + T,, where 
A > T1 = (t$)) and B > T2 = (tf)). Thus, &A + B) = maxi,J(a,j - tt)) + 
(bit - $))I > m=i,t(a,l - $)), and ~0 1-44 + B) > min,aTEdmaxr,r(arr - $)I = 
k(A). Hence & is a measure on N with 0 the zero set of k. 
For the second part of the lemma note that ~k(A)=min,>~,~[rnax,,~(a~~ 
- t,J] = max,,Jali - $‘) for some T,,= (tr)) E a,, 8s0 a stalk of 0. If $” >O, 
then we may assume that T$“) = a,l. Further we may assume that tf) = 0 if 
and only if ati= or (i,j)ES,. Thus, 
where the minimum is taken over all matrix entry index sets S such that 0, is 
astalkof 0. 
Now suppose min&myiPi) E s ail), 
Define T, E 0, so that t$‘) = 
where 0, is a stalk of 0, occurs at S,. 
aq if (i,j)eS, and t$‘)=O if (i,j)ES,, Then 
144) = A~j$~O(~~(a*j-4j)) 
< ny ( aii - t$)‘) = max air 
(Li) E so 
= min 
S ( 
$j$& aii 
) 
9 
where the minimum is taken over all S such that 0, is a stalk of 0. Hence 
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KtA)=m%tm=(i,j)Es y a ) where the minimum is taken over all matrix entry 
index sets S such that 0, is a stalk of 0. n 
This lemma is now used to obtain the product measure result. 
THEOREM 2.2. Let 0 be a sheaf of nonnegative matrices in N,,. Then 0 
is the zero set of a product measure if and only if A B 0 and B @ 0 implies 
thatABB0. 
Proof. Suppose first that 0 is a zero set for a product measure p on N,,. 
Then if A CZ 0 and B G! 0, it follows that p(A) >0 and p(B) >O. Since 
p(AB) >p(A)p(B), it follows that AB 62 0. 
For the converse then, suppose 0 is a sheaf such that if A 6! 0 and B @ 0 
andAB40. Define&A)=min,>,,e [maxj,J aii - t&l. Then by the previous 
lemma, K is a measure on N, having 0 as its zero set. We show cz, is a 
product measure on N,,. 
For any C EN, define c’= (Q so that Zil = c,~ t tit > M( C) and $ = 0 
otherwise. Then, by the previous lemma, k(C) = K(C). Thus, 
H,(AB) >~(k?) = 
where the minimum is achieved at some t$ of To= (tj$ E 0. NOW, if 
p(A)p(B) =O, then p(AB) >p(A)p(B) follows immediately. Thus s~~ppose 
p(A)p(B) >O. In $I$ case, A” B 0 and B’ eE 0, so by hyp+esis, AB_T! 0. 
Cor_rseqyently, p(AB) > 0. Thus, t$) =0, and hence p(AB) =Z&b,, > 
p(A)p(B) = p(A)p(B), from which it follows that p is a product measure. a 
These results thus characterize the zero sets of sum measures as well as 
the zero sets of product measures. 
3. CONTINUITY OF MEASURES 
In this section we discuss the continuity of measures. Our first result 
shows that any measure on N is in fact continuous on the interior of N. This 
result requires the following lemma. 
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LEMMA 3.1. Let A,, A,, . . . be a sequence of matrices in N with 
lim,_,,A,=A. If P(A,)>P(A) f or su ff’ ’ acaently large k, then there are positive 
numbers A,, &. . . such that lim k+ooXk = 1 and hkAk >A, for sufficiently 
large k. Zf P(A) >P(A,) f cw sufficiently lurge k, then there are positive 
numbers &, &,. . . such that L~III+~ & = 1 and A >&Ak fix sufficiently 
large k. 
Proof. If A = 0, the result is obvious. Thus suppose A #O. Consider k 
sufficiently large so that P(A,) > P(A). Define 
aii 
A~=l-lgX-- 
‘21 a!?) 
‘1 
over all a{:) > 0. 
Then & > 0. Further, since limk+_ a/F) = atr for all i, 
lim k_*oo hk = 1. Hence the first part of the result follows. 
j, it follows that 
The second part of the result is argued similarly and hence left to the 
reader. n 
Using this lemma we can now give the general continuity result. 
THEOREM 3.1. Let A,, A,. . . be a sequence of matrices in N with 
limk+m A, = A and P(A,) = P(A), f or su iciedy large k. Zf p is any measure ff 
012 N, then hk+rn /4Ad = p(A). 
Proof. By the previous lemma, pick sequences A,, X,. . . and Pi, &. . . so 
that limk.m Ak = limk__ j3 = 1 and &A, > A > &Ak for sufficiently large k. k 
Then Q(AJ = p(&Ak) > p(A) >p( &A,) = &(AJ for sufficiently large k. 
Hence 
and 
and so %+m /-4A& = p(A). n 
AS an immediate consequence we have the following corollary. 
COROLLARY 3.1. Let~beameasureofN.Then~iscontinwusonthe 
interior of N. 
Measures need not be continuous on the boundary of N, as the following 
example will show. 
MEASUFiES FOR NONNEGATIVE MATRICES 29 
EXAMPLE. Let f~ be any measure of N. Define 
p(A) P(A)={ o if A is in the interior of N, 
otherwise. 
It is easily seen that fi is a measure on N, and for prudent choices of CL, fi is 
not continuous on the boundary of N. 
It is possible, however, to redefine any measure p on the boundary of N 
so that the newly defined measure is continuous on N. This requires the 
following lemma. 
LEMMA 3.2. Let A,, AZ... and B,, B, ,... be positive sequences in N 
with limk,,Ak=lim,,, B,=A. Then limk_,,p(Ak) and limk_,,p(B,) exist 
and are equal. 
Proof. We first show that lim,,, p(A,) exists. For this, pick B EN so 
that B > Ak for all k. Then 0 < p(Ak) < p(B) for all k. Suppose p(A,), 
/4A,), - - - has two limit points in [0, p(B)]. Take subsequences A;, A&. . . and 
A;‘, A; ,... of A,, A, ,... so that limk_, p(Ai) = cl <c, = limk__, p(A{). De- 
fine e=ca-cr and 
04 
afi A,= sup ~ 
i.1 a4) 
m>k Y 
over all i and i where av #O. Then hmk__, & = 1. Let K, be an integer such 
that for k, > K, it follows that 
and for k2 >K,, 
Let K, >K, be an integer such that for k, > K,, 
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or c, - cI < 2~/3, a contradiction. Hence, lu~+.~ p(A,) exists. 
Now suppose lim,,, &Ak) = cr <c2=lim,,,~(Bk). By applying the 
argument above we see that this assumption leads to a contradiction. Hence 
hn~,, p(Ak) = limic+oo I_L(&.) and the result follows. n 
As a direct consequence of this lemma, we have the following corollary. 
COROLLARY 3.2. Let p be a measure on N. Then there is a wntinwus 
measure @ on N such that p(A) = fi(A) fin- all A in the interim of N. 
Proof. Pick any A EN. Let A,, A,, . . . be a positive sequence in N such 
that lim,,,A, =A. Define ~(A)=lim,,,~(Ak). The rest of the proof 
follows by direct calculation. m 
It should be noted that the continuity of two measures having the same 
zero set does not necessarily imply that the two measures are comparable. 
This is demonstrated in the example below. 
EXAMPLE. Let n= 1 and m=2 in N. Define 
p( c)=G andfi( G)=min{r, y}. 
One easily establishes that pi and h are sum measures on N with zero set 
(see Fig. 1). Note however, that there are sequences zi, zs,. . . such that 
limk+_ k(zk) = 0 while lim k+m pi(~) = 1. Hence these measures do not give 
comparable information. 
This example then motivates the following notion. Let p be a measure on 
N having zero set 2,. We will say that p is regular if and only if there is a 
positive number b such that p(E + T) <b for all T E 5, where E is the 
matrix all of whose entries are one. This property, which we call the 
translation property, can be characterized in another way. 
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FIG. 1. Thegraphsofp(yr)=land8(~)=1. 
LEMMA 3.3. Let p be a measure cm N having zero set Z,,. Then p is 
regular if and only if for each A EN there is a positive number b, such that 
p(A+T)<b, forall TEZ,. 
Proof. Suppose p is a regular measure on N. Pick any A EN. Let A be 
any positive number such that A < hE. Then, for any T E Z,,, p(A + T) < 
@E+ T) <hp(E+h-IT). Since X-‘TEZ,,, it follows that p(E+h-‘T) <b 
and hence p(A + T) < hb for all T E Z,,. 
The converse follows by taking A to be E, and thus the lemma follows. n 
Of course, not all measures satisfy the translation property, as is seen in 
the previous example. Other measures which are not regular are the 
measures p and P given in Sec. 1. The measures b, px, and &, given in Sec. 
2, can easily be shown to be regular. 
Regular measures have the appealing property of being comparable. 
THEOREM 3.2. Let 0 be a sheaf in N, and 1-1 a measure on N with zero 
set 0. Let p,, be defined so that it hots zero set 0. Then there is a positive 
number p such that p&(A) < y(A) f or all A EN. Further, if p is regular, 
there is a positive number o such that p(A) <up,,(A) for all A EN. 
Proof. Pick any A EN. Assume that A @ 0. Define A”= (&,) so cat 
c?~! = k(A) if ati >&(A) and c?~~ =0 if aii <p_(A). Then p(A) >p(A) = 
&A)p(i), where &(A)I;'= A”. Let & denote the set of all (0, 1)-matrices P 
such that p(P)>O. Set p=min,,n~(P). Then ,a(A)>&A). 
For the upper bound, note that p(A) < h(A)p(F), where F is defined so 
that j! = 1 if a*/ < p+,(A) and k(A)f/ = aii if ait >&(A). Now suppose K(A) = 
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“inS Cmax(i, j) E S a fj ) achieves its minimum at S,. Then it follows that fq = 1 for 
all (4 j) E SW Now write F = E + T. Then T E Zp; hence, by translation, 
p(F)= y(E+ T) <b. Thus, setting u= b yields that p(A) <u&A). n 
As an immediate consequence we have the following useful corollary. 
COROLWRY 3.3. Let 0 be a sheaf in N, such that if A @ 0 and B 65 0 
thunAB~0.lfyisanymeusureonN,ha&g0 asitszeroset,thenthere 
is a product measure fi on N, having zem set 0, such thut fi < p 
Proof. Note from the previous theorem that there is p >0 and p < 1 
such that p&(A) < p(A). Set F(A) -p&(A). Then fi(AB) =p&AB) > 
p’k(A)&(B) > p2&(A)k(B)= $A)fi(B), from which the corollary follows. 
4. 
This then concludes the work on the continuity of measures. 
SOME APPLICATIONS OF MEASURES 
In this section we demonstrate some uses for measures, somewhat similar 
to the uses of norms. 
A. Lower Bounds for the Permanent Function 
Recall from the introduction that P(A)=(perA)‘/“, for all A E N,,, is a 
measure on N,. Thus, by Theorem 3.2, 
(perA)l’“> p&(A), where p= 1. 
Hence, perA > [k(A)]“. For doubly stochastic matrices Marcus and Mint 
[q showed that 
A(A) > (n+41)2 ifnisocld 
and 
b(A) > 
4 
(n+1)2-1 
if n is even. 
Thus, lower bounds on the permanent of doubly stochastic matrices are 
achieved. 
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It should be noted that better lower bounds for the permanent of doubly 
stochastic matrices exist [7j. 
B. Lower Bounds for the Nonnegative Eigenvalues 
Let A EN,, and suppose A has a nonnegative igenvector x, say Ax= Ax. 
Then A > 0. Set X so that each column of X is x. Then AX= AX. Now let z~ be 
any product measure on N,. Then p(A)p(X) d+(X). If z~(X)#0, then 
p(A) <A and we have a lower bound on any eigenvalue of A having a 
nonnegative igenvector. In particular, if A is the Perron eigenvalue of A, 
then p(A) < p(A). Choosing z.~ =pi yields the well-known result that the 
smallest column sum of A is pi(A) < p(A). 
C. her Bounds fm the Supply in the Supply-Demand Model 
The supply-demand model is (I- A)x= d, where A EN, and d > 0. 
Define D so that each of its columns is d, and X so that each of its columns is 
x. Then we have 
(I-A)x=D, 
or 
X=AX+D. 
Assuming the usual condition that each column sum of A is less than one, 
then for any sum-product measure ~4, 
or 
/4X) 2 PL(D) ~-P(A) ’ 
and we have a lower bound on p(X). If /.J = pi, then 
Further, if p(B) is the smallest row sum of B for all B EN,,, then 
n-ijn 4 
“jnxf> I-p(A) ’ 
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D. Diflerence Equations 
Consider a sequence of matrices A,, A,, . . . in N,,, These matrices can be 
used to define difference equations 
xk+ 1 = &% x,ao, (i) 
which occur in nonhomogeneous Markov chains, and 
Xk+l=Ak”k+d, Xl 2 0, M 
which occur in nonhomogeneous production processes. These equations can 
be rewritten as 
xk+l =A,. . .A,r, (i) 
and 
xk+l =A,* --A,x,+A,-.-A,d+..- +A,d+d (4 
respectively. Let D denote the matrix all of whose columns are d, and X the 
matrix all of whose columns are xi. We then have 
and 
Xk+l=Ak’ . *A,X,+Ak* * .A,D+ . . . +A,D+ D 6) 
respectively. Thus, if y is any product measure, 
(4 
If /.L is any sum-product measure, 
Hence, as in the previous problem, lower bounds on the entries of xk+i can 
be achieved. 
Other such applications may be found in [3], [4], [S], and [S]. It should 
also be noted that in the above problems it was not necessary to know the 
matrices involved quantitatively. To compute p(A) or p(Ak) for k = 1,2,. . . it 
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may be that only row sum, column sum, etc. information is required. When 
only such data are known about the matrices involved, the bounds can be 
particularly useful. 
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