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This dissertation explores how heat propagates in amorphous materials at the atomic level. 
Most of the discussion is devoted to how normal modes give rise to thermal transport in 
amorphous polymers, a subject which has not been studied via large-scale numerical 
simulations (specifically, molecular dynamics) previously. The work focuses on two 
particularly interesting aspects of polymers, namely the anomalously high degree of 
localization observed in the normal vibrational modes in the systems, and the presence of 
modes with an imaginary frequency. 
While the focus of this dissertation is on thermally characterizing polymers, it also includes 
the development of new descriptors of mode localization in disordered materials. These 
descriptors quantify localization spatially or based on the number of polymer chains a mode 
spans. Surprisingly, more highly-localized modes exhibit, on average, a larger magnitude 
of thermal conductivity than more localized modes. Further some high-frequency modes 
have been discovered that span multiple polymer chains (rather than being localized to a 
single chain); these modes have some of the largest thermal conductivities of any modes 
in the given system being studied. 
Furthermore, modes with an imaginary frequency are found to resemble real frequency 
modes, even though previous findings indicate these modes describe a structural change 
(e.g. conformation flipping) in a material. The imaginary frequency modes behave quite 
similarly to real frequency modes, except that imaginary frequency modes exhibit much 
higher degrees of localization at a lower (magnitude of) frequency. Their contribution to 
thermal conductivity however is on the same order as that of real frequency modes.
 
 1 
CHAPTER 1. INTRODUCTION 
Heat transfer is a rich, diverse subject matter, spanning length scales from the subatomic 
to the intergalactic and timescales ranging from femtoseconds to the age of the Universe. 
The basic mechanisms by which heat is transported at the macroscale (i.e., convection, 
conduction, and radiation) are well-understood and can be accurately described by, for 
example, Fourier’s law or Planck’s law. But much remains to be learned about heat transfer 
at the atomic level. This dissertation is an attempt to advance science’s understanding of 
heat transport in one such situation, namely, thermal conduction at the atomic scale in 
structurally disordered (i.e. amorphous) solid materials. In particular, the work will focus 
on the study of thermal transport in a few amorphous thermoplastic polymers: poly(methyl 
methacrylate), polystyrene, and polyvinyl chloride. Though theoretical descriptions of 
thermal transport at the atomic scale have existed for nearly a century, a growing body of 
work has indicated that the most well-established methods fail to describe the thermal 
conductivity (TC) of materials with a significant degree of disorder [1-13]. Furthermore, 
to fully understand the thermal properties of a material, it is desirable to understand how 
the properties are affected by individual modes of vibration within the material. The 
shortcomings of current theories and the demand for mode-level details of thermal 
transport have necessitated the development of a new framework to better describe TC 
more generally in a manner that includes disordered solids, namely Green-Kubo Modal 
Analysis, which will both be described later in detail and used throughout this work. 
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To appreciate why a new framework is called for, and to understand the shortcomings of 
existing theories, it is useful to briefly review those existing theories to understand why 
they fail. 
1.1 The Phonon Gas Model 
The Phonon Gas Model (PGM) [14-16] is a 100+ year-old description of thermal transport, 
developed for simple, crystalline, periodic systems. While a detailed derivation can be 
found elsewhere [14], this section will cover the important details of the theory and why 
the theory breaks down upon the introduction of any kind of disorder to the material being 
modeled. 
1.1.1 Details of the Phonon Gas Model 
It has been understood since Einstein explained Brownian motion [17] that atoms exist and 
vibrate quasi-randomly in any material. In a three-dimensional solid comprised of N  
atoms, each atom will have three degrees of freedom, (i.e., it can move in the x-, y-, and z-
directions), and consequently there exist 3N  normal modes of vibration1. These vibrational 
modes can be obtained as solutions to the equations of motion that govern the motions of 
atoms in a material. The modes can vary widely in character and appearance, images of a 
few different modes in different materials can be seen in Fig. 1. 
Vibrational modes can be calculated via lattice dynamics (LD, which will be described in 
detail later) and serve as the primary means by which heat is stored (i.e., via the heat 
                                                 
1This includes three translational modes which are present for any molecule. However, these modes do not 
participate in thermal conduction and can be ignored. 
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capacity) and transported (i.e., via the TC) in solid materials (along with electrons in 
electrically conductive materials). In simple, periodic, crystalline structures, these normal 
modes are plane-waves and are termed phonons2. Einstein [18] was the first to describe 
phonons mathematically in a solid material; his model assumes that all phonons oscillate 
at a single frequency, termed the Einstein frequency. Debye [19] modified Einstein’s 
model, assuming 1) a simple dispersion relationship for the distribution of phonon 
wavelengths and 2) that frequency is inversely proportional to wavelength, and therefore 
phonons exist on a spectrum, rather than at a single frequency. Images of some vibrational 
modes can be seen below in Fig. 1. 
                                                 
2Throughout this dissertation, the term phonon will be restricted to referring to a vibrational mode with a 
well-defined wave-vector. As will be discussed later, some normal modes in disordered materials do not 




Figure 1. Vibrational modes in a random In0.53Ga0.47As alloy [20] (top), at a Si-Ge 
interface [21] (center), and in amorphous Ge (bottom). The arrows represent the 
magnitude and direction that each atom moves as it participates in the particular 
normal mode of vibration. 
Debye’s description of phonons in solid materials has been further expanded to describe 
thermal transport in dielectric crystalline solids via the PGM [14-16]. In the PGM, phonons 
are treated as quasi-particles. Each phonon mode has a frequency,   with a corresponding 
energy,  , (where   is the reduced Planck constant), a wavelength,  , with a 
wavevector, 2 k , and moves along a straight path at its group velocity, 
d
d
gv k . 
(The group velocity is generally defined for a wave packet of vibrations at similar 
frequencies, all with the same k-vector. It is the velocity at which the wave-packet 
propagates.) Each phonon also has a polarization vector field which describes the 
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magnitude and direction of each atom’s vibration in the phonon. Phonons are bosons and 
consequently are subject to Bose-Einstein statistics [15, 22]. 
The physical picture described by the PGM is that phonons are particles that scatter as they 
encounter other phonons, material boundaries, imperfections, or any other feature that 
breaks the crystal symmetry and deviates from a perfect lattice. This scattering limits the 
average distance traveled, termed the phonon mean free path (MFP). By solving the 
Boltzmann transport equation, which can be used to model the transport of a collection of 
particles (e.g., gas molecules, phonons, electrons etc.), the TC due to the full phonon 
spectrum can be determined. One can derive (via simple analogy to kinetic theory) the TC 







    (1) 
where k  is the TC of the material, V  is its volume, iC  is the modal heat capacity of mode 
i  , and iD  is the diffusivity of mode i , which is given in turn by 
2
i i iD  v  where i  is 
the relaxation time of the mode. This equation is a powerful means by which the TC of a 
material can be calculated in a straightforward manner. More advanced techniques exist 
for determining TC, including obtaining a solution to the full linearized Boltzmann 
Transport Equation, but these are typically not needed for low TC materials where phonon-
phonon scattering is dominated by Umklapp processes [23]. 
1.1.2 Failures of the Phonon Gas Model 
The PGM is widely accepted [24-35] and has provided great insights into thermal transport 
in crystals [14-16]. However, there is growing evidence to suggest that when one attempts 
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to apply the PGM to understand behavior in disordered materials3, the PGM is insufficient, 
such as in materials with interfaces, random alloys, and amorphous materials [1-13, 15, 24, 
34, 36-45]. In such cases, disorder causes a drastic change in the character of vibrational 
modes in the material. The two most noticeable changes to the mode character are: 1) There 
exists a pronounced degree of localization among many vibrational modes, particularly 
those at high frequencies. For these modes, all atoms in a material no longer participate; 
instead, the mode is often localized to a single small region of space within a larger 
structure. 2) Spatially delocalized vibrational modes can also change in character such that 
the displacement field associated with mode (i.e., the magnitude and direction that each 
atom is moving as it participates in a specific mode – depicted as arrows in Fig. 1 for 
example) appears random and lacks periodicity. 
In such cases, the PGM fails not just quantitatively, but even qualitatively, including in 
complex crystals [10], simple crystalline lattices at high temperatures [11], amorphous 
materials [12], and random alloys [46]. These failures cannot be addressed with simple 
corrective terms or slight modifications to the PGM: they are due to an inherent 
oversimplification of the model when describing vibrational modes, particularly, the lack 
of wave-like behavior by most modes in the system; in this case, a group velocity (and 
consequently, a wave vector) cannot be assigned to the modes. When disorder is introduced 
to the system, there is a fundamental change in how the modes behave, and entirely new 
theories are necessary for accurately describing the behavior of the modes. Some of the 
                                                 
3Here, the term “disordered material” is used to refer to any solid that has some degree of randomness, within 
either its structure or composition. That is, it is not a perfect, crystalline solid, where the positions and 
identities of all atoms can be described by a lattice and a basis. This definition includes disorder in the form 
of composition, ranging from dilute impurities in crystals (e.g., isotopes, substitutions) up through multi-
component alloys. It also includes the structural disorder found in an amorphous material. 
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means by which modes in disordered materials can be studied will be discussed in the next 
section, with emphasis on these methods’ generality and their advantages over the PGM, 
while acknowledging some remaining shortcomings with these more recent approaches.  
1.2 Existing Descriptions of Thermal Transport in Amorphous Materials 
When studying thermal transport in disordered materials, one typically considers a 
supercell comprised of 102-103 (or more) atoms with periodic boundary conditions, and the 
supercell is treated as a single large “unit cell”. Ideally, the supercell is so large that its 
characteristic length is on the order of the largest phonon wavelengths that exist in the 
material of interest; in practice, it is computationally intractable to study supercells of such 
size, as they would typically include many millions of atoms. In silicon for example, the 
MFP of long-wavelength phonons can exceed 100 μm [47-50]; given a crystal lattice 
constant of 0.453 nm with 2 atoms per unit cell, this means a simulation to treat the full 
phonon spectrum should include > 1016 atoms, which is infeasible. Instead, smaller 
supercells are usually studied, and some long-wavelength vibrational modes are ignored. 
Such cases, however, still provide a rich amount of information about the systems being 
studied and are widely accepted as providing useful insight into the behaviour of the 
material in question. 
The primary means by which modes in disordered materials are understood – and the 
approach followed in this work – is the propagon, diffuson, locon (PDL) paradigm, 
developed by Allen & Feldman [51]. Propagons are phonon-like modes with a well-defined 
wave vector and a clear periodic nature. They tend to be low-frequency modes that are 
spread throughout the entire system. In general, propagons resemble phonons, and they can 
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likely be understood using the PGM. Diffusons, while spatially delocalized, exhibit no 
apparent periodicity in the atomic vibrations; instead, these vibrations appear random. For 
this reason, it is not possible to define a wave-vector (and consequently, a group velocity), 
so the modes cannot be treated with the PGM. Finally, locons are localized modes that exist 
in a small minority of the supercell. These modes have been assumed to be too localized to 
contribute to TC in materials [2, 3, 12, 52-56], though there has been recent evidence 
published indicating this may not be the case [6]. Example illustrations of all three mode 
types in amorphous germanium (a-Ge) are included in Fig. 2 below4. 
 
Figure 2. Illustration of a propagon (left), diffuson (center), and locon (right) in a-
Ge. Atoms are shown as white spheres, and the corresponding eigenvector – which 
expresses the direction and magnitude that each atom would displace as it 
participates in the given mode – is shown by the black arrows. For clarity, the 
eigenvector magnitude of the locon has been scaled down by 5x compared to the 
other two examples and to other images in this document (unless explicitly noted). 
This framework for classifying modes first gained traction when it was successfully applied 
to the TC of glasses [55-67], and has since been used to interpret TC behavior in amorphous 
semiconductors, [34, 68-80] solid solutions, [81, 82] organic compounds, [83-86] 
composites [87, 88] and phase change materials [89]. In addition to bulk materials, lower 
                                                 
4Many modes will be illustrated using arrows to represent the eigenvectors of vibration. The scaling of these 




dimensional materials like 1-dimensional nanotubes, nanowires, and thin films [90, 91] 
were also subjected to such mode characterization.  
Notably, there do not appear to be any attempts in the literature to categorize modes in 
amorphous polymers. The only work on polymers that even discusses modes is that of 
Shenogin et al. [65]. In their study of amorphous polystyrene (a-PS), they found that all 
modes with frequency > 5 THz are localized and do not contribute to TC. Their treatment 
of the topic was only brief however, and they did not classify the modes under the PDL 
paradigm or discuss at length anything about the characteristics of the modes. This 
dissertation is aimed at addressing this gap in the literature and is a first attempt at trying 
to understand and classify normal modes in amorphous polymers. 
What is notable about the different mode classifications introduced by Allen and Feldman 
is that the various modes are in fact solutions to the equations of motion. This means that 
if one were to, for example, simulate the atoms with displacements according to the exact 
eigenvectors that result from the supercell LD (SCLD) calculation for one mode, the atoms 
would subsequently and indefinitely (for small displacements), vibrate back and forth at 
the corresponding frequency associated with the eigenvalue. This simple thought 
experiment then leads to an important realization. Specifically, when one considers the 
diffusons and locons, the displacement/velocity vectors may appear to be random, but in 
fact they are not. On the contrary, these motions are quite specific to the underlying random 
structure. In this sense, the vectors appear to be random because the underlying structure 
is in some sense random, but the normal modes are affected by this randomness in a very 
specific and exact way, as the selection of a random set of displacements would not 
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correspond to an actual normal mode of the system. Instead, one must perform an SCLD 
calculation to find the specific vectors/normal modes that correspond to a given system. 
The taxonomy introduced by Allen and Feldman has provided insights into thermal 
transport in amorphous materials. It does not matter whether the disorder is in the structure 
or the composition (due to either the strength of the interactions or masses of the atoms), 
as any source of disorder in the LD dynamical matrix will affect the modes. In this way, it 
is useful to note that the changes in mode character/shape occur because of a break in 
symmetry. 
In an ideal crystal, all atoms are arranged in a periodic fashion and there is perfect 
periodicity in structure, composition and mass. The material does not have to be monatomic 
i.e., the same mass and species for every atom, as one can have a unit cell with more than 
one basis atom and still have entirely propagating modes. In such a situation, the normal 
modes of vibration for the atoms must be described by periodic functions, since no one unit 
cell in the material is distinguishable from any other. Thus, they must all exhibit the same 
vibrations as a natural consequence of the symmetry, since the equations of motion will be 
the same for every copy of the unit cell. However, whenever there is any break in 
symmetry, such that the dynamical matrix is no longer periodic, the break in symmetry 
must be reflected in the final solutions to the equations of motion. Thus, whenever any 
atom or unit cell becomes distinguishable from all others, either by experiencing a different 
atomic environment (e.g., it has different neighboring atoms, or they are located at different 
distances/angles), or the atom is of a different species (e.g., an alloying element or 
interstitial), or the atom or its neighbors have a different mass (e.g., an isotope), or if there 
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exist defects, interfaces or other deviations from a perfectly periodic crystal, there will exist 
a change in mode character/shape [21, 92-95]. 
The PDL paradigm is built upon Allen & Feldman’s previous work, which introduced a 
means by which one could perform calculations based on SCLD to estimate the TC 
contribution of vibrational modes in the material [2]. Their approach calculates the 














where m   is the frequency of the m
th diffuson mode,   is the Dirac-delta function, and 
mn m nS S  is the inter-mode matrix element of the heat current operator between modes 
m  and n . This calculation determines the coupling of vibrational modes with the same 
frequency with a strength that is based on the overlap between their mode shapes. It is 
desirable to use as large a supercell as possible when calculating the mode diffusivities in 
an amorphous solid, in order to avoid any issues due to periodic effects. 
In this work, to distinguish between propagons and diffusons, the methodology suggested 
by Seyf et al. [79] will be used: this methodology defines a propagon as a vibration with an 
eigenvector periodicity parameter (EPP) of > 0.2. The EPP is a value that compares the 
periodicity of a given mode to a perfectly periodic sinusoidal mode by comparing the dot 
product of nearest neighbor; a mode with a large EPP (and therefore one that is periodic) 
will result in consistently large dot products for a mode, whereas the dot product of vectors 
in a non-periodic mode will on average result in much smaller values. The EPP, and indeed 
the distinction between propagons and diffusons, is not the focus of this work; however, it 
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is important to note that EPP is effectively a measure of how periodic a mode’s 
displacement field is: the value of EPP describes mathematically how closely the motion 
of atoms for a given vibrational mode resembles a pure plane-wave. 
Other means of distinguishing between propagons and diffusons have been proposed, most 
notably, the use of the Ioffe-Regel cut-off frequency [96-99]. This method entails 
determining by inspection the frequency crossover point (typically ~1 THz) at which mode 
character changes. Above this cut-off, the relaxation times deviate from the 2  relaxation 
behavior observed at low frequencies. There is, however, still the potential for ambiguity 
with this approach, since it relies on defining a transition frequency. It may be possible that 
this transition frequency, and exactly which modes fall on one side of the cut-off versus 
the other, may shift slightly with temperature or a specific trajectory. Thus, an individual 
mode’s classification may be difficult to concretely define or might become 
temperature/trajectory dependent. Nonetheless, the identification of a transition frequency 
is in practice likely to be a reasonable and useful approach, given that that the structures 
studied typically include > 103 atoms. 
Another method proposed to distinguish between propagons and diffusons is the use of a 
structure factor (SF) [9, 100-109]. This approach performs a space and time Fourier 
transform of the eigenvectors to determine an effective dispersion curves of disordered and 
amorphous materials experimentally and numerically. In a perfect crystal, the SF for each 
mode appears as a delta function.  However, several drawbacks exist with the SF, namely 
that it is not always possible to assign a wave-vector to a mode, even at low frequencies. 
Also, the SF is not a normalized quantity and therefore values must be considered 
independently for each material. Thus, similar to the Ioffe-Regel crossover method, the SF 
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method only identifies a cut-off frequency above which modes are defined as diffusons and 
below which they are defined as propagons. 
Ultimately, the method used to distinguish between propagons and diffusons (or indeed 
diffusons and locons) should be material-agnostic and should not require comparison or 
normalization based on other modes in a system. Thus, methods like using the SF are less-
desirable, as they require an arbitrary normalization between different materials. 
For these reasons, EPP seems to be the best single quantity to define diffusons. In 
particular, because modes have other characteristics besides their frequency (in contrast to, 
for example, electromagnetic waves), using a single frequency as a distinguishing criterion 
can be an oversimplification and incorrectly categorizes many modes. 
While EPP has been identified as a useful quantity for distinguishing propagons and 
diffusons, using a cut-off based on PR is less well established. The means by which one 
can distinguish between propagons, diffusons and locons are still being developed, and 
different methods have been proposed. Chief among these methods is that of Bell & Dean 
[110], who introduced the usage of the participation ratio (PR) as a means of distinguishing 
localized modes – namely locons – from delocalized modes (i.e., propagons and diffusons). 























where ,ei n  is the eigenvector of the i
th atom for the n th vibrational mode,  and N  is the 
number of atoms in the supercell. If only a few atoms have large eigenvectors, the PR is 
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small, and the mode is a locon. On the other hand, if the majority of the atoms have large 
eigenvectors, the PR is large, and the mode is delocalized, thus it is either a propagon or 
diffuson. One way to view the PR is that it represents the fraction of atoms participating in 
a vibration. Thus, for a mode with PR = 1, 100% of the atoms participate in the vibration, 
whereas when the PR is ~ 1/ N , only a single atom would be participating. 
There has not been any definitive statement made in the literature regarding exactly where 
the “cut-off” in the transition between propagons/diffusons vs. locons occurs, although PR 
values anywhere from 0.1 to 0.4 have been suggested [78, 79, 91, 111]. Regardless, the PR 
can vary by several orders of magnitude in various structures that have been studied [17, 
79, 112], and it seems reasonably acceptable that somewhere in the 10-2–10-3 regime, a 
mode could undeniably be referred to as localized, since it would mean that only 0.1-1% 
of the atoms in the system are participating in such a mode. While 0.1 is typically the lowest 
cut-off used in the literature, one could argue that a mode with PR=0.1 is still at least 
partially delocalized, considering 10% of the atoms still participate in the vibration. 
Allen and Feldman [3] have also suggested using a single cut-off frequency where the 
character changes from diffusons to locons. This frequency is termed the mobility edge”, 
a name borrowed from electron transport theory, where it describes the cut-off between 
localized and delocalized valence electrons [113, 114]. Subsequent work however has 
indicated that the use of a cut-off frequency is perhaps not the best means for distinguishing 




This lack of a well-defined and fixed cut-off point between mode classifications is a 
lingering issue. It is likely that an absolute and strict cut-off criterion may never emerge. 
In this sense, one can think of the situation as similar to that of the classification of photons, 
which, while classified based on photon frequency, are generally characterized based on 
the nature of their interactions with matter. For example, long-wavelength microwaves 
have a somewhat arbitrary cutoff to distinguish them from short-wavelength radio waves; 
similarly, it is to be expected that a similar approximate and “gray area” or transition regime 
will exist for classifications of vibrational modes. 
Regardless of the cut-off used, in all materials studied thus far, only a small minority of 
modes have been reported to be locons. Lv & Henry [6, 12] have reported the highest 
known fraction of locons in a fully dense material at 18% in amorphous silica (a-SiO2)5; in 
other amorphous materials and alloys, locons comprise less than 3-5% of vibrational modes 
[115]. Furthermore, a-SiO2 is peculiar in that the locons occur in two separate frequency 
regions, separated by a group of high frequency diffusons [6, 112] . This result negates the 
idea that there is a single transition frequency between diffusons and locons (i.e., a single 
“mobility edge” [3]). The large number of locons was therefore also cited as a likely reason 
their contributions became non-negligible in this system, as opposed to all preceding work 
[2, 3]. Follow-on studies that investigate other systems with a large fraction of locons are 
also warranted, to see if the locons are non-negligible in those systems as well.  
In theory, one could presumably concoct a fictitious structure with so much chemical 
inhomogeneity that an even higher percentage of the modes could become localized, as 
                                                 
5Shenogin et al. provided a plot of PR vs. frequency for modes in a-PS, and while it appears >18% of the 
modes may have PR < 0.1, individual PR values were not given, the fraction of locons was not reported. 
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compared to a-SiO2. For example, Moon and Minnich [78] studied a nanostructured 
amorphous alloy of amorphous silicon (a-Si) and a-Ge, in which 31% of the modes in the 
a-Si0.45Ge0.55 composition were locons. This finding then leads to the question: “How high 
the locon fraction can be?” There is not theoretical upper limit on the total possible fraction 
of locons in a system. In theory, long wave propagons (i.e. acoustic waves) must exist at 
low frequencies, and it seems unlikely that locons and propagons could exist without any 
diffusons. Nevertheless, perhaps a significant fraction of the total modes in the system, say 
90%, could be locons in a very inhomogeneous material. However, no such material has 
been shown to exist. 
1.3 Thermal Transport in Disordered Materials 
Work has been done to quantify the degree to which different classes of modes contribute 
to TC in disordered materials [2, 3, 9, 12, 13, 116]. Propagons have been estimated to 
contribute anywhere from 10-90% of total TC, depending on the material [2, 3, 9, 12, 13, 
116]. Diffusons have for a long time been assumed to make up the rest of the contribution 
to TC [2, 3, 12, 52-56], but more recent work by Lv & Henry [6, 12] has shown for the first 
time that locons can contribute to TC in some materials. Using many of the same simulation 
methods detailed later in this work, they found that in amorphous silica (a-SiO2) at elevated 
temperatures, the contribution to TC by locons is > 10% of the total TC. Thus, while there 
remains some question as to the extent to which locons can affect TC, it seems that at least 
in some materials, their effect on TC cannot be neglected. 
One particularly interesting finding by Lv & Henry is a general correspondence between 
the size/extent of delocalization and the contributions of these modes. Larger – i.e. more 
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delocalized – locons contributed more to TC than the smaller locons, which Lv & Henry 
inferred to mean locons contribute to heat conduction through their interactions with other 
modes. This interaction is possible because a larger locon involves more participating 
atoms that can serve as points of interaction with other modes. Essentially, larger locons 
overlap spatially with other modes to a greater extent and therefore should theoretically be 
able to couple with a greater number of other modes. 
Based on the expression for diffusivity derived by Allen and Feldman, this spatial 
delocalization would result in a greater degree of overlap with other modes and 
consequently a greater diffusivity. Here, it is important to note that a single normal mode 
in any system is incapable of transferring any heat, since the solutions to the equations of 
motion (i.e. the vibrational modes) are standing waves, which cannot transport energy on 
its own. Instead, a mode must couple to another vibrational mode via anharmonic 
interactions to transfer energy between modes. One can test this assertion by exciting atoms 
in a supercell exactly according to the eigenvectors of a mode: in the case of small (i.e. 
harmonic) displacements, the atoms will exhibit simple linear harmonic motions, 
oscillating back-and-forth around their equilibrium positions at the frequency of the 
vibrational mode. If, however, one displaces the atoms further from equilibrium such that 
the potential energy with respect to position of the atoms is no longer described by a simple 
quadratic equation, the trajectory of the atoms will not persist indefinitely as simple 
harmonic motion, but instead become ergodic. 
Due to the necessity of mode coupling to conduct heat, Lv & Henry argue that locons likely 
serve as bridges that allow transport between other modes – particularly diffusons – and 
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may only contribute indirectly to TC through their interactions with other modes that do 
extend throughout the material. 
Lv & Henry’s results suggest that locons can contribute to TC in a-SiO2, and additional 
studies of more materials are warranted to determine if locons contribute significantly in 
other materials as well. From a theoretical standpoint, an endeavor to investigate this issue 
should focus on materials that are likely to have a large percentage of locons, such as the 
amorphous alloys studied by Moon and Minnich [42]. 
Revisiting the idea of a locon rich (i.e. >90% of modes) material, considering the TC 
contribution from an individual locon has been found to be extremely small, it might be 
possible to design a material system that could exhibit roughly an order of magnitude lower 
TC than other comparable materials with less atomic/structural inhomogeneity. It is 
intuitively difficult to imagine a system of continually interacting atoms in which ~90% of 
the vibrational modes are localized, but there has been no study to date that theoretically 
demonstrates that this cannot happen. 
It is conceivable that such a material could exist. Low thermal conductivities for insulation 
are usually achieved through porosity, while fully dense materials usually have TC above 
~0.1 W m-1 K-1 [117-120]; the lowest recorded fully dense material TC is 0.03 W m-1 K-1 
[120]. In polymers, the presence of more than one type of atom and a wider variance in 
interatomic forces are likely to directly lead to an increased number of locons, which could 
result in a substantially lower TC. Consider for example, the possibility of achieving a fully 
dense bulk solid material with a room temperature TC on the order of 0.001 W m-1 K-1; 
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such a material does not currently exist, but it would have significant technological 
applications. 
1.4 Thermal Transport in Amorphous Polymers 
Polymers are a particularly interesting sub-class of disordered materials, because they tend 
to consist of long chain molecules that are entangled when in their amorphous state. In 
many commercial/industrial applications, they are often used in their amorphous state, 
because they can usually be melted, injection molded, or cured at moderate temperatures, 
making them very inexpensive to form into complicated shapes. One of the unique 
attributes of polymers is the fact that many of them can take on varying degrees of disorder, 
and through processes such as mechanical stretching, one can make polymers that traverse 
the full range of order – from fully disordered to fully ordered/crystalline [85, 88, 89]. In 
this sense, polymers are special because they are the one class of solids whose degree of 
order can be tuned on a continuous spectrum; thus, they provide a means for studying how 
disorder affects phonon transport in a continuous manner. Fundamentally, this 
characteristic of polymers derives from their chemical bonding nature. Polymers, 
especially thermoplastics, generally consist of strong/stiff covalently bonded atoms that 
form a single molecule from a repeating monomer, and the macromolecules tend to interact 
through much weaker interactions, such as van der Waals forces hydrogen bonding. A 
rather intrinsic feature of a bulk polymer is this disparity in bond strength. In a bulk 
amorphous polymer, both of these interactions are present, but it is the weaker interactions 
that tend to dominate, as amorphous polymers tend to have thermal conductivities on the 
order of 0.1 W m-1 K-1 and are regarded as thermal insulators. 
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In theory, as with all other disordered materials, amorphous polymers should contain 
propagons, diffusons, and locons, but detailed studies of vibrational modes in polymers are 
lacking. Of the few that have been carried out, Shenogin et al. [36] found that TC in 
amorphous polymers is due almost entirely to a few low-frequency propagating modes, 
while most modes were found to be localized and had negligible contribution to TC. 
Conversely, Hsieh et al. [90], found that the vast majority of thermal transport in 
amorphous polymers is due to diffusons, not propagons. They also point out that such 
findings are consistent with Allen and Feldman’s model for minimum TC [2, 25], which 
itself is a more rigorous treatment of Einstein’s model [91, 92]. More work is necessary to 
resolve these conflicting results and determine definitively whether propagons or diffusons 
or possibly even locons are responsible for TC within amorphous polymers. It is expected 
that one could employ the same techniques such as SCLD, Greek-Kubo analysis, and 
normal mode dynamics to polymers, just as they have been applied to amorphous 
semiconductors [4, 6, 12, 13, 69, 74, 75, 93-96]. However, there is a key problem that one 
is likely to encounter that opens up many interesting scientific questions worth exploring. 
Specifically, because polymers are usually formed from a chain of monomers, one must 
address the problem of structural changes in the polymer such as e.g. conformational 
changes due to the rotation of a monomer on a chain about the chain axis between two or 
more alternative metastable states.  
In considering the SCLD problem, one might expect to find many unstable modes in an 
amorphous polymer, which would manifest as solutions with negative eigenvalues (i.e., 
imaginary frequencies). Such solutions are in general a useful and meaningful indication 
of the behavior of a material, and the corresponding eigenvectors could offer interesting 
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insights. However, it is not clear how one should interpret the existence and behavior of 
such modes. It is clear that from a purely mathematical standpoint, one could use Green-
Kubo Modal Analysis (GKMA – see Section 3.2.2 Green-Kubo Modal Analysis) to treat 
the imaginary frequency (IF) modes in the modal decomposition and complete the 
calculation, but it is not clear how to physically interpret the TC contribution of these 
modes. This is then an interesting and open question that should be addressed in future 
work, as this work only engages the very beginning of studying this question. 
Furthermore, it would be useful to understand what role, if any, such modes play in the 
phonon-phonon interactions. For example, do IF modes preferentially interact with one 
particular class of modes (i.e., propagons, diffusons, or locons)? Is it possible IF modes 
actually contribute substantially to the TC, or are their contributions within the GKMA 
framework near zero, or perhaps even predominantly negative, indicating that they only 
serve to reduce TC? Prior work by Zhang & Luo [121] has shown that for a single 
polyethylene chain, as one increases temperature and reaches a regime where conformation 
changes begin to happen, there is a dramatic reduction of TC. Whether such pronounced 
effects are observed in an amorphous state is an open question, as the effect may be 
outweighed by the drastically different mode character that occurs in the amorphous state. 
Nonetheless, many interesting questions remain when it comes to polymers and many new 
studies are needed that apply the most advanced and detailed modeling techniques to this 
class of materials, so that a deeper understanding of the mode level interactions, 
contributions and behaviors can be developed. 
This dissertation will investigate the thermal behavior of three amorphous thermoplastics: 
amorphous poly(methyl methacrylate) (a-PMMA), a-PS, and amorphous polyvinyl 
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chloride (a-PVC). All three polymers are comprised of carbon (C) and hydrogen (H), while 
PMMA contains oxygen (O) atoms, and PVC contains chlorine (Cl). The molecular 
structure of a monomer of each polymer is shown below in Fig. 3. 
 
Figure 3. Chemical structure of a monomer of a-PMMA (left), a-PS (center), and a-
PVC (right). 
This work is restricted to the aforementioned thermoplastics for two primary reasons: 1) 
Due to the nature of thermoplastics, they can be annealed and/or melted using MD to relax 
the structure without concern about significant changes to the structural properties of the 
materials (as opposed to thermosets, which are irreversibly cured). 2) There is a limit to 
the number of polymers that can be studied, given finite computational resources. By 
focusing only on these thermoplastics, there will perhaps be some observations that may 
apply more broadly to thermoplastics in general: due to the significant differences between 
the three thermoplastics selected, the findings that hold across all three polymers are more 
likely generalizable to a large number of other thermoplastics than if three very similar 
thermoplastics were to be studied. Although several results detailed in this work will likely 
apply to many other thermoplastics, because only three polymers are being studied here, 
this work will refrain from making broad claims about thermoplastics in general. 
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1.5 Outline of the Remainder of the Dissertation 
Chapter 2. Initial Observations begins with some critical technical details necessary for 
understanding all proceeding results, particularly molecular dynamics and LD, then shows 
some results that are highly disparate from findings for other classes of materials. In 
particular, the PR of the modes in a-PMMA is found to be unusually low, and IF modes 
are observed, even in a relaxed supercell. These anomalies raise five primary questions and 
corresponding hypotheses that form the basis of this dissertation and which are listed at the 
end of the chapter. 
Chapter 3. Analysis Techniques and Methods provides some further technical details that, 
while not necessarily critical for understanding the broad implications of this work, will 
allow for further insight and understanding of the results. These details include methods 
for generating 1) a monatomic amorphous supercell and 2) an empirical interatomic 
potential based on fitting results from Density Functional Theory. The chapter also 
describes the basics of the Greek-Kubo and GKMA methods. 
Chapter 4. Localization and Thermal Conductivity of Normal Modes in Amorphous  
investigates the relationship between mode localization and TC in amorphous polymers. 
Two new methods are proposed to describe mode localization, and the relationship between 
modal TC and mode localization according to both PR and these new descriptors is 
investigated. The findings of this chapter are rather unexpected based on previous findings 
in the literature, and some possible explanations are presented. 
Chapter 5. Imaginary Frequency Modes in Amorphous Polymers applies many of the same 
methods used in Chapter 4 to IF modes. The nature of these modes, their localization, and 
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their TC is discussed. Here again, the results were not anticipated and result in many open 
questions. 
Finally, Chapter 6. Conclusions provides some concluding remarks summarizing the work 




CHAPTER 2. INITIAL OBSERVATIONS 
This chapter describes the methods and findings that have motivated the work in 
subsequent chapters. The chapter starts with a discussion of the critical technical details of 
how results were calculated, then describes some initial results obtained from simulations 
of a-Ge and a-PMMA. From there, several questions are raised from the initial results, each 
with an accompanying hypothesis. Answering the questions raised at the end of this chapter 
comprises the main subject matter of the remaining chapters. 
2.1 Methodology 
All original results presented in this dissertation are obtained via calculation/simulation, 
with heavy utilization of molecular dynamics (MD) simulations and LD calculations. 
While more will be said about these methods and MD in particular in Chapter 3. Analysis 
Techniques and Methods, all the necessary details to understand the major findings of the 
initial results discussed in this chapter are provided here. 
2.1.1 Details of Molecular Dynamics Simulations 
All MD simulations described herein were carried out using the open-source Large-scale 
Atomic/Molecular Massively Parallel Simulator (LAMMPS) MD software [122]. 
LAMMPS is an open-source software package that can be modified by the user, which will 
be of great importance in subsequent sections of this work. 
MD is a method whereby the trajectory of one or several atoms is propagated forward in 
time in real-space according to Newton’s laws of motion. Atoms are modeled as rigid 
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point-particles that experience forces based on the location and type of neighboring atoms 
in the system. 
Two primary inputs are required for any MD simulation. First, one must have a means of 
describing the forces between atoms, typically accomplished by using an interatomic 
potential, which is a mathematical expression that describes energy/forces between atoms 
as a function of atomic species and the atoms’ relative positions. Second, one must specify 
the initial conditions of the system by providing a description of where each atom is located 
in space and its velocity. Although describing the locations of the atoms straightforward in 
crystal with a simple unit cell, it is not immediately obvious how best to position the atoms 
in an amorphous material. 
2.1.1.1 Interatomic Potentials 
To run a “classical” MD simulation requires an empirical interatomic potential (EIP). EIP’s 
are functions that may take many forms, but they are generally fitted to results from either 
experiments or first-principles calculations. A well-fitted EIP should in theory reproduce 
physical properties of the material it is modeling. In practice, fitting EIP’s is quite 
challenging, and even highly-sophisticated EIP’s are fitted to accurately reproduce only a 
subset of material properties (e.g. accurately describing elastic properties of Si, but failing 
to correctly reproduce surface energies [123]). Simulations employing an EIP are readily 
parallelized and their computational cost scales linearly with the number of atoms in the 
simulation. MD simulations utilizing EIP’s can include the full anharmonicity of the atomic 
interactions, allowing for an explicit treatment of disorder, but are generally limited by 
their classical nature, i.e. they cannot reproduce quantum mechanical phenomena, although 
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other methods have been developed to account for these effects [124]. For the systems 
studied here, their size and simulation times required for a converged TC prediction 
precludes the direct use of first-principles, necessitating a reliance on EIP’s. 
The simulations described herein have used two different sets of potentials. Models of 
amorphous polymers implemented the DREIDING force field, a sophisticated EIP that can 
be used “for predicting structures and dynamics of organic, biological, and main-group 
inorganic molecules” [125]. The DREIDING potential has been tested against real-world 
systems in numerous cases for organic molecules, including predictions of crystal structure 
[125], rotational energy barriers [125], conformational energies [125-129], and binding 
energies [128, 130, 131], with agreement ranging from satisfactory to excellent. 
Models of a-Ge used a hybrid potential comprised of a linear sum of the Tersoff [132], 
Buckingham [133], and damped-shifted force Coulomb [134] (hereafter referred to as 
TBC) potentials; while the form of each potential was unaltered, the specific parameters of 
the potential were fit using a genetic algorithm-based method [135]. More details of the 
fitting procedure can be found in Chapter 3. Analysis Techniques and Methods. 
2.1.1.2 Generating Amorphous Structures 
While an accurate EIP is a key component to an accurate MD simulation, it is not the only 
necessary factor for accurately reproducing experimental results. Of equal importance is 
the structure being simulated, and in particular, ensuring it accurately represents the 
structure of an actual sampled used in an experiment. The reasons are apparent if one 
considers simulating different allotropes of an otherwise chemically identical compound, 
or in the extreme case, crystalline vs. amorphous materials. In such cases, the EIP to 
 
 28 
describe the materials may be the same, but differences in structure alone will lead to 
drastically different material properties. 
Creating a MD crystalline structure (i.e. creating a list of atomic positions for atoms in a 
crystal) is straightforward. One need only identify atomic coordinates for a single unit cell, 
then tesselate the cell to fill the simulation domain. Selecting atomic coordinates for an 
amorphous structure is considerably more challenging, as by definition, there is no long-
range order to amorphous structures. 
One successful approach employed to generate such structures is the melt-quench 
procedure [136], whereby a MD simulation is carried out in a crystalline material, which 
is then melted and quickly quenched, freezing the atoms in a random, amorphous 
configuration. While such an approach is certainly useful, the method requires performing 
a MD simulation, which in turn requires an accurate EIP6. However, in the case where an 
EIP is fitted, as is the case for a-Ge in this work, such structures were not available to use 
as inputs to density functional theory (DFT) – a first-principles method for obtaining a 
high-accuracy solution to the Schrödinger equation, yielding the charge distribution of 
electrons in a material. Instead, for the work described herein, a different method was used 
to generate small clusters of a-Ge. This newly-developed method uses a probabilistic 
approach to determine the position of atoms based on an amorphous material’s radial 
distribution function (RDF), which in turn is determined from experiments. The RDF 
                                                 
6One way to run MD and ensure an accurate description of interatomic forces is to use DFT-based MD. In 
such a case, rather than use an EIP to describe interatomic forces, they are calculated at each timestep using 
density functional theory. Such calculations are quite expensive computationally however and as with other 
DFT-based methods, scale with 3N . They are therefore infeasible for MD simulations on a reasonably-sized 
supercell (≳ 103 atoms), necessitating the use of an EIP instead.  
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measures the average number of neighboring atoms as a function of distance from a central 
atom. More about this method and the RDF will be discussed in Chapter 3. Analysis 
Techniques and Methods. 
Accurately creating amorphous polymer structures is even more challenging: not only are 
polymers polyatomic, but they are also comprised of varying individual units that consist 
of different atom types, functional groups, etc., all of which increases the heterogeneity of 
the structure substantially. Thus, more sophisticated methods are needed to accurately 
produce such amorphous structures. Fortunately, prior work has been done to create a tool 
capable of building such structures, namely the Polymer Modeler [98]. All polymer 
simulations in this work are carried out on structures created using the Polymer Modeler 
and were then allowed to relax using LAMMPS. The specifics of how each polymer 
supercell was created is detailed in Appendix A. Commands used to Generate Amorphous 
Polymer Supercells via the Polymer Modeler. Once a relaxed structure and an accurate EIP 
to describe it are obtained, one can begin to study the properties of the material using 
various computational methods. 
2.1.1.3 Example Relaxation Procedure for Poly(methyl methacrylate) - PMMA 
This section describes the relaxation procedure applied to a-PMMA. As discussed in the 
previous section, the polymer was relaxed in LAMMPS using the DREIDING potential, 
with the initial structure being determined from the Polymer Modeler code. The simulation 
domain was a cube 30.4 Å on each side with periodic boundary conditions. The a-PMMA 
consisted of 4 isotactic linear chains of 50 monomers each; given that a single monomer is 
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comprised of 15 atoms, and accounting for the 2 H atoms at the end of each polymer chain, 
the total number of atoms in the supercell is 3008. 
The relaxation process involved several successive minimizations via the LAMMPS 
minimize command. This minimization process involves LAMMPS iteratively computing 
the local energy gradient (i.e., forces) for every atom and moving the atom some distance 
down the gradient. The process is repeated until the change in energy is below a specific 
tolerance value, or the process reaches a maximum number of iterations. For details of the 
specific LAMMPS commands used, see Appendix B. Description of Relaxation Process 
for Amorphous Structures Created in the Large-Scale Atomic/Molecular Massively 
Parallel Simulator. (The appendix also contains details of the relaxation applied to a-Ge, 
which was a very similar process.) After this series of minimizations, the atoms are 
simulated at a finite temperature using MD with a 1 fs timestep. It should be noted that a 
timestep of 0.1 fs is necessary to adequately resolve the dynamics of H atoms in the 
polymer when calculating its TC, however a timestep ~10x that necessary for accurate 
dynamics is considered sufficiently small for the purposes of structural relaxation, as an 
accurate atomic trajectory is unimportant [137]. The atoms are simulated using a constant 
atom number, volume, and temperature (NVT) ensemble. The temperature is controlled by 
means of a Langevin thermostat. 
The atoms were first heated and held at 300 K for 1 ns, after which time they were cooled 
from 300 K to 0 K linearly over the course of 1 ns, at which point they were held at 0 K 
for an additional 1 ns. To ensure the structure was relaxed, the Langevin thermostat was 
removed so the atoms were operating under a constant atom number, volume, and energy 
(NVE) ensemble. If the atoms were in an unstable configuration, they would develop non-
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zero velocities, through the conversion of potential energy (PE) into kinetic energy, and 
their position would change after some small (~10 fs) amount of time. However, in the 
simulations described here, after simulating the relaxed structure for an additional 100 ps, 
the atoms did not change position appreciably (<< 10-3 Å), and the temperature remained 
~10-4 (effectively 0) K. 
It is worth discussing this relaxation method further, as it will be important to demonstrate 
for some future calculations that the structure was indeed relaxed. This relaxation has been 
checked by several means, all of which lead to the conclusion that the a-PMMA supercell 
is indeed relaxed. As mentioned, the first test performed was to determine whether, after 
the polymer had been held for some time at 0 K, the atoms moved in the absence of a 
thermostat, which they did not. Next, the PE of the system throughout the relaxation 
process was plotted (see Fig. 4), and the results indicate that he polymer is in fact relaxed. 
To understand this conclusion, first note that while the PE drops quickly at first, by the 
time 1 ns has elapsed, the PE has leveled off. Next, as the polymer is cooled over the next 
ns, the PE follows a linear trend, remaining proportional to temperature. This trend 
indicates no structural changes are occurring, which is what would be expected if there 
were instabilities in the structure; in such a case, one would observe step changes in the 
PE. At 0 K, the PE fluctuates around 0 with a magnitude on the order of 0.01 kcal/mol 
(compare this with an energy of 3000 kcal/mol at 300 K). These fluctuations exist both 
while a Langevin thermostat is applied (from 2 to 3 ns in the figure), and after it is turned 





Figure 4. Potential energy vs. time for the PMMA relaxation process. The polymer 
was held at 300 K for the first ns, after which it was cooled to 0 K and held at that 
temperature. 
Several different relaxation methods in LAMMPS were investigated. However, other 
methods yielded structures with a higher relative PE and an increased number of IF modes 
compared to the structure obtained from the relaxation method above. Briefly, two 
alternative relaxation processes used in failed attempts to further relax the structure were: 
1) Increasing the annealing time by holding the structure at 300 K for a time period 
longer than 1 ns. In this case, the PE did not decrease any further, and after 
performing and LD calculation, a larger number of IF modes were observed 
compared to the best-case described above. 
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2) Increasing the annealing temperature from 300 to 800 K. In this case, the 
resultant PE of the final relaxed structure was much higher than the best-case, and 
there were more IF modes present. 
It is suspected that this inability to obtain further relaxation is because the Polymer Modeler 
tool actually does well at creating a structure close to a local minimum energy-state (see 
Appendix A. Commands used to Generate Amorphous Polymer Supercells via the Polymer 
Modeler). If the polymer is heated at too high a temperature or for too long a time period, 
it consequently changes its structure, to the point where it actually relaxes to a higher-
energy configuration. This finding is consistent with MD simulations run to determine the 
TC of a-PMMA. In such cases, when held at 300 K, atoms in the polymer began to 
“wander” after 1 ns (simulations were consequently limited to 900 ps), causing structural 
changes in the polymer. Before ~1 ns, the average (and maximum) displacement of the 
atoms is 1-2 Å, commensurate with the expected vibrational amplitude for atoms at room 
temperature. However, beyond 1 ns, displacements of ~4 Å were often observed. 
With a stable structure obtained, the next step is to begin to analyze the thermal properties 
of the material. While some analysis of the bulk properties (i.e. the material’s total TC) can 
be obtained from simple MD runs, of particular interest are the specific dynamics at play 
within the material, which is dependent on the vibrational modes of the material. 
Determining these modes necessitates the use of another method of analysis, namely, LD. 
2.1.2 Lattice Dynamics 
The second major tool (apart from MD) used to analyze normal modes and thermal 
properties of the materials is LD, which is a means by which atomic positions and velocities 
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can be decomposed into a linear superposition of unique vibrational modes. Understanding 
the physics of how these modes interact to transport heat in a material provides an 
additional level of insight into the dynamics of thermal transport beyond the results of a 
simple calculation of the material TC. The specifics of the method are described here. 
Consider a collection of N  atoms in a stable configuration at 0 K7. These atoms can be of 
one or multiple species and arranged in any configuration, crystalline or amorphous (or 
some mixture of the two). At low to moderate temperatures, the atoms will vibrate around 
their equilibrium location. These vibrations may be complex and appear random, but in 
fact follow strict rules regarding their excitation. The vibrations of the atoms can be 
collectively decomposed into 3N  normal modes, which in superposition can completely 
describe the dynamics of the system.  That there exist 3N  such modes is because for a 
given atom, one can write 3 independent equations of motion (1 each in the x -, y -, and z
-directions) for each atom in the system; LD is the means by which one can simultaneously 
solve all equations of motion. The resulting 3N  solutions to the equations of motion are 
the 3N  normal modes. 
First, consider a well relaxed crystalline material with PE  . The PE can be written as a 
Taylor expansion around the equilibrium positions of the atoms as 
                                                 
7Actually LD techniques can still be applied in cases where the atoms are not stable and/or are not at 0 K. 
However, such situations are less common and not pertinent to this dissertation; this work will be restricted 
to relaxed structures at 0 K. Boundary conditions also need not be periodic, although for all cases disused in 
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And so on. Equation (4) can therefore be rewritten for atoms at equilibrium as 
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For small displacements around equilibrium, higher order terms can be neglected, and the 
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u  is the acceleration vector of atom b  in unit cell l , 
 ;bl b l   is the 3 3 force constant matrix describing the interactions between atoms bl





u  is the displacement of atom ' 'b l  from its equilibrium position, and the 
summation is over all atoms in the system. First, assume a harmonic, plane-wave solution 
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e  is the 
eigenvector describing the direction of motion for atom b  for the mode described by k  on 
dispersion branch  , and t  is time. (Note that in Eq. (11), i  is not an index, but rather 
1i   .) 
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Here,  D k  is the dynamical matrix, which in addition to containing information about 
the eigenvectors and frequencies of vibrational modes in the material also describes the 
stiffness of the material. It is given by 
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From here, one can further construct the density of states (DOS), calculate temperature-
dependent heat capacity, etc. However, it is important to note that no information is 
provided about the TC of the individual modes, which arises due to the higher order terms 
that were neglected. 
It is important to note here also that according to LD, when symmetry is broken, the 
solutions to the equations of motion have to change to reflect this breaking of symmetry, 
which results in a loss of periodicity of some modes (which results diffusons) and/or spatial 
localization (which results in locons). Another way to conceptualize the rationale for the 
existence of locons is that when an atom is distinct from all other atoms, it will require 
specially tailored solutions. If other atoms with similar characteristics are not close by, then 
these specially tailored solutions that are required to describe these locally unique atoms 
must themselves be localized. By understanding this effect of symmetry breaking, one can 
then identify what is likely to lead to a material system with a large fraction of locons. 
The means by which LD methods are used to understand disordered materials is also 
slightly different from that used for crystals. In an amorphous material, one does not define 
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a unit cell, but rather treats the entire structure as a single supercell, allowing the use of 
SCLD by applying LD at the Γ point ( 0k ) of the supercell. Thus, whereas the solutions 
to Eq. (12) are assumed to be plane-waves within the supercell for a crystalline material, 
they are not constrained as such for an amorphous material. If one makes this restriction 
(by applying it only at the Γ point), Eq. (13) reduces to 








    k  (14) 
In this way, LD can be generalized to any material, even if it is not a simple, periodic 
structure. It should also be noted that for an SCLD calculation applied at the Γ point, all 
eigenvectors resulting from the calculation have real (i.e. not complex/imaginary) values 
[138]. 
For a relaxed structure, the dynamical matrix is symmetric and Hermitian, so it should yield 
real values for the frequency and eigenvectors of each mode. However, there is an 
interesting observation to make regarding the LD calculations of a-PMMA, namely the 
presence of IF modes. These modes are not typically found in stable, relaxed structures at 
0 K; most references in the literature are to a single such mode with an IF, which 
corresponds to a transition state [139-147]. In such cases, all other modes in a system are 
found to have real frequencies (RF’s) [139, 140]. One notable – and comparatively 
common – exception in which more than one IF mode is observed at a time is instantaneous 
normal mode analysis (INMA) [148]. INMA applies LD to atoms that are not at 
equilibrium, but rather at positions corresponding to those from a snapshot of a single 
instant from an MD run at a non-zero temperature. The technique is typically applied to 
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liquids, which have no “stable” atomic configuration, and IF modes (typically ~5-30% of 
the total modes [148-154]) show up in such cases. 
Although there is scant discussion in the literature of LD calculations of amorphous 
supercells, some preliminary observations exist that raises the possibility of IF modes being 
present, even in the ground state. The first observation to make is simply the structure of 
the polymers themselves – as noted in Chapter 1, this work is limited to discussing 
thermoplastics and not thermosets. In such materials, the strength of the intramolecular 
bonds (i.e. covalent bonds within a single polymer chain) are roughly two orders of 
magnitude larger than intermolecular van der Waals and hydrogen bonding. This large 
disparity in forces, in combination with the different atomic species, orbital hybridizations, 
functional groups, etc. leads to a highly-asymmetrical potential energy surface (PES), 
which generally results in less innate stability within the material. Furthermore, as noted 
previously, after being held at elevated temperatures for a sufficient period of time, the 
polymer chains will begin to gradually “walk”, shifting the equilibrium location of their 
constituent atoms, particularly near the end of the chains. Finally, it is worth highlighting 
some results of Zhang & Luo [99], who have provided evidence of the effect of 
conformational changes in crystalline polyethylene chains on the TC. They observed that 
above 400 K, the volume of the polymer chains increases dramatically, and the TC drops 
by an order of magnitude along the direction of the chain. The interpretation provided by 
Zhang & Luo is that in such cases, some chain segments “flip” from an all-trans 
conformation to one in which there is some mixture of cis and trans units. They hypothesize 
that when this change happens, the kinks formed by this inconsistency in conformation of 
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the polymer units serves as an impediment to phonons that would otherwise conduct heat 
along the chain, resulting in a dramatic decrease in TC along the direction of the chain. 
While the polymers studied in this dissertation do not include polyethylene, nor are they 
crystalline, it is possible that similar effects could occur. If this is indeed the case, one must 
consider the possibility of IF modes resulting from LD calculations that indicate a structural 
change in the polymer, such as a cis-to-trans monomer rotation. 
Another possibility is that due to the unique nature of polymers, perhaps even at 0 K, their 
behavior is somewhat analogous to a liquid at 0 K (e.g. liquid helium), and some modes 
will always be IF modes, regardless of how well-relaxed the structure is. While this 
hypothesis is beyond the scope of this dissertation, the possibility is intriguing to consider. 
All LD calculations in this work have been carried out using the General Utility Lattice 
Program (GULP) [155]. GULP allows one to determine all relevant information about the 
normal modes of a periodic supercell, including frequencies and eigenvectors. It also has 
built-in capabilities to handle both TBC and DREIDING potentials. 
While LD can yield a mode with an IF, when plotting vs. frequency, IF modes are typically 
represented instead with negative values (i.e. a mode with 10i   THz will be depicted as 
having a frequency 10    THz), since the result of the LD calculation is a negative 
eigenvalue equal to 2 . This dissertation will follow this same convention. Furthermore, 
there will at times be references to “high” and “low” frequency modes; in such cases – 
specifically in relation to IF modes – this refers to the magnitude of the frequency. Thus, 




2.2 Initial Results 
Presented here are some initial results of calculations that have motivated the research 
discussed in the remaining chapters of this work. Specifically, LD calculations performed 
for a-Ge and a-PMMA are discussed, with extra attention given to similarities and 
differences between the two materials. 
The DOS of a-Ge and a-PMMA are plotted in Fig. 5 below. Note that IF modes in a-PMMA 
were indeed observed; consistent with previous literature, these modes are plotted on the 
negative frequency axis. 
 
Figure 5. DOS of a-Ge and a-PMMA. Modes with an IF are plotted on the negative 
x-axis. 




Figure 6. PR vs. frequency for a-Ge and a-PMMA. 
The results in Fig. 6 are notable for several reasons. First, examining a-Ge, it is evident that 
in general, low-frequency modes are delocalized (i.e. their PR is ≳ 0.1), whereas high-
frequency modes exhibit a much higher degree of localization. One notable exception is 
the presence of partially localized modes with PR ≲ 0.3 at low frequencies (i.e. < 10 THz), 
a result which is unusual, even for amorphous materials [3]. It has been observed that in 
some systems, mode localization is an artifact of a small supercell (typically, ≲ 1,000 
atoms) [60]; the anomalously low PR of low-frequency modes observed in a-Ge may be 
one such case. 
Even more striking are the results for a-PMMA, in which 126/9024 (1.40%) of the modes 
have an IF; interestingly, as discussed in Section 2.1.1.3 Example Relaxation Procedure 
for Poly(methyl methacrylate), this structure is relaxed, at least to a meta-stable state (i.e. 
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atoms do not move at 0 K), so the presence of IF modes is somewhat unexpected in this 
regard. However, from another perspective, IF modes are perhaps not entirely surprising; 
as mentioned, one could anticipate such modes to be present and correspond to 
conformation changes in the polymer. It should be noted, however, that the mere presence 
of IF modes does not necessitate observing any actual conformation changes. 
Apart from the presence of IF modes, the other striking feature of the modes in a-PMMA 
is the extremely high degree of localization of the modes. The vast majority of the modes 
are what would typically be considered locons (i.e. PR < 0.1), and virtually every mode 
has a PR < 0.2. Such a high degree of localization is quite surprising and, does not appear 
to have been observed in simulations of any other class of bulk material. Localization vs. 
frequency typically follows the same general trend exhibited by a-Ge (though typically 
without the partial low-frequency localization observed here). The observance of any low-
frequency localized modes would be notable. That every mode appears at least partially 
localized is quite unexpected. 
Furthermore, when viewing these modes, they appear delocalized: the eigenvectors are 
often spread across much if not all of the supercell, even for modes with low PR’s. Consider 




Figure 7. Low-PR modes in a-PMMA. C shown in gray, O in red, and H in white, 
with the eigenvectors shown in black. Atoms removed in figures on the right for 
clarity. The PR of each mode from top to bottom is 0.029, 0.033, 0.038, and 0.037. 
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While some degree of localization is evident, the modes shown here still clearly consist of 
atoms that are excited across much of the supercell, despite the fact that the PR of each 
mode is ≤ 0.05 – well below the traditional PR cutoff for locons. This result in and of itself 
is unusual and not one that has been discussed previously in the literature. No other bulk 
material has been shown to have such low-PR, low-frequency modes; that these modes 
actually appear delocalized is even more intriguing and leads to several questions. 
2.3 Remaining Questions 
The presence of IF modes in a-PMMA, as well as the anomalously low PR of all the modes 
has led to the definition of several fundamental questions that will define the scope of the 
remainder of this work. This section will define five over-arching questions and provide 
an initial hypothesis for each. After further describing the methods used in Chapter 3. 
Analysis Techniques and Methods, the remainder of this dissertation will be devoted to 
answering the five questions listed here. 
One motivation for these questions is whether or not the findings for a-PMMA hold for 
other amorphous polymers, which will be tested for by answering the questions outlined 
below not only for a-PMMA, but also for a-PS and a-PVC. While this work expressly does 
not attempt to generalize the results beyond these materials, it would not be surprising if 
many of the findings here apply broadly to other thermoplastics. Furthermore, this work is 
restricted to thermoplastics (see Section 1.4 Thermal Transport in Amorphous Polymers 
for a rationale for this limitation), but the same questions can and should be asked of 
thermosets as well. 
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2.3.1 Question 1: The Persistence of Mode Localization in Different-Sized Supercells 
The first question is a preliminary one, but one that is important to answer before 
proceeding with any further analysis. As noted previously, mode localization can be an 
artifact of a small supercell [60], and in such cases, were one to study a larger supercell, 
the average PR of the modes would be higher. Thus, the first question is simply: 
Does the low average PR observed in a-PMMA persist across different 
supercell sizes, and is this also the case for the other amorphous 
thermoplastics in this study? 
This degree of localization is hypothesized to be an inherent property of amorphous 
polymers: localization itself is already an inherent property of disordered materials, and 
there are additional factors that could lead to a further increase in degree of localization. In 
the case of polymers, due to 1) the strong covalent bonds along polymer chain backbones 
and the much weaker bonds between chains and 2) the fact that these chains are in an 
amorphous configuration (i.e., there is significant inhomogeneity in both bond strength and 
stereochemistry), it is hypothesized that a greater degree of localization will persist, 
regardless of polymer type or supercell size. In other words, due to the highly asymmetric 
and inhomogeneous PES, it is expected that due to the highly asymmetric PES, the low PR 
measured is an inherent property of amorphous polymers (and more specifically, the 
thermoplastics in this study), and not simply an artifact of supercell size. 
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2.3.2 Question 2: The Anomalously Low Participation Ratio of Normal Modes in 
Amorphous Polymers 
As noted in Question 1, according to PR, it appears the modes in a-PMMA are almost 
exclusively locons (and presumably in other polymers too). Assuming this localization is 
not an artifact of supercell size, many questions remain regarding the modes in amorphous 
polymers: 
With most modes having a low PR ascribed to locons, are the modes 
actually localized, or would an alternative descriptor indicate they are 
delocalized? 
It appears at first glance that the modes in a-PMMA are localized, since their PR’s are in 
fact low, but from viewing the eigenvectors for these vibrations, many of them do not look 
completely localized. While these modes are energetically localized based on the PR, it is 
hypothesized that an alternative descriptor of localization based on how the modes are 
confined spatially or in terms of different polymer chains may elucidate more information 
about the degree/aspects of how these modes are localized. In particular, an alternate 
descriptor may indicate the modes are in some way delocalized. 
2.3.3 Question 3: The Contribution of Localized Modes to Thermal Conductivity 
Ultimately, the behavior of normal modes in polymers as they relate to TC is of primary 
interest. Thus, while the high degree of localization is in and of itself intriguing, even more 
interesting is understanding the relationship between how localized a mode is and its total 
contribution to TC: 
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Do localized modes contribute to TC in the amorphous thermoplastics in 
this study? 
Based on the results of Lv & Henry [6, 12], it seems reasonable to predict that locons will 
be a significant carrier of thermal energy in amorphous polymers, especially since 
(according to PR) they are the predominant mode type. However, such a result would still 
be surprising, as most work to this point has indicated that locons have a small/negligible 
contribution to TC. Furthermore, it is hypothesized that there will be a positive correlation 
between a mode’s PR and the magnitude of its TC, consistent with Lv & Henry’s results. 
2.3.4 Question 4: The Nature of Imaginary Frequency Modes 
Next, consider IF modes. In particular, though existence of IF modes was anticipated, there 
remains the question of what these modes actually are: 
Do IF modes correspond to conformation changes in the studied 
thermoplastics? If not, is there any evidence of some other structural 
change between metastable states occurring? 
The IF modes are hypothesized to correspond to conformation changes, consistent with 
Zhang & Luo’s [121] identification of such instabilities in polyethylene chains. 
2.3.5 Question 5: The Contribution of Imaginary Frequency Modes to Thermal 
Conductivity 
Finally, as with highly localized modes, the question exists whether or not IF modes can in 
fact contribute to the TC of amorphous polymers. Because these modes may be some 
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change to the structure of the polymer, perhaps they do not play an active role in 
transporting heat and it is possible to simply neglect them, i.e.: 
Do IF modes contribute to TC in the amorphous thermoplastics in this 
study? 
Since the polymer chains are disordered already, unlike Zhang & Luo’s study [121] where 
the conformation flips have bene shown to have a dramatic effect on TC, in the case of an 
amorphous polymer, IF modes are predicted to be conformation changes that do not affect 
TC. Therefore, the impact of IF modes is at most small, and possibly negligible. It is 
possible however that these modes have more significant contributions to TC – 
commensurate with the RF modes in the polymer. 
These questions will be answered in the next few chapters of this dissertation. However, 
first further detail is provided of some of the methods used to set up the simulations and 
calculations of the TC of normal modes. Following that description, this dissertation will 
delve into what the methods show about vibrational modes in amorphous polymers, and 
specific focus will be given to answering the aforementioned questions and testing the 
corresponding hypotheses.  
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CHAPTER 3. ANALYSIS TECHNIQUES AND METHODS 
This chapter begins with a description of how MD simulations – simulations which 
evaluate the motion of atoms over time – are initialized. There is a particular focus on the 
interatomic potential used to describe the PES in the material and on the atomic structure 
of the material. The accuracy of both these variables is critical to obtaining meaningful 
results from MD. 
This chapter will then delve into the details underpinning the means used to determine the 
TC contributions of individual vibrational modes, namely the Green-Kubo Modal Analysis 
(GKMA) method [6, 12, 13, 156-158]. GKMA utilizes a LD modal decomposition of 
individual atomic velocities to ascribe some fraction of the total heat flux in a material to 
each mode or group of modes; this method has been developed and validated elsewhere [6, 
12, 13, 156, 157] and is central to the entirety of this dissertation. 
3.1 Methods to Initialize a Molecular Dynamics Simulation 
As noted in Chapter 2, there are two critical components to a MD simulation: an accurate 
EIP and an accurate atomic structure. The methods used to generate both of these 
components are discussed here. 
3.1.1 Creating Phonon-Optimized Empirical Interatomic Potentials 
There are many instances where generating a material’s structure and EIP is simple and 
straightforward. In the case of structure, one can easily generate an accurate crystal 
structure of any size given the basis set and size of the simulation domain. In the case of 
an EIP, one could use an existing potential such as Lennard-Jones [100] or Tersoff [101], 
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or use DFT to determine the interatomic forces at every timestep. However, there exist 
many situations in which the structure, EIP, or both are not readily available and must 
instead be generated from scratch. Of particular relevance to this work are situations in 
which the structure is not well-defined, such as amorphous materials, or the EIP does a 
poor job of predicting accurate thermal properties (e.g. TC). In such cases, one must 
generate the structure and/or potential from some combination of first-principles and 
experimental results. What follows is a description of how both EIP’s and amorphous 
structures were generated for simulations of a-Ge. 
As the name suggests, EIP’s are empirical; as such, their functional form does not come 
from first principles but rather is fitted to the PES of a material. The goal of any EIP should 
be an accurate description of interatomic energies and forces, such that the MD simulation 
in which the potential is used accurately reproduces real-world properties, such as lattice 
constant and lattice energy [123], elastic modulus [123], TC [159], or molecular 
conformation [125]. In practice however, it can be challenging to reproduce mechanical, 
thermal, and chemical (among other) properties simultaneously, and potentials are often 
optimized to accurately reproduce a specific subset of properties, such as the Tersoff 
potential accurately reproducing elastic properties of silicon while sacrificing accuracy in 
describing its surface energy [123]. 
One approach to optimizing potentials is to choose a particular functional form and fit the 
parameters of the function to a set of training data. This is the approach used in this work 
to generate potentials to describe a-Ge. 
The method used herein is termed the Phonon Optimized Potentials (POPS) method [135]. 
POPS is both a methodology and general philosophy with tenets for how one can approach 
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the problem of developing an EIP specifically intended for describing phonons (and more 
broadly, normal modes in general). POPS fits parameters to a training set using a genetic 
algorithm (GA), which iteratively refines parameters in a potential until either the error 
between the values produced by the objective function and the training data drops below 
some threshold or the algorithm reaches a maximum number of iterations. While the 
specifics of this process are not the focus of this dissertation, more information about GA’s 
can be found in Coley’s An introduction to genetic algorithms for scientists and engineers 
[102]. 
An important component of a GA is the training data to which the parameters in the 
function are fit; the potentials described here have been generated by fitting to results from 
DFT. While DFT allows for highly accurate solutions to the Schrödinger equation, the 
method is typically limited to at most a few hundred atoms, as computational costs scale 
with the third power of the number of electrons/atoms; MD simulations utilizing EIP’s on 
the other hand scale linearly with number of atoms. The general method employed here is 
to use DFT to simulate many thousands of small “nanoclusters” of the material in question 
(in this case, 64-100 atom clusters of a-Ge), outputting atom position, total system energy, 
interatomic forces, and stresses. These values are then used to train the EIP, whose 
parameters are optimized iteratively via the GA, until the function can accurately reproduce 
the DFT results. Once the EIP has been fitted, and it is no longer necessary to perform DFT 
calculations to obtain accurate results, the EIP can be employed in computationally 
tractable MD simulations with several orders of magnitude more atoms than DFT. While 
much more can be said about the use of GAs to generate fitted EIPs, the reader is referred 
to Rohskopf et al. [103] for a detailed explanation of the procedure invoked here. 
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3.1.2 Generating Amorphous Structures 
Of equal importance to an EIP is the structure being simulated. Generating a crystalline 
structure (i.e. creating a list of atomic positions for atoms in a crystal) is straightforward. 
However, selecting atomic coordinates for an amorphous structure is considerably more 
challenging, as by definition, there is no long-range order in amorphous structures. One 
successful approach employed to generate such structures is a melt-quench procedure[104-
107], whereby an MD simulation is carried out in which a crystalline material is melted 
and quickly quenched, freezing the atoms in a random, amorphous configuration. 
Other methods have also been developed to generate amorphous structures, but they are 
not without their own drawbacks. For example, many methods rely on using an existing 
interatomic potential to modify an existing crystal structure [108, 109]. More sophisticated 
methods such as Reverse Monte-Carlo have also been proposed [110-112], however the 
method is inherently more sophisticated and much more difficult to implement than the 
method described here. This newly-developed method, which was also used to create small 
clusters of a-Ge for the aforementioned DFT calculations, is the focus of this section. 
There are several means by which one may describe the structure of an amorphous material. 
One such descriptor is the radial distribution function (RDF),  g r , which measures the 
average number of neighboring atoms as a function of distance, r , from a central atom. 
This quantity is normalized by the average density of the material, such that  











where n  is the number of atoms and   is the bulk density. The RDF measures the average 
number of atoms in a thin shell of width dr  at a distance r  from any central atom and 
therefore describes the local density (normalized by the bulk density) in the neighborhood 
of a central atom as a function of distance from that atom. A fictitious example RDF can 
be found in Fig. 8a below. Note that for small values of r ,   0g r  , implying atoms have 




 , implying the average 
density far from a central atom is simply the bulk density of the material, which must be 
true for an isotropic material. In between these limits, various nearest neighbor peaks can 
be observed; typically, the first nearest neighbor peak has the largest maximum value for 
the RDF. 
As mentioned previously, it is often desirable to create an amorphous structure that satisfies 
a particular RDF, as the RDF is essentially a measure of the short-order range of atoms in 
the material. Though determining the RDF of a structure given atomic position is 
straightforward, the reverse problem of generating an amorphous structure based on an 
RDF is a considerably more challenging task. It is worth noting that unlike crystals, in an 
amorphous structure, the location of the atoms is by no means unique, and there exist 
myriad structures with the same RDF. Because the amorphous structure is therefore not 
deterministic, a probabilistic approach is taken to generate an amorphous structure from an 
RDF, i.e. atoms are placed with some degree of randomness, but probabilities are weighted 
in such a manner that the resulting structure satisfies the target RDF. The method is 
described in the following paragraphs, and a two-dimensional version of the procedure is 
illustrated in Fig. 8. 
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1. First, a domain is initialized with a probability field such that there is an equal 
likelihood of placing an atom at any location within the domain (Fig. 8b). Thus, the 
probability of placing an atom at some location,  P , ,x y z  is equal to the 
probability of placing an atom at any other location, i.e.    P , , P ', ', 'x y z x y z . 
In the algorithm, this method is implemented by discretizing the entire domain that 
is to be filled, assigning a non-normalized probability value of  rawP , , 1x y z   at 
every point, then normalizing each probability by the sum of raw probabilities at 













2. The first atom (atom 1) is placed at a random location (because 
   P , , P ', ', 'x y z x y z ). 
3. The probability of placing a subsequent atom at a distance r  from atom 1 is 
permanently modified by multiplying the existing probability field by  g r  (Fig. 
8c, 8d). In other words, in the neighborhood of the newly located atom, 
     raw,new raw,oldP , , P , ,x y z x y z g r , where r  is the distance from the newly-
placed atom to the location for which rawP  is being modified. Thus, the chance of 
placing an atom immediately next to an already-placed atom (i.e. within the 
minimum interatomic spacing) will be zero (because   0g r   for small r ), while 
the probability of placing an atom far from the recently-placed atom remains the 




 ). The raw probabilities are 
re-normalized after each atom placement. 
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4. When placing a second atom, the modification of the probability field around atom 
1 remains intact, even as the probability of placing an atom near atom 2 is modified 
(Fig. 8e). 
5. Atoms continue to be added to the domain (Figs. 8f & 8g) until the desired density 




Figure 8. Illustration of atom-placement method. Atom locations depicted with a 
small white marker, and the normalized probability is shown in color – dark blue 
represents a probability of 0, while the maximum probability for any given step is 
shown in bright yellow. From the top left: (a) Target RDF used to generate the 
structure (b) The domain is initialized with a uniform probability field (c) Zoomed 
in illustration depicting the effect of placing an atom on the nearby probability field 
(target RDF shown in red) (d) Probability field after placing a single atom (e) after 




When two atoms are placed near each other, their effect on the probability of placing 
additional atoms in regions where they both alter the probability field interferes 
multiplicatively, i.e.        raw,new raw,old atom1 atom2P , , P , ,x y z x y z g r g r . As an example: if 
an atom with a maximum RDF   3g r   at the nearest neighbor peak were to be placed in 
the domain, the probability of placing a subsequent atom within the nearest neighbor ring 
of the original atom is 3x higher than the probability of placing an atom in an empty region 
of the domain far from the original atom. (In Fig 9c., this would correspond with a 3x 
likelihood of placing an atom at a given location within the bright yellow ring as compared 
to placing it at some location in the light blue space far from atom 1.) If a subsequent atom 
is then placed close to the first one, such that the nearest neighbor rings overlap, the 
probability of locating a third atom at a location where the nearest neighbor rings of the 
first two atoms overlap would thus be 9x the probability of locating an atom in empty 
space. The effects of this interference are most apparently in Fig. 8g. 
Note that due to the increased likelihood of placing an atom in a high-probability location 
(e.g. in the nearest neighbor ring), the relative probability of locating an atom far from 
other atoms (i.e. in the “empty” part of the domain) decreases. Thus, although the chance 
of placing an atom in empty space in, e.g. Fig. 8f has not been altered directly, it has 
indirectly been reduced, as the chance of instead placing atoms close to already-placed 
atoms has increased. In other words, for a location far from the most recently-placed atom, 
 rawP , ,x y z  remains unaltered, but the normalization factor will change. 
Although perhaps not obvious or expected prima facie, agreement between the target RDF 
and the calculated RDF of the generated structure is quite good in both the two- and three-
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dimensional cases. Fig. 9 shows the result of running the above algorithm in 2-D, while 
Fig. 10 shows an experimentally measured a-Ge target RDF[113] and resulting RDF after 
using the algorithm to generate the atomic positions. 
 
Figure 9. Comparison between a simple target RDF, and RDF of structure 




Figure 10. Comparison between experimentally measured (target) RDF of a-Ge, and 
the RDF of a structure generated using the procedure outlined above. Experimental 
results taken from [160]. 
This method has currently been developed only for use with single-component (i.e. 
monatomic) materials. Presumably, one could generalize this method to multi-component 
materials, however one would need to account for the multiple RDF’s that exist not only 
between materials of the same atom type, but also between atoms of different types. This 
capability has not yet been developed however, so the aforementioned Polymer Modeler 
was used to generate the structure for the amorphous polymers studied in this work [98] 




3.1.3 Results of Generating Phonon-Optimized Empirical Interatomic Potentials for 
Amorphous Germanium 
After running the POPS algorithm and creating 1,000 atom a-Ge supercells with an 
appropriate RDF, for each potential, a melt-quench process was applied to the structure 
using MD8. The temperature of the system was first set to 5,000 K and held there for 1 ns 
in an NVT ensemble, after which the system was quenched to 300 K over 10 ps. (Ideally, 
the extreme rate of cooling causes the atoms to freeze in an amorphous, rather than 
crystalline state; many potentials still resulted in the atoms aligning in a crystalline 
configuration, and were consequently not used for subsequent calculations.) After cooling, 
the structure was held at 300 K using an NVT ensemble. The system was then allowed to 
run under and NVE ensemble for 500 ps; during this time, the PE of the system remained 
constant, indicating a lack of any structural changes. Finally, the system was relaxed to 0 
K using a minimization process similar to that applied to a-PMMA (see Section 2.1.1.3 
Example Relaxation Procedure for Poly(methyl methacrylate)). Potentials of various forms 
were studied, including hybrid Morse-Born-Coulomb [161-163], the Spectral Neighbor 
Analysis Potential [114], and deep neural networks. While none of these potentials resulted 
in structurally stable a-Ge, a hybrid Tersoff-Born-Coulomb (TBC) [123, 162, 163] 
potential form did yield stable a-Ge. In total, three sets of parameters with the same 
functional form (but different parameter values, which varied significantly) were obtained, 
which were termed TBC-1, TBC-2, and TBC-3. See Appendix C. Parameters for the 
Tersoff-Buckingham-Coulomb Potentials for values of the parameters. In all cases, when 
                                                 
8Because of the melt-quench procedure, it was actually not necessary to start with the correct RDF, so long 
as the resulting RDF from the melt-quench procedure is accurate. Regardless, the DFT calculations the GA 
uses to create an EIP in the first place do rely on accurate amorphous structures. 
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an LD calculation was applied to the relaxed superlattices, the systems were found to have 
all RF modes. 
While this work is focused on studies of the TBC-1 potential, some limited results for TBC-
2 and TBC-3 potentials are shown, in particular the results of a melt-quench process for a-
Ge supercells. The resultant RDF for each potential can be found in Fig. 11 below. 
 
Figure 11. RDF of a-Ge supercells modeled using the TBC-1, TBC-2, and TBC-3 
potentials after a melt-quench procedure. Experimental results taken from [160]. 
After going through a melt-quench procedure, it is clear that the TBC-2 and TBC-3 
potentials caused the a-Ge to relax to a substantially different structure than that measured 
experimentally. TBC-1 however accurately reproduces the experimentally measured 
structure of a-Ge, thus it is of particular interest. 
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While an ability to generate potentials and structures that at the very least reproduce an 
accurate RDF is useful, a description of how to calculate thermal properties, and in 
particular, TC, is needed. Some well-established methods do exist to calculate the total TC 
of a material using either equilibrium MD, specifically Green-Kubo (GK) analysis 
(discussed further in the next section) or non-equilibrium MD whereby one applies a 
temperature gradient and determines TC from Fourier’s law. However, such calculations 
neglect quantum effects and provide only information about the total TC, failing to 
generate insight into the specific mechanisms/modes that effect TC in the material and 
necessitating more powerful methods. One such method, which is used in this dissertation, 
is the recently-developed GKMA [6, 12, 13, 156-158]. GKMA combines LD techniques 
with GK analysis to calculate the contribution of individual vibrational modes to a 
material’s total TC. 
3.2 The Green-Kubo Method 
This section begins with a description of the GK method, then delves into the details of 
GKMA and what makes it such a powerful tool for understanding TC in disordered 
materials. 
3.2.1 Green-Kubo Analysis 
The GK method is a perturbation method based on the linearized Liouville equation [164, 
165]. For a system comprised of N  particles with known positions and momenta, one can 
determine the thermal conductivity of a system via 
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T t i t dt
k T  
 

    k Q Q  (16) 
where  ,T k  is a tensor that gives TC in the   direction for a given temperature at 
a specific thermal perturbation frequency,  , V  is the volume of the system, Bk  is 
Boltzmann’s constant, T  is the system temperature, and t  is time. The  operator 
denotes the time autocorrelation of the two heat flux values inside the brackets. A detailed 
derivation of this equation can be found elsewhere [15, 16, 164, 165]. 
When considering the timescales over which atoms oscillate (i.e. the THz regime), the 
frequency is several orders of magnitude larger than the frequency at which temperature 
perturbations typically occur (anywhere from MHz down to <1 Hz), thus of primary 
interest is the zero-frequency limit for steady state heat conduction, allowing Eq. (17) to 
be rewritten as 





k T  
 

 k Q Q  (17) 
While Eq. (18) is certainly of some use, it cannot be applied in this form to MD simulations. 
V  and T  are simple to extract from a simulation, but the heat current, Q , cannot be 
calculated directly. One can, however, follow the method proposed by Hardy [166] and 
derive the heat current as a function of quantities that are easily determined from MD: 
    1





     
 
  rQ u u r   (18) 
where iE  is the total (i.e., potential plus kinetic) energy of atom i , iu  is the velocity of 
atom i , j denotes PE of atom j , and ijr  is distance between atom i and j . Substituting 
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this equation back into Eq. (18), allows one to calculate k  entirely from quantities easily 
obtained via MD. 
The two terms in brackets in Eq. (19) correspond to the convective and conductive terms, 
respectively. The convective term dominates in liquids and gases [167], while the 
conductive term is dominant in solids [168]. 
It is worth pointing out how different the GK method is from the PGM. First, the PGM is 
a method based on scattering events, whereby a phonon’s trajectory is altered by another 
particle or structural feature (e.g. a defect or a different atom type) in the material, and TC 
is inversely proportional to the frequency of these scattering events. Conversely, the GK 
method is based on the autocorrelation of the heat flux at different points in time, where 
TC is proportional to the strength of the autocorrelation.  
A result of this difference is that the GK method therefore does not require the existence 
of propagating phonons with a well-defined wave vector and can be applied without any 
sort of corrective approximations or fitting parameters to disordered materials, in which 
some vibrational modes are not propagating or even delocalized. That a wave-vector is not 
necessary means that accounting for diffusons and locons is easily managed, and the effect 
of these modes on TC is implicitly included in the calculation. The ability of GK analysis 
to describe disordered materials without any modifications to the theory is arguably the 
strongest advantage to using it over the PGM. For the same reason it can be applied to 
modes without a wave vector, the GK method can also be used to calculate the TC not only 
of solid materials (a limitation that applies to the PGM), but also to liquids and gases. 
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The GK method also allows one to include all degrees of anharmonicity – i.e. 3-phonon, 
4-phonon, up to 3N -phonon interactions – implicitly. Accounting for all orders of 
anharmonicity is simple and has a minimal effect on computational complexity or expense: 
one need only to use an anharmonic (i.e. not a simple quadratic) functional form for the 
EIP. (Of course, describing anharmonic effects accurately depends on the accuracy of the 
potential.) The PGM on the other hand must explicitly account for 2-, 3-, 4-, etc. phonon 
interactions.  While 2- and 3-phonon interactions are certainly the most common type of 
phonon interaction, the total number of interactions for which to account increases 
exponentially with phonon number, making it infeasible to account for more than ~4-
phonon interactions. For this reason, it is preferable to use the GK method, as GK 
automatically includes all interactions without having to treat them explicitly. 
There is however one glaring drawback to GK analysis that limits its usefulness for 
studying heat transfer mechanisms via MD, namely, whereas the PGM can attribute TC to 
a mode or collection of modes, GK analysis will provide only bulk values of TC. Using a 
combination of GK analysis and LD, however, can allow one to determine the contribution 
of any given subset of modes to the total TC of the system. This method, GKMA, is a 
powerful tool to determine mode-level contributions without any of the approximations 
required by the PGM. Thus, GKMA is uniquely situated to provide an unprecedented 




3.2.2 Green-Kubo Modal Analysis 
Recalling the discussion of modal decomposition from Section 2.1.2 Lattice Dynamics, the 
position or velocity of any given atom at any given instant can be written as a linear sum 
of modal excitations. First, normal mode coordinates of position,  nX t , and velocity, 
 nX t , for mode n  are calculated via 
    *,n i i n i
i
X t m t  e u  (19a) 
    *,n i i n i
i
X t m t  e u   (19b) 
where * denotes the complex conjugate. However, as discussed in Section 2.1.2 Lattice 
Dynamics, for a SCLD calculation at the Γ point, all eigenvectors have real values, so they 
are their own complex conjugate. Eqs. (20) can be inverted to yield 
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These equations allow one to determine the modal velocity of an atom at any instant in 
time. The modal velocities (and modal displacements) of an atom will always sum to the 
atom’s total velocity (or total displacement). One can apply the modal decomposition of 
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These modal heat fluxes sum to the total heat flux in the system: 
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The values of  n tQ  are the heat fluxes attributed to each mode, n , and    
n
nt tQ Q
. Substituting Eq. (22) into Eq. (18), one can obtain the modal form of Eq. (18): 
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 (23) 
This equation is a powerful tool which, for the first time, allows one to easily ascribe a TC 
to each individual mode in any material. Further, one can determine the cross-correlation 
between any two modes in the system via 
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Eq. (25) gives the correlation between mode n  and 'n , which is distinctly different from 
determining 2-phonon interactions as in the PGM. Here, the quantity calculated is the time 
cross-correlation of the amplitude of two modes. This correlation can persist over hundreds 
of picoseconds [169], and a larger value (i.e. stronger correlation) results in an increased 
TC. Conversely, when calculating 2-phonon interactions within the framework of the 
PGM, one is determining how often two wave packets of phonons cause one another to 
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scatter. These interactions are assumed to persist on a timescale orders of magnitude shorter 
than the lifetime of the phonon [15, 16] and do not correspond to the mode-mode cross 
correlations in GKMA. 
Eqs., (22) and (25) allows one to characterize the contribution of any vibrational mode to 
TC, either directly via Eq. (22) or indirectly from its effect on other vibrational modes via 
Eq. (25). Furthermore, the quantities in these equations can be determined from MD 
simulations, assuming an LD calculation has been performed previously to determine the 
normal modes. 
The LAMMPS source code has also been modified to enable potential-agnostic GKMA 
calculations. The details of this modification are given in Appendix D. Modifications Made 
to the Large-Scale Atomic/Molecular Massively Parallel Simulator to Enable Potential-
Agnostic Green-Kubo Modal Analysis, while the source code for these modifications can 
be found in the subsequent appendix, Appendix E. compute gkma Source Code. 
Because GKMA allows one to ascribe a TC to each mode, and because one can determine 
the mode’s frequency, a quantum correction (QC) can be applied to the TC contribution 
from the mode, i.e. one can account for the fact that vibrational modes follow a Bose-



















where  ,qC T  is the QC heat capacity. 
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This work will largely be neglecting QC because, while the correction is necessary to 
understand the actual TC of the system, what is more pertinent here is how different modes 
and classes of modes interact, some of which span a wide range of frequencies that may 
otherwise be suppressed due to QC. Consider for instance the spike in the DOS of a-PMMA 
at 100 THz, observable in Fig. 5. These modes would have a negligible effect on TC if QC 
is applied, but the modes are also interesting based on their large number and the degree of 
delocalization they exhibit compared to other modes in a-PMMA. These modes would have 
until now been considered locons and assumed not to contribute to TC, so it will be 
interesting to see if any of these high-frequency modes have a significant TC, at least 
assuming one ignores QC.  
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CHAPTER 4. LOCALIZATION AND THERMAL 
CONDUCTIVITY OF NORMAL MODES IN AMORPHOUS 
POLY(METHYL METHACRYLATE) 
This chapter will focus on the major findings for the three amorphous polymers studied: a-
PMMA, a-PS, and a-PVC. For the sake of brevity, the results will focus particularly on a-
PMMA as representative of the overall findings, and the results for a-PS and a-PVC are 
provided when there are significant differences in the findings for a-PMMA. 
The focus of this chapter is twofold. The first focus is on addressing Questions 1 & 2 by 
describing the degree of localization according to PR and proposing alternative methods 
one could use to understand mode localization in disordered materials. From there, the 
focus will shift to answering Question 3, in particular by delving into the contribution of 
individual vibrational modes to TC, with emphasis on the relationship between the degree 
of mode localization and its total TC contribution. 
4.1 Question 1: The Persistence of Mode Localization in Different-Sized Supercells 
Question: Does the low average PR observed in a-PMMA persist across different 
supercell sizes, and is this also the case for the other amorphous thermoplastics in this 
study? 
Hypothesis: Localization is an inherent property of amorphous polymers: localization 
itself is already an inherent property of disordered materials, and there are additional 
factors that could lead to a further increase in the degree of localization. In the case of 
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polymers, due to 1) the strong covalent bonds along polymer chain backbones and the 
much weaker bonds between chains and 2) the fact that these chains are in an amorphous 
configuration (i.e., there is significant inhomogeneity in both bond strength and 
stereochemistry), it is likely that a greater degree of localization will persist, regardless of 
polymer type or supercell size. Thus, it is hypothesized that due to the highly asymmetric 
PES, the low PR measured is an inherent property of amorphous polymers (and more 
specifically, the thermoplastics in this study), and not simply an artifact of supercell size. 
If the extreme localization observed were either an artifact of a small supercell or unique 
to a-PMMA, many of the other questions explored in this dissertation become far less 
relevant to amorphous polymers in general. However, if this localization is found to hold 
across different polymers and supercell sizes, one can begin to note trends in the behavior 
of the normal modes in thermoplastics without the need to qualify findings for a particular 
polymer/supercell size. 
To test this hypothesis, LD calculations have been performed on supercells of different 
sizes for a-PMMA, a-PS, and a-PVC. These supercells were created using the Polymer 
Modeler and relaxed using the procedure outlined in Section 2.1.1.3 Example Relaxation 




Figure 12. PR as a function of frequency for a-PMMA supercells with 3,008 and 
15,020 atoms. 
 





Figure 14. PR as a function of frequency for a-PVC supercells with 1,208 and 6,020 
atoms. 
The first result worth noting is that the degree of localization in the modes of a-PS and a-
PVC is consistent with those observed in a-PMMA: most modes have a PR < 0.2. This 
finding is significant, since if the results were unique to a-PMMA, the system would be 
interesting to study as an anomaly, but the findings would not be broadly 
applicable/generalizable to other polymers. It should be noted again that a-PMMA, a-PS, 
and a-PVC have significantly different structures, i.e., the monomers are comprised of 15, 
16, and 6 atoms respectively, PS is the only polymer with an aromatic ring, the polymers 
contain different functional groups, etc. Thus, if the results are consistent across the 
polymers, it seems reasonable to postulate that they may be relevant for many other 
thermoplastics as well. 
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As can be seen from Figs. 12-14, the relationship between PR and frequency remains 
unchanged for different numbers of atoms in the supercell, even in the most extreme case 
(a-PMMA with a 5x disparity in atom number); apart from the density of points, the two 
datasets are virtually indistinguishable. In fact, the one observable difference is that the 
modes in supercells with more atoms are actually slightly more localized; if any 
discrepancy between supercells of different sizes were expected, it would be the opposite 
[60]. Due to the high computational cost of running GKMA, particularly with a potential 
as complex as the DREIDING potential, detailed calculations (such as GKMA) were 
performed on the smaller-sized systems. While there may be some neglect of long 
wavelength propagons in doing so, the difference is expected to be negligible (based on 
accumulations computed later in this thesis). 
The degree of mode localization observed is rather surprising, particularly at low 
frequencies: it is reasonable to expect that at some point, low-frequency acoustic wave 
propagons appear as sound waves with a much higher PR. Presumably, propagons will be 
observed in these materials, but only if one studies much larger supercells (≳ 104-106 
atoms); however, relaxing such a large supercell and performing LD/GKMA calculations 
is beyond the scope of this work, due to its projected computational cost. 
For this reason, the work described herein neglects propagons when examining thermal 
transport in amorphous thermoplastics. There is the possibility for other interesting thermal 
transport phenomena due to propagons if one performs studies at length scales of, e.g. 1-
10 μm, rather than ~30 nm. However, the possibility of other interesting phenomena at 
larger scales due to propagons should not detract from the findings for diffusons and locons 
presented in this dissertation.  
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As noted previously, addressing Question 1 is straightforward, and the question is largely 
a preliminary one that is necessary to address before delving into the nature of the normal 
modes in the polymer systems. But it is critical to have resolved this question, as the 
remainder of this chapter is predicated on the fact that the modes not only in a-PMMA but 
also in a-PS and a-PVC exhibit an unusually high degree of localization. However, simply 
noting the degree of localization does not provide insight into the behavior and interaction 
of the modes themselves. Furthermore, as noted in Chapter 2. Initial Observations, many 
modes with PR < 0.1 nonetheless appear rather delocalized, such as those shown in Fig. 7, 
which has been reprinted below. The next section will explore some alternative methods 





Figure 7. Low-PR modes in a-PMMA. C shown in gray, O in red, and H in white, 
with the eigenvectors shown in black. Atoms removed in figures on the right for 
clarity. The PR of each mode from top to bottom is 0.029, 0.033, 0.038, and 0.037. 
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4.2 Question 2: The Anomalously Low Participation Ratio of Normal Modes in 
Amorphous Polymers 
Question: With most modes having a low PR ascribed to locons, are the modes 
actually localized, or would an alternative descriptor indicate they are 
delocalized? 
Hypothesis: While these modes are localized based on the PR, it is hypothesized that an 
alternative descriptor of localization based on how the modes are confined spatially or in 
terms of different polymer chains will elucidate more information about the degree/aspects 
of how these modes are localized. In particular, an alternate descriptor may indicate the 
modes are in some way delocalized. 
As pointed out in the previous section, the high degree of localization observed (according 
to PR) is not unique to a-PMMA but is also observed in a-PS and a-PVC, thus, it is expected 
that the findings detailed here may apply broadly to many thermoplastics. It is worth first 
revisiting the concept of PR, however, to discuss what the descriptor does and does not say 
about a mode. Referring back to Eq. (3), PR is a normalized summation of the square of 
the eigenvectors of a mode over every atom in the supercell. The only information 
necessary for this summation is the number of atoms and the eigenvectors. PR ranges from 
1/ N to 1. Values close to  describe a mode localized to one or a few atoms, whereas a 
value close to 1 indicates a mode for which the vibrations are spread evenly across all 

























, the metric is a function of each atom’s 
eigenvector squared. Because an eigenvector corresponds directly to an atomic 
displacement from equilibrium, and because interatomic potentials are approximately 
harmonic at small displacements, the energy of an atom in a vibration is directly 
proportional to the magnitude squared of the eigenvector describing its motion. Thus, for 
a monatomic material with no isotopes, the PR is the square of the sum of the energy of 
each individual atom in a vibrational mode. However, the energy of an atom is also 
proportional to its mass, a fact for which the PR does not account. Thus, in the case of a 
material comprised of atoms of highly disparate masses (H vs. C, O, and/or Cl in this case), 
the PR may perhaps be low simply due to the difference in mass of different elements. 
PR does not provide information about how a vibrational mode is spatially distributed. For 
example, some vibrational modes exist for which most of the energy is confined to a few 
atoms in a small region of space, but there exists a “tail” of atoms with much lower but still 
non-zero eigenvectors9; examples of such modes can be seen in Fig. 7. These modes have 
a PR ≤ 0.05, indicating the modes are localized (i.e. the PR is well below 0.1). 
Although the modes’ energies are localized to a few atoms, one could argue there may still 
exist means by which the mode can transfer energy to other regions of the supercell via the 
atoms in the tail of the distribution. In such cases, while the PR is comparably quite low, 
                                                 
9Technically, many atoms’ eigenvectors are “non-zero” but their value is so small as to be insignificant (e.g. 
< 10-10). For the purposes of this text, such values are treated as 0, as they have no bearing on the dynamics 
of the system. 
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the mode could still be considered delocalized and perhaps behave similarly to modes with 
larger PR’s. 
Amorphous polymers in particular are an interesting case to study vis-à-vis mode 
localization, even beyond spatially concentrated (but not entirely localized) modes with a 
tail of eigenvectors. Because amorphous polymers are comprised of multiple separate 
chains, one could argue that the most important aspect of a vibrational mode is not how it 
is distributed in space, but rather, how it is distributed amongst the different chains in the 
supercell. The argument here is similar to that for a spatially delocalized mode: due to the 
weak interaction (due to intermolecular bonding) between atoms in separate polymer 
chains but the relatively strong interaction of atoms (due to covalent bonding) within a 
chain, vibrational energy can propagate along a single polymer chain much more easily 
than it is transferred between chains. Vibrational energy may therefore end up confined to 
a particular polymer chain with little opportunity to be transferred to another polymer 
chain. 
This section will discuss two newly-developed methods for describing the localization of 
vibrational modes. The first method is a descriptor of modal spatial localization, namely 
the Modal Spatial Extent (MSE), which accounts for not only the magnitude of atoms’ 
eigenvectors, but also their spatial proximity to other eigenvectors. The second method is 
a means for measuring how spread a mode is among different polymer chains: the 
descriptor modifies the method for PR calculation, summing over single polymer chains, 
rather than the entire supercell. These new descriptors have been found to provide useful 
information about vibrational modes that is not provided by a simple PR calculation; in 
some cases, the metrics provide surprising insight into the dynamics of the polymer 
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systems that may ultimately help guide the design of new materials with extreme thermal 
properties. 
4.2.1 The Mode Spatial Extent 
As has been shown in Fig. 7, many vibrational modes with low PR’s appear to be at least 
somewhat spatially delocalized. It seems reasonable to assume that while these modes 
would traditionally be classified as locons, perhaps their behaviour is more akin to 
diffusons. To determine whether such similarities exist necessitates first creating a means 
by which one can quantify the degree of spatial localization of the modes. 
4.2.1.1 Method for Calculating the Mode Spatial Extent 
When considering how a mode is spatially distributed, it is helpful to understand how 
energy is spread across a supercell. Consider the vibrational modes from Fig. 7. To 
visualize how the energy is distributed spatially, one can divide a supercell into thin 
rectangular “slices” of atoms and sum the square of the eigenvectors the atoms of in a given 
slice to give a single value. This value for each slice can then be plotted as a function of 
location in the direction perpendicular to the slices. The result of this summation for each 
of the modes in each of the x-, y-, and z-directions in Fig. 7 can be seen clearly on the left 







Figure 15. Sum of eigenvectors (left) in each of 40 thin “slices” in the x- (black), y- 
(red), and z- (blue) directions, plotted vs the coordinate in the respective direction. 
Each plot corresponds to the respective mode shown in Fig. 7. The right half of the 
figure shows the data on the left fit with a two-term Gaussian. 
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The goal of this section is to find a descriptor of how these points are distributed spatially. 
If one considers the plots on the left of Fig. 15, the distribution of eigenvector sums 
resembles that of Gaussians. While a single Gaussian can describe the general shape of 
these curves, fitting a two-term Gaussian ( ) allows the 
function to more accurately capture the behavior of the eigenvector-sums, 10 since many 
modes either have two peaks or have a long tail offset far away from a major peak. 
One result of this fitting procedure are the variances of the Gaussian peaks (i.e. their 
widths). A wide peak indicates a long “tail” of eigenvectors, which would indicate a mode 
is delocalized, while a narrow peak would correspond to only a few atoms whose 
eigenvectors are much larger than their neighbors, indicating a localized mode. The 
resultant variances of the Gaussian peaks in each of the three spatial directions are then 
averaged. It is this resulting average of variances that is defined as the Mode Spatial Extent 
(MSE), which is a new means by which mode localization can be described. This process 
is further detailed in Appendix F. Description of the Procedure for Calculating the Mode 
Spatial Extent, which gives an example calculation for a vibrational mode in a-Ge and 
further discusses the choice of a two-term Gaussian. 
The MSE has units of distance and is typically expressed in Å; it can be thought of as the 
effective “size” of a vibrational mode, similar to the MFP of a phonon. In cases where the 
MSE is on the order of the atomic spacing or lower (~1 Å), the mode can be considered 
highly spatially localized, while in cases in which the MSE is much greater than the 
                                                 
10See Appendix F. Description of the Procedure for Calculating the Mode Spatial Extent for further rationale 
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interatomic spacing (~10 Å), the mode may have the majority of its energy localized on a 
few atoms (if it has a low PR), but it is possible that many other atoms still participate, and 
thus its displacement field is still somewhat delocalized. In this study, any mode with an 
MSE of ≳ 10 Å will has a size on the order of the dimensions of the supercell; thus, the 
mode can be considered spatially delocalized. While this cutoff is not exact (just as the 
cutoff between, e.g. infrared and microwaves is not exact), 10 Å seems to be a reasonable 
value to distinguish between partially and fully spatially delocalized modes. Regardless, 
the most important cutoff to consider is 1 Å, as this cutoff is what allows one to determine 
which modes are spatially localized, and which extend through at least some significant 
portion of the supercell. Modes with MSE values in between (~1-10 Å) can be considered 
to have partially delocalized displacement fields. 
The next section will show some results of MSE calculations and why the MSE can serve 
as a useful compliment to PR. The modes that will be discussed have low PR’s but 
nevertheless according to the MSE are at least partially delocalized. Also included are 
situations in which using the MSE in addition to PR proves useful, particularly when 
attempting to understand the relationship between mode localization and TC (a topic which 
will be discussed in further detail later in the chapter). 
4.2.1.2 Using the Mode Spatial Extent for Describing Mode Localization 
Now that the MSE has been described, it is necessary to determine when it is useful. The 
first and most obvious application – which has been noted several times and which was the 
impetus for creating the MSE in the first place – is to determine whether a vibrational mode 
with a low PR has a tail of small but non-zero eigenvectors. This section will show 
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vibrational modes in a-Ge and a-PMMA with small values of PR and large MSE’s to assess 
the efficacy of the MSE at describing such modes. 
First, consider a-Ge, which is perhaps less interesting than a-PMMA, as it is monatomic 
and has a relatively uniform structure for an amorphous material. However, there exist 
modes with low PR’s and high MSE’s which appear delocalized. Fig. 16 shows two such 
low-PR modes with MSE > 10 Å. 
 
Figure 16. Low-PR, high-MSE modes in a-Ge. The top mode has PR = 0.076, MSE = 
30 Å, while the bottom mode has PR = 0.050, MSE = 92 Å. Atoms removed in 
figures on the right for clarity. 
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While only two modes are included here, there are numerous other modes with PR < 0.1 
and MSE > 10 Å. Of the 3,000 modes in the a-Ge supercell studied, 46 total modes fit these 
criteria. 
The situation is similar for a-PMMA; in this system, of the 9024 total vibrational modes, 
1,519 (16.8%) have PR < 0.1 and MSE > 10 Å. Four examples of such modes have been 




Figure 17. Low-PR, high-MSE modes in a-PMMA. The values of PR and MSE for 
the modes from top to bottom are 0.036 & 116 Å, 0.027 & 422 Å, 0.05 & 392 Å, and 
0.036 & 331 Å. Atoms removed in figures on the right for clarity. 
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From visual inspection of the eigenvectors in Figs. 16 and 17, one can see that the modes 
do exhibit some degree of delocalization. Thus, if nothing else, the MSE can tell one 
whether or not a mode will look delocalized. This result in and of itself is perhaps not 
particularly useful, but there is more to say about the MSE. First, consider a-Ge. Fig. 18 
shows the PR and MSE as a function of frequency. 
 
Figure 18. PR and MSE of each mode in the a-Ge supercell studied as a function of 
frequency. 
Perhaps the most standout difference between the two metrics plot in Fig. 18 is the subset 
of a few modes with frequencies ~2 THz with a low PR but a large MSE. Whereas the PR 
indicates that the modes in this frequency range are locons, the MSE indicates they span 
the supercell (i.e. the MSE of all low-frequency modes is ≳ 10 Å). Both observations are 
valid: for the modes in question, a few atoms have eigenvectors much larger than the 
remainder of the atoms in the supercell leading to a low PR, however, the remaining atoms 
still participate in the mode, resulting in a larger MSE and a spatially delocalized mode. 
 
 89
One such mode is included in Fig. 19; this mode is also used for an example calculation of 
MSE in Appendix F. Description of the Procedure for Calculating the Mode Spatial Extent. 
 
Figure 19. A vibrational mode in a-Ge with PR = 0.11 & MSE = 48 Å. Note the 
single large vertical eigenvector in the top middle of the figure and the 
comparatively small eigenvectors of the other atoms. Atoms removed in figures on 
the right for clarity. 
If one examines the eigenvectors of this mode, it is apparent that many of the atoms’ 
eigenvectors have a magnitude similar to that of atoms in other vibrational modes (the 
scaling of eigenvectors is the same as that in Fig. 16. However, there is a single atom with 
a much larger eigenvector (the vertical arrow visible in the middle of the supercell), which 
causes the PR of the mode to be lower than it would be otherwise. From other calculations 
not included in this dissertation, this low PR seems to be an artifact of a small supercell 
size, as discussed in Section 2.2 Initial Results. It is interesting that the MSE is less 
susceptible to artificially indicating localization as compared to PR, which can have 
stronger dependence on the supercell size. For example, in Fig. 18, all of the low-frequency 




Ignoring for the moment the handful of low-frequency, low-PR modes in a-Ge, both the 
PR and MSE exhibit a transition around 12 THz between delocalized and localized modes, 
indicating a degree of consistency between the two methods; though the MSE has been 
designed specifically to describe aspects of localization not necessarily captured by PR, it 
is nonetheless expected that many, if not most modes described as localized via one 
descriptor will also be localized according to the other. 
It should also be pointed out that, as mentioned previously, once the MSE of a mode in a 
system exceeds ~10 Å, a larger MSE does not generally indicate a more delocalized 
mode11. Thus, the fact that the MSE of most modes with   < 12 THz spans 2 orders of 
magnitude is actually insignificant and does not appear to provide additional insight into 
the behavior of the modes. This is because the 1-10 Å regime is the most significant. 
Many of the same observations can be made for a-PMMA. Fig. 20 shows the PR and MSE 
of the modes in a-PMMA as a function of frequency. 
                                                 
11It has not been determined whether this finding remains true for a much larger supercell with dimensions 
of, say 200 Å x 200 Å x 200 Å, but the finding does hold across all situations studied in this dissertation. See 




Figure 20. PR and MSE of each mode in the a-PMMA supercell studied as a 
function of frequency. 
Here, modes with   > 25 THz are of particular interest. According to the MSE, many of 
these modes are spatially delocalized, despite a (rather) low PR. Visually inspecting some 
of these modes – the modes shown in Fig. 17 are examples – it is apparent that these modes 
do in fact exhibit some degree of delocalization. This result is rather surprising – much 
more so than the discovery of a few low-frequency, low-PR modes in a-Ge. In the case of 
a-PMMA, the PR indicates that while almost all the modes are locons (90% have a PR < 
0.1), the MSE calculations indicate 25% of the modes are spatially delocalized (MSE > 10 
Å) and a further 47% of the modes are partially-delocalized (1 Å < MSE < 10 Å). The 
disparity between these two results is remarkable, particularly in comparison to the results 
for a-Ge. The results for a-PS and a-PVC are similar: for a-PS, 95% of modes have a PR < 
0.1, but 11% have an MSE greater than 10 Å, and 41% have an MSE between 1 and 10 Å; 
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for a-PVC, 97.2% of modes have a PR < 0.1, despite 14% having an MSE greater than 10 
Å, and 58% have an MSE between 1 and 10 Å. 
 
Figure 21. PR and MSE of each mode in the a-PS supercell studied as a function of 
frequency. 
 




As with prior trends, the fact that this discrepancy between PR and MSE holds across such 
different amorphous thermoplastics is a good indication that that it is useful to supplement 
calculations of PR with MSE to better understand the degree of spatial confinement of 
modes in amorphous polymers. It does not seem unreasonable to postulate that similar 
results might also exist for thermosets, although this hypothesis has not yet been tested. 
Regardless, this discrepancy between descriptors is an indication that perhaps “locons” 
(specifically, modes with PR < 0.1) may be able to interact with other modes more than 
previously thought, thereby – contrary to the findings of many previous studies [53-56] – 
playing an important role in thermal transport. These findings are discussed in Section 4.3 
Question 3: The Relationship Between Mode Localization and Thermal Conductivity in 
Amorphous Thermoplastics, regarding how modes with different degrees of localization 
contribute to thermal transport. However, first another recently-developed descriptor of 
mode localization will be introduced, namely, a calculation of the PR of a single polymer 
chain, (rather than the entire supercell). 
4.2.2 The Participation Ratio of a Polymer Chain 
As noted previously in this chapter, while one can examine the spatial confinement of a 
vibrational mode via the MSE, the unique structure of polymers may potentially lead to a 
different means of modal confinement, and it is particularly interesting to consider whether 
there is localization/confinement to a single polymer chain. The argument for why/how 
this confinement may occur is as follows: due to the extreme disparity between 
intermolecular and intramolecular bonds (i.e. hydrogen/van der Waals vs. covalent bonds 
– which are ~102 x stronger), atoms are connected much more strongly to other atoms along 
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a single polymer chain than to atoms in other chains12. Thus, a vibration can propagate 
more easily along a polymer chain, due to the stronger bond strength between atoms along 
the chain. This preference for propagation along a single chain could in turn lead to 
localization within a chain, rather than a particular region of space. However, it appears 
that no one has ever performed a study, computational or experimental, to examine if 
modes do in fact localize to single polymer chains. The procedure for calculating the PR 
has therefore been modified to allow one to determine the degree to which modes are 
localized to a single polymer chain; this procedure is described in the next section. As with 
the MSE, the procedure for calculating this new descriptor is first discussed, after which 
some interesting results are shown. 
4.2.2.1 Method for Calculating the Polymer Chain Participation Ratio 
























In the equation above, N  is the total number of atoms in the supercell. The only 
modification made to determine the polymer chain PR (PCPR) is to restrict the sum in the 
numerator to only those atoms in a single polymer chain, i.e. for a polymer with M  atoms 
in a polymer chain, the PCPR sum would be  
                                                 
12Factors such as cross-linking and branching will change how modes are spread across polymer chains. 
However, accounting for these factors is beyond the scope of this work, as this work is restricting itself to 

























There will be a total of /N M  PCPR values for each mode (each corresponding to a single 
polymer chain). This method has been derived and applied for systems for which there are 
an equal number of atoms on each chain. If one wished to normalize PCPR for systems 
with a different number of atoms on each chain, one could presumably normalize the PCPR 
























If, however, the number of atoms on each polymer chain are the same, these two PCPR’s 
will just differ by a factor of /M N , and there is no particular reason to use one value over 
the other. This work will use the PCPR defined in Eq. (26). 
Comparing the value of each PCPR can provide insight into the localization of modes in 
polymers. The next section highlights some of these findings. 
4.2.2.2 Using the Polymer Chain Participation Ratio for Describing Mode Localization 
When assigning PCPR1, PCPR2, etc., for each individual mode, PCPR’s are sorted by 
decreasing value independent of the PCPR values for other modes. The PCPR1 will always 
be the largest PCPR for a given mode, and the PCPR N
M
 will be the smallest. Thus, the 
PCPR1 for one mode may correspond to a different polymer chain than the PCPR1 for a 
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different mode, thus if one wishes to compare all modes on a single polymer chain, one 
will compare a mix of PCPR1’s, PCPR2’s, etc. In fact, assuming a large enough supercell 
with a polydispersity of 1 for all polymer chains (and that the polymer is indeed 
amorphous), an even distribution of PCPR1’s (and PCPR2’s, and so on) among the chains 
in the supercell is expected. This is indeed the case for the polymer systems studied: in the 
case of each polymer (each of which has four equal-length polymer chains), approximately 
25% of the modes have a PCPR1 that corresponds to a particular polymer chain. (A 
different 25% of modes have a PCPR1 corresponding to a second chain, and so on.) 
Furthermore, for the 25% of modes with a PCPR1 on one particular chain, for any given 
mode, there is a 33% chance the PCPR2 will correspond to any one of the remaining three 
chains, and so on. Thus, the PCPR of any given mode is effectively independent of the 
PCPR for any other mode. 
Whereas the values for PR can range from  to 1, values of the PCPR will range from 
0 to 
2 2/M N . In the case where a mode is confined entirely to a single chain, the PCPR1 
will be equal to the PR of the mode, and all other PCPR’s will be 0. In the case that a mode 
is evenly spread across all polymer chains, the maximum PCPR of each chain is 2 2/M N
: assuming each chain has an equal number of atoms, and given that the PR must  be ≤ 1, 
















 e  must be 
≤ 2 2/M N . Furthermore, following a similar argument, the PR of a mode is equal to the 




To illustrate how the PCPR can be used, consider first an illustration of how it works. Fig. 
23 below shows the eigenvectors of a mode with   = 101 THz. This mode has PCPR 
values that range from 5.6 x 10-4 to 6.4 x 10-4. 
 
Figure 23. Eigenvectors of a normal mode in a-PMMA with   = 101 THz, PR = 




Figure 24. The same mode as in Fig. 23, but with the eigenvectors only shown for a 
single polymer chain in each case: PCPR1 = 6.4 x 10-4  (top left), PCPR2 = 6.3 x 10-4 
(top right), PCPR3 = 6.0 x 10-4 (bot left), and PCPR4 = 5.6 x 10-4 (bot right). The 
difference between PCPR1 and PCPR4 is only 13%. 
While there is some amount of spatial localization apparent in this and other similar modes, 
it is still remarkable how spatially diffuse the mode is, considering its high frequency and 
low PR (0.01). For the mode shown, the eigenvectors of each of the four polymer chains 
are plotted separately in Fig. 24. Note that on each polymer chain, at least some of the 
eigenvectors of the atoms are large: were the mode localized to a single chain, the 
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eigenvectors in three of the four images would appear as just dots (i.e. their length would 
be ~0). 
To understand the PCPR more broadly, consider the PCPR’s of each mode in a-PMMA as 
a function of frequency, plotted in Fig. 25 below. 
 
Figure 25. PCPR values for each mode in a-PMMA as a function of frequency. The 
bottom figure is a zoomed-in version of the top figure. 
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As discussed in the previous section, the largest PCPR (PCPR1) must be between 1/ N and 
2 2/M N ; this confinement is apparent in Fig. 25. On the other hand, all other PCPR’s can 
range from 0 to 
2 2/M N , so compared to other PCPR’s, the PCPR1 is restricted to a small 
range of values. 
It is the PCPR2 that will indicate whether a mode is confined to a single polymer chain or 
if it is spread across multiple chains: if the PCPR2 is on the order of the PCPR1 (i.e. ≳ 1/ N
), the total magnitude of vibration of atoms on at least two chains (obtained by summing 
the square of the magnitude of the eigenvectors on a given chain) will be roughly equal on 
at least two polymer chains. On the other hand, if the PCPR2 is much lower (i.e. more than 
1-2 orders of magnitude) than the PCPR1, the atoms with a significant degree of excitation 
for that mode exist primarily on one chain, and thus the mode is localized to that single 
chain. Similarly, the third highest PCPR (PCPR3, and so on) can give one an indication of 
how spread among different polymer chains a mode is. If the PCPR N
M
 (the lowest PCPR 
for a mode) is close to the value of the PCPR1, then the mode is spread evenly among all 
the polymer chains in the supercell. 
Considering Fig. 25, it is apparent that most IF modes and many high-frequency RF modes 
are localized to a single chain (i.e. their PCPR2’s are extremely low). Interestingly, there 
appear to be frequency bands of modes (around 50 THz for instance), in which the modes 
are almost entirely localized mostly to a single chain, whereas other bands contain modes 
exhibiting a wide range of degree of localization. In fact, one unexpected result here is the 
number of large PCPR2, PCPR3, and PCPR4 values at high frequencies. Consider, for 
instance, modes with frequency ~100 THz (which is the frequency band that includes the 
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mode shown in Figs. 23 & 24). Even though, based on other amorphous materials that have 
been studied in the past, it would be expected that these modes are highly localized 
vibrations (probably involving only a few H atoms), the modes are spread across not just 
two, but all four polymer chains (as evidenced by large PCPR4 values)13. 
Returning to Fig. 25, while there is unsurprisingly a notable difference between the trends 
of PCPR1 and PCPR2, there is not as significant a difference between the general trend in 
PCPR2, PCPR3, and PCPR4 for most modes. Consider, for instance, the RF modes with   
< 10 THz (IF modes will be discussed in Chapter 5. Imaginary Frequency Modes in 
Amorphous Polymers). Of the 1143 modes that fall in this frequency window, with the 
exception of a single PCPR4, all PCPR’s for all modes are > 10-5, and virtually every PCPR4 
is within two orders of magnitude of the PCPR1. Thus, each low-frequency mode is spread 
among all four polymer chains and in this sense can be considered “delocalized”14. 
Another interesting observation from Fig. 25 is that modes are generally either spread 
across all polymer chains in a supercell (as they are at low frequencies) or confined to a 
single polymer chain. In other words, localization with respect to polymer chains appears 
to mostly be all-or-nothing, as there are very few modes in a-PMMA that experience 
significant vibrations on exactly two or three polymer chains. There are very few modes 
with “large” (i.e. ≳ 10-5) PCPR2’s that have extremely small (say, < 10-10) PCPR3’s – of 
                                                 
13For the mode shown in Figs. 23 & 24, although the mode is evenly divided among four different polymer 
chains according to PR, it is not because every atom is excited equally, as in the case of low-frequency 
delocalized modes, but rather because a few atoms are excited on each polymer chain. This result indicates 
that while modes may not be entirely localized, they are also not completely delocalized, which is consistent 
with the mode’s MSE (3.3 Å). 
14In fact, based on PCPR, noticeable chain localization does not occur until ~20 THz, and significant 
localization does not occur until ~60 THz. 
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the 9024 modes in a-PMMA, only 62 such modes fit these criteria. It was expected that 
perhaps there are solutions to the equations of motion that would describe a localized 
interaction between exactly two polymer chains while largely ignoring other atoms in the 
system; in such cases, one would expect a large PCPR2 and a small PCPR3, however the 
existence of such modes seem to be minimal. Thus, with very few exceptions, if a mode 
spans more than one polymer chain, it spans all polymer chains, at least for the systems 
studied here. 
The exceptions to this finding exist as a handful of modes with high PCPR2’s and rather 
low PCPR3’s (evident at ~80 THz and ~120 THz in Fig. 25 for instance). These modes are 
notable because they occur in frequency ranges where modes are otherwise confined to a 
single polymer chain. Furthermore, in general, the DOS is rather low in these frequency 
ranges, so for a particular low PCPR2 mode (which again, is the case for most modes in 
these frequency bands), there exist very few other modes with which the given mode can 
couple. These high PCPR2 modes will be discussed further in Section 4.3.2 The 
Relationship Between Thermal Conductivity and Mode Localization in Amorphous 
Polymers. 
Returning to Question 2, the majority of modes in amorphous polymers can be considered 
localized, in that the PR is <0.1, the MSE is < 1 Å (i.e. the “size” of the mode is small), 
and the PCPR2 of the given mode is multiple orders of magnitude lower than its PCPR1. In 
such cases, the mode can be considered localized regardless of the measure of localization. 
There are some instances where categorizing the mode as localized will depend on the 
method of classification used. As will be shown in the next section, it is often these modes 
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which exhibit interesting trends in TC compared to modes for which all measures of 
localization are in agreement. 
4.3 Question 3: The Relationship Between Mode Localization and Thermal 
Conductivity in Amorphous Thermoplastics 
Question: Do localized modes contribute to TC in the amorphous thermoplastics in this 
study? 
Hypothesis: Locons will be a significant carrier of thermal energy in amorphous polymers, 
especially since, as has been observed, they are the predominant mode type. However, it 
is hypothesized that a larger PR will correspond to larger TC contributions. 
As has been noted previously, the prevailing sentiment is that locons are negligible 
contributors to heat flow [2, 3, 12, 52-56]. These modes are thought to be too spatially 
confined to interact with other modes at similar frequencies, so the energy in a locon 
remains largely “trapped”. It has also been pointed out however that recent work utilizing 
GKMA [6] has provided evidence that in a-SiO2, locons are actually significant 
contributors to TC. It is worth noting here that a-SiO2 is comprised of multiple atomic 
species in a disordered structure; thus, while the material is still quite different from a 
polymer, it does share some characteristics with polymers that indicates similar results may 
be observed  when studying polymers. 
This work will predominantly focus on the relationship between mode localization and TC 
in polymers, as these results are by far the most compelling. However, presented first is a 
quick study of a-Ge, which can serve as a point of comparison. 
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4.3.1 The Relationship Between Thermal Conductivity and Mode Localization in 
Amorphous Germanium 
The TC of each mode is shown below in Fig. 26 as a function of frequency, Fig. 27 as a 
function of PR, and Fig. 28 as a function of MSE. Modes that will be discussed in more 
detail in this section are highlighted in red. The TC accumulation as a function of frequency 
is also plotted in Fig. 29. 
 
Figure 26. Modal TC vs. frequency for a-Ge. The modes shown in larger red dots 





Figure 27. Modal TC vs. PR for a-Ge. The modes shown in larger red dots are the 
same as those in red in Figs. 26 and 28. 
 
Figure 28. Modal TC vs. MSE for a-Ge. The modes shown in larger red dots are the 




Figure 29. TC accumulation as a function of frequency for a-Ge. 
The results obtained for a-Ge are – broadly – in line with previous observations: the TC of 
low-frequency, delocalized modes tend to be much larger in magnitude than that of high-
frequency localized modes15. It is apparent, however, that there are exceptions to this 
finding, namely the modes highlighted in red. After examining these modes further, there 
does not appear to be anything particularly unusual about the character of these modes 
when compared to other modes with similar frequencies. Qualitatively, they appear quite 
similar to other modes with a similar frequency and degree of localization. One notable 
                                                 
15This work will be focusing on the magnitude of modal TC, rather than whether it is positive or negative. 
This is because in general, the trends observed are independent of whether the TC of a mode is positive or 
negative, but not of its absolute magnitude. 
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(but perhaps unsurprising) result regarding the anomalous modes becomes apparent when 
plotting the cross-correlation16 of all the modes in a-Ge, shown in Fig. 30. 
 
Figure 30. Cross correlation of all modes in a-Ge, shown from two different 
perspectives. The range of the colorbar is limited intentionally to emphasize features 
of the correlation map. 
Two separate bands near 15 and 20 THz respectively can be observed in the figure, which 
correspond to the modes highlighted in Figs. 26-28. It is quite apparent that the modes 
highlighted are interacting with modes at all frequencies much more than other comparable 
modes. This higher degree of interaction leads to a higher magnitude of TC for these high-
frequency modes, however, the majority of the TC is still due to a large number of modes 
in a relatively small frequency range (~2-5 THz). 
The anomalously high TC locons aside, the behavior of a-Ge is for the most part in-line 
with previous findings and most of the results are to be expected: as noted, the low-
frequency delocalized modes are expected to contribute the most to TC, which for the most 
part is indeed the case. In the next section, these results be compared to those for amorphous 
polymers, and several significant differences will be highlighted. 
                                                 
16Cross-correlation between modes is discussed in Section 3.2.2 Green-Kubo Modal Analysis. It is a measure 
of the collective contribution of two different modes to the system’s TC. 
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4.3.2 The Relationship Between Thermal Conductivity and Mode Localization in 
Amorphous Polymers 
Fig. 31 gives the modal TC of a-PMMA17 as a function of frequency, and Fig. 32 gives the 
accumulation of TC with respect to frequency. 
 
Figure 31. Modal TC vs. frequency for a-PMMA. 
                                                 
17As with the rest of this chapter, findings will focus on a-PMMA for the sake of brevity and clarity, but 




Figure 32. TC accumulation as a function of frequency for a-PMMA. 
 
What is immediately striking about these figures is the disparity between the TC 
contribution of low-frequency modes and higher-frequency modes, particularly those > 50 
THz. (Though certainly of interest, the contribution IF modes will not be discussed until 
Chapter 5. Imaginary Frequency Modes in Amorphous Polymers). Unlike the case for a-
Ge, the lowest average magnitude TC modes are those with the lowest frequency. This 
trend is even more apparent when comparing TC to degree of localization, whether PR18 
or MSE: 
                                                 
18 Comparisons can also be made based on PCPR. However, because there is not a single PCPR for a mode, 




Figure 33. Modal TC vs. PR for a-PMMA. 
 
Figure 34. Modal TC vs. MSE for a-PMMA. 
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The trend here is shocking, but persistent across all three polymers studied: the more 
localized the mode, the higher the TC magnitude is likely to be. In all other materials 
studied to this point [2, 3, 6, 12, 52-56], a consistent trend was observed of delocalized 
vibrational modes comprising the majority of total TC: even in the case of Lv & Henry, 
[6], locons were found to contribute only 10% of the total TC of the system. The findings 
presented here for polymers are a radical departure from this paradigm, with locons in the 
materials studied accounting for well over half the total TC of the materials. In fact, while 
a low PR or low MSE alone is a good predictor of the magnitude of the modal TC, when 
accounting for both quantities, the trend becomes even stronger. 
 
 
Figure 35. Magnitude of modal TC (shown using grayscale) as a function of PR and 
MSE for a-PMMA. Note the range of the colorbar only extends to 3 x 10-4 W m-1 K-
1, though the largest modal TC is ~1.2 x 10-3 W m-1 K-1 
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It can be seen in Figs. 33-35 that the modes with the largest magnitude of TC are those 
with a PR < 0.01, an MSE of < 3 Å, or especially those which satisfy both criteria. The 
data is broken down in Table 1. This table gives the average magnitude of TC per mode 
(which is 9.88 x 10-5 W m-1 K-1 for all modes in the system) and breaks down this TC 
contribution based on degree of mode localization. 
Table 1. Number of modes and average of the absolute value of the TC of each mode 
for a-PMMA, sorted by different measures of localization. 
Localization Delineation Number of Modes ( N ) 
N
k N (W m-1 K-1) 
all modes 9024 9.88 x 10-5 
PR < 0.01 4208 12.8 x 10-5 
PR > 0.01 4816 7.25 x 10-5 
MSE < 3 Å 4992 11.7 x 10-5 
MSE > 3 Å 4032 7.62 x 10-5 
PR < 0.01 & MSE < 3 Å 3799 13.2 x 10-5 
PR > 0.01 or MSE > 3 Å 5225 7.48 x 10-5 
While a PR < 0.01 or an MSE < 3 Å is a good predictor of a high TC magnitude, modes 
that fit both criteria have even higher TC’s than those that fit only a single criterion. This 
finding is interesting because it means that by applying different measures of localization, 
one can more strongly predict the magnitude of TC for a given vibrational mode. That is, 
using both measures of localization is the best way to predict modes with the largest 
magnitude TC. The relationship between modal TC and localization is puzzling, and while 
a full explanation will not be posited in this dissertation, there do exist some results that 
provide hints at what may be special about these highly-localized, high TC modes. 
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To explain what is special about these modes, first, consider again the relationship between 
modal TC and PCPR. As noted, the value of particular interest in such cases is the PCPR2, 
i.e. the second largest PCPR for a given mode. For some modes, all the PCPR (and 
particularly, the PCPR4) values are large (which does not mean the actual PR of the mode 
is large). This is the case with low frequency RF modes and some bands of high frequency 
modes in a-PMMA (see Fig. 25, reproduced below), in which the mode is spread across all 
four polymer chains. However, there exist a few modes with large (> 10-5) PCPR2’s and 
low (< 10-10) PCPR3’s (consider, e.g. around 50 THz). These modes are interesting because 
they all exist in frequency ranges where most modes are confined to a single chain, and no 
modes are spread across three or more chains. Thus, on an individual polymer chain basis, 
the modes with large PCPR2’s in these frequency bands (of which there are a total of 62 
out of 9024) are the only modes that are at all delocalized onto a second chain. Interestingly, 
the average magnitude of these 62 modes’ TC is 18.4 x 10-5 W m-1 K-1. This value is 60% 
higher than the average magnitude of TC for modes with both a low PR and MSE but for 
which no PCPR criteria are applied, and it is nearly twice the magnitude of the average 
mode in a-PMMA. Thus, it appears there is something unique/interesting about these 
modes. 
To discern why these modes with high PCPR2’s and low PCPR3’s are so important, 




Figure 25. PCPR values for each mode in a-PMMA as a function of frequency. 
 
Figure 36. Cross correlation of all modes in a-PMMA, shown from two different 
perspectives. The range of the colorbar is limited intentionally to emphasize features 
of the correlation map. 
Examining Fig. 25 first, note the modes in the frequency ranges 65-95 THz and >105 THz. 
There are few modes in this frequency range, and the modes that do exist are mostly 
localized to a single polymer chain. Virtually every mode has a PCPR3 < 10-8, indicating 
that the modes exist on at most two polymer chains. However, as pointed out in Section 
4.2.2.2 Using the Polymer Chain Participation Ratio for Describing Mode Localization, 
among this already sparse collection of modes, only a handful have a PCPR2 > 10-5. Thus, 
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nearly all modes in this frequency range are confined to a single polymer chain, and a few 
are spread across exactly two chains. 
Considering these high PCPR2, low PCPR3 modes (in the frequency bands 65-95 THz and 
> 105 THz), these modes have a large cross-correlation with other modes, particularly those 
at similar frequencies. For modes in these frequency ranges, those with PCPR2 > 10-5 only 
comprise 39/4512 (0.86%) of all other modes in these frequency windows. Furthermore, 
the average TC of any mode pair in which one mode has PCPR2 > 10-5 is 2.72 x 10-8 W m-
1 K-1, while the average cross-correlation TC for a mode is 1.83 x 10-8 W m-1 K-1. Thus, the 
modes highlighted here with large PCPR2’s also contribute disproportionately to TC. 
The situation is similar for a-PS. First, consider modal TC as a function of MSE. Here, all 
modes with a PCPR2 > 10-5 and PCPR3 < 10-14 are highlighted in red. (Note this is a more 




Figure 37. Modal TC vs. MSE for a-PS. Modes with a PCPR2 > 10-5 and PCPR3 < 
10-14 shown in red. 
Here, the results are striking, and even more so when one compares the average magnitude 
of TC for the modes shown in red: whereas the average TC magnitude of a mode in a-PS 
is 20.9 x 10-5 W m-1 K-1, the average TC magnitude of the 67 modes shown in red in Fig. 
37 is a full order of magnitude higher at 26.2 x 10-4 W m-1 K-1. Now consider the PCPR vs. 




Figure 38. PCPR values for each mode in a-PS as a function of frequency. 
 
Figure 39. Cross correlation of all modes in a-PS, shown from two different 
perspectives. The range of the colorbar is limited intentionally to emphasize features 
of the correlation map. 
Once again, as evident in Fig. 38, there are frequency windows in which no modes have a 
significant PCPR3, but a few have a large PCPR2, e.g.    > 65 THz. As with a-PMMA, it 




For comparison, using only one of the two PCPR’s as a mode selection criterion does not 
yield nearly as strong a disparity: for the a-PS supercell studied, the average TC magnitude 
of all modes with PCPR3 < 10-14 is 49.2 x 10-5 W m-1 K-1, while the average TC magnitude 
of all modes with PCPR2 > 10-5 is 21.4 x 10-5 W m-1 K-1. 
These findings suggest that in certain frequency ranges, modes present on two separate 
polymer chains play an interesting role in conducting heat in the polymer. It seems 
reasonable to postulate that these modes act as a conduit by which heat moves between 
polymer chains. For modes that exist in frequency ranges for which nearly all modes are 
primarily confined to a single chain (e.g. in the 65-95 THz range for a-PMMA) the few 
modes that do span multiple chains may become the only means by which thermal energy 
can be easily transported between chains. The alternative is for the modes to couple with 
modes with a significantly different frequency that span multiple polymer chains. This 
correlation between modes with different frequencies does happen, as evidenced by the 
high degree of off-diagonal correlation apparent in Fig. 36. However, the path of least 
resistance is via modes that can easily couple to one another, which is generally modes 
with similar frequencies; modes with dissimilar frequencies require a larger degree of 
anharmonicity to interact significantly [170]. 
These findings appear to be new, and they differ from the behavior of modal TC of other 
disordered materials. As noted several times, the disparity in intra- and inter-molecular 
bond strength in polymers is roughly two orders of magnitude, so heat is expected to 
propagate more easily along a polymer chain than between polymer chains. However, due 
to the amorphous structure of the polymers and how entangled the polymers chains are, it 
makes sense that many of the modes involve atoms from multiple polymer chains. What 
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was not expected, however, is the large frequency bands in which modes are confined to a 
single polymer chain; it is within these bands where modes that span multiple polymer 
chains are particularly important. 
Although the results here are quite insightful, realistically, more than fully explaining the 
TC of commercially available polymers, the results are most useful for guiding the next 
round of inquiry into polymer TC. Some remaining questions are presented below that, if 
addressed, could lead to some guiding principles for the design of polymers with enhanced 
thermal properties; also included are some suggestions of what those guiding principles 
might look like. It should be emphasized that while these suggestions are based on 
conclusions drawn from the current results, there is much additional inquiry to be done 
before one can make any truly well-founded assertions about the means by which polymer 
TC can be altered. 
For example, one could ask how and why certain vibrational modes enhance TC between 
different polymer chains. It has been shown here that modes that exist among multiple 
polymer chains can have significantly larger TC’s in polymer systems – at least in a 
fictitious system in which high-frequency modes can be excited at room temperature. A 
natural question to ask is then “why don’t modes at lower temperatures show the same high 
magnitude of TC?” It has been shown that improving the degree to which a mode persists 
across multiple polymer chains can lead to an increased TC. Such an improvement could 
possibly be obtained by e.g. mechanical means: it is well-known that mechanical stretching 
of a polymer leads to an increase in TC [117, 171, 172], and the results presented here 
support the theory that this improvement is due to the alignment of polymer fibers, which 
creates a more periodic structure, leading to modal delocalization across multiple polymer 
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chains. Alternately, if one could find a way to further decrease delocalization, perhaps one 
could achieve TC’s even lower than those that currently exist. 
Considering Question 3, the answer is surprisingly that not only do localized modes 
contribute to TC, but they actually have a larger TC magnitude than do delocalized modes, 
regardless of whether one uses PR or MSE to measure localization. Interestingly these 
high-TC localized modes do show some degree of delocalization if one considers PCPR: 
the highest TC modes with a PR < 0.1 and MSE < 1 Å are those with a PCPR2 that is within 
3 orders of magnitude of the PCPR1. 
4.4 Summary of Findings 
4.4.1 Questions Answered in this Chapter 
Question 1: Does the low average PR observed in a-PMMA persist across different 
supercell sizes, and is this also the case for the other amorphous thermoplastics in this 
study? 
Answer: The low PR observed in PMMA is similar across all polymers studied and for 
different size supercells. 
Question 2: With most modes having a low PR ascribed to locons, are the modes actually 
localized, or would an alternative descriptor indicate they are delocalized? 
Answer: While low-PR modes may be localized to a few atoms, for locons with a high 
MSE, there is a significant “tail” of excited atoms that extends through the supercell; for 
locons with a high PCPR2, atoms on multiple polymer chains experience a significant 
 
 121
degree of excitation. Thus, while still these modes are localized according to PR, the atom 
excitation is still spread throughout the supercell in ways that could impact the TC. 
Question 3: Do localized modes contribute to TC in the amorphous thermoplastics in this 
study? 
Answer: Locons contribute to TC on a per-mode basis as much or more than other classes 
of modes, and a negative correlation between PR and TC is observed, contrary to what was 
expected. This trend persists regardless of the means by which localization is measured. 
4.4.2 Discussion 
This chapter has provided several new insights into the TC of amorphous thermoplastics. 
It has been shown that the polymer supercells studied are large enough to capture the 
spectrum of thermal vibrations in the materials, apart from long-wavelength acoustic 
propagons, which are expected to show up at much larger length scales. While studying 
these modes at such a large length scale is computationally infeasible, there is much that 
can be said about the diffusons and locons observed in the systems studied herein. 
The first finding to highlight is one noted in Chapter 2 – the vibrational modes observed in 
amorphous polymers are surprisingly localized. The maximum PR of any mode observed 
in the polymers studied is 0.25,19 which is much lower than any other system in the 
literature. This result is quite surprising, but persistent across all three thermoplastics 
studied. 
                                                 
19Again, excluding the three translational modes that arise from any LD calculation. 
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This chapter also presents two newly-developed alternative means by which to quantify a 
mode’s localization, either spatially or with respect to individual polymer chains – namely 
the MSE and PCPR, respectively. The MSE, which is measured in Å, gives the effective 
size of a mode. If the MSE is significantly greater than the interatomic spacing (~1 Å), the 
mode can be considered spatially delocalized, whereas a mode with an MSE below this 
value is spatially localized. Surprisingly, the amorphous polymer modes with the largest 
magnitude TC in the system are those with a low PR and low MSE. This finding is entirely 
counter to results for essentially every other class of material that has been studied in a 
similar manner – generally in disordered materials, the modes with the largest TC are low-
frequency, highly delocalized propagating modes. 
The PCPR is calculated in the same manner as the PR, but the sum is carried out over a 
single polymer chain, rather than the entire supercell. Considering all PCPR values for a 
given mode provides an indication of how much that mode is confined to a single polymer 
chain vs. spread amongst multiple chains. Of particular interest is the PCPR2, which is the 
second largest PCPR value for a particular mode. If this value is significant (i.e. ≳ 10-5), 
the mode can be considered to be delocalized with respect to polymer chains. Further 
values of PCPR (i.e. PCPR3, PCPR4, etc.) are generally less important for understanding 
the thermal properties of the mode, except in some cases where there exists a large disparity 
between PCPR2 and PCPR3. In frequency ranges in which most modes have low PCPR 
values (other than PCPR1), the few modes with a large PCPR2 have anomalously large TC 
magnitudes, up to an order of magnitude larger than other modes in the system. 
The most significant finding in this chapter is that, contrary to what has been found for all 
other classes of materials, in the amorphous thermoplastics studied here, localized modes 
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are the largest contributor to TC. This finding is true whether one considers localization 
based on atom number (measured by PR), or by the effective “size” of the mode (as 
measured by MSE). Furthermore, modes localized according to both metrics have even 
larger TC’s than modes that are localized according to only a single metric. When 
considering these localized modes, the ones exhibiting the largest TC are those in which 
atoms on at least 2 polymer chains are excited (i.e. have a non-zero eigenvector magnitude). 
Because these are rare, they are hypothesized to couple to other modes with similar 
frequencies that allow heat to move between polymer chains. 
The  next steps are to further verify the findings presented here before attempting to exploit 
some of the more interesting phenomena that have been observed. There exist several 
avenues of further exploration, and while they are not addressed in this work due to 
time/resource constraints, these questions will hopefully be explored in detail in the future, 




CHAPTER 5. IMAGINARY FREQUENCY MODES IN 
AMORPHOUS POLYMERS 
One avenue of inquiry that until now has been left undiscussed is the behavior of IF modes 
in amorphous polymers. These modes are in many ways similar to the RF modes observed, 
but there are some distinct differences that warrant further inquiry. The initial hypothesis 
posited here regarding these modes was that they represent structural changes in the 
polymers, such as conformation flipping. 
This chapter will answer Questions 4 and 5 (which were first presented in Chapter 2), 
focusing first on understanding the nature of IF modes before delving into their 
contribution to TC. IF modes have been observed in all three amorphous polymer systems 
studied, and while the percentage of total modes that have an IF varies greatly among the 
systems studied, in all cases studied, they comprise significantly less than half of all modes 
in the system. Thus, while they are perhaps not the most important class of modes to 
consider, the question remains of whether or not they contribute to TC. While several 
interesting results/features of IF modes will be pointed out, this work will refrain from 
making strong claims about the modes, as there remain questions on the exact nature/origin 
of the modes. As in Chapter 4. Localization and Thermal Conductivity of Normal Modes 
in Amorphous , a-PMMA will be used as an example, but once again significantly different 
results for a-PS or a-PVC will be noted. 
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5.1 Question 4: The Nature of Imaginary Frequency Modes 
Question: Do IF modes correspond to conformation changes in the studied 
thermoplastics? If not, is there any evidence of some other structural change 
between metastable states occurring? 
Hypothesis: IF modes correspond to conformation changes, consistent with Zhang & 
Luo’s [121] identification of such instabilities in polyethylene chains. 
Perhaps the first and most obvious means of testing this hypothesis is to visualize the 
motion of atoms in the polymer systems. Consider first some examples of high-frequency20 
IF modes shown in Fig. 40. These vibrations are simple 2-atom vibrations, with an H atom 
oscillating antiparallel to the C atom to which it is connected (or in the case of a-PVC, a 
neighboring H atom). 
                                                 




Figure 40. IF modes in a-PMMA (left), a-PS (middle), and a-PVC (right). C shown 
in gray, O in red, H in white, and Cl in green, with the eigenvectors shown in black. 
The images on the bottom are a magnified view of the modes. 
It is hard to see how such vibrations would correspond to a conformation change of the 
polymer. The vibrations are quite simple, and an H and C atom moving in such a manner 
would not lead to any sort of change in the polymer structure. Furthermore, there exist low-
frequency, spatially-delocalized IF vibrations that are so widespread throughout the 
polymer supercells that it seems unlikely that they could correspond to any sort of structural 
change. Consider Fig. 41: the vibrations involve nearly every atom in the polymer, and it 





Figure 41. Example of low-frequency, spatially-delocalized IF modes in a-PMMA 




It seems reasonable to conclude that the IF modes observed in these systems do not 
correspond to any structural changes in the polymer, but rather appear qualitatively 
indistinguishable from highly-localized RF modes.  
One of the few distinct differences observed between IF and RF modes is the high degree 
of localization that happens at low frequencies. Consider Fig. 20, which is reprinted below. 
While a few low-frequency modes are spatially delocalized, the PR and MSE drop to near-
minimal values at frequencies larger than ~2 THz: the MSE’s of the modes are at most 1 
Å, and the PR’s of the modes drop to values on the order of 1/ N. 
 
Figure 20. PR and MSE of each mode in the a-PMMA supercell studied as a 
function of frequency. 
Fig. 42 below shows some examples of low-frequency localized IF modes in a-PMMA. 





Figure 42. Low-frequency localized IF modes in a-PMMA. All modes shown have a 
frequency with a magnitude < 5 THz, a PR < 0.005, and an MSE < 1 Å. Atoms 
removed in figures on the right for clarity. 
Finally, note one particular class of IF modes observed in a-PMMA and shown in Fig. 43. 
All of these modes consist of three H atoms from a single methyl group rotating around the 
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central C atom, with the magnitude of the eigenvectors of all other atoms in the system 
close to 0. These modes are IF modes, and interestingly, they occur over a wide range of 
frequency magnitudes: 13.0 to 20.5 THz. While it is difficult to say exactly why these 
modes yield IF’s, it is interesting to note that the rotation of a methyl group does not 
correspond to any flipping of the polymer. Thus, for these particular modes at least, no 
evidence exists in support of the hypothesis that IF correspond to conformational flipping. 
 
Figure 43. Vibrational modes involving the rotation of a methyl group in a-PMMA. 
For clarity, the eigenvector magnitude has been scaled down by 5x in this image 
compared to other images in this document (unless explicitly noted). 
While examining individual IF modes does not show any evidence of a structural change 
in the amorphous thermoplastics studied here, there is further evidence that no structural 
changes occur. Fig. 44 shows the temperature of a-PMMA as a function of time. Similar 




Figure 44. Temperature vs. time for both a-Ge and a-PMMA. The fluctuations 
observed in a-PMMA are similar to those of a-Ge. Furthermore, there are no step 
changes evident in the temperature of either simulation, indicating a lack of 
structural change. 
While there are fluctuations in the temperature, these fluctuations are expected – compare 
the temperature fluctuations with those observed in a-Ge, for which no structural change 
occurs. The fluctuations are actually smaller in the case of a-PMMA (which is expected, 
as a-PMMA has 3x as many atoms, so the average fluctuations should be lower). What is 
not observed in the temperature of a-PMMA is any step change in the system temperature, 
which is what is observed in the case of a structural change. When a structural change 
happens in a material, the material moves to a lower (or higher) energy state; the PE is then 
converted into kinetic energy, which increases (or decreases) the temperature of the system. 
The lack of temperature change in a-PMMA is a conclusive means of showing that there 
The linked image cannot be displayed.  The file may have been moved, renamed, or deleted. Verify that the link points to the correct file and location.
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is no “flipping” of polymer chains or any other structural change; the lack of visual 
evidence of a structural change only serves to reinforce this conclusion. 
Although IF modes do not appear to correspond to any sort of conformational change in 
the systems studied, it is still of interest to quantify whether IF modes contribute to TC. 
Some reasons why these modes may or may not have an appreciable TC have been noted 
in Chapter 2, but much of the rationale provided there was predicated on the assumption 
that the modes involved a structural change in the polymer. Thus, some uncertainty remains 
of exactly what to expect regarding the TC of IF modes, given that the initial assumption 
about the nature IF modes are was incorrect. 
5.2 Question 5: The Contribution of Imaginary Frequency Modes to Thermal 
Conductivity 
Question: Do IF modes contribute to TC in the amorphous thermoplastics in this study? 
Hypothesis:  In the case of an amorphous polymer, IF modes are conformation changes 
that do not affect TC. Therefore, the impact of IF modes is at most small, and possibly 
negligible. It is possible however that these modes have more significant contributions to 
TC – commensurate with the RF modes in the polymer. 
Though some questions remain regarding exactly what causes an IF mode, GKMA 
methods can still be applied to these modes to see what contributions they have to TC. Figs. 
45-49 shows the TC of each mode in a-PMMA as a function of the mode’s frequency with 




Figure 45. TC of each mode in a-PMMA as a function of frequency. 
 




Figure 47. TC of each mode in a-PS as a function of frequency. Inset shows modes 
with a reduced y-axis to emphasize how TC varies with frequency. 
 




Figure 49. TC of each mode in a-PVC as a function of frequency. 
 
Figure 50. TC accumulation of modes in a-PVC as a function of frequency. 
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Accumulations as a function of PR and MSE can be found in Appendix G. Additional 
Thermal Conductivity Data for Amorphous Poly(methyl methacrylate), Amorphous 
Polystyrene, and Amorphous Polyvinyl Chloride. 
In the case of every polymer, the TC of the IF modes are comparable to the TC of RF 
modes. In the case of a-PS, 17% of the modes are IF modes, thus it seems reasonable that 
they account for a significant portion of the (non-QC) TC. 
Limiting the discussion for the moment to a-PS and revisiting the hypothesis for this 
question, these results were not anticipated. The hypothesis is in part due to some initial 
uncertainty as to the nature of IF modes – it was thought that the modes might correspond 
to structural changes in the polymer, and because the polymer is amorphous, that these 
structural changes might not have a significant impact on TC, particularly given that many 
of the modes are highly localized. However, the findings presented here are completely 
counter to these expectations. Not only do the IF modes contribute significantly, they in 
fact contribute disproportionately to the polymer’s TC, accounting for 33% of the total TC 
of the system; their contribution on average is therefore ~2x that of an average RF mode, 
given then comprise 17% of the total modes. 
Upon delving further into the reason for the anomalously large TC of some of the IF modes 
in a-PS, the findings mirror those for RF modes: the modes with large TC’s are exactly 
those modes with large PCPR2 values in frequency ranges where most modes have low 
PCPR2’s and all modes have low PCPR3’s. Fig. 51 replots the data from Fig. 47, but 
highlighted in red are the 20 IF modes with the largest PCPR2 values and a frequency 
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magnitude > 5 THz (to exclude the low-frequency delocalized IF modes, which also have 
large PCPR2’s). 
 
Figure 51. TC of each mode in a-PS as a function of frequency. Modes with a 
frequency < -5 THz and large PCPR2 values are plotted in red. 
This work has already discussed at length the rationale for why modes with high PCPR2 
modes can have disproportionately large TC’s, but it is interesting to note the same 
behavior observed for RF modes is observed for IF modes as well. 
It is also worth pointing out here that not only is the total contribution from IF modes 
different between a-PS and the other two polymers, but even the general profile of TC in 
each is quite different. The magnitude of the largest TC modes in a-PS is an order of 
magnitude larger than that of the modes in a-PMMA or a-PVC. Furthermore, as can be 
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seen in Fig. 51, the highest TC modes are actually IF modes! In the cases of a-PMMA and 
a-PVC, the modes with the largest magnitude are RF modes. 
There are several other interesting findings to note, but for which no immediate explanation 
is available. For example, the relationship between TC and frequency is similar for a-
PMMA and a-PVC, but distinctly different form a-PS. Another interesting observation is 
that – consistent with the localization of the modes – TC magnitude increases much more 
quickly with increasing (magnitude of) frequency for IF modes than for RF modes, 
particularly in the cases of a-PMMA and a-PVC. In particular, if one examines the 
frequency range -10 to 10 THz in Fig. 45 or 49, the TC magnitude of the IF modes almost 
instantly reaches 5 x 10-4 W m-1 K-1 and 2 x 10-4 W m-1 K-1, whereas the TC of RF modes 
do not reach similar values until ~25 THz and ~10 THz, respectively. This discrepancy in 
TC magnitude mirrors the extreme localization, which occurs even at ~-1 THz. In other 
words, the correlation between TC and spatial localization (i.e. the highest magnitude TC 
modes are the most highly localized) is consistent between IF and RF modes; IF modes 
just reach higher degrees of localization/higher magnitudes of TC at much lower 
frequencies. 
It is worth noting that while there are differences in exactly how much IF modes contribute 
to TC in the three thermoplastics studied here, in every case, the IF modes do contribute to 
TC. On a per-mode basis, the contribution from the IF modes is on-par with, if not greater 
than, the per-mode contribution from RF modes. Thus, the TC contribution from IF modes 




5.3 Summary of Findings 
5.3.1 Questions Answered in this Chapter 
Question 4: Do IF modes correspond to conformation changes in the studied 
thermoplastics? If not, is there any evidence of some other structural change between 
metastable states occurring? 
Answer: There is no evidence that IF modes are conformation changes or that they behave 
differently than RF modes. 
Question 5: Do IF modes contribute to TC in the amorphous thermoplastics in this study? 
Answer: IF modes have a per-mode contribution to TC commensurate with RF modes 
exhibiting a similar degree of localization. Therefore, they cannot be neglected. 
5.3.2 Discussion 
This chapter has shown that IF modes behave similarly to RF modes in nearly every aspect, 
other than the frequency at which localization happens. The modes do not appear 
correspond to any type of structural change, but rather qualitatively resemble RF modes. 
However, it has not been proven exhaustively that every single IF mode in the polymer 
systems studied does not correspond to a structural change, and it is conceivable that some 
still could. 
The TC contribution from IF modes is not only commensurate with RF modes, but 
(particularly in the case of a-PS modes), the total TC is due disproportionately to IF modes. 
These results are not what was initially expected, but given the other findings presented 
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here, perhaps they ought to be. Ultimately, the most important point here may not be any 
particular observation regarding IF or RF modes, but rather that regardless of the mode 
type, what is important is the mode’s PCPR2 (at least for modes in certain frequency 
ranges). 
Comparing the TC of the three polymers studied in this dissertation, there are many 
similarities between how different classes of modes contribute to TC in the materials. In 
particular, a-PMMA and a-PVC share many similarities when comparing TC accumulation 
functions: both show a small (but measurable) positive contribution to TC from IF modes, 
while most of the contribution to TC comes from ≲ 60 THz RF modes. In each case 
however, the materials show a noticeable increase in TC (~10% of the total TC) at ~100 
THz where there is a spike in the DOS. In the case of PS, the majority of TC is still due to 
modes with frequencies in the range of 0-60 THz, however, IF comprise approximately 
25% of the total TC of the material. This much larger contribution from IF modes in a-PS 
is not entirely surprising: IF modes comprise 17% of modes in a-PS, while they comprise 
< 5% of modes in a-PMMA and a-PVC. Thus, once on accepts that IF modes can contribute 
to TC in amorphous thermoplastics, it is reasonable to expect that a material with a higher 
percentage of IF modes would have a larger contribution to TC from them. Furthermore, 
while a small increase in TC can again be observed around 100 THz, the increase is much 
smaller than in a-PMMA or a-PVC, which is consistent with the smaller number of modes 
(and correspondingly lower spike in DOS) at 100 THz in a-PS. 
There are many avenues of further study that could be pursued. In particular, there is 
potential for further study into the nature of IF modes. It is still not fully understood what 
gives rise to these modes, or why they are localized at such low frequencies. While it seems 
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quite possible that perhaps the modes have something to do with the given polymer being 
in a metastable, rather than a fully relaxed state, no conclusive evidence exists to prove this 
assertion. Understanding why IF modes occur, whether a different relaxation scheme can 
reduce/eliminate them, and whether such modes ever do correspond to structural changes 
are all open questions that still need to be resolved. 
It has also been shown that in the cases of both RF and IF modes, those with high PCPR2 
values can have a disproportionate effect on the TC of the material. As pointed out in 
Chapter 4. Localization and Thermal Conductivity of Normal Modes in Amorphous , 
understanding how to suppress such modes may allow one to better control the thermal 
properties of the polymer.  
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CHAPTER 6. CONCLUSIONS 
This dissertation has primarily investigated normal modes of vibration in amorphous 
thermoplastic polymers, namely a-PMMA, a-PS, and a-PVC. The studies have focused on 
two aspects of these modes, namely their high degree of localization, and the existence of 
modes with an imaginary frequency. 
The major findings in this dissertation center around the existence of highly-localized 
modes in amorphous thermoplastics and their anomalously large contributions to TC in 
those materials. Not only were the materials studied herein found to have an unusually high 
number of extremely-low (< 0.1) PR modes, but these modes were found to be the largest 
contributors to TC in the polymers. Furthermore, IF modes were found to contribute to the 
TC of the polymers studied, a result which was somewhat unintuitive. In general, these 
results are a drastic departure from findings in any other class of materials studied to date, 
and answering the questions proposed for this dissertation has revealed new and 
unexpected results about how heat can propagate in amorphous thermoplastics. 
6.1 Questions Answered in this Dissertation 
Question 1: Does the low average PR observed in a-PMMA persist across different 
supercell sizes, and is this also the case for the other amorphous thermoplastics in this 
study? 
Answer: The low PR observed in PMMA is similar across all polymers studied and for 
different size supercells. 
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Question 2: With most modes having a low PR ascribed to locons, are the modes actually 
localized, or would an alternative descriptor indicate they are delocalized? 
Answer: While low-PR modes may be localized to a few atoms, for locons with a high 
MSE, there is a significant “tail” of excited atoms that extends through the supercell; for 
locons with a high PCPR2, atoms on multiple polymer chains experience a significant 
degree of excitation. Thus, while still these modes are localized according to PR, the atom 
excitation is still spread throughout the supercell in ways that could impact the TC. 
Question 3: Do localized modes contribute to TC in the amorphous thermoplastics in this 
study? 
Answer: Locons contribute to TC on a per-mode basis as much or more than other classes 
of modes, and a negative correlation between PR and TC is observed, contrary to what was 
expected. This trend persists regardless of the means by which localization is measured. 
Question 4: Do IF modes correspond to conformation changes in the studied 
thermoplastics? If not, is there any evidence of some other structural change between 
metastable states occurring? 
Answer: There is no evidence that IF modes are conformation changes or that they behave 
differently than RF modes. 
Question 5: Do IF modes contribute to TC in the amorphous thermoplastics in this study? 
Answer: IF modes have a per-mode contribution to TC commensurate with RF modes 
exhibiting a similar degree of localization. Therefore, they cannot be neglected. 
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6.2 Summary of Findings 
Chapter 2. Initial Observations provides some critical technical details necessary for 
understanding the most important results presented in later chapters. The chapter next 
outlines some preliminary findings that spurred the investigation detailed in the proceeding 
sections. These findings are centered around the existence of IF modes and the surprisingly 
low PR of the modes in a-PMMA. The chapter concludes by identifying five primary 
questions raised by these initial findings and suggest a hypothesis for each. 
Chapter 3. Analysis Techniques and Methods provides further technical details on some 
less critical aspects of this work, including EIP’s and amorphous structures were generated 
for a-Ge and details of GKMA. 
Chapter 4. Localization and Thermal Conductivity of Normal Modes in Amorphous  is an 
in-depth treatment of spatially localized vibrational modes in amorphous polymers. The 
chapter describe two new methods for describing mode localization, namely the MSE and 
PCPR, both of which have been found to be useful quantities. MSE provides a measure of 
the spatial localization of a mode, while PCPR values can inform one as to how distributed 
a mode is among multiple polymer chains. Upon investigating the relationship between 
PR, MSE, and modal TC, it is found that the more highly-localized a mode, the more likely 
the magnitude of its TC is large. Further, the PCPR2 can correlate strongly with the 
magnitude of modal TC, so long as the mode is in a frequency range in which most modes 
are confined to a single polymer chain. Although still unproved, it is postulated that this 
result is because such modes act as a means whereby otherwise confined thermal energy 
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can be transferred between chains. Some means by which these findings could possibly be 
exploited are suggested to further improve the thermal properties of amorphous polymers. 
Chapter 5. Imaginary Frequency Modes in Amorphous Polymers applies many of the same 
methods utilized in Chapter 4 to IF modes. These modes are found not to correspond to 
conformational changes in the polymers as expected, but rather appear qualitatively 
identical to RF modes. The one significant difference that is observed is how localized the 
modes become (and consequently, how quickly the magnitude of TC increases) at low 
frequency magnitudes. This work raises many questions regarding IF modes, including 
questions relating to the nature of the modes and whether or not one should always expect 
to observe them in polymer systems. 
6.3 Future Work 
These finding motivate further avenues of exploration of TC in amorphous polymers. 
Among the questions raised by the findings presented here, some significant ones include: 
1) Understanding how effects vary in the same thermoplastics with different 
structures. For instance, do all the same trends persist in much larger 
supercells? This works has provided evidence that transferring heat between 
polymer chains can be a significant bottleneck to increasing TC. It seems 
reasonable then to assume that, at least up to some critical length, increasing 
the molecular weight may allow heat to propagate further into a material 
before reaching a bottleneck (i.e. before the heat must be transferred to 
another polymer chain). Is this ever the case? Which other properties of 
polymer chemistry (e.g. tacticity, polydispersity, branching, the presence of 
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hydrogen bonds, etc.) tend to be correlated with large or small TC, and what 
does this correlation look like? 
2) Understanding the persistence of the trends observed in other polymers. 
Are the same trends observed in larger-sized other thermoplastics? 
Thermosets? Semi-amorphous, semi-crystalline polymers? Discovering 
exceptions to the findings presented here may provide a deeper level of 
insight that what is currently available. For instance, if modes in thermosets 
with large PCPR2’s do not exhibit unusually high TC, perhaps a means of 
reducing the strength of inter-chain bonding would not reduce the TC of the 
material, whereas it might for thermoplastics. 
3) Inquiry into how to tune the TC of polymers. For example, is there any 
way to take advantage of the TC contribution from large PCPR2 modes? 
What other means are available to affect the bulk TC of the polymer? How 
do processes such as drawing affect the modes of amorphous polymers, and 
how do those changes in mode character then affect the TC of the material? 
The anomalous high-frequency, high-TC modes observed here have TC’s roughly one 
order of magnitude larger than comparable lower-frequency modes. If one could envision 
a system in which all such modes in the polymer had a similar magnitude of TC due to an 
increased inter-chain presence, the resultant bulk TC would consequently also be an order 
of magnitude larger – on the order of ~1 W m-1 K-1. While this TC is still low compared to 
most other materials, the ability to create polymers with such a TC could open up several 
possibilities for polymers from which they are currently limited due to their low TC.  
 
 147
An even more exciting prospect is to further reduce the TC of polymers. Polymers already 
possess some of the lowest TC’s of any material at room temperature and represent one of 
the best inexpensive options for providing thermal insulation using a bulk material. If one 
could reduce TC by an order of magnitude, the resultant materials would have TC’s on the 
order of 0.01 W m-1 K-1 or lower, on par with the lowest TC’s ever observed in bulk 
materials at room temperature [120]. 
Perhaps a first means by which one might attempt to reduce TC is to design a material with 
more vibrational modes confined to a single polymer chain. If one could, for example, 
decrease the PCPR’s (apart from the PCPR1 of course) of low-frequency modes, would the 
resultant TC of that mode be decreased as well? Perhaps one could develop a means by 
which the strength of a polymer’s intermolecular bonds can be reduced, more effectively 
trapping heat within individual polymer chains. How exactly one might effect this 
confinement is unclear, but as one suggestion, perhaps one could introduce certain 
interstitial species (polymer or otherwise – the nature of these interstitials is a question for 
further inquiry), which could have an effect on bulk TC similar to adding impurities to a 
pure crystal or creating nanostructured interfaces. In the parlance of the PGM, the 
interstitials would be additional scattering sites in the material. It seems that a more correct 
perspective is that of correlation, in which case one could argue the presence of interstitials 
may serve to reduce the ability of polymer chains’ vibrations to remain correlated with one 
another. Regardless of the paradigm, the introduction of interstitials would ideally serve to 
confine more modes to a single polymer chain, resulting in a reduced TC. 
Care must be taken when introducing interstitials to an amorphous polymer; one could 
argue that any material that is miscible with an amorphous polymer could increase the 
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degree of coherence between polymer chains. Polymers in particular are usually 
immiscible with other materials and only blend with a small number of materials. It seems 
reasonable to expect that in such a case, adding another material to the polymer would only 
serve to increase the degree of coherence between polymer chains; however, it is not 
guaranteed that this would be the case. One could, for example, make a similar argument 
for random alloys (e.g. Si-Ge). However, in such cases, the addition of an alloying element 
will serve to decrease the TC of the material [15, 16]. Thus, the question of the effect on 
TC of adding a second material to an amorphous polymer is one worth studying in further 
detail. 
While still quite challenging, even a more modest reduction of TC by a factor of two would 
have huge commercial implications. Consider for example PS, which is an inexpensive 
means of providing thermal insulation for homes and appliances, food and drink, etc., in 
the form of Styrofoam. To improve the insulating efficiency of PS by a factor of two would 
consequently mean a 2x reduction in the amount of material needed to provide a given 
level of insulation. Considering the US produces 3 million tons of Styrofoam per year [115] 
and it is not considered economic to recycle [173]1-13, reducing the amount needed by 1.5 
million tons (or even an amount approaching to this figure) would have both significant 
commercial and environmental impacts; the global impact would be greater still. Similarly, 
if the TC of PMMA could be reduced by a factor of 2x, it would perhaps be economical to 
manufacture windows for buildings from the material in some cases, reducing energy costs 
for conditioning the space. Reducing the TC of PVC – often used in plumbing – could 





Finally, while there have been some interesting observations made about IF modes, there 
is still much not understood about them, including even their origin. Furthermore, the 
reason for the high degree of localization at low-frequencies is unclear, and perhaps 
explaining the reason for this trend will shed light on the nature of these modes. 
The findings of this dissertation are quite intriguing, and there is great potential to build 
upon them to make significant improvements to commercially available polymers. While 
it is not certain where exactly these findings will lead, the potential uses of the findings are 
certainly exciting. Polymers are ubiquitous, and even marginal improvements can have a 
substantial impact on both the global economy and environment. This work may raise more 
questions than answers, but hopefully the questions raised here will guide the development 
of the next generation of smart materials.  
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APPENDIX A. COMMANDS USED TO GENERATE AMORPHOUS 
POLYMER SUPERCELLS VIA THE POLYMER MODELER 
This appendix details all commands used to create the polymer supercells discussed in this 
dissertation, namely a-PMMA, a-PS, and a-PVC. These supercells were all created via the 
Polymer Modeler [174] (<https://nanohub.org/tools/polymod>), a freely-available online 
research tool. Unless otherwise stated, default options/commands are used at each step. 
A.1  Commands for Generating Amorphous Poly(methyl methacrylate) Supercells 
The a-PMMA studied in this work is created using the “PMMA (atactic)” option. The 
number of monomers per chain is set to 50, and the number of polymer chains is 4. Under 
the “simulation cell” options, the System volume option was set to “Specify cell 
dimensions”, with a cell dimension of 30.4. LAMMPS was not run on the supercell using 
the Polymer Modeler tool, so in the next step of the modeler (“Simulation”), Simulation 
choice is set to “LAMMPS input files only”. 
A.1  Commands for Generating Amorphous Poly(methyl methacrylate) Supercells 
The a-PMMA studied in this work is created using the “PMMA (atactic)” option. The 
number of monomers per chain is set to 50, and the number of polymer chains is 4. Under 
the “simulation cell” options, the System volume option was set to “Specify cell 
dimensions”, with a cell dimension of 30.4. LAMMPS was not run on the supercell using 
the Polymer Modeler tool, so in the next step of the modeler (“Simulation”), Simulation 
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choice is set to “LAMMPS input files only”. The supercell structure was then ready to 
be created in the third step, “Simulate”. 
A.2  Commands for Generating Amorphous Polystyrene Supercells 
The a-PMMA studied in this work is created using the “Polystyrene (atactic)” option. The 
number of monomers per chain is set to 50, and the number of polymer chains is 4. Under 
the “simulation cell” options, the System volume option was set to “Specify cell 
dimensions”, with a cell dimension of 32.5817. LAMMPS was not run on the supercell 
using the Polymer Modeler tool, so in the next step of the modeler (“Simulation”), 
Simulation choice is set to “LAMMPS input files only”. The supercell structure 
was then ready to be created in the third step, “Simulate”. 
A.3  Commands for Generating Amorphous Polyvinyl Chloride Supercells 
The a-PS studied in this work is created using the “PVC” option. The number of monomers 
per chain is set to 50, and the number of polymer chains is 4. Under the “simulation cell” 
options, the System volume option was set to “Specify cell dimensions”, with a cell 
dimension of 24.684. LAMMPS was not run on the supercell using the Polymer Modeler 
tool, so in the next step of the modeler (“Simulation”), Simulation choice is set to 
“LAMMPS input files only”. The supercell structure was then ready to be created in the 
third step, “Simulate”.  
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APPENDIX B. DESCRIPTION OF RELAXATION PROCESS FOR 
AMORPHOUS STRUCTURES CREATED IN THE LARGE-SCALE 
ATOMIC/MOLECULAR MASSIVELY PARALLEL SIMULATOR 
Below are the commands used to relax each supercell described in this dissertation. 
B.1  Commands for the Relaxation Method for Amorphous Germanium 
variable dt equal 0.0005 #0.5 fs timestep 
 
 echo screen 
 
# boundary and atoms-------------------------------------------------------------------------------- 
 
 comm_modify  vel yes 
 
 boundary p p p 
 units          metal 
 atom_style charge 
 




# Pair style commands for TBC-1 
  pair_style hybrid/overlay tersoff buck 12 coul/dsf 0.25 12 
  set type 1 charge   
  pair_coeff * * coul/dsf 
  pair_coeff 1 1 buck    
  pair_coeff * * tersoff ge_tbc_1.tersoff Ge 
 
  thermo_style   custom step temp press etotal pe vol fmax fnorm nbuild ndanger 
  thermo 10000 
 
# initial velocities------------------------------------------------------------------- 
 
 velocity all create 1 424242 rot yes mom yes 
 dump   mydump all xyz 10000 pos.xyz 




# Relaxing the Imported structure in the desired temperature------------------ 
 
 timestep ${dt}1-13 
 
 min_style quickmin 
 minimize 0 1e-8 50000 10000000 
 
 fix PotEng all ave/time 1000 1 1000 c_thermo_pe file PE.txt 
 
 fix 1 all npt temp 300 300 0.01 iso 0 0 1000 
 run 500000 
 unfix 1 
 
 min_style quickmin 
 minimize 0 1e-8 50000 10000000 
 
 fix 1 all npt temp 300 300 0.01 iso 0 0 1000 
 run 500000 
 unfix 1 
 
 min_style quickmin 
 minimize 0 1e-8 50000 10000000 
 
 fix 1 all npt temp 300 300 0.01 iso 0 0 1000 
 run 500000 
 unfix 1 
 
 min_style quickmin 
 minimize 0 1e-8 50000 10000000 
 
 fix 1 all npt temp 300 300 0.01 iso 0 0 1000 
 run 500000 
 unfix 1 
 
 unfix PotEng 
 fix TEMPS all ave/time 1000 1 1000 c_thermo_temp file TEMPS.txt  
 
 fix 1 all nve 
 run 1000000 
 
 unfix TEMPS 
 
 fix 2 all temp/rescale 1000 300 900 0.01 1.0 
 run 200000 




 fix 2 all temp/rescale 1000 900 900 0.01 1.0 
 run 2000000 
 unfix 2 
 
 run 200000 
 fix 2 all temp/rescale 1000 900 300 0.01 1.0 
 run 200000 
 unfix 2 
 
 fix 2 all temp/rescale 1000 300 300 0.01 1.0 
 run 2000000 
 unfix 2 
 run 1000000 
 unfix 1 
 
 minimize 0 1e-8 100000 10000000 
 dump lastpos all xyz 1 lastpos.xyz 
 fix 1 all nve 
 run 1 
B.2  Commands for the Relaxation Method for Amorphous Poly(methyl 
methacrylate) and Amorphous Polyvinyl Chloride 
variable dt equal 1 #0.1 fs timestep 
 
# General parameters 
echo    both 
read_restart data.dreiding  #this file contains all information about the atoms/bonds in the 
polymer 
 
thermo_style      custom step etotal ke temp pe ebond eangle edihed eimp evdwl ecoul 
elong press pxx pyy pzz pxy pxz pyz lx ly lz vol density 
thermo            100 
thermo_modify     flush yes 
 
# MD parameters 
neigh_modify every 1 delay 5 
pair_style        buck/coul/long  12.0 12.0 
kspace_style      pppm 1e-4 
pair_coeff 1  1  3407.78599213 0.258035858504 31.3691508534   # H_  H_ 
pair_coeff 1  2  17353.2373206 0.267542023409 135.235974836   # H_  
C_3 




pair_coeff 1  4  13693.8677062 0.255243315497 91.7827422702   # H_  
O_2 
pair_coeff 1  5  13693.8677062 0.255243315497 91.7827422702   # H_  
O_3 
pair_coeff 2  2  88366.7126395 0.277775402594 583.017658827   # C_3  
C_3 
pair_coeff 2  3  88366.7126395 0.277775402594 583.017658827   # C_3  
C_2 
pair_coeff 2  4  69732.3531147 0.264541129506 395.685834216   # C_3  
O_2 
pair_coeff 2  5  69732.3531147 0.264541129506 395.685834216   # C_3  
O_3 
pair_coeff 3  3  88366.7126395 0.277775402594 583.017658827   # C_2  
C_2 
pair_coeff 3  4  69732.3531147 0.264541129506 395.685834216   # C_2  
O_2 
pair_coeff 3  5  69732.3531147 0.264541129506 395.685834216   # C_2  
O_3 
pair_coeff 4  4  55027.5202694 0.252510568864 268.546375961   # O_2  
O_2 
pair_coeff 4  5  55027.5202694 0.252510568864 268.546375961   # O_2  
O_3 
pair_coeff 5  5  55027.5202694 0.252510568864 268.546375961   # O_3  
O_3 
run_style         respa 3 2 2 bond 1 pair 2 kspace 3 
 
dump       mydump all xyz 10000 pos.xyz 




fix NVE1 all nve 
 



















B.3  Commands for the Relaxation Method for Amorphous Polystyrene 
variable T1 equal 500 #500K anneal temp 
variable dt equal 1 #1 fs timestep 
 
# General parameters 
echo    both 
read_restart data.dreiding  #this file contains all information about the atoms/bonds in the 
polymer 
 
# MD parameters 
neigh_modify every 1 delay 5 
pair_style        buck/coul/long  12.0 12.0 
kspace_style      pppm 1e-4 
pair_coeff 1  1  3407.78599213 0.258035858504 31.3691508534   # H_  H_ 
pair_coeff 1  2  17353.2373206 0.267542023409 135.235974836   # H_  
C_3 
pair_coeff 1  3  17353.2373206 0.267542023409 135.235974836   # H_  
C_R 
pair_coeff 2  2  88366.7126395 0.277775402594 583.017658827   # C_3  
C_3 
pair_coeff 2  3  88366.7126395 0.277775402594 583.017658827   # C_3  
C_R 
pair_coeff 3  3  88366.7126395 0.277775402594 583.017658827   # C_R  
C_R 
run_style         respa 3 2 2 bond 1 pair 2 kspace 3 
 
restart 10000 restart1.lammps restart2.lammps 
 
dump       mydump all xyz 10000 pos.xyz 




velocity all create $(2*v_T1) 104892 rot yes mom yes 
 
fix NVE1 all nve 
 





















APPENDIX C. PARAMETERS FOR THE TERSOFF-BUCKINGHAM-
COULOMB POTENTIALS 
C.1  TBC-1 
pair_style hybrid/overlay tersoff buck 12 coul/dsf 0.25 12 
set type 1 charge  0.326000 
pair_coeff * * coul/dsf 
pair_coeff 1 1 buck 37.688000 0.604000 30.369000 
pair_coeff * * tersoff ge_tbc_1.tersoff Ge 
 
#   m, Inmma, lambda3, c, d, costheta0, n, beta, lambda2, B, R, D, lambda1, A 
Ge Ge Ge 3 1 1.034300 80.527700 5.045000 -0.500900 9.905200 0.168400 0.781200 
40.348800 3.1  0.25 3.676800 5400.516300 
C.2  TBC-2 
pair_style hybrid/overlay tersoff buck 12 coul/dsf 0.25 12 
set type 1 charge  0.079000 
pair_coeff * * coul/dsf 
pair_coeff 1 1 buck 34.370000 0.480000 468.750000 
pair_coeff * * tersoff ge_tbc_1.tersoff Ge 
 
#   m, Inmma, lambda3, c, d, costheta0, n, beta, lambda2, B, R, D, lambda1, A 
Ge Ge Ge 3 1 2.593000 19.231000 58.123000 -0.513000 16.050000 2.668000 1.267000 
6.780000 3.1 0.25 3.160000 4816.660000 
C.3  TBC-3 
pair_style hybrid/overlay tersoff buck 12 coul/dsf 0.25 12 
set type 1 charge  -0.422000 
pair_coeff * * coul/dsf 
pair_coeff 1 1 buck 743.390000 0.290000 628.910000 
pair_coeff * * tersoff ge_tbc_1.tersoff Ge 
 
#   m, Inmma, lambda3, c, d, costheta0, n, beta, lambda2, B, R, D, lambda1, A 
Ge Ge Ge 3 1 0.049000 78.191000 2.501000 -0.152000 8.440000 6.714000 9.968000 
398.260000 3.1 0.25 3.235000 6399.230000  
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APPENDIX D. MODIFICATIONS MADE TO THE LARGE-SCALE 
ATOMIC/MOLECULAR MASSIVELY PARALLEL SIMULATOR 
TO ENABLE POTENTIAL-AGNOSTIC GREEN-KUBO MODAL 
ANALYSIS 
This appendix discusses modifications made to the LAMMPS software package that allow 
for the implementation of GKMA. While previous modifications had been made that 
allowed GKMA in some situations, those modifications only enabled its usage in specific 
EIP’s. The modifications described herein are the first to allow a user to simulate a material 
in a way that is potential-agnostic, greatly expanding the number of material classes that 
can be studied with GKMA in LAMMPS. The discussion here will reference the actual 
code, included in the subsequent appendix. 
The compute gkma command has been written to perform GKMA calculations in 
LAMMPS. This compute command is based on a modified version of LAMMPS’s 
compute heat/flux command. Whereas compute heat/flux allows one to determine the total 
heat flux in the x, y, and z directions in a material, compute gkma has been written such 
that it calculates modal contributions to heat flux ( nQ  in Eq. 10). A description of compute 
gkma and an example implementation follow. 
N.B. all modifications made to LAMMPS’s compute heat/flux command are bracketed 
with comments “GKMA-beg-#” and “GKMA-end-#”, where # is a number used to refer to 
one of three specific blocks of edited code in this text. 
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The first modification to compute heat/flux (block 1 in compute gkma) simply allocates 
some additional variables, or in a few cases, changing a variable type during allocation. 
The first substantive change to the code (block 2) reads information about the system 
eigenvectors, which are stored in the variables eigx, eigy, and eigz. The code is designed to 
read information from the eignvector.eig file produced by the General Utility Lattice 
Program (GULP). This file should be located in the same directory as other LAMMPS 
input files. If the user has obtained eigenvector information from another program, the 
eigenvector file should be modified to follow GULP’s eignvector.eig format exactly, 
including blank lines, etc. Alternately, the user can modify compute gkma to read an 
eigenvector file that has been formatted differently. Regardless, the user should ensure they 
have allocated enough memory to store all information from the eigenvector file, which 
can be a significant memory requirement for larger systems, due to the N2 scaling of 
eigenvector information. 
The other significant change implemented in compute gkma can be found in block 3. There 
are first several minor alterations made to the code to initialize additional variables, after 
which the code calculates modal contributions to heat flux. First, Eq. 6 is used to determine 
modal velocities, xdotx, xdoty, and xdotz. The proceeding for loop then calculates modal 
heat fluxes, by first implementing Eq. 8 to decompose atomic velocities into modal atomic 
velocities, vx, vy, and vz, then calculating the contribution of those modal velocities to heat 
flux, jcx, jcy, jcz, jvx, jvy, and jvz via Eq. 10. These six heat flux quantities are the modally 
decomposed versions of the identically-named quantities found in compute heat/flux. The 
quantities vsum and actv are for debugging purposes and can be safely ignored. Finally, in 
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the last few lines of block 3, the data is reduced (necessary in the event of a multi-processor 
job) and printed. 
The compute gkma code has been written so that users can bin modal information about a 
system. That is, rather than obtaining information about every individual mode’s heat flux, 
the user can use compute gkma to obtain the heat flux due to one or several bins of modes. 
Binning is important for large systems, which require large amounts of memory to store 
modal heat fluxes and long job walltimes to continually write modal heat flux information. 
Thus far, the binning process is limited to modes that are adjacent in the eignvector.eig file. 
Thus, unless the eigenvector file is modified, binning will always occur for modes with 
similar frequencies. 
To perform a compute gkma calculation, the user should follow all procedures for running 
a compute heat/flux calculation, i.e. initialize ke/atom, pe/atom, and stress/atom computes 
and use them as arguments for the compute gkma command. As mentioned previously, the 
user should also ensure a file named “eignvector.eig” is located in the same directory as 
other LAMMPS input files. The command compute gkma in the LAMMPS input is 
formatted identically to that of compute heat/flux, except that the user should also supply 
information about binning at the end of the command. This information should be 
formatted as three integers, identified in the compute gkma code as firstmode, lastmode, 
and binsize. These quantities are self-explanatory: firstmode gives the first mode (based on 
the order of the modes in eignvector.eig) for which the user wishes to perform calculations, 
while lastmode gives the last mode for which the user is performing calculations; binsize 
is simply the number of modes to include in a single bin. 
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Assuming a 1,000-atom system (and thus, 3,000 total vibrational modes), some examples 
of how this command might be implemented are: 
compute      modalflux all gkma myKE myPE myStress 1 3000 1 
This command will provide information about every single mode in the system. It will not 
actually perform any binning, as the bin size is 1. 
compute      modalflux all gkma myKE myPE myStress 1 3000 
3000 
This command’s output will be identical to “compute flux all heat/flux myKE myPE 
myStress”. It computes modal heat fluxes for all modes but bins contributions into a bin of 
3,000 modes (i.e. every mode in the system). This single output is therefore the sum of all 
modal contributions and will exactly recover the bulk (i.e. not modal) heat fluxes. 
compute      modalflux all gkma myKE myPE myStress 1 1000 100 
Assuming no modification of the eignvector.eig file, this command will compute the modal 
heat fluxes of the 1,000 modes with the lowest frequencies (as modes are sorted by 
frequency in the eignvector.eig file output by GULP). There will be 10 heat fluxes output 
at each timestep. The first value is the sum of contributions from the 100 lowest-frequency 
modes, etc. 
The user should take care that the bin size exactly divides the total number of bins being 
examined, i.e. mod( lastbin-firstbin+1, binsize ) = 0. While the code will still run if this 
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condition is not met, the output in such a case has not been examined, and the heat flux 
values for at least one bin will likely be incorrect. 
For the computes listed above (i.e. a gkma compute named “modalflux”), the values from 
the gkma compute can be output via the command 
fix my_ave1 all ave/time Nevery Nrepeat Nfreq c_modalflux[*] 
file modal_output.txt mode vector 
where the output file is named “modal_output.txt”. (The user can pick any name for both 
the compute itself and the output file.) The quantities Nevery Nrepeat Nfreq are explained 




APPENDIX E. COMPUTE GKMA SOURCE CODE 
This chapter contains the source code for the two files that need to be added to the src/ 
directory to enable GKMA calculations as described in the previous appendix. To enable 
the compute, these two files should be added to the src/ directory, one should update 
style_compute.h to include compute_gkma.h, and the code can subsequently be compiled 
as usual. 
E.1 Source Code for compute_gkma.cpp 
/* ---------------------------------------------------------------------
-   LAMMPS - Large-scale Atomic/Molecular Massively Parallel Simulator 
   http://lammps.sandia.gov, Sandia National Laboratories 
   Steve Plimpton, sjplimp@sandia.gov 
 
   Copyright (2003) Sandia Corporation.  Under the terms of Contract 
   DE-AC04-94AL85000 with Sandia Corporation, the U.S. Government retains 
   certain rights in this software.  This software is distributed under 
   the GNU General Public License. 
 






   Contributing authors: German Samolyuk (ORNL) and 














#include "memory.h" //GKMA 
#include <iostream> //GKMA 
#include <fstream> //GKMA 




using namespace LAMMPS_NS; 
 





ComputeGKMA::ComputeGKMA(LAMMPS *lmp, int narg, char **arg) : 
  Compute(lmp, narg, arg), 
  id_ke(NULL), id_pe(NULL), id_stress(NULL) 
{ 
  if (narg != 9) error->all(FLERR,"Illegal compute GKMA command"); 
 
  //GKMA-beg-1 
  bigint natoms = atom->natoms; 
  array_flag = 1; 
  firstmode = force->inumeric(FLERR,arg[6]); 
  lastmode = force->inumeric(FLERR,arg[7]); 
  binsize = force->inumeric(FLERR,arg[8]); 
  nummodes = lastmode-firstmode+1; 
  numbins = floor(nummodes/binsize); 
  size_array_rows = numbins; 
  size_array_cols = 6; 
  extarray = 1; 
  //GKMA-end-1 
 
  // store ke/atom, pe/atom, stress/atom IDs used by heat flux computation 
  // insure they are valid for these computations 
 
  int n = strlen(arg[3]) + 1; 
  id_ke = new char[n]; 
  strcpy(id_ke,arg[3]); 
 
  n = strlen(arg[4]) + 1; 
  id_pe = new char[n]; 
  strcpy(id_pe,arg[4]); 
 
  n = strlen(arg[5]) + 1; 
  id_stress = new char[n]; 
  strcpy(id_stress,arg[5]); 
 
  int ike = modify->find_compute(id_ke); 
  int ipe = modify->find_compute(id_pe); 
  int istress = modify->find_compute(id_stress); 
  if (ike < 0 || ipe < 0 || istress < 0) 
    error->all(FLERR,"Could not find compute gkma compute ID"); 
  if (strcmp(modify->compute[ike]->style,"ke/atom") != 0) 
    error->all(FLERR,"Compute gkma compute ID does not compute ke/atom"); 
  if (modify->compute[ipe]->peatomflag == 0) 
    error->all(FLERR,"Compute gkmka compute ID does not compute 
pe/atom"); 
  if (modify->compute[istress]->pressatomflag == 0) 
    error->all(FLERR, 
               "Compute gkma compute ID does not compute stress/atom"); 
 




  //GKMA-beg-2 
  std::ifstream eigfile; 
  eigfile.open("eignvector.eig"); 
 
  std::string val; 
  double doubleval; 
  memory->create(eigx,nummodes*natoms,"gkma:eigx"); 
  memory->create(eigy,nummodes*natoms,"gkma:eigy"); 
  memory->create(eigz,nummodes*natoms,"gkma:eigz"); 
   
  for (int i=0; i<=natoms+3 ; i++){ 
    getline(eigfile,val); 
  } 
  for (int i=0; i<firstmode-1; i++){ 
    for (int j=0; j<natoms+2; j++) getline(eigfile,val); 
  } 
  for (int i=0; i<nummodes; i++){ 
    getline(eigfile,val); 
    getline(eigfile,val); 
    for (int j=0; j<natoms; j++){ 
      eigfile >> doubleval; 
      eigx[i*natoms+j]=doubleval; //values are grouped by eigenvector, 
not by atom 
      eigfile >> doubleval; 
      eigy[i*natoms+j]=doubleval; 
      eigfile >> doubleval; 
      eigz[i*natoms+j]=doubleval; 
    } 
    getline(eigfile,val); 
  } 
  eigfile.close(); 








  delete [] id_ke; 
  delete [] id_pe; 
  delete [] id_stress; 








  // error checks 
 
  int ike = modify->find_compute(id_ke); 
  int ipe = modify->find_compute(id_pe); 
  int istress = modify->find_compute(id_stress); 
  if (ike < 0 || ipe < 0 || istress < 0) 
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    error->all(FLERR,"Could not find compute gkma compute ID"); 
 
  c_ke = modify->compute[ike]; 
  c_pe = modify->compute[ipe]; 








  invoked_array = update->ntimestep; 
   
  // invoke 3 computes if they haven't been already 
 
  if (!(c_ke->invoked_flag & INVOKED_PERATOM)) { 
    c_ke->compute_peratom(); 
    c_ke->invoked_flag |= INVOKED_PERATOM; 
  } 
  if (!(c_pe->invoked_flag & INVOKED_PERATOM)) { 
    c_pe->compute_peratom(); 
    c_pe->invoked_flag |= INVOKED_PERATOM; 
  } 
  if (!(c_stress->invoked_flag & INVOKED_PERATOM)) { 
    c_stress->compute_peratom(); 
    c_stress->invoked_flag |= INVOKED_PERATOM; 
  } 
 
  // heat flux vector = jc[3] + jv[3] 
  // jc[3] = convective portion of heat flux = sum_i (ke_i + pe_i) v_i[3] 
  // jv[3] = virial portion of heat flux = sum_i (stress_tensor_i . 
v_i[3]) 
  // normalization by volume is not included 
 
  double *ke = c_ke->vector_atom; 
  double *pe = c_pe->vector_atom; 
  double **stress = c_stress->array_atom; 
 
  double **v = atom->v; 
  int *mask = atom->mask; 
  int nlocal = atom->nlocal; 
  //GKMA-beg-3 
  bigint natoms = atom->natoms; 
  double **f = atom->f; 
  int *type = atom->type; 
  double *mass = atom->mass; 
  tagint *tag = atom->tag; 
 
  double jcx[nummodes]; 
  double jcy[nummodes]; 
  double jcz[nummodes]; 
  double jvx[nummodes]; 
  double jvy[nummodes]; 
  double jvz[nummodes]; 
  for (int i=0; i < nummodes; i++) { 
    jcx[i]=jcy[i]=jcz[i]=jvx[i]=jvy[i]=jvz[i]=0; 
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  } 
  double eng; 
  double xdotx[nummodes]; 
  double xdoty[nummodes]; 
  double xdotz[nummodes]; 
  double vx; 
  double vy; 
  double vz; 
 
  double vsum[nlocal], actv[nlocal]; 
 
  for (int i = 0; i < nummodes; i++) { 
    xdotx[i]=xdoty[i]=xdotz[i]=0; 
    for (int j = 0; j < nlocal; j++) { 
      if (mask[j] & groupbit) { 
        xdotx[i] += sqrt(mass[type[j]])*eigx[i*natoms+tag[j]-1]*v[j][0]; 
        xdoty[i] += sqrt(mass[type[j]])*eigy[i*natoms+tag[j]-1]*v[j][1]; 
        xdotz[i] += sqrt(mass[type[j]])*eigz[i*natoms+tag[j]-1]*v[j][2]; 
      } 
    } 
  } 
  for (int i = 0; i < nlocal; i++) { 
    if (mask[i] & groupbit) { 
      eng = pe[i] + ke[i]; 
      vsum[i] = actv[i] = 0; 
      for (int j = 0; j < nummodes; j++) { 
        vx=1/sqrt(mass[type[i]])*eigx[j*natoms+tag[i]-1]*xdotx[j]; 
        vy=1/sqrt(mass[type[i]])*eigy[j*natoms+tag[i]-1]*xdoty[j]; 
        vz=1/sqrt(mass[type[i]])*eigz[j*natoms+tag[i]-1]*xdotz[j]; 
        jcx[j] += eng*vx; 
        jcy[j] += eng*vy; 
        jcz[j] += eng*vz; 
        jvx[j] -= stress[i][0]*vx + stress[i][3]*vy + 
          stress[i][4]*vz; 
        jvy[j] -= stress[i][3]*vx + stress[i][1]*vy + 
          stress[i][5]*vz; 
        jvz[j] -= stress[i][4]*vx + stress[i][5]*vy + 
          stress[i][2]*vz; 
        vsum[i] += vx; 
        actv[i] = v[i][0]; 
      } 
    } 
  } 
 
  // convert jv from stress*volume to energy units via nktv2p factor 
 
  double data[numbins][6]; 
  for (int i = 0; i < numbins; i++) { 
    
data[i][0]=data[i][1]=data[i][2]=data[i][3]=data[i][4]=data[i][5]=0; 
  } 
  double nktv2p = force->nktv2p; 
  for (int i = 0; i < numbins; i++) { 
    for (int j = 0; j < binsize; j++) { 
      data[i][0]+=jcx[j+i*binsize]+jvx[j+i*binsize]/nktv2p; 
      data[i][1]+=jcy[j+i*binsize]+jvy[j+i*binsize]/nktv2p; 
      data[i][2]+=jcz[j+i*binsize]+jvz[j+i*binsize]/nktv2p; 
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      data[i][3]+=jcx[j+i*binsize]; 
      data[i][4]+=jcy[j+i*binsize]; 
      data[i][5]+=jcz[j+i*binsize]; 
    } 
  } 
   
  // sum across all procs 
  // 1st 3 terms are total heat flux 
  // 2nd 3 terms are just conductive portion 
  MPI_Allreduce(data[0],array[0],6*numbins,MPI_DOUBLE,MPI_SUM,world); 
  //GKMA-end-3 
} 
E.2 Source Code for compute_gkma.h 
/* -*- c++ -*- ---------------------------------------------------------
- 
   LAMMPS - Large-scale Atomic/Molecular Massively Parallel Simulator 
   http://lammps.sandia.gov, Sandia National Laboratories 
   Steve Plimpton, sjplimp@sandia.gov 
 
   Copyright (2003) Sandia Corporation.  Under the terms of Contract 
   DE-AC04-94AL85000 with Sandia Corporation, the U.S. Government retains 
   certain rights in this software.  This software is distributed under 
   the GNU General Public License. 
 















namespace LAMMPS_NS { 
 
class ComputeGKMA : public Compute { 
 public: 
  ComputeGKMA(class LAMMPS *, int, char **); 
  ~ComputeGKMA(); 
  void init(); 
  void compute_array(); 
 
 private: 
  char *id_ke,*id_pe,*id_stress; 
  double *eigx, *eigy, *eigz; //AND-GKMA 
  class Compute *c_ke,*c_pe,*c_stress; 










/* ERROR/WARNING messages: 
 
E: Illegal ... command 
 
Self-explanatory.  Check the input script syntax and compare to the 
documentation for the command.  You can use -echo screen as a 
command-line option when running LAMMPS to see the offending line. 
 




















APPENDIX F. DESCRIPTION OF THE PROCEDURE FOR 
CALCULATING THE MODE SPATIAL EXTENT 
This chapter contains an example calculation of the MSE applied to a vibrational mode in 
a-Ge. The chapter also contains some further discussion about the use of a two-term 
Gaussian as the functional form to which the data is fit. 
F.1 Description of the Mode Spatial Extent Calculation 
The mode selected for this example is one of the low-frequency vibrational modes in a-Ge 
that has an unusually low PR. This mode is illustrated below in Fig. 19, with frequency   
= 2.0 THz and PR = 0.11. Traditionally, such a mode would be considered a diffuson based 
on its (low) frequency, but its PR indicates the mode is a locon. From simple visual 
inspection, one can see there is a significant degree of delocalization of the eigenvectors: 
while there is a single atom with a particularly large amplitude (the vertical eigenvector in 
the top-middle of the figure), the other atoms in the system are still significantly excited. 
The MSE for this mode will be determined first, after which it will be shown that the metric 





Figure 19. A vibrational mode in a-Ge with PR = 0.11 & MSE = 48 Å. Note the 
single large vertical eigenvector in the top middle of the figure and the 
comparatively small eigenvectors of the other atoms. Atoms removed in figures on 
the right for clarity. 
To start, first divide the supercell into thin slices in each of the x -, y -, and z -directions. 
This example will focus only on the slides perpendicular to the x -direction, but note that 
the process is repeated in the other two directions. Here, 40 slices are used for the 
calculation, but this method has been found to be highly insensitive to the number of slices 
used, so long as they are fairly thin (≲ 2 Å), but thick enough to each contain a substantial 
number of atoms (≳ 30 atoms). Sensitivity to the number of bins is discussed further at the 
end of this section. Given that the dimensions of the supercell are 30 Å on each side, each 
slice is 0.75 Å x 30 Å x 30 Å. In every slice, sum the squares of all the eigenvectors to 
produce a single value per slice, resulting in a total of 40 values that are a function of 




Figure 52. Result of summing the square of eigenvectors in each slice of a-Ge, as a 
function of distance in the x-direction. 




The functional form is centered around the largest single value and periodic images of the 
data are include on either side, but the total data to which the curve is fit is only the length 
of the supercell. Thus for instance, if for a 30 Å supercell, the largest datapoint were located 
at x  = 5 Å, the curve would be fit to data ranging from x  = -10 Å to x  = 20 Å. 
The parameters of interest for the purposes of determining the MSE are 1c  and 2c , which 
give the half-width of the Gaussian peaks; these values effectively allow one to assign a 
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“size” to the modes. Even though there may be a single point with a value much greater 
than the other values – as is the case in Fig.  52 – the intent is to capture the tail of small, 
but non-zero eigenvectors, necessitating a two-term rather than a one-term Gaussian. Why 
the two-term form is necessary is illustrated using the simple example in Fig. 53 below: 
 
Figure 53. Illustration of the difference between using one-term and two-term 
Gaussian functional forms. The two curves are fit to the black datapoints. 
For the two-term Gaussian, the values of the peak half-widths are 1c  = 0.292 and 2c  = 1.64 
x 104, whereas for the one-term Gaussian, a single value of c  = 0.876 is obtained. (The 
units of the x -axis are arbitrary for this example.) The one-term form is therefore able to 
provide information about the approximate width of the peak (i.e. the spacing between the 
datapoint at x  = 3 and the surrounding datapoints), but it does not tell one anything about 
the value of the other datapoints. On the other hand, the two-term Gaussian captures the 
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width of the peak (the 1c  value), while also capturing the non-zero aspects of the other 
datapoints (the 2c  value). For comparison, if all the data in Fig. 53 other than the middle 
datapoint were set equal to 0 instead of 5, the resultant half-width values would be 1c  = 
0.443 and 2c  = 0.576; that both c  values are low in this case indicates the “mode” 
represented in this example is localized.  
Returning to Fig. 52, when the data is fit using the two-term Gaussian functional form, the 
following is obtained: 
 
Figure 54. Results of fitting a two-term Gaussian function to the data shown in Fig. 
52. 
The parameters obtained from the fit shown in Fig. 54 are listed below in Table 2. 
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Table 2. Result and parameters of fitting a two-term Gaussian to the data shown in 
Fig. 46. 
Parameter Value 
1a  0.112 
2a  0.0244 
1b  16.4 Å  
2b  15.2 Å 
1c  0.379 Å 
2c  31.2 Å 
Note that, similar to the results of the fit from Fig. 53, for the results listed in Table 2, the 
value of 1c  captures the width of the narrow peak at x  = 15.75 Å, and the value of 2c  
captures the non-zero values of the data in the remainder of the supercell. 
Next, repeat this process in the y - and z - directions and average all six c  values to 




Figure 55. Result of fitting a two-term Gaussian curve to the data in each of the x-, 
y-, and z-directions.   
The c  values in the y - and z -directions are 1c  = 0.281 Å, 2c  = 216 Å and 1c  = 0.268 Å, 
2c  = 38.7 Å, respectively. The average of all six c  values, (which is defined as the MSE), 
is 48 Å, indicating the mode is delocalized, despite a PR of only 0.11. Note that although 
the fitting procedure does a poor job of capturing the correct maximum peak height 
(evident for both the y - and z -directions), this method is insensitive to this error, and a 
correct peak height is not important here. 
F.2 Rationale for a Two-term Gaussian Functional Form 
The method for calculating MSE uses a two-term Gaussian as the functional form to which 
the data is fit. While this form is not necessarily the only form that could be used, it has 
been found to be an appropriate descriptor, and the best option of all forms considered for 
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this dissertation. This section will describe in further detail the rationale for using a two-
term Gaussian over a different functional form.  
The procedure for calculating MSE has been tested for functional forms other than a two-
term Gaussian, including a one-term Gaussian (i.e. a normal distribution), a quadratic 
polynomial, and a horizontal line, with a delta function at the largest single value; 
interestingly, the efficacy of the method is largely insensitive to the functional form 
selected. However, the two-term Gaussian provides the best fit to the data and appears to 
be the most consistent at capturing the tail of non-zero eigenvectors. 
The average R2 value of fit for different functional forms has been calculated for each mode 
in the a-PMMA supercell studied. Table 3 provides the average R2 for both one- and two-
term Gaussian forms, as well as two other functional forms: a parabola and horizontal line 
with a delta function at the largest value. 
Table 3. Comparison of R2 values for different functional forms used to determine 
MSE. 
Functional Form R2 
One-term Gaussian 0.56 
Two-term Gaussian 0.75 
Parabolic 0.19 
Horizontal line + delta function 0.06 
Here it can be seen that the two-term Gaussian functional form exhibits by far the best fit 
for the data considered here. Some examples have been included below in which the two-
term Gaussian can be seen to be a superior fit to the one-term form. These modes are the 




Figure 15. Sum of eigenvectors (left) in each of 40 thin “slices” in the x- (black), y- 
(red), and z- (blue) directions, plotted vs the coordinate in the respective direction. 
Each plot corresponds to the respective mode shown in Fig. 7. The right half of the 




Figure 56. Sum of eigenvectors (left) in each of 40 thin “slices” in the x- (black), y- 
(red), and z- (blue) directions, plotted vs the coordinate in the respective direction. 
Each plot corresponds to the respective mode shown in Fig. 7. The right half of the 
figure shows the data on the left fit with a one-term Gaussian. 
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The fit is evidently better in Fig. 15, which should be unsurprising, considering a two-term 
Gaussian provides additional degrees of freedom. However, it is apparent that the two-term 
functional form also better accounts for modes for which the distribution of eigenvector 
sums is not a simple Gaussian – consider the data in the x -direction for the first mode 
shown. There are two distinct Gaussian-shaped peaks for this mode, making the two-term 
Gaussian function a much better fit than the one-term option. 
Interestingly, as noted however, the functional form is not particularly important if one 
considers how localization varies with frequency. Actually, it is surprising how 
consistently the MSE can describe localization in spite of the functional form, as is evident 
in Fig. 57. 
 
Figure 57. The result of using different functional forms for the MSE fitting, 
including a two-term Gaussian, one-term Gaussian, and parabolic functions. 
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The data shows the result of calculating the MSE using a two-term and a one-term Gaussian 
(black and red, respectively), as well as the result of fitting the data to a parabola, and using 
the ”width” (i.e. the coefficient of the 2x  term) as the measure of localization; the data is 
scaled arbitrarily to match with the results of a Gaussian fitting, but the consistency 
between the forms is still quite apparent. 
The MSE was also calculated for the large (15,020 atom) a-PMMA supercell. The results 
of this calculation vs. frequency are shown in Fig. 58 below, along with the MSE of the 
3,008 atom a-PMMA supercell. 
 
Figure 58. MSE vs. frequency for a-PMMA supercells with 15,020 and 3,008 atoms. 
Looking at Fig. 58, it is evident that the MSE is consistent across different supercell sizes. 
On average, the MSE of many modes in the 0-50 THz range is slightly lower for the smaller 
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supercell, which is unsurprising considering the smaller dimensions of the 3k atom 
supercell; given that the dimensions of the smaller supercell are only about 60% of those 
of the larger supercell, it stands to reason that the MSE (which is effectively a measure of 
the size of the mode) would also on average be smaller as well. Regardless, the overall 
findings based on MSE are the same for both supercells: modes with IF’s tend to be highly 
localized (i.e. their MSE is < 1 Å), modes with frequencies between 0 and 25 THz are 
delocalized and span the entire supercell (MSE ≳ 10 Å), modes with frequencies between 
25 and 50 THz show some degree of localization (1 Å <  MSE < 10 Å), and most modes 
with frequencies > 50 THz are localized (MSE < 1 Å), with “spikes” of delocalized modes 
evident at specific frequency bands. 
The MSE has also be found to yield results that are largely independent of bin size. Fig. 59 
shows the MSE of each mode in a-PMMA, calculated using both 40 and 60 bins. The MSE 




Figure 59. Comparison of MSE of each mode in a-PMMA, calculated using 40 bins 
and using 60 bins. 
It can be seen that while changing the binning does have some effect on the MSE, the 
method is still generally quite consistent. Of the modes shown in Fig. 59, the largest 
difference in MSE is a factor of 2. This difference occurs when the MSE is well below 1 
Å, which is where some discrepancy between the MSE for different bin sizes is evident. 
The reason for this discrepancy is due to the “resolution” of the procedure for calculating 
MSE: when using a larger number of bins, the minimum distance between each point being 
fit decreases, which in turn decrease the minimum width of a Gaussian peak. If one 
considers an extreme case in which a mode exists entirely on a single atom, the MSE would 
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scale with the width of a single bin. Thus, by using more bins (and consequently, a smaller 
bin width), for highly localized modes, the MSE is found to be slightly smaller. However, 
this effect is only observed at sizes < 1 Å, in which case the mode can in be considered 
localized, regardless of bin size. 
For comparison, the MSE calculated using a horizontal line and delta function is extremely 
sensitive to bin size. This is because the two-term Gaussian MSE is a measure of the peak 
widths and is therefore insensitive to the actual value of the sum, unlike for instance a  
horizontal line with a delta function. If the width of a slice were to increase by a factor of 
two, the sum of eigenvectors in a given slice would roughly double. For the two-term 
Gaussian functional form, it is evident that the value from fitting remains largely 
unchanged. However, because the horizontal line and delta function is effectively a 
measure of the average sum of each slice, changing the magnitude of that sum will have a 




Figure 60. Comparison of the MSE calculated using a horizontal line plus a delta 
function for different bin sizes. The y-axis is the value of the intercept when the 
horizontal line is fit to the data. 
Here, it is evident that changing the bin size has a strong effect on the calculated MSE. The 
value of the MSE for a mode calculated in this manner is approximately inversely 
proportional to the number of bins. Thus, for a given mode the MSE calculated for a 
horizontal line and delta function using 40 bins is approximately 50% larger than for a 
mode calculated using 60 (i.e. 50% more) bins. As shown in Fig. 59, his dependence on 
bin size does not exist for a two-term Gaussian MSE. Thus, this is functional form used for 
all MSE calculations unless explicitly stated otherwise.  
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APPENDIX G. ADDITIONAL THERMAL CONDUCTIVITY DATA 
FOR AMORPHOUS POLY(METHYL METHACRYLATE), 
AMORPHOUS POLYSTYRENE, AND AMORPHOUS POLYVINYL 
CHLORIDE 
This chapter presents the modal TC of each of the three polymers studied in this 
dissertation, both on a per-mode basis, and as an accumulation function. The data included 
here compliments that shown in the text. 
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G.1. Modal Thermal Conductivity Data as a Function of Participation Ratio and 
Mode Spatial Extent 
 




Figure 62. Modal TC of a-PVC as a function of PR. 
 
Figure 63. Modal TC of a-PVC as a function of MSE. 
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G.2. Modal Thermal Conductivity Accumulations as a Function of Participation 
Ratio and Mode Spatial Extent 
 




Figure 65. TC accumulation of a-PMMA as a function of MSE. 
 




Figure 67. TC accumulation of a-PS as a function of MSE. 
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