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Kapitel 1
Einleitung
Die vorliegende Arbeit bescha¨ftigt sich mit nichtlinearen Anregungen in Spinsyste-
men. Fu¨r Spinsysteme gibt es verschiedene Modelle, welche diese anschaulich, prakti-
kabel, aber auch sehr vereinfacht darstellen. Beispielsweise stellt das Ising-Modell ein
sehr vereinfachtes Modell dar, bei dem nur die z−Komponenten der Spins betrach-
tet werden und diese wiederum nur genau zwei Werte annehmen ko¨nnen, na¨mlich
+1 und −1. Ising griff dabei die Idee seines Lehrers Lenz auf, dass die magneti-
schen Momente der Atome nur zwei entgegengesetzte Einstellungen haben ko¨nnen
und eine potentielle Energie zwischen Nachbarn existiert, die eine Parallelstellung
begu¨nstigt [27]. Das Ising-Modell hat seine Sta¨rken in der qualitativen Beschrei-
bung von Phasenu¨berga¨ngen im zweidimensionalen (2D-) System. Ebenso wurde
es vielfach auf Fragestellungen in der Biologie und sogar in den Sozialwissenschaf-
ten angewendet, wobei hier ein zentraler Aspekt das Ausrichten des Verhaltens eines
Individuums an seinen Nachbarn ist. Fu¨r eine detailliertere Beschreibung von Wech-
selwirkungen zwischen den Spins beno¨tigt man ein System, das auch deren x− und
y−Komponenten mit einbezieht.
Dafu¨r ist das Heisenbergmodell sehr nu¨tzlich. Dies ist ein quantenmechanisches Mo-
dell, d.h. hier werden Hamilton- und Spinoperatoren betrachtet. Die Heisenberg-
schen Bewegungsgleichungen fu¨r die lokalen Spinoperatoren d/dt ~ˆSn = −i/~
[
~ˆSn,H
]
werden wir in dieser Arbeit im klassischen Limes, d.h. S → ∞, ~ → 0, ~S =
const betrachten. Die Gro¨ße ~S legt die globale Energieskala des Systems fest,
hat daru¨ber hinaus aber keine Bedeutung und wird einfach als eine Konstante be-
trachtet. In Zusammenhang mit semiklassischen Na¨herungen erlauben koha¨rente
Zusta¨nde eine direkte Beziehung zum klassischen Grenzfall herzustellen. Generell
ist es aber nicht selbstversta¨ndlich, dass nichtlineare Anregungen in quantenmecha-
nischen Systemen mit jenen in klassischen Systemen korrespondieren. Schliemann
verwendet in [26] Spin-koha¨rente Zusta¨nde als Basis, um nichtlineare Anregungen
in Quantenspinsystemen zu beschreiben. Er zeigte insbesondere, dass koha¨rente
Zusta¨nde als zeitabha¨ngiger Variationsansatz Quantenkorrekturen in den klassischen
Bewegungsgleichungen reproduzieren und damit den klassischen Grenzfall gut be-
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schreiben. Anhand dieser Quantenkorrekturen wird die Gu¨te dieses Na¨herungsver-
fahrens beschrieben. Bei kleinen Energien konnte aber gezeigt werden, dass die-
se Korrekturen vernachla¨ssigbar klein sind, und Quantenfluktuationen sowohl mit
wachsender Spinla¨nge als auch mit der Systemgro¨ße abnehmen, sodass die gemach-
ten Na¨herungen gerechtfertigt und physikalisch plausibel sind.
In dieser Arbeit verwenden wir das klassische Heisenbergmodell, das in einer Dimen-
sion einer linearen Kette von Spins und zweidimensional einem planaren, quadrati-
schen Gitter mit Spins an den Kreuzungspunkten entspricht. Da wir mit dem klassi-
schen Heisenbergmodell ein magnetisches System betrachten, sind fu¨r uns Aspekte
wie einerseits die Eigenschaften des magnetischen Systems an sich (Materialeigen-
schaften, insbesondere Anisotropien) und andererseits damit verbundene Anregun-
gen interessant. Lineare Anregungen in diesem System sind Spinwellen, bzw. Ma-
gnonen und die nichtlinearen Anregungen Solitonen bzw. Wirbel.
Im Allgemeinen dispergieren in einem linearen System propagierende (fortschreiten-
de) Wellen, wenn man vom vereinfachten Fall wie Licht im Vakuum, wo Gruppen-
und Phasengeschwindigkeit zusammenfallen, absieht. Die unterschiedlichen Phasen-
geschwindigkeiten der Fourierkomponenten eines solchen Wellenpaketes bewirken
dessen Auseinanderlaufen. Addiert man jedoch in den zugeho¨rigen Bewegungsglei-
chungen einen nichtlinearen Term, so kann es spezielle Lo¨sungen geben, bei denen
das Auseinanderlaufen durch die Nichtlinearita¨t verhindert wird. Folglich propa-
gieren diese Lo¨sungen ohne ihre Gestalt zu vera¨ndern. Anregungen dieser Art be-
zeichnet man als koha¨rent. Eine koha¨rente Anregung ist also von der Art, dass
alle Teilnehmer des Systems (je nach System: Spins, Atome. . . - die Systemkonstitu-
enten) daran beteiligt sind, d.h. die Anregung ist kollektiv und zusammenha¨ngend
(das heißt wo¨rtlich koha¨rent). Solche Anregungen ko¨nnen ra¨umlich ausgedehnt (z.B.
Wirbel in Spinsystemen), oder stark lokalisiert sein. Im Falle von stark lokalisierten
Anregungen spricht man von solita¨ren Wellen.
Sie treten in verschiedensten Bereichen der Physik auf [10], wie der Fluiddynamik,
der Festko¨rper- und Plasmaphysik, aber auch in biologischen und geologischen Sy-
stemen. Da solita¨re Wellen Lo¨sungen von jeweils verallgemeinerten, nichtlinearen
Wellengleichungen sind, unterscheiden sie sich gegenu¨ber linearen Anregungen (wie
Phononen oder Magnonen) dadurch, dass fu¨r sie das Superpositionsprinzip nicht
gilt und Geschwindigkeit, Amplitude sowie Breite nicht unabha¨ngig voneinander
wa¨hlbar sind. Formstabilita¨t, unendliche Lebensdauer und Stabilita¨t bei Streuung
an linearen Wellen verleihen solita¨ren Wellen teilchenartigen Charakter. Diejenigen
solita¨ren Wellen, die exakte Lo¨sungen integrabler Bewegungsgleichungen darstel-
len, nennt man Solitonen. Beispiele fu¨r solche Gleichungen sind die Sine-Gordon-
Gleichung [1, 2], die nichtlineare Schro¨dinger-Gleichung, die Boussinesq- oder die
Korteweg-de-Vries-Gleichung [3, 14], wohingegen z.B. die Verbesserte Boussinesq-
Gleichung oder die Φ4−Gleichung nicht integrabel sind.
7Solitonen haben gegenu¨ber solita¨ren Wellen noch zusa¨tzlich die Eigenschaft, bei
Zusammensto¨ßen bis auf eine Phasenverschiebung ungesto¨rt auseinander hervor zu
gehen. Jedoch werden solita¨re Wellen und Solitonen oft synonym in der Literatur
verwendet.
Da die meisten Bewegungsgleichungen physikalischer Modelle nicht integrabel sind,
stellt Integrabilita¨t eine starke Anforderung an ein System dar. Sehr oft fu¨hren kleine
Sto¨rungen in nichtlinearen Gleichungen zu einem Verlust der Integrabilita¨t, sodass
etwaige Lo¨sungen keine Solitonen mehr sind. Ha¨ufig stellen bei kleinen Sto¨rungen
die Solitonlo¨sungen des ungesto¨rten Systems gute Na¨herungen fu¨r diese solita¨ren
Wellen dar und ko¨nnen als Ausgangspunkt der Untersuchung des gesto¨rten Systems
dienen [8, 9].
Da nichtlineare koha¨rente Anregungen wie beispielsweise solita¨re Wellen robust ge-
genu¨ber Sto¨rungen sind, besitzen sie Teilcheneigenschaften. Deswegen ist der Ge-
brauch von kollektiven Variablen sehr gebra¨uchlich. Ziel ist es, ein Modell mit vie-
len Freiheitsgraden auf ein System mit wenigen, u¨berschaubaren Freiheitsgraden
zu reduzieren. Man reduziert die Freiheitsgrade eines Systems, indem man dessen
Dynamik durch die Dynamik weniger Variablen ausdru¨ckt. Diese beschreiben im
Falle von Solitonen deren Position, Amplitude, Breite und interne Phase. Dabei
werden andere mo¨gliche Vera¨nderungen in der Konfiguration durch Phononen (Git-
terschwingungen) und Magnonen (Spinwellen) nicht beru¨cksichtigt. Diese Na¨herung,
welche eine große Anzahl von Freiheitsgraden eines Systems auf eine kleine Anzahl
kollektiver Variablen reduziert, um koha¨rente Anregungen zu beschreiben, nennt
man eine adiabatische Approximation. Dabei unterscheidet man explizite von impli-
ziten kollektiven Variablen, wobei letztere dazu verwendet werden, solita¨re Wellen zu
parametrisieren. Um die Dynamik kollektiver Variablen zu beschreiben, mu¨ssen sie
(z.B. mittels der Projektionsmethode) direkt als Funktionale der Systemkonfigura-
tion angegeben werden. Die Verwendung kollektiver Variablen kann als physikalisch
intuitives Vorgehen bezeichnet werden, da es keine bestimmte, festgefahrene Vorge-
hensweise gibt, bestimmte Anregungen in vorgegebenen Systemen mit diesen geeig-
net zu beschreiben. Trotzdem haben sich die kollektiven Variablen als sehr nu¨tzlich
erwiesen. Die Methode der kollektiven Variablen wird auch auf die Beschreibung
von koha¨renten Anregungen in zweidimensionalen Magneten, das sind insbesondere
Wirbel und zweidimensionale Solitonen, angewendet.
Abha¨ngig von der Gitterstruktur des verwendeten Materials findet man unterschied-
liche Arten von Anisotropien verschiedener Sta¨rke. Bei einer xy-Anisotropie (Easy-
Plane-Anisotropie) richten sich die freien Spins, die fu¨r das magnetische Verhalten
verantwortlich sind, bevorzugt parallel zur xy-Ebene aus, wa¨hrend in Easy-Axis-
Systemen die Vorzugsrichtung der Spins die z − Achse ist. Art und Sta¨rke der An-
isotropie sind entscheidend fu¨r die Gestalt der koha¨renten Anregung: Beispielsweise
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ko¨nnen in Magneten mit Easy-Axis-Anisotropie keine Wirbello¨sungen auftreten und
in Easy-Plane-Magneten beobachtet man bei starker Anisotropie nur planare Wir-
bel, wa¨hrend man bei Anisotropien unterhalb eines kritischen WertesKc einen nicht-
planaren Wirbel beobachtet [48], bei welchem sich eine glockenfo¨rmige Sz Struktur
am Wirbelkern ausbildet.
Da alle physikalischen Prozesse bei nichtverschwindender Temperatur ablaufen, sind
Sto¨rungen eines Systems mittels thermischer Fluktuationen von besonderem Interes-
se. Dabei erweitert man die dynamischen Gleichungen um einen Rausch- und Da¨m-
pfungsterm, welche die Ankopplung des betrachteten Systems an die thermisch fluk-
tuierenden Freiheitsgrade eines umgebenden Wa¨rmebads darstellen. Da¨mpfung und
Rauschen sind vermo¨ge einer Fluktuations-Dissipations-Relation derart verknu¨pft,
dass das System letztlich thermisches Gleichgewicht mit der Umgebung erreicht [4].
Die mikroskopischen, stochastischen Bewegungen der Systemkonstituenten, also der
Spins, fu¨hren zu makroskopischen, stochastischen Bewegungen der gesamten kollek-
tiven Anregung. Letztere kann man in der stochastischen Dynamik der kollektiven
Variablen beschreiben. Dies entspricht Langevins Zugang zur Diffusion von Teil-
chen. In der Beschreibung koha¨renter Anregungen durch kollektive Variablen a¨ußert
sich die Temperatur des Systems in Form stochastischer Fluktuationen in Ort und
Struktur (d.h. Amplitude, Breite, Phase).
Die Einflu¨sse des Rauschens auf die Struktur und die Dynamik eines Solitons in der
isotropen Heisenbergkette wurden in [4,5] untersucht und eindrucksvoll mit Simula-
tionen modelliert. Ein Teilziel dieser Arbeit ist es, die Soliton-Dynamik unter dem
Einfluss von weißem Rauschen zu untersuchen, jedoch in der anisotropen Heisen-
bergkette. Es werden die Ergebnisse mit denen des isotropen Systems verglichen,
gleichzeitig stellen wir noch wichtige Eigenschaften und Einflu¨sse der Anisotropie
auf die Soliton-Dynamik heraus.
In Kapitel 2 fu¨hren wir das klassische zweidimensionale Heisenbergsystem sowohl in
diskreter als auch in kontinuierlicher Fassung ein. Dabei werden dann die Landau-
Lifshitz-Gleichung und die Hamiltonschen Bewegungsgleichungen hergeleitet. Wir
betrachten hier ausschließlich jene Art von Anisotropien, welche eine erho¨hte Wech-
selwirkung zwischen den z−Komponenten der Spins beschreiben. Dagegen sind die
Wechselwirkungen zwischen den Spins in der x− und y− Komponente isotrop. Ins-
gesamt wechselwirken Spins jeweils nur mit ihren na¨chsten Nachbarn. Die in Kapitel
2 hergeleiteten Hamiltonschen Bewegungsgleichungen werden dann in Kapitel 3 fu¨r
die anisotrope Heisenbergkette auf eine Dimension reduziert.
In Kapitel 3.2 stellen wir die 1-Soliton-Lo¨sung der kontinuierlichen, anisotropen
Landau-Lifshitz-Gleichung vor. Die erhaltene 1-Solitonlo¨sung schreiben wir in Ab-
ha¨ngigkeit von kollektiven Variablen (Amplitude, Breite usw.), diskutieren sie fu¨r
bestimmte Grenzfa¨lle und treffen Aussagen u¨ber den Einfluss der Anisotropie auf
die Struktur eines Solitons. Wenn wir im Folgenden dieser Arbeit von Solitonen
9sprechen, so meinen wir stets nur die 1-Soliton-Lo¨sung, deren kollektive Variablen
aber beliebig vorgegebene Werte haben ko¨nnen, sodass wir mathematisch von einer
Schar von Solitonen reden.
Im na¨chsten Unterkapitel erweitern wir die dynamischen Gleichungen um Gilbert-
Da¨mpfung und um weißes Rauschen, weil wir die Ankopplung an ein a¨ußeres Wa¨rme-
bad modellieren wollen. Ziel dieses Kapitels ist die Besta¨tigung des Dissipations-
Fluktuations-Theorems fu¨r unser eindimensionales, anisotropes Spinsystem. Dieses
Theorem besagt, dass sich nach gewisser Zeit ein Gleichgewicht im System zwischen
dem Energietransfer, welcher durch das Wa¨rmebad in Form von Fluktuationen in
das System hinein erfolgt, und dem in Form von Da¨mpfungseffekten zustande kom-
menden Energieverlust einstellt. Genau wie in [4,5] vernachla¨ssigen wir durch Wech-
selwirkung mit Magnonen bedingte Effekte, da wir in adiabatischer Approximation
arbeiten.
Dann versuchen wir mit Hilfe verschiedener Definitionen des Ortes Aussagen abzulei-
ten, welche Ortsdefinition die zweckma¨ßigste ist. Dabei betrachten wir stochastische
Fluktuationen ausschließlich des Solitonortes, jedoch nur fu¨r kurze Zeit. Das ko¨nnen
wir damit rechtfertigen, dass sich das Soliton innerhalb kurzer Zeitskalen in seiner
Struktur (bzgl. Breit und Amplitude) kaum a¨ndert. Die stochastische Dynamik des
Ortes beschreiben wir mit Hilfe eines Wiener-Prozesses analytisch und vergleichen
die theoretisch bestimmten Diffusionskonstanten, das sind die Koeffizienten, welche
mit der Zeit t in den jeweiligen Ortsvarianzen linear verknu¨pft sind, mit Ergebnis-
sen aus der Spindynamik-Simulation. In den Simulationen verwenden wir die konti-
nuierliche 1-Solitonlo¨sung als Anfangskonfiguration und lo¨sen die Landau-Lifshitz-
Gleichung mit Gilbert-Da¨mpfung und weißem Rauschen diskret. Wir ko¨nnen insbe-
sondere feststellen, dass die diskrete 1-Solitonlo¨sung gut durch die kontinuierliche
Lo¨sung approximiert wird, wenn das Soliton nicht zu schmal ist.
Im na¨chsten Unterkapitel betrachten wir mittlere Zeitskalen und beru¨cksichtigen
Effekte, die durch das Rauschen, aber nicht durch die Da¨mpfung hervorgerufen wer-
den. Durch Fluktuationen der Struktur betrachten wir nun neben der Ortsvarianz
auch die Varianzen in Breite und Amplitude des Solitons. Dadurch kommt es in der
Ortsvarianz zu einem zusa¨tzlichen diffusiven Beitrag, den wir superdiffusiv nennen.
Alle diffusiven Effekte werden entscheidend von der Gro¨ße der Anisotropie beein-
flusst. Dieser Zusammenhang wird genauer untersucht.
Schließlich ko¨nnen wir bei Betrachtung großer Zeitskalen Effekte der Da¨mpfung
nicht mehr vernachla¨ssigen, sodass wir diese in unseren theoretischen Berechnungen
mit beru¨cksichtigen mu¨ssen. Die Ergebnisse des Abschnittes 3.5 werden mit Ergeb-
nissen der Spindynamik-Simulationen verglichen. Dieser Vergleich dient auch der
U¨berpru¨fung der Validita¨t unser theoretischer Vorhersagen und der dabei gemachten
Na¨herungen. Die Ergebnisse werden im Anschluss diskutiert und zusammengefasst.
Die bisher betrachteten eindimensionalen Solitonen sind Pulssolitonen und damit
nichttopologisch. Ein weiteres Beispiel fu¨r nichttopologische Solitonen sind die in [49]
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behandelten mobilen Solitonen von kleiner Amplitude im zweidimensionalen Easy-
Axis-Heisenbergmodell. Solitonen kann man als topologisch oder nicht-topologisch
klassifizieren. Topologische Anregungen zeichnen sich dadurch aus, dass sie nicht
durch endliche Deformation in den Grundzustand u¨bergefu¨hrt werden ko¨nnen und
eine Energielu¨cke im Anregungsspektrum haben. Weiterhin besitzt jedes topologi-
sche Soliton (mindestens) eine Ladung Q. Standardbeispiele fu¨r topologische Anre-
gungen sind die Kink-Solitonen im Sine-Gordon-Modell oder im Φ4-Modell [28, 29],
das Belavin-Polyakov Soliton im isotropen zweidimensionalen Heisenbergmodell [15]
und Wirbel im zweidimensionalen Easy-Plane-Spinsystem [15]. Eine U¨bersicht u¨ber
topologische und nicht-topologische Anregungen in magnetischen Systemen ist in [6]
enthalten.
Solitonen in isotropen Magneten sind aber eher ein rein akademisches Problem, da
alle wirklich existierenden Magnete eine Anisotropie aufweisen. Obendrein ist die
Energie des Belavin-Polyakov-Solitons unabha¨ngig von dessen Radius, sodass bei
gegebener Energie diesem Soliton ein beliebiger Radius zugeordnet werden kann.
Weiterhin konnte dieses Soliton in Simulationen nie beobachtet werden. Daher liegt
die Motivation nahe, im zweidimensionalen Heisenbergmodell mit Anisotropie sich
mit Solitonen zu bescha¨ftigen, die sowohl in der Kontinuumsna¨herung stabil sind
als auch in Spindynamik-Simulationen beobachtet werden ko¨nnen.
In dieser Arbeit untersuchen wir topologische Solitonen im zweidimensionalen Easy-
Axis-Heisenbergmodell, welches wir in Kapitel 2 vorstellen. Bisher wurden diese Soli-
tonen mit Simulationen nur in [35] untersucht, jedoch nur solche mit großen Radien.
Wir betrachten neben diesen großen Solitonen auch kleine. Diese haben A¨hnlich-
keiten mit Skyrmionen und erlangen eine große Bedeutung wegen ihrer Anwendung
sowohl in der Hochenergiephysik [46] als auch dem Quanten Hall Effekt [47]. Speziell
in zweidimensionalen Magneten sind kleine zweidimensionale Solitonen bedeutsam,
da sie im Gegensatz zu großen Solitonen aufgrund einer kleineren Masse beweglicher
sind.
Das zweidimensionale Easy-Axis-Heisenbergmodell wird in Kapitel 4.1 zusammen
mit den zugeho¨rigen Erhaltungsgro¨ßen, den z-Komponenten des Bahndrehimpulses
Lz und der Gesamtmagnetisierung Sz, vorgestellt. Beide Erhaltungsgro¨ßen fallen
zu einer zusammen, d.h. fu¨r die z-Komponente des Gesamtbahndrehimpulses J gilt
Jz = Sz −Lz = 0, wenn das Soliton zentralsymmetrisch ist. In dem Fall bewegt sich
dieses einparametrige Soliton nicht und seine Dynamik ist allein durch die Pra¨zes-
sion der Spins bestimmt. Ist die Symmetrie des Solitons gebrochen, dann ist J 6= 0
und das Soliton kann sich nach Vorhersagen gema¨ß [30] als Ganzes bewegen. Diese
Bewegung und die Pra¨zession der Spins bestimmen also die Dynamik dieses zweipa-
rametrigen Solitons.
In Kapitel 4.2 gehen wir auf das Hobart-Derrick-Theorem zusammen mit den Ei-
genschaften des Belavin-Polyakov-Solitons ein und schließen daraus auf die Notwen-
digkeit einer dynamischen Stabilisierung des Solitons. Da nach dem Hobart-Derrick-
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Theorem [42, 43] in der Feldtheorie mehrdimensionale, statische, stabile Solitonen
mit endlicher Energie und endlichem Radius in den Standardmodellen, das sind sol-
che mit Feldgradienten von einem Grad kleiner oder gleich zwei, nicht existieren,
muss nach weiteren Stabilisierungsmo¨glichkeiten gesucht werden. Was die pra¨zidie-
renden Solitonen angeht, mit welchen man sich bisher am meisten bescha¨ftigt hat,
gibt es ein Problem bei wirklichen Ferromagneten. Das Standardmodell [6] eines
Easy-Axis-Ferromagneten ist eine Idealisierung: Es tritt immer eine Easy-Plane-
Anisotropie auf, was aber die Erhaltung von Sz zersto¨rt. In [38] wird betont, dass
mindestens eine Erhaltungsgro¨ße Sz, Lz oder Jz in dem jeweiligen Modell existieren
muss, damit ein dynamisches, stabiles Soliton existieren kann.
Fu¨r unser System zeigen wir in Abschnitt 4.3, dass ein einparametriges Soliton
tatsa¨chlich aufgrund seiner pra¨zidierenden Bewegung asymptotisch stabil ist. An-
schließend beschreiben wir die Struktur eines Solitons, welche allein durch die Pra¨zes-
sionsfrequenz der Spins charakterisiert, also einparametrig ist. Seine Gestalt wurde
in [35] fu¨r Entfernungen weit entfernt vom Solitonzentrum bzw. ganz in dessen Na¨he
analytisch beschrieben. Ebenso wurde die Asymptotik des Solitons fu¨r die Grenzfa¨lle
großer bzw. kleiner Solitonradien diskutiert [30, 31, 35]. Weiterhin konnten Na¨he-
rungsfunktionen konstruiert werden, die sich mittels eines Fitparameters ziemlich
genau an die numerische Lo¨sung der Bewegungsgleichungen anna¨hern lassen [30].
Um die Dynamik eines topologischen Solitons in Kapitel 4.5.1 zu beschreiben bedarf
es auch der Analyse von Magnonen. Interne Magnonen sind im Soliton gebunden und
verantwortlich fu¨r dessen Dynamik. In [30] wurden diese internen Moden analytisch
behandelt. Die Autoren sagten vorher, dass der Einfluss der internen Moden auf die
Solitondynamik eine Kreisbewegung des Solitons verursacht. Aufgrund der bereits
erwa¨hnten Teilcheneigenschaft eines Solitons definieren wir die Solitonposition ana-
log zum eindimensionalen Fall in Abschnitt 3.4.1 als Schwerpunktsvariable. Daraus
bestimmen wir die Solitongeschwindigkeit, wobei wir die Sto¨rungen durch die inter-
nen Magnonen mit einbeziehen. Damit verbunden, treffen wir Aussagen, welche der
Magnonenmoden zur Bewegung des Solitons als Ganzes beitragen. Die Kreisbewe-
gung eines Solitons korrespondiert mit einer nichtverschwindenden z−Komponente
des Gesamtbahndrehimpulses Jz = Lz + Sz.
Im vorletzten Abschnitt 4.6 beschreiben wir Spindynamik-Simulationen, in wel-
chen wir die diskrete zweidimensionale Landau-Lifshitz-Gleichung numerisch lo¨sen,
und treffen Aussagen u¨ber die Dynamik von ein- und zweiparametrigen Solitonen
im diskreten Fall. Es sei noch betont, dass alle Aussagen u¨ber Eigenschaften der
topologischen Solitonen in bisher zitierten Vero¨ffentlichungen nur aus der Kontinu-
umsna¨herung gewonnen wurden. Daher besteht eine dringende Notwendigkeit, die
Vorhersagen fu¨r das diskrete System zu u¨berpru¨fen. Anhand der Simulationsergeb-
nisse fu¨r das einparametrige Soliton ko¨nnen Abha¨ngigkeiten der im Soliton gebun-
denen Magnonen von Solitonradius und Pra¨zessionsfrequenz gefunden werden. Die
Simulationsergebnisse werden dabei mit Ergebnissen aus der Kontinuumstheorie ver-
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glichen. Anschließend regen wir das Soliton mittels interner Moden zur Bewegung als
Ganzes an. Soweit wir wissen, wurden Spindynamik-Simulationen fu¨r zweidimensio-
nale topologische Solitonen nur in [35] verwendet. Jedoch wurden da nur Solitonen
mit großen Radien behandelt und es konnte keine Bewegung des Solitons als Gan-
zes festgestellt werden. Wir konnten aber anhand einer geeigneten Deformation des
Solitons eine scho¨ne Kreisbewegung erzeugen. Wir ko¨nnen demnach die Vorhersa-
gen einer gyroskopischen Bewegung gema¨ß [30] besta¨tigen. Aus diesen Ergebnissen
erschließt sich die Mo¨glichkeit, dem Soliton eine endliche Masse zuzuordnen, was
wir in Abschnitt 4.6.3 diskutieren. In Easy-Plane-Magneten kann man dagegen den
Wirbeln keine endliche Masse zuordnen, weil sie von nichtlokaler Struktur und Ener-
giedichte sind. Damit verbunden ist ein lu¨ckenloses Magnonenspektrum, was sich auf
die Kopplung eines Wirbels mit einer Magnonenwolke auswirkt, sodass Randeffek-
te in einem endlichem System zu beobachten sind. Daher wird die Wirbeldynamik
durch eine nicht-Newtonsche Bewegungslgeichuung mit einem nichtlokalen Term [50]
ausgedru¨ckt.
In unserem Fall erhalten wir eine endliche Solitonmasse, die nur im Falle verschwin-
dender bzw. unendlich großer Solitonenradien divergiert. Zuletzt fassen wir die Er-
gebnisse in Kapitel 4.7 zusammen.
Kapitel 2
Das Modell
Das dieser Arbeit zugrunde liegende System ist das klassische, anisotrope Heisen-
bergmodell des Ferromagnetismus. Dieses beschreibt eindimensional eine Spinkette
und zweidimensional ein System aus Spins, die auf den Kreuzungspunkten eines
zweidimensionalen Gitters sitzen. In beiden Systemen sind benachbarte Spins u¨ber
die ferromagnetische Austauschwechselwirkung verknu¨pft. Wir beschra¨nken unsere
Betrachtung auf ein Hamiltonsches System mit na¨chster Nachbarwechselwirkung.
Daraus leiten wir die entsprechenden Bewegungsgleichungen her, welche wir diskret
und kontinuierlich vorstellen. Unter den Lo¨sungen der kontinuierlichen Bewegungs-
gleichungen befinden sich Solitonen, deren Gestalt entscheidend von der Gro¨ße der
Anisotropie abha¨ngt. Zuna¨chst betrachten wir allgemein das klassische zweidimen-
sionale Heisenbergmodell:
H = −J
∑
n,m
~Sn · ~Sm +K~Szn · ~Szm − Jd
∑
n
(~Szn)
2, (2.1)
wobei n,m die Gitterpla¨tze bezeichnen und ~Szn =
(
~Sneˆz
)
eˆz darstellt. Alle Spins wei-
sen die gleiche La¨nge in Einheiten von ~ auf. Die dimensionslose Gro¨ße J bezeichnet
die Austauschwechselwirkung in Einheiten einer beliebig gewa¨hlten Konstante J0,
und S ist die Spinla¨nge, die ebenfalls in Einheiten einer beliebig gewa¨hlten Kon-
stante S0 gemessen wird. Dann ist die Einheit der Energie J0~2 und die der Zeit 1J0~ .
Weiterhin stellen K die Austauschanisotropie und d die on-site (single-ion) Aniso-
tropie dar. Die Festlegung der kartesischen Koordinatenachsen erfolgt so, dass die
z-Achse mit der Anisotropieachse zusammenfa¨llt. Abha¨ngig von den Werten, die K
und d annehmen ko¨nnen, beschreibt (2.1) ein
d = 0, K ∈]− 1; 0[ Easy-Plane-Modell
d = 0, K = 0 Isotropes Modell
d > 0, K > 0 Easy-Axis-Modell, mit on-site- und Austauschanisotropie
d > 0, K = 0 Easy-Axis-Modell, mit on-site Anisotropie.
(2.2)
Wie im Kapitel
”
Einfu¨hrung“bereits erwa¨hnt, existiert im Falle des Easy-Plane-
Modells ein kritischer Anisotropiewert Kc, unterhalb dessen sich eine Out of Plane-
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Komponente ausbildet, wa¨hrend im Grenzu¨bergang K → 0 sich dieser Wirbel dem
Belavin-Polyakov-Soliton anna¨hert [6]. Im Falle eines Easy-Axis-Modell, bei welchem
die Ausrichtung der Spins in z−Richtung bevorzugt ist, erha¨lt man nichtlineare,
koha¨rente Anregungen, die wir zweidimensionale, topologische solita¨re Wellen nen-
nen oder, wenn sie klein genug sind, als Skyrmionen [37] bezeichnen.
In der vorliegenden Arbeit bescha¨ftigen wir uns ausschließlich mit dem Easy-Axis-
Modell, d.h. K ≥ 0 und d > 0.
Die La¨nge der Spins ist fixiert und sie ko¨nnen sich in allen drei Raumrichtungen
bewegen. Deswegen ist es sinnvoll, Kugelkoordinaten einzufu¨hren. Dabei bezeichnet
Φ den Winkel, den die Projektion eines Spins auf die xy−Ebene mit der positiven
x−Achse bildet, und Θ den Neigungswinkel relativ zur positiven z−Achse.
~S = S (sinΘ cosΦ, sinΘ sinΦ, cosΘ) . (2.3)
Definiert man noch Ψ = S
z
S
= cosΘ so ko¨nnen wir ~S wie folgt schreiben:
~S = S
(√
1−Ψ2 cosΦ,
√
1−Ψ2 sinΦ,Ψ
)
. (2.4)
Die Poissonklammer zweier Funktionen A und B dieser Variablen ist definiert durch
{A,B} :=
N∑
n=1
(
∂A
∂Φn
∂B
∂Szn
− ∂A
∂Szn
∂B
∂Φn
)
. (2.5)
Hieraus folgt unmittelbar die fundamentale Relation
{Φm,Ψn} =
N∑
n=1
(
∂Φm
∂Φn
∂Ψn
∂Ψn
− ∂Φm
∂Ψn
∂Ψn
∂Φn
)
= δnm. (2.6)
Diese Identita¨t ist a¨quivalent mit der Kanonizita¨t von Φ und Ψ, was bedeutet, dass
sich die Bewegungsgleichungen dieser Variablen aus der Hamiltonfunktion herleiten
lassen. Die Hamiltonfunktion (2.1) la¨sst sich damit folgendermaßen darstellen
H = −JS2
∑
n,m
[√
(1−Ψ2m) (1−Ψ2n) cos (Φm − Φn) + (1 +K)ΨmΨn
]
−JS2
∑
n
dΨ2n,
(2.7)
wobei
cosΦn cosΦm + sinΦn sinΦm = cos
(
Φm − Φn)
.
2.1 Die diskreten Bewegungsgleichungen
Die Bewegungsgleichungen die wir hier herleiten werden, ha¨ngen diskret vom Ort
ab, d.h. n bzw. m beschreiben jeweils die Position im quadratischen, klassischen
Gitter. Mit der Relation {
Sam, S
b
n
}
= δnmεabcS
c
n, (2.8)
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erha¨lt man eine analoge Form zur Drehimpulsvertauschungsrelation der Quanten-
mechanik, wenn wir (2.8) mit der imagina¨ren Einheit i multiplizieren und die klas-
sischen Spinkomponenten durch die entsprechenden quantenmechanischen Operato-
ren und i{ , } durch den Kommutator ersetzen. Dadurch, dass man Φn und Szn als
konjugiertes Variablenpaar erha¨lt, fu¨hrt das zu einem konsistenten Anschluss an die
Quantenmechanik und erfa¨hrt dadurch eine physikalische Rechtfertigung.
Ein allgemeiner Ausdruck fu¨r die Poissonklammer zweier Funktionen A und B der
kartesischen Spinkomponenten, welcher seinerseits wieder von kanonischen Variablen
abha¨ngt, ergibt sich dann mit (2.8)
{A,B} =
N∑
n=1
εabc
∂A
∂San
∂B
∂Sbn
Scn. (2.9)
Dabei wurde die Kettenregel fu¨r Poissonklammern verwendet, die hier insbesondere
{A,B} =
N∑
m=1
N∑
n=1
∑
a=x,y,z
∑
b=x,y,z
∂A
∂Sam
∂B
∂Sbn
{
Sam, S
b
n
}
(2.10)
liefert. Um eine Bewegungsgleichung fu¨r die Spins abzuleiten, betrachten wir zuna¨chst
die allgemeine Form, die eine zeitliche A¨nderung von A beschreibt:
dA
dt
= {A,H}+ ∂A
∂t
=
∂A
∂qi
∂H
∂pi
− ∂A
∂pi
∂H
∂qi
, (2.11)
mit der Hamilton-Funktion H(p, q, t) =
∑
i q˙ipi − L(qi, q˙i, t). Nun ko¨nnen wir die
zeitliche A¨nderung einer Spinkomponente herleiten:
d
dt
Sjk =
{
Sjk, H
}
+
∂Sjk
∂t︸︷︷︸
0
(6)
=
N∑
n=1
εabc
∂Sjk
∂San︸︷︷︸
δajδkn
∂H
∂Sbn
Scn = εabcδknδaj
∂H
∂Sbn
Scn = −εjcbSck
∂H
∂Sbk
,
(2.12)
was wir folgendermaßen schreiben ko¨nnen:
d
dt
~Sn = −~Sn × ∂H
∂ ~Sn︸︷︷︸
~Bn
. (2.13)
Das ist die Landau-Lifshitz-Gleichung in dimensionsloser Form. Sie beschreibt die
Pra¨zession eines Spins in dem lokalen,
”
effektiven Magnetfeld“ ( ~Bn)
a := ∂H/∂San.
Dieses Feld wird durch die magnetische Wechselwirkung der Spins verursacht. An-
hand der Herleitung der Landau-Lifshitz-Gleichung sieht man, dass diese nicht von
der Form von H abha¨ngt. Setzen wir fu¨r H (2.1) so folgt fu¨r diese Gleichung insbe-
sondere:
d
dt
~Sn = J ~Sn ×
[
2d ~Sn
z
+
∑
m
~Sm +K ~Sm
z
]
. (2.14)
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Wir betrachten jedoch in dieser Arbeit nur die na¨chste Nachbar Wechselwirkung,
sodass jeder Vektor ~Sm in (2.14) im Gitter ein Nachbarvektor von ~Sn ist. Um die
Position eines Spins im Gitter zu kennzeichnen schreiben wir (2.14) wie folgt:
d
dt
~Sn,n = J ~Sn,n ×
[
~Sn,n−1 + ~Sn,n+1 + ~Sn−1,n + ~Sn+1,n + 2d ~Sn
z
+K
(
~Szn,n−1 + ~S
z
n,n+1 + ~S
z
n−1,n + ~S
z
n+1,n
)] (2.15)
Nun wollen wir die Bewegungsgleichungen fu¨r Ψ und Φ
Ψ˙n = − 1
S
∂H
∂Φn
und Φ˙n =
1
S
∂H
∂Ψn
(2.16)
direkt aus der Hamilton-Funktion (2.7) ableiten:
Ψ˙n = −JS
∑
m,n
[√
(1−Ψ2m) (1−Ψ2n) sin (Φn − Φm)
]
(2.17a)
Φ˙n = JS
∑
m,n
[
Ψn
√
1−Ψ2m
1−Ψ2n
cos (Φn − Φm)− (1 +K)Ψm − 2Ψnd
]
. (2.17b)
Da hier Summanden sowohl mitm > n als auch mitm < n auftreten, erhalten wir in
der Summation (2.17a) Beitra¨ge, die sin (Φm − Φn) und − sin (Φm − Φn) enthalten.
Damit ist dΨn/dt = 0 und es gilt:
d
dt
∑
n
(1−Ψn) = 0 (2.18)
Das liefert einer Konstante der Bewegung,
Sz =
∑
n
S (1−Ψn) := N, (2.19)
die wir als die z−Komponente der Gesamtmagnetisierung bezeichnen. Stellt man
sich den Grundzustand eines klassischen Spingitters so vor, dass alle Spins vollsta¨ndig
in z−Richtung geklappt sind, so ist klar, dass ein angeregter Zustand sich durch bei-
spielsweise einen in z−Richtung umgeklappten Spin auszeichnet, was ein Magnon
anregen wu¨rde. Deshalb bezeichnet man mit N die Anzahl der gebundenen Magno-
nen gleichbedeutend mit der Anzahl der Spins, die vom Grundzustand abweichen.
Auf diese Erhaltungsgro¨ße werden wir noch in Kapitel 4.3 zu sprechen kommen.
2.2 Die kontinuierlichen Bewegungsgleichungen
Um analytische Lo¨sungen fu¨r die Landau-Lifshitz-Gleichung zu finden, wollen wir
nun die Kontinuumsversion des obigen Modells einfu¨hren. Deswegen ha¨ngen die
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dynamischen Gleichungen kontinuierlich von der kontinuierlichen Ortsvariable ~r ab.
Dazu schreiben wir die Hamiltonfunktion (2.1) in einer anderen Form:
H =− J
2
∑
m
∑
a
[
~Sm · ~Sm+a + ~Sm · ~Sm−a +K
(
~Szm · ~Szm+a + ~Szm · ~Szn−a
)]
−
− J
2
∑
m
2d
(
~Szn
)2
.
(2.20)
Wir beru¨cksichtigen bei der Summation, dass im quadratischen Gitter jeder Spin
auf einem Gitterplatz (m1,m2) jeweils vier Nachbarn hat, na¨mlich (m1±a,m2) und
(m1,m2 ± a), wobei a die Gro¨ße der Gitterkonstanten angibt. Um nun zu einem
kontinuierlichem System zu gelangen, entwickeln wir den Vektor ~Sm+a um ~Sm:
~Sm+a = ~Sm + (~a · ∇) ~Sm + 1
2
(~a · ∇)2 ~Sm . . . (2.21)
Alle in ~a∇ linearen Terme heben sich aus (2.21) heraus. Dann schreibt sich (2.20)
wie folgt:
H ≈ −J
2
∑
m
∑
a
[
4~S2m + ~Sm · (~a · ∇)2 ~Sm +K
(
~Szm · (~a · ∇)2 ~Szm + 4(~Szm)2
)]
−
− J
2
∑
m
2d
(
~Szm
)2
|a|=1≈ −J
2
∫
Gitter
[
4S2 + ~S(~r) ·∆~S(~r) +K
(
4
(
~Sz(~r)
)2
+ ~Sz(~r) ·∆ ~Sz(~r)
)
+
+
(
~Sz(~r)
)2
2d
]
d2r
= −J
2
∫
Gitter
[
(4 + 4K + 2d)S2 + ~S(~r) ·∆~S(~r) +K ~Sz(~r) ·∆ ~Sz(~r)+
+
((
~Sz(~r)
)2
− S2
)
(4K + 2d)
]
d2r
(2.22)
Der konstante Term −(2 + 2K + d)JS2 steht fu¨r den ortsunabha¨ngigen Beitrag der
Grundzustandsenergiedichte, der fu¨r die Dynamik nicht weiter relevant ist und des-
wegen nicht mitberu¨cksichtigt wird. Integriert man (2.22) partiell u¨ber den gesamten
Raum, den wir in guter Na¨herung als unendlich ausgedehnt betrachten ko¨nnen, und
benutzen wir noch die Eigenschaft einer konstanten Spinla¨nge
~S · ∂
∂xi
~S =
1
2
∂
∂xi
~S2 = 0, (2.23)
so erhalten wir fu¨r H:
H =
J
2
∫ [
(∂x~S)
2+(∂y ~S)
2+K
(
(∂x~S
z)2 + (∂y ~S
z)2
)
−(4K + 2d)
((
~Sz
)2
− S2
)]
d2r.
(2.24)
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Die kontinuierliche Form der Landau-Lifshitz-Gleichung kann man analog der Vorge-
hensweise in Abschnitt 2.1 herleiten, worauf wir hier verzichten und auf [4] verweisen.
Die kontinuierliche Form der Landau-Lifshitz-Gleichung lautet:
~˙S = −~S × ~B, (2.25)
wobei ~B = − δH
δ~S
ist. Nach klassischer Feldtheorie berechnet sich ~B mit Gleichung
(2.24) zu
~B =− δH
δ~S
=− J
∂H
∂~S
− d
dx
∂H
∂
(
∂x~S
) − d
dy
∂H
∂
(
∂y ~S
)

=− J
[
∆~S +K∆~Sz + (4K + 2d) ~Sz
]
.
(2.26)
Demnach kann man die kontinuierliche Form der Landau-Lifshitz-Gleichung schrei-
ben als:
~˙S = J ~S ×
[
∆~S +K∆~Sz + (4K + 2d) ~Sz
]
. (2.27)
Die diskreten Felder Ψ~n und Φ~n transformieren sich im kontinuierlichen Fall zu Ψ(~r)
und Φ(~r). Mit (2.4) kann man (2.24) in Abha¨ngigkeit von Φ und Ψ ausdru¨cken:
H =
JS2
2
∫ [(
1 +K
(
1−Ψ2)) (∇Ψ)2
1−Ψ2 +
(
1−Ψ2) (∇Φ)2 − (4K + 2d) (Ψ2 − 1)] dr2
(2.28)
Damit lautet (2.25)
~˙S = J ~S ×
[
∆~S +∆~Sz + (4K + 2d) ~Sz
]
(2.29)
Nun leiten wir die kontinuierlichen Bewegungsgleichungen fu¨r Φ und Ψ her. Nach
der klassischen Feldtheorie schreiben sich dann die Hamiltonschen Gleichungen wie
folgt:
Ψ˙ =− 1
S
δH
δΦ
= − 1
S
[
∂H
∂Φ
−∇ · ∂H
∂ (∇Φ)
]
(2.30a)
Φ˙ =
1
S
δH
δΨ
=
1
S
[
∂H
∂Ψ
−∇ · ∂H
∂ (∇Ψ)
]
, (2.30b)
wobei H die Hamilton-Dichte von (2.30) ist. Somit lauten die Bewegungsgleichungen
fu¨r die Felder Φ und Ψ [48]:
Φ˙
JS
=− ∆Ψ
1−Ψ2 −K∆Ψ+Ψ
[−4K − 2d− (∇Φ)2]− Ψ
(1−Ψ2)2 (∇Ψ)
2 (2.31a)
Ψ˙
JS
=
(
1−Ψ2)∆Φ− 2Ψ∇Ψ∇Φ. (2.31b)
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In den folgenden Kapiteln, die sich mit der Heisenbergkette befassen, beru¨cksich-
tigen wir nur die on-site Anisotropie d.h. K = 0, d > 0, wohingegen wir uns in
Kapitel 4, wo das quadratische Gitter behandelt wird, auf die Austauschanisotropie
beschra¨nken, d.h. d = 0, K > 0. Obiges Gleichungssystem (2.31) wird in einer Di-
mension analytisch gelo¨st, wa¨hrend dies in zwei Dimensionen nicht mo¨glich ist.
Sowohl im eindimensionalen als auch im zweidimensionalen Heisenbergsystem ver-
gleichen wir die Theorie, bei welcher wir u¨ber Kontinuumsna¨herung gewonnene
Bewegungsgleichungen lo¨sen (gegebenenfalls numerisch), mit Spindynamiksimula-
tionen. Diese beinhalten im Wesentlichen eine numerische Lo¨sung der diskreten
Landau-Lifshitz-Gleichung jeweils ein- und zweidimensional.
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Kapitel 3
Die Heisenbergkette
In diesem Kapitel wollen wir die thermische Diffusion von Solitonen in der Hei-
senbergkette mit on-site Anisotropie untersuchen. Die Heisenbergkette stellt eine
eindimensionale Anordnung von Spins dar, die ferromagnetisch mit ihrem na¨chsten
Nachbarn gekoppelt sind. Nachdem wir die 1-Solitonlo¨sung der Landau-Lifshitz-
Gleichung hergeleitet haben, fu¨hren wir Rausch- und Da¨mpfungsterme in die Landau-
Lifshitz-Gleichung ein und zeigen die Gu¨ltigkeit des Dissipations-Fluktuations-Theo-
rems. Wir fu¨hren dann drei mo¨gliche Definitionen des Ortes ein und werden be-
gru¨nden, welche die geeigneteste ist. Bei Betrachtung kurzer Zeitskalen nehmen wir
Amplitude und Breite eines Solitons als konstant an. Diese Annahme mu¨ssen wir
natu¨rlich aufgeben, wenn wir mittlere bzw. gro¨ßere Zeitskalen betrachten. Fluktua-
tionen der Struktur verlangen eine geeignete stochastische Beschreibung der Dyna-
mik aller kollektiver Variablen. Wir diskutieren in diesem Zusammenhang auch den
Einfluss der Anisotropie auf die diffusiven Eigenschaften eines Solitons. Alle theo-
retischen Vorhersagen werden mit Spindynamik-Simulationen verglichen, die in den
jeweiligen Unterkapiteln erla¨utert sind.
3.1 Das Modell der Heisenbergkette
Zuna¨chst mo¨chten wir die im letzten Kapitel bestimmten Bewegungsgleichungen
nochmals auf eine Dimension spezifiziert vorstellen, da sie die Grundlage fu¨r weite-
re Berechnungen in diesem Abschnitt sind. Die Hamiltonfunktion (2.1) bzw. (2.7)
vereinfacht sich zu:
H = −J
∑
n
[
~Sn · ~Sn+1 + d
(
~Szn
)2]
(3.1)
bzw.
H = −J
∑
n
[√(
S2 − (Szn)2
)(
S2 − (Szn+1)2 ) cos (Φn+1 − Φn) + SznSzn+1 + β2 (Szn)2
]
,
(3.2)
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wobei wir 2d := β setzen. Die Landau-Lifshitz-Gleichung (2.14) lautet eindimensio-
nal:
~˙Sn = J ~Sn ×
[
~Sn−1 + ~Sn+1 + β~Szn
]
(3.3)
Als Bewegungsgleichungen fu¨r Φ und Ψ erha¨lt man:
Ψ˙n = J
∑
n
[√(
1−Ψ2n+1
)
(1−Ψ2n) sin (Φn+1 − Φn)
]
(3.4a)
Φ˙n = −J
∑
n
[
−Ψn
√
1−Ψ2n+1
1−Ψ2n
cos (Φn − Φn+1) + Ψn+1 + βΨn
]
. (3.4b)
Die Kontinuumsversion der Hamiltonfunktion (2.24) bzw. (2.28) vereinfacht sich zu:
H =
J
2
∫ [
∂r ~S · ∂r ~S − β
(
(Sz)2 − S2)] dr, (3.5)
mit ~S = ~S(r, t). In Kugelkoordinaten schreibt sich die Hamiltonfunktion als
H =
JS2
2
∫ [
1
1−Ψ2
(
∂Ψ
∂r
)2
+
(
1−Ψ2)(∂Φ
∂r
)2
− β (Ψ2 − 1)] dr, (3.6)
wobei r die kontinuierliche Koordinate entlang der Kette darstellt. Ebenso ko¨nnen
wir (2.14) vereinfachen zu:
~˙S(r, t) = J ~S(r, t)×
[
∂2r
~S (r, t) + β~Sz (r, t)
]
. (3.7)
Setzt man in (3.7) den Spin in spha¨rischen Koordinaten ein:
~S =
(√
1−Ψ2 cosΦ,
√
1−Ψ2 sinΦ,Ψ
)
, (3.8)
so erha¨lt man die eindimensionale Form von (2.31):
∂Ψ
∂t
= − 1
S
δH
δΦ
= JS
[ (
1−Ψ2) ∂2Φ
∂r2
− 2Ψ∂Ψ
∂r
∂Φ
∂r
]
= JS
∂
∂r
[ (
1−Ψ2) ∂Φ
∂r
]
,
(3.9a)
∂Φ
∂t
=
1
S
δH
δΨ
= JS
[
− Ψ
(1−Ψ2)2
(
∂Ψ
∂r
)2
− 1
1−Ψ2
∂2Ψ
∂r2
−Ψ
(
∂Φ
∂r
)2
− βψ
]
.
(3.9b)
Da Ψ = cosΘ, kann man die Magnetisierungsdynamik eines eindimensionalen Fer-
romagneten mit (3.9) durch die Winkelvariablen Θ und Φ beschreiben:
∂2Θ
∂r2
−
[
β + (
∂Φ
∂r
)2
]
sinΘ cosΘ− 1
JS
∂Φ
∂t
sinΘ = 0 (3.10a)
∂
∂r
(
sin2Θ
∂Φ
∂r
)
+
1
SJ
∂Θ
∂t
sinΘ = 0 (3.10b)
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Da wir nach einer nichtoszillierenden, exponentiell lokalisierten, mit konstanter Ge-
schwindigkeit fortschreitenden Einsolitonlo¨sung suchen, verwenden wir an dieser
Stelle den sogenannten travelling wave Ansatz [23]. Wir setzen
Ψ (r, t) =Ψ (r − V t−X0) = Ψ (ξ) (3.11a)
Φ (r, t) =ωt+ Φs (r − V t+X0) = ωt+ Φs (ξ) , (3.11b)
wobei die Konstante X0 die Solitonposition zur Zeit t = 0 festlegt. Bringt man
(3.10a) und (3.10b) ausschließlich in Abha¨ngigkeit von ξ = X − V t − X0 mit der
Beziehung ∂
∂t
= −V ∂
∂ξ
, so erha¨lt man:
∂2Θ
∂ξ2
−
[
β + (
dΦs
dξ
)2
]
sinΘ cosΘ +
sinΘ
JS
(− ω + V dΦs
dξ
)
= 0 (3.12a)
d
dξ
(
sin2Θ
dΦs
dξ
)
+
V
JS
d
dξ
cosΘ = 0. (3.12b)
3.2 Die Lo¨sung der kontinuierlichen Landau-Lifshitz-Gleichung
Erstmalig wurde die Einsolitonlo¨sung von Gleichungssystem (3.12) in [24, 25] ge-
funden. Das Gleichungssystem wird im Anhang (4.7) ausfu¨hrlich gelo¨st. Deswegen
geben wir hier direkt die Lo¨sungen fu¨r Ψ und Φ an:
Ψ = cosΘ = 1− 2A (1 + βΓ
2)
1 + AβΓ2 +
√
1 + (2− A)AβΓ2 cosh(2√β + 1/Γ2ξ) (3.13)
und
Φs (ξ)− Φ0 =1
Γ
√
2− A
A
ξ+
arctan
[ √
2(2− A)√A+ βΓ2
1− A+√1− (−2 + A)AβΓ2 tanh
[√
β + Γ−2ξ
]]
.
(3.14)
Wir bezeichnen im Folgenden die Solitonposition mit X(t) = X0 + V t. Verwenden
wir (3.11), so lassen sich (3.13) und (3.14) schreiben als:
Ψ (r, t) = cosΘ =
= 1− 2A (1 + βΓ
2)
1 + AβΓ2 +
√
1 + (2− A)AβΓ2 cosh(2√β + 1/Γ2(r −X(t))) ,
(3.15a)
Φ (r, t) =Φ0 +
2JS
AΓ2
t+
1
Γ
√
2− A
A
(r −X(t))+
arctan
[ √
2(2− A)
√
A+ βΓ2
1− A+√1− (−2 + A)AβΓ2 tanh
[√
β + Γ−2 (r −X(t))
]]
.
(3.15b)
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Wir fu¨hren nun den U¨bergang zum isotropen Fall durch, indem wir den Anisotro-
pieterm β gegen Null gehen lassen und erhalten so:
Ψ(r, t) = 1− A
[
sech
(
r −X(t)
Γ
)]2
, (3.16a)
Φ(r, t) = Φ0(t) +
√
2
A
− 1r −X(t)
Γ
+ arctan
[√
A
2− A tanh
(
r −X(t)
Γ
)]
.
(3.16b)
Dabei stellt A die Amplitude und Γ die Breite des Solitonpulses im isotropen System
dar. Das sind genau die Lo¨sungen, wie sie in [4] fu¨r die entsprechenden Bewegungs-
gleichungen gefunden wurden.
Fu¨r die gema¨ß (3.2) oder (3.6) berechnete Anregungsenergie erha¨lt man
ESoliton = 4JS
2
√
β + Γ−2, (3.17)
d.h. die Energie ha¨ngt weder von der Amplitude A noch vom Ort r ab, jedoch
wird ihr Wert wesentlich von der Anisotropie bestimmt. Bildet man hier wieder den
Grenzwert β → 0, dann erha¨lt man die entsprechende Energie im isotropen Fall.
Neben der Energie sind auch der Gesamtimpuls P = −S ∫ ∂Φ/∂rΨdr und die z-
Komponente der Gesamtmagnetisierung Sz =
∫
dr(S − Sz) erhalten [6].
3.2.1 Diskussion der Lo¨sung
A ist in (3.15) auf den Bereich 0 < A ≤ 2 und die Breite Γ auf positive Werte
beschra¨nkt. Wenn A=0 ist, hat man fu¨r Θ(ξ) lediglich einen Phasensprung von
m · 2pi, m ∈ Z. Dagegen hat man bei Φ(ξ) neben einem Phasensprung von m · pi in
Φs unendlich große Werte fu¨r ω und V . Diesen Fall schließen wir im Folgenden aus.
Es sei nun A = 2. Man sieht sofort, dass V=0 ist, was bedeutet, dass die Lo¨sung das
Spinfeld als eine am Ort fixierte Welle beschreibt, d.h. ξ(t) = r −X0. Man erha¨lt:
cosΘ = 1− 4 (1 + βΓ
2)
1 + 2βΓ2 + cosh
(
2
√
β + 1
Γ2
ξ
) (3.18a)
Φ(ξ, t) =
JS
Γ2
t+mpi. (3.18b)
Als weiterer Spezialfall soll Φ(ξ, t) = const. behandelt werden [6]. Das Gleichungs-
system (3.10) reduziert sich dann zu:
∂2Θ
∂r2
− β sinΘ cosΘ = 0, (3.19a)
V
JS
∂Θ
∂ξ
sinΘ = 0. (3.19b)
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Neben der trivialen Lo¨sung (cosΘ = const) des Gleichungssystems (3.19) gibt es
eine Lo¨sung in Form einer Blochwand:
cosΘ = tanh
(
(r −X0)(
√
β
)
. (3.20)
Eine Blochwand trennt Gebiete unterschiedlicher Magnetisierungsrichtungen in ei-
nem Ferromagneten. Im Falle von (3.20) entsprechen cosΘ (−∞) = +1 und cosΘ (+∞)
= −1 den Grundzusta¨nden eines Ferromagneten. Die durch (3.20) beschriebene An-
regung erstreckt sich auf den Bereich, der um l0 = 1
√
1
β
von X0, dem Mittelpunkt
der Blochwand, entfernt lokalisiert ist. Deswegen fa¨llt obiger Ausdruck unter die
Definition einer solita¨ren Welle und hat wegen seiner Ladung ±1 obendrein topolo-
gische Eigenschaften.
In einem einachsigen (Easy-Axis-Modell ) kann sich die Blochwand ohne ein a¨uße-
res magnetisches Feld H (wir nehmen stets H = 0 an) nicht bewegen. Wegen der
Zeitunabha¨ngigkeit bleibt die Projektion auf die Anisotropieachse (mit der z-Achse
zusammenfallend) erhalten. Fu¨r die Projektion gilt:
S⊥ =
√
S2x + S
2
y = S sinΘ = Ssech
[
(r −X0)
√
β
]
. (3.21)
Einige Grafiken sollen die Gestalt der Solitonlo¨sungen verdeutlichen, siehe Abbil-
dung 3.1. Die Solitonkonfiguration wurde so gewa¨hlt, dass der Grundzustand, gegen
den das Spinfeld fern vom Solitonzentrum strebt, durch Sz = S, Sx = Sy = 0
gekennzeichnet ist.
3.2.2 Einfluss der Anisotropie auf die Konfiguration
Jetzt wollen wir noch die Lo¨sung (3.15) in Bezug auf die Anisotropie β diskutieren.
Man sieht leicht aus den Sz-Konfigurationen, die in Abbildung 3.1 abgebildet sind,
dass β die Solitonstruktur viel sta¨rker beeinflusst als die Parameter A und Γ. Als
eine Konsequenz relativ großer Anisotropie (β = 0.01) fu¨hren große Vera¨nderungen
in A und Γ zu kleinen strukturellen A¨nderungen von Sz, und umgekehrt verursa-
chen kleine strukturelle A¨nderungen von Sz zu großen Schwankungen in A und Γ.
Konsequenzen daraus diskutieren wir spa¨ter. Weiter macht sich bemerkbar, dass
gro¨ßere β-Werte zu einem schma¨leren Solitonpuls fu¨hren, wa¨hrend kleine β-Werte
den Solitonpuls verbreitern. Im Grenzfall β → 0 strebt der Puls gegen den Puls des
isotropen Systems, der durch (3.16) gegeben ist.
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Abbildung 3.1: Oben links: Sz−Konfiguration in Abha¨ngigkeit von r mit den Parametern A = 1,
Γ = 20 (rote Linie) und A = 0.38, Γ = 38.72 (blaue Linie), mit Anisotropie β = 0.01
Oben rechts: Die Sz-Konfiguration fu¨r zwei Solitonen verschiedener Anisotropie β = 0.01 (rot)
und β = 0.001 (blau) bei A = 1 und Γ = 20. Unten: Die Sx- und die Sy-Konfiguration fu¨r
diegleichen Parameter.
3.3 Die Heisenbergkette unter Da¨mpfung und thermischem
Rauschen
In diesem Abschnitt wollen wir die Ankopplung des Systems an ein Wa¨rmebad
modellieren, indem wir die Landau-Lifshitz-Gleichung um sowohl einen Rauschterm
als auch einen Da¨mpfungsterm erweitern. Die Landau-Lifshitz-Gleichung werden
wir mit den Sto¨rtermen zu einer stochastischen Differentialgleichung erweitern. Mit
Hilfe dieser und den Erwartungswerten von Spins und Energie leiten wir schließ-
lich das Dissipations-Fluktuations-Theorem her. Dieses stellt einen Zusammenhang
zwischen den Koeffizienten der Varianzen, der Da¨mpfung und der Temperatur dar.
Zuletzt diskutieren wir noch, inwiefern die Sta¨rke der Temperatur und Anisotropie
die Solitonstruktur beeinflussen.
3.3.1 Sto¨rterme zur Landau-Lifshitz-Gleichung
Wir erweitern nun die Landau-Lifshitz-Gleichung um weißes Rauschen und einen
Gilbert-Da¨mpfungsterm:
d
dt
~Sn + ε~Sn × d
dt
~Sn = −~Sn ×
(
~Bn +~bn
)
(3.22)
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und in der Kontinuumsversion
∂
∂t
~S + ε~S × ∂
∂t
~S = −~S ×
(
~B +~b
)
. (3.23)
Dabei stellt der Term auf der linken Seite den Gilbert-Term mit der Sta¨rke ε dar,
wa¨hrend der Term auf der rechten Seite ~bn bzw. ~b das Rauschen kennzeichnet. Er
koppelt, genau wie das effektive Magnetfeld ~Bn, multiplikativ an die Spins, deshalb
spricht man hier auch von magnetischer Kopplung des Rauschterms an die Spins.
Obwohl die Kopplung rein technisch gesehen, multiplikativ geschieht, ist es wichtig,
noch zu erwa¨hnen, dass der Rauschterm additiv zum effektiven Feld hinzukommt,
was entscheidend fu¨r die zeitliche Konstanz der Spinla¨nge S ist. Eine weitere Kon-
sequenz der magnetischen Kopplung ist die mo¨gliche Interpretation der Terme ~bn
(bzw. ~b) als lokale Fluktuationen des effektiven lokalen Magnetfeldes ~Bn. Ersetzt
man dagegen in (3.22) −~Sn × ~bn durch einen einfachen additiven Rauschterm auf
der rechten Seite ~bn, so ist die Spinla¨nge stochastischen Schwankungen unterwor-
fen. Dann ist die physikalische Deutung eines additiven Rauschterms fraglich oder
zumindest schwierig [20,21].
Fu¨r die Mittelwerte und Autokorrelationsfunktionen der Rauschterme gelten fol-
gende Relationen:
〈~bn(t)〉 = 0 (3.24a)
〈bim(t1)bjn(t2)〉 = σ2δmnδijδ(t1 − t2) (3.24b)
im diskreten Fall und
〈~b(r, t)〉 = 0 (3.25a)
〈bi(r1, t1)bj(r2, t2)〉 = σ2δijδ(r1 − r2)δ(t1 − t2) (3.25b)
in der kontinuierlichen Version des Modells. Das Rauschen bezeichnen wir demnach
als delta-korreliert und damit als weißes Rauschen. Dabei ist σ jeweils eine Konstan-
te und 〈. . . 〉 bezeichnet den Mittelwert u¨ber die Realisierungen des Rauschens. Ein
wesentliches Ziel dieses Abschnittes ist es, einen Zusammenhang zwischen σ und ε
herzuleiten, der ein Gleichgewicht zwischen Dissipation und Fluktuation beschreibt.
Dabei fordert man einen Temperaturaustausch zwischen System und Umgebung,
sodass zuna¨chst die mittlere thermische Energie des Systems ansteigt, bis sich ein
Gleichgewichtszustand zwischen Dissipation und Fluktuation eingestellt hat. Da-
bei wollen wir uns im Folgenden auf die diskrete Kette beschra¨nken, da diese ja
Grundlage der Spindynamik-Simulationen ist, welche spa¨ter beschrieben werden.
Weiterhin treffen gewisse Aussagen, welche wir im diskreten Fall machen, ebenso auf
den kontinuierlichen Fall zu. Physikalisch entspricht den erwa¨hnten Sto¨rtermen in
der Landau-Lifshitz-Gleichung die Ankopplung des Systems an ein Wa¨rmebad. Die
Fluktuationsterme ~bn stehen fu¨r eine Energiezufuhr vom Wa¨rmebad ins betrachtete
System, und umgekehrt beschreiben die Gilbert-Da¨mpfungsterme den Energietrans-
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Abbildung 3.2: Position X eines Solitons als Funktion der Zeit t, mit kBT 6= 0 und ε 6= 0
fer aus dem System heraus. Das Wa¨rmebad selbst wiederum modelliert Wechselwir-
kungen des Systems mit der Umgebung, welche wir nicht explizit erfassen, wie z.B.
Schwingungen der Ionen, auf denen die Spins lokalisiert sind.
Wenden wir nun (1− ε~Sn × . . . ) auf die Gleichung (3.22) an, so erhalten wir
d
dt
~Sn =
1
1 + ε2S2
{
−~Sn × ~Bn − ~Sn ×~bn + ε
[
~Sn
(
~Sn · ~Bn
)
− S2 ~Bn
]
+
ε
[
~Sn
(
~Sn ·~bn
)
− S2~bn
]}
. (3.26)
Der Vorteil einer isolierten Zeitableitung gegenu¨ber (3.22) ist offensichtlich: zum
einen dru¨ckt sie unmittelbar die Vera¨nderung des Systemzustands als Funktion des-
selben und des Rauschens aus, und zum anderen eignet sie sich besser fu¨r eine U¨ber-
tragung in den stochastischen Kalku¨l, wie wir an einer spa¨teren Stelle sehen werden.
Weiterhin ist diese Form der Landau-Lifshitz-Gleichung Grundlage fu¨r die Erzeu-
gung der Spindynamik-Simulation. In diesem Programm wird die diskrete Landau-
Lifshitz-Gleichung fu¨r eine Spinkette numerisch gelo¨st. Im Folgenden wollen wir
darauf eingehen, wie wir weißes Rauschen mathematisch als stochastischen Prozess
beschreiben ko¨nnen. Wie wir in Bild 3.3.1 sehen ko¨nnen, existieren zwar
”
Zacken“,
jedoch beobachten wir keine Spru¨nge. Offenbar bewirken die Fluktuationen des ef-
fektiven lokalen Magnetfeldes in der Zeit stetige und gleichzeitig nirgendwo differen-
zierbare Bewegung des Solitonortes (welchen wir in folgenden Kapiteln definieren
werden). Das ist genau eine Eigenschaft eines Brownschen Teilchens, dessen Trajek-
torie einen random walk beschreibt. Diese symmetrische Irrfahrt eines Brownschen
Teilchens bezeichnet man alsWiener Prozess. Mit symmetrisch meint man, dass ein-
dimensional betrachtet der Ort eines solches Teilchens in einer Zeitspanne ∆t mit
Wahrscheinlichkeit 1
2
um ∆x wa¨chst oder fa¨llt, und jeder Zuwachs unabha¨ngig vom
vorhergehenden ist. Die Wahrscheinlichkeitsdichte eines Wiener Prozesses ist gauß-
verteilt, deshalb sprich man auch von Gaußschem weißem Rauschen. Eine hilfreiche
und sehr bekannte Referenz auf diesem Gebiet ist [17]. Der formale Zusammenhang
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zwischen Wiener-Prozessen und der Gro¨ße ~bn ist:
W in(t)−W in(t0) =
1
σ
t∫
t0
bin(t
′)dt′, (3.27)
oder anders ausgedru¨ckt:
~bndt = σ ~dWn. (3.28)
Mit (3.25) sieht man sofort, dass
dW in(t)dW
j
m(t) = δijδnmdt (3.29)
gilt. Wichtig zu erwa¨hnen ist, dass die Inkremente W in(t)−W in(t0) Gaußsche Wahr-
scheinlichkeitsdichte besitzen. Die Rauschterme ~bn repra¨sentieren eine U¨berlagerung
vieler stochastisch fluktuierender physikalischer Gro¨ßen, welche wir nicht explizit
betrachten und außerhalb des Spinsystems auf dieses einwirken (beispielsweise ther-
mische Fluktuationen in elektromagnetischen Feldern von Elektronen und Atomker-
nen). Nach dem zentralen Grenzwertsatz fu¨r Summen von unabha¨ngigen Zufallsva-
riablen ist die U¨berlagerung von fluktuierenden Gro¨ßen selbst gaußverteilt. Deshalb
ist die Verwendung von weißem Rauschen gerechtfertigt. Letzteres ist als Grenzfall
des farbigen Rauschens zu sehen, wenn die Korrelationszeit gegen Null geht. Mit
(3.29) kann man (3.26) in der fu¨r stochastische Gleichungen u¨blichen Inkrement-
Notation schreiben:
d~Sn =
1
1 + ε2S2
{[
−~Sn × ~Bn + ε
(
~Sn
(
~Sn · ~Bn
)
− S2 ~Bn
)]
dt
−σ~Sn × d ~Wn + εσ
[
~Sn
(
~Sn · d ~Wn
)
− S2d ~Wn
]}
. (3.30)
Nun kann man (3.30) im Prinzip als Stratonovich-Gleichung oder als Ito-Gleichung
interpretieren. Aber bei physikalischen Gleichungen, welche farbiges Rauschen ent-
halten, nimmt man in der Regel die Stratonovich Interpretation. Das weiße Rau-
schen ist ein Spezialfall des farbigen Rauschens, sodass wir Gleichung (3.30) als
Stratonovich-Gleichung interpretieren ko¨nnen [22]. Unabha¨ngig von der Interpreta-
tion kann man immer eine Stratonovich-Gleichung in die entsprechende Ito-Version
umschreiben. Dies werden wir im Folgenden tun, da sich im Ito-Kalku¨l die Erwar-
tungswerte der Produkte von Zufallsgro¨ßen, insbesondere der Produkte zwischen
einer Zufallsgro¨ße und einem Wiener-Prozess Inkrement, leichter berechnen lassen
als in der Stratonovich-Form der Gleichungen. Genau diese Berechnungen werden
wir im Folgenden durchfu¨hren, um das Dissipations-Fluktuations-Theorem fu¨r unser
System herzuleiten.
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3.3.2 Das Dissipations-Fluktuations-Theorem fu¨r die Heisenbergkette
Der stochastische Anteil von (3.30) kann geschrieben werden als
1
1 + ε2S2
{
−σ~Sn × d ~Wn + εσ
[
~Sn
(
~Sn · d ~Wn
)
− S2d ~Wn
]}
= σCnd ~Wn, (3.31)
mit der Matrix
Cn :=
1
1 + ε2S2
 −ε ((Syn)2 + (Szn)2) εSxnSyn + Szn εSxnSzn − SynεSxnSyn − Szn −ε ((Sxn)2 + (Szn)2) εSynSzn + Sxn
εSznS
x
n + S
y
n εS
z
nS
y
n − Sxn −ε ((Sxn)2 + (Syn)2)
 .
(3.32)
Die Gleichung (3.30) hat nun die allgemeine Form:
dx = ~A(~x, t)dt+B(~x, t)dW (t), (3.33)
wobei A ein Vektor und B eine Matrix darstellen. Dann lautet analog zu [17] die
dazu korrespondierende Itoform:
dx = ~A(~x, t)dt+
1
2
∑
i,j,k=x,y,z
Bkj∂kBij~ei. (3.34)
In unserem Fall tritt dann bei der Ito-Fassung von (3.31) der Zusatzterm
σ2
2
∑
i,j,k=x,y,z
Ckjn ∂kC
ij
n ~ei = −σ2
1
1 + ε2S2
~Sn (3.35)
auf, wobei ∂k die Ableitung nach der k−ten Spinkomponente bezeichnet.
Die Ito-Version von (3.30) schreibt sich dann folglich:
d~Sn =
1
1 + ε2S2
{[
−~Sn × ~Bn + ε
(
~Sn
(
~Sn · ~Bn
)
− S2 ~Bn
)
− σ2~Sn
]
dt
−σ~Sn × d ~Wn + εσ
[
~Sn
(
~Sn · d ~Wn
)
− S2d ~Wn
]}
. (3.36)
Da wir uns fu¨r die mittlere thermische Energie in einer Spinkette interessieren,
mu¨ssen wir ein Ensemble verschiedener Spinketten betrachten.
Die Orientierung des Spins ~Sn im Raum ist durch den Polarwinkel Θn und den
Azimutalwinkel Φn festgelegt, wobei die Polarachse jeweils in Richtung des Spins
~Sn−1 gelegt wird und die Achsenwahl des ersten Spins willku¨rlicher Natur ist. Dann
gilt Sn−1Sn = S2 cosΘn.
Nun mu¨ssen wir das effektive Feld
~Bn = −J
(
~Sn−1 + ~Sn+1 + βSzn ˆez,n
)
(3.37)
im neuen Koordinatensystem ausdru¨cken: In der neuen Basis ~Sn = S~e3,n la¨sst sich S
z
n
offenbar als ~Sn~e3n = S schreiben. Um jedoch ~e3 im neuen Koordinatensystem auszu-
dru¨cken, bedarf es etwas mehr Mu¨he. Um vom alten ins neue Koordinatensystem zu
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gelangen, mu¨ssen wir z.B. die ~e3-Achse auf die ~e3,n-Achse abbilden: wir drehen das
alte Koordinatensystem um den Winkel Θ um die y-Achse, anschließend drehen wir
das Ganze um Φ um die soeben erhaltene z-Achse. Bezeichnen wir die erste Drehung
mit D1 und die zweite mit D2, ausgedru¨ckt durch zugeho¨rige Drehmatrizen, so gilt
fu¨r einen beliebigen Vektor X’ im neuen Koordinatensystem D2D1X = X
′. Details
dieser Rechnung finden sich im Anhang (B.1). Nach (B.1) erha¨lt man fu¨r ~e3:
~e3 = −~e1,n sinΘ + ~e3,n cosΘ. (3.38)
Nun kann man(3.37) folgendermaßen schreiben:
~Bn = −J
[
~Sn−1 + ~Sn+1 + βS
(− ~e1,n sinΘ + ~e3,n cosΘ)] . (3.39)
Wir haben Θ als den Winkel zwischen der festen Anisotropieachse und dem Spin-
vektor ~Sn deklariert. Deshalb folgt fu¨r den Winkel Ψn, den ~Sn mit der festen Aniso-
tropieachse einschließt:
Θ := Ψn = Ψ0 +
n∑
i=2
Θi. (3.40)
Dabei ist Θ2 der Winkel zwischen dem ersten und zweiten Spin, bzw. Θn der Winkel
zwischen dem (n-1)-ten und n-ten Spin. Damit kann man die Hamiltonfunktion (3.2)
in der Form
H = −J
N∑
n=2
S2cosΘn + β
2
S2
(− ~e1,n sinΨn + ~e3,n cosΨn ˆez,n)2︸ ︷︷ ︸
(Szn)
2

= JS2
N∑
n=2
(
cosΘn +
β
2
)
(3.41)
schreiben, und fu¨r die Zustandssumme gilt mit α = (kBT )
−1:
Z =
pi∫
0
. . .
pi∫
0
2pi∫
0
. . .
2pi∫
0
exp
[
αJS2
N∑
n=2
(cosΘn +
β
2
)
]
N∏
n=1
(
S2 sinΘndΘndΦn
)
=
= 4piS2
N∏
n=2
pi∫
0
2pi∫
0
exp
(
αJS2 cosΘn + αJS
2β
2
)
S2 sinΘndΘndΦn =
= S2 (4pi)N
[
sinh (αJS2)
αJ
exp(αJS2
β
2
)
]N−1
.
(3.42)
Hieraus folgt der Zusammenhang
〈E〉kan = − ∂
∂α
lnZ = (N − 1)
[
1
α
− JS
2β
2
− JS2 coth (αJS2)] , (3.43)
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wobei 〈. . . 〉kan, den Mittelwert u¨ber das kanonische Ensemble darstellt, sowie
Var(E) =
(
− ∂
∂α
)2
lnZ = (N − 1)
[
1
α2
+
(
JS2
)2 (
1− coth (αJS2)2)] . (3.44)
Im Fall kBT ¿ JS2 erhalten wir
〈E〉kan ≈ (N − 1)
[
−JS2(1 + β
2
) + kBT
]
(3.45)
und damit
Var(E) ≈ (N − 1) (kBT )2 . (3.46)
Da −JS2(1 + β)(N − 1) der Grundzustandsenergie entspricht, folgt sofort, dass die
mittlere thermische Energie pro Kettenglied im Grenzfall kBT ¿ JS2 gleich kBT
ist. Die folgenden Mittelwerte werden im Anschluss beno¨tigt:〈
~Sn · ~Sn+1
〉
kan
=
= 1
Z
pi∫
0
· · ·
pi∫
0
2pi∫
0
· · ·
2pi∫
0
S2 cosΘn+1 exp
[
αJS2
N∑
i=2
(cosΘi +
β
2
)
]
N∏
i=1
(S2 sinΘidΘidΦn)
= 1
Z
4piS4
[ sinh(βJS2)
βJ
]N−2
(4pi)N−2 exp(αJS2β/2)N−1 ·
·
pi∫
0
2pi∫
0
cosΘn+1S
2 exp(αJS2 cosΘn+1) sinΘn+1dΘn+1dΦn+1
= αJS
2
2 sinh(αJS2)
1
(αJS2)2
[
2αJS2 cosh(αJS2)− 2 sinh(αJS2)]
= S2
[
coth
(
JS2
kBT
)
− kBT
JS2
]
. (3.47)
Die Rechnung fu¨r die restlichen Mittelwerte verla¨uft analog, die Integrale ko¨nnen mit
Hilfe von Mathematica [56] ohne weiteres bestimmt werden und, da alle Mittelwerte
sich in der Form〈
F (~q, ~p)
〉
kan
=
1
Z
∫
. . .
∫
F (~q, ~p)e−αH(~q,~p)d3Nqd3Np (3.48)
berechnen lassen, ku¨rzen sich die dem anisotropen Anteil der Hamiltonfunktion ent-
sprechenden Faktoren exp(αJS2β) unabha¨ngig von der Form von F (~q, ~p) weg:〈(
~Sn · ~Sn+1
)2 〉
kan
= S4
[
1 + 2
(
kBT
JS2
)2
− 2kBT
JS2
coth
(
JS2
kBT
)]
〈(
~Sn · ~Sn+1
)(
~Sn+1 · ~Sn+2
)〉
kan
= S4
[
coth
(
JS2
kBT
)
− kBT
JS2
]2
=
〈
~Sn · ~Sn+1
〉2
kan
S2
〈
~Sn · ~Sn+2
〉
kan
=
〈
~Sn · ~Sn+1
〉2
kan
.
(3.49)
Um das Ergebnis der letzten Zeile von (3.49) zu erhalten, sind wieder geometrische
Betrachtungen von No¨ten. Ebenso wie bei den Transformationen (B.3) betrachten
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wir den Spin ~Sn+1 gegenu¨ber ~Sn um die Winkel Θn+1 bzw. Φn+1 gedreht, wobei
die Polarachse durch den Spin ~Sn festgelegt wird. Dabei wa¨hlen wir nur den Ein-
heitsvektor ~e3,n := ~Sn/S in Richtung dieser Polarachse und erga¨nzen ~e1,n und ~e2,n
beliebig, sodass sich ein orthonormales Rechtssystem (ON-System) ergibt. Damit
legen wir die Nullrichtung fu¨r den Azimutalwinkel Φn bei ~e1,n fest. Wir interessieren
uns fu¨r die resultierende Bewegung, die no¨tig ist, das Dreibein { ~e1,n, ~e2,n, ~e3,n} auf
das Dreibein { ~e1,n+2, ~e2,n+2, ~e3,n+2} abzubilden. Verwendet man diese Darstellung in
(B.7), so erha¨lt man letztendlich:
~Sn · ~Sn+2 = S2 (sinΘn+1 sinΘn+2 sinΦn+2 + cosΘn+1 cosΘn+2) . (3.50)
Hieraus ergibt sich der Mittelwert in (3.49), indem man (3.50) in (3.48) einsetzt und
integriert.
Fu¨r die stochastische Zeitentwicklung der Gesamtenergie E = −J∑N−1n=1 (~Sn · ~Sn+1+
β
2
S2
)
gilt im Ito-Kalku¨l
dE = −J
N−1∑
n=1
[
~Sn+1 · d~Sn + ~Sn · d~Sn+1 + d~Sn · d~Sn+1
]
. (3.51)
Das Differential des anisotropen Anteils fa¨llt hier wegen (3.38) weg (da S2β eine
Konstante ist). Mit der Beziehung
d ~Wi(t)d ~Wj(t) = δijdt; d ~Wi(t)dt = 0 (3.52)
und der Tatsache, dass Ordnungen ho¨her als N in den Differentialen dt und dWi ver-
schwinden, erhalten wir unter Einbeziehen von (B.8) nach einigen Rechenschritten,
die im Anhang B.2 zu finden sind, den Erwartungswert der Energie:
d
dt
〈E〉 = − J
1 + ε2S2
{N−1∑
n=1
[
2JεS4 +
〈
S3β(sinΨn sinΘn+1 sinΦn+1 + sinΨn+1·
· sinΘn+1 + εS sinΘn+1 sinΨn cosΦn+1)
〉
− 2σ2
〈
~Sn · ~Sn+1
〉
− 2Jε
〈(
~Sn · ~Sn+1
)2 〉]
−
− 2Jε
N−2∑
n=1
[〈(
~Sn · ~Sn+1
)(
~Sn+1 · ~Sn+2
)〉
− S2
〈
~Sn · ~Sn+2
〉]}
.
(3.53)
Der hier ermittelte Mittelwert 〈. . . 〉 wird u¨ber die Realisierungen des Rauschens
berechnet. Dieser Mittelwert unterscheidet sich im Allgemeinen von dem Ensemble-
Mittelwert 〈. . . 〉kan. Nur im thermischen Gleichgewicht mit d〈E〉/dt = 0 gilt die
Gleichheit zwischen Realisierungs- und Ensemble-Mittelwert. Deswegen ergibt sich
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Abbildung 3.3: Die ~S-Konfigurationen eines Solitons (komponentenweise von oben nach unten
gelesen) nach t = 25 fu¨r A = 1,Γ = 20, β = 0.001, ε = 0.01. Links verwenden wir Rauschen bei
kBT = 0.01 bzw. rechts: bei kBT = 0.1.
fu¨r den Mittelwert des anisotropen Anteils:〈
S3β(sinΨn sinΘn+1 sinΦn+1 + sinΨn+1 sinΘn+1 + εS sinΘn+1 sinΨn cosΦn+1)
〉
kan
=
1
Z
pi∫
0
. . .
pi∫
0
2pi∫
0
. . .
2pi∫
0
(−S3β) sinΨn+1 sinΘn+1 exp
[
αJS2
N∑
i=2
(cosΘi + β)
]
·
·
N∏
i=1
(
S2 sinΘidΘidΦi
)
= 0.
(3.54)
Dieses Integral vollsta¨ndig zu bestimmen ist schwierig, sowohl analytisch, als auch
numerisch, vor allem wegen des Ausdrucks sinΨn, welcher sich durch alle N Integra-
le zieht. Dieser spaltet sich nach jeder Integration in einen Sinus- und einen Kosi-
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nusterm (jeweils multipliziert mit Koeffizienten und den restlichen Integralen) auf.
Wenn man nach jeder Integration entsprechende Terme zusammenfasst, erkennt man
bald eine Rekursionsformel, die leider nicht allgemein ausgewertet werden kann. Die
Koeffizienten, bestehend aus komplizierten Ausdru¨cken, wie Bessel-Funktion und
hyperbolischen Funktionen, kann man durch eine obere Grenze abscha¨tzen, indem
man den gro¨ßten verwendeten Wert (kBT = 0.1) einsetzt. Nach ein paar Gliedern
sieht man sodann, dass die Koeffizienten viel kleiner als Eins werden und mit zu-
nehmender Anzahl von Integrationen gegen Null streben. Wegen der hohen Anzahl
der Integrale, na¨mlich N=1000, ist der Mittelwerte des anisotropen Anteils (3.54)
sicher Null.
Ein weiteres Argument fu¨r das Verschwinden des anisotropen Anteils ist die Tatsa-
che, dass weit vom Solitonzentrum entfernt sinΨN = 0 ist, da hier die Spins sich
im Grundzustand befinden. Weiterhin sind in diesem Bereich die A¨nderungen dΘn
sehr gering. Also ist der Energiemittelwert von der Form:
d
dt
〈E〉 = − J
1+ε2S2
{
N−1∑
n=1
[
2JεS4 − 2σ2
〈
~Sn · ~Sn+1
〉
− 2Jε
〈(
~Sn · ~Sn+1
)2 〉]
−
2Jε
N−2∑
n=1
[〈(
~Sn · ~Sn+1
)(
~Sn+1 · ~Sn+2
)〉
− S2
〈
~Sn · ~Sn+2
〉]}
. (3.55)
Wegen der erwa¨hnten Gleichheit von 〈. . . 〉 und 〈. . . 〉kan im Gleichgewichtszustand,
d.h. d
dt
〈E〉 = 0, sind die Erwartungswerte auf der rechten Seite von (B.14) durch
(3.49) gegeben, weshalb die zweite Summe in (B.14) verschwindet. Da die Ergebnisse
(3.49) von n unabha¨ngig sind, ko¨nnen wir schließlich schreiben:
σ2 = Jε
S4 − 〈 (~Sn · ~Sn+1)2 〉kan〈
~Sn · ~Sn+1
〉
kan
= 2εkBT. (3.56)
Das bedeutet, dass wir in der Spindynamik-Simulation bei gegebenem ε diesen Wert
von σ2 setzen mu¨ssen, um die Ankopplung des Systems an ein Wa¨rmebad zu mo-
dellieren. Nur so wird man der Forderung des Energiegleichgewichts gerecht. Nun
wollen wir ein paar Aussagen u¨ber die Sta¨rke der Sto¨rungen treffen.
3.3.3 Abha¨ngigkeit der Solitonstruktur von Temperatur und Anisotro-
pie
Abbildung 3.3 zeigt den Verlauf des Solitons bei unterschiedlich starkem Rauschen.
Ein zu starkes Rauschen wu¨rde die Spinkonfiguration zu sehr dominieren, sodass
schließlich die koha¨rente Anregung an sich im Rauschen untergehen wu¨rde. Ebenso
wu¨rde auch eine zu große Da¨mpfung das Soliton fru¨hzeitig zersto¨ren. Da eine Sta-
bilisierung der solita¨ren Anregung durch topologische Erhaltungsgro¨ßen, wie man
sie etwa von Kinks kennt, in unserem System nicht gegeben ist, kann man bei star-
ken Sto¨rungen die adiabatische Approximation nicht mehr anwenden. Deswegen
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Abbildung 3.4: Sz−Konfiguration eines Solitons nach t = 300 fu¨r verschieden Anisotropien.
(Links:) β = 0.001 und (Rechts:) β = 0.01. Die gemeinsamen Parameter sind A = 1.5, Γ = 40,
ε = 0.01, kBT = 0.01.
beschra¨nken wir uns auf kleine Sto¨rungen, d.h. ε¿ 1 und kBT ¿ 1.
Nun werden wir noch den Einfluss der Anisotropie auf ein Soliton untersuchen.
Aus Abbildung 3.4 kann man sehen, dass bei einer ho¨heren Anisotropie die Wech-
selwirkung der Sz-Komponenten versta¨rkt ist, und damit der Puls schma¨ler und
langgezogen ist. Weiterhin ko¨nnen wir aus 3.4 sehen, dass der Puls bei ho¨herem β
gegenu¨ber dem Rauschen stabiler ist als bei kleinen Werten der Anisotropie. Diese
Stabilisierung kann auch im Hintergrund von (3.17) erkla¨ren: bei einer gegebenen
thermischen Sto¨rung des Systems geht die Energie der solita¨ren Anregung mit der
Gro¨ße der Anisotropie einher und wird damit erho¨ht.
3.4 Mo¨gliche Definitionen des Solitonortes
In diesem Kapitel wollen wir der Frage nachgehen, wie wir die Position des Solitons
festlegen ko¨nnen. Dazu stellen wir verschiedene Methoden vor, die Solitonposition
X festzulegen. Wir werden sehen, dass jede Methode ihre Berechtigung hat, da
〈X(t)〉 bei allen Methoden u¨bereinstimmt. Jedoch ergeben sich im Falle von thermi-
schen Fluktuationen unterschiedliche Ergebnisse in den Varianzen. Anhand dieser
Ergebnisse werden wir eine der Ortsdefinitionen ausschließen. Dann stellen wir die
Bestimmungsmethode fu¨r X heraus, die sich fu¨r spa¨tere Berechnungen bei Betrach-
tung mittlerer und langer Zeitskalen am besten eignet. Auf die Gru¨nde dafu¨r gehen
wir am Ende dieses Unterabschnitts ein. Weiterhin bestimmen wir auch fu¨r jede
mo¨gliche Definition der Variablen X deren Mittelwert und Varianz fu¨r kurze Zeit-
skalen. Innerhalb kurzer Zeitskalen sind Einwirkungen der Da¨mpfungs- und Fluk-
tuationseffekte auf die Solitonstruktur vernachla¨ssigbar. Daher ist es gerechtfertigt,
zeitliche Vera¨nderungen von A und Γ unberu¨cksichtigt zu lassen und diese als kon-
stant anzunehmen. Da die Form des Solitons durch A und Γ bestimmt wird, bleibt
die Solitonform unvera¨nderlich. Die in diesem Unterabschnitt getroffenen Vorher-
sagen werden schließlich mit Ergebnissen aus Spindynamik-Simulationen verglichen
und diskutiert.
3.4. MO¨GLICHE DEFINITIONEN DES SOLITONORTES 37
3.4.1 Kollektive Ortsvariable 1
Wir nutzen aus, dass die Solitonposition X(t) eine symmetrische Abweichung vom
Grundzustand (Sx, Sy, Sz) = (0, 0, S) der Kette darstellt, und daher S − Sz ein
symmetrisch um die Solitonposition lokalisierter Puls ist. Der Erwartungswert dieser
Gro¨ße berechnet sich dann genauso wie der Schwerpunkt in der Mechanik:
X :=
N∑
n=1
n (S − Szn)
N∑
m=1
(S − Szm)
. (3.57)
Leitet man diesen Ausdruck nach der Zeit ab, so erha¨lt man:
dX
dt
= −
N∑
n=1
nS˙zn
N∑
m=1
(S − Szm)
+
N∑
n=1
n (S − Szn)
N∑
m=1
S˙zm[
N∑
m=1
(S − Szm)
]2 =
=
1
N∑
m=1
(S − Szm)
[
X
N∑
m=1
S˙zm −
N∑
n=1
nS˙zn
]
=
=
1
N∑
m=1
(S − Szm)
N∑
n=1
(X − n) S˙zn.
(3.58)
Nun ersetzen wir S˙zn mit S˙
z
n aus der Landau-Lifshitz-Gleichung (3.7):
dX
dt
=
N∑
n=1
(X − n)
[
−~Sn × ~Bn
]z
N∑
m=1
(S − Szm)
+
N∑
n=1
(X − n)
[
−~Sn ×~bn
]z
N∑
m=1
(S − Szm)
, (3.59)
wobei die Anisotropie innerhalb von ~Bn in der z-Komponente des Kreuzprodukts
verschwindet: [
−~Sn × ~Bn
]z
=
[
~Sn × J
(
~Sn−1 + ~Sn+1 + βSzneˆz
)]z
(3.60)
=
[
~Sn × J(~Sn−1 + ~Sn+1)
]z
+ Jβ
[
~Sn × Szneˆz
]z
︸ ︷︷ ︸
=0
.
In den Schritten, die von (3.57) zu (3.59) fu¨hren, haben wir alle kollektiven Variablen
außer der Position X als konstant angenommen. Weitere Annahmen sind natu¨rlich,
dass die Kette lang genug ist, um von Randeffekten abzusehen. Schließlich haben
wir ja auch bei der Kontinuumsna¨herung (2.22) das Integral auf die gesamte reelle
Achse ±∞ ausgedehnt. Die Solitonkonfiguration (3.15) ha¨ngt also nur u¨ber r −X,
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also dem kontinuierlichen Analogon von n−X von X ab. Der linke Bruch in (3.59)
stellt den intrinsischen Anteil der Solitongeschwindigkeit dar, der rechte Bruch mit
den Rauschanteilen ist der stochastische Anteil. Der intrinsische Anteil ru¨hrt von
der ferromagnetischen Wechselwirkung der Spins her. Wie wir spa¨ter sehen werden,
beeinflusst der stochastische Anteil im Mittel die Position nicht. Gleichung (3.59)
schreibt sich dann
dX
dt
= F in + F st(t) (3.61)
und wird durch X(t) = Xin(t) + Xst(t) gelo¨st, wobei F
in und F st den intrinsi-
schen bzw. den stochastischen Anteil der Solitongeschwindigkeit (3.59) bezeichnen.
Zuna¨chst berechnen wir den intrinsischen Anteil. Dazu benutzen wir wieder die
Kontinuumsna¨herung:
dXin
dt
= F in =
N∑
n=1
(X − n)
[
−~Sn × ~Bn
]z
N∑
m=1
(S − Szm)
≈ −JS
∫
ξ ∂
∂ξ
[
(1−Ψ2) dΦ
dξ
]
dr∫ (
1−Ψ))dξ =
= JS
∫ (
1−Ψ2(ξ))dΦ
dξ
dξ∫ (
1−Ψ(ξ))dξ (A.6)= 2JSΓ
√
2− A
A
+ X˙(0) (= 0) .
(3.62)
Das ist genau die Geschwindigkeit des Solitons, wie sie bereits bei der Einsoli-
tonlo¨sung (3.15) bzw. (3.16) bestimmt wurde. Der intrinsische Anteil ist also kon-
stant. Fu¨r den stochastischen Anteil erha¨lt man
Xst(t) =
t∫
0
F st(t′)dt′. (3.63)
Eine weitere Gro¨ße, die fu¨r uns von Interesse ist, ist die Varianz von X(t) (siehe
Abb.(3.5)), die sich als
Var [X(t)] =
〈[
X(t)− 〈X(t)〉]2〉 = 〈[Xin(t) +Xst(t)− 〈Xin(t) +Xst(t)〉]2〉 =
=
〈[
(Xin(t)− 〈Xin(t)〉) + (Xst(t)− 〈Xst(t)〉)
]2〉
=
=
〈[
Xst(t)− 〈Xst(t)〉
]2〉
(3.64)
berechnet.
Wie man in (3.64) sieht, tra¨gt nur der fluktuierende Anteil Xst der Position zur
Varianz bei. Den Erwartungswert ko¨nnen wir wie folgt schreiben:
〈
Xst(t)
〉
=
t∫
0
〈
F st(t′)
〉
dt′, (3.65)
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sodass also der Erwartungswert von F st zu berechnen ist.
Da wir eine starre Solitonstruktur angenommen haben, ist der Nenner in (3.59) auch
bei stochastischen Fluktuationen der Position konstant:〈
F st(t)
〉
=
1
N∑
m=1
(S − Szm)
〈 N∑
n=1
(
n−X(t))[Sxn(t)byn(t)− Syn(t)bxn(t)]〉. (3.66)
Nun schreiben wir die Gleichung (3.66) wieder mit Hilfe von Wiener-Prozessen um,
wobei wir den konstanten Nenner mit M abku¨rzen:
dX = F indt+ σ
1
M
N∑
n=1
(
n−X(t))[Sxn(t)dW yn (t)− Syn(t)dW xn (t)]. (3.67)
Diese Gleichung ist als Stratonovich-Gleichung zu interpretieren, da wir aus ge-
nannten Gru¨nden die Bewegungsgleichung fu¨r die Spins als Stratonovich-Gleichung
gedeutet haben. Wir ko¨nnen die zugeho¨rige Ito-Gleichung erhalten, indem wir wie-
der analog zu [17] vorgehen: Gleichung (3.67) ist allgemein von der Form einer
eindimensionalen Stratonovich-Gleichung:
dx = a+ cdW (t), (3.68)
die sich in Itoform schreiben la¨sst als
dx =
[
a+
1
2
c∂xc
]
dt+ cdW (t). (3.69)
Wenn wir den stochastischen Anteil von (3.67) in der Form
σ
N∑
n=1
(cxndW
x
n + c
y
ndW
y
n ) (3.70)
schreiben, wobei
cxn :=
1
M
(X − n)Syn, cyn = −
1
M
(X − n)Sxn, (3.71)
dann ergibt sich fu¨r den Zusatzterm:
σ2
N∑
n=1
[
1
2
cxn
∂cxn
∂X
+
1
2
cyn
∂cyn
∂X
]
dt =
σ2
4
N∑
n=1
∂
∂X
[
(cxn)
2 + (cyn)
2
]
dt. (3.72)
Um diesen auszuwerten, wechseln wir in die Kontinuumsbeschreibung und beachten
noch, dass ∂X = −∂r = −∂ξ ist. Der Zusatzterm schreibt sich dann
1
4
{∫ ( σ
M
)2 ∂
∂X
[
(X − r)2 ( (Sy)2 + (Sx)2 )]dr}dt =
= −S
2
4
{∫ ( σ
M
)2 ∂
∂ξ
[
ξ2
(
1−Ψ2) ]dr}dt
= −dt
4
( σ
M
)2
lim
L→∞
L2
[
S2 − (Sz(ξ))2]ξ=+L
ξ=−L = 0,
(3.73)
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da Ψ exponentiell gegen die Eins konvergiert und damit den quadratischen Anteil L2
u¨berkompensiert. Das Verschwinden des Zusatzterms bedeutet, dass wir die Rausch-
terme ~bn und X als voneinander stochastisch unabha¨ngig behandeln ko¨nnen. Das
hat wiederum Auswirkung auf (3.65) und (3.66), welche die Spinfelder ~Sn enthalten.
Die Spins enthalten aber X, da ihr Argument von der Form r-X ist. Die Soliton-
position X ist hier jedoch als stochastisch fluktuierende Gro¨ße angenommen (der
einzige Effekt des Rauschens, den wir in der adiabatischen Na¨herung beru¨cksichti-
gen). Die Fluktuationen von X bedeuten, dass auch die Werte der Spinkomponenten
fluktuieren. Die Spinkomponenten koppeln multiplikativ an die Rauschterme. Der
Erwartungswert eines Produktes ist aber im allgemeinen nicht gleich dem Produkt
der Erwartungswerte der einzelnen Faktoren. Gleichheit gilt hingegen, wenn die
Faktoren stochastisch unabha¨ngig sind. Da die Fluktuationen der Spinfelder einzig
durch X bestimmt werden, und X und bn unabha¨ngig sind, folgt, dass der Mittel-
wert von Fst verschwindet, da der Mittelwert der bn verschwindet. Dann ko¨nnen wir
(3.66) schreiben als
〈
F st(t)
〉
=
1
N∑
m=1
(S − Szm)
N∑
n=1
(
n−X(t))Sxn(t)〈byn(t)〉 − (n−X(t))Syn(t)〈bxn(t)〉
= 0.
(3.74)
Daraus folgt fu¨r (3.65), dass 〈Xst〉 = 0 (siehe dazu Abbildung 3.5), und damit fu¨r
(3.64):
Var[X(t)] =
〈
(X2(t))
2 〉
=
〈
X2(t1)X2(t2)
〉
=
t1∫
0
t2∫
0
〈
F st(t′1)F
st(t′2)
〉
dt′1dt
′
2.
(3.75)
Setzt man den expliziten Ausdruck fu¨r F st in (3.75) ein und beachtet noch, dass
dWndWm = δn,m, dann erha¨lt man:
σ2
M2
t1∫
0
t2∫
0
〈 N∑
m,n=1
(X(t′1)− n)(X(t′2)−m)Sxn(t′1)Sxm(t′2)byn(t′1)bym(t′2)+
+ (X(t′1)− n)(X(t′2)−m)Syn(t′1)Sym(t′2)bxn(t′1)bxm(t′2)
〉
dt′1dt
′
2.
(3.76)
Mit der stochastischen Unabha¨ngigkeit von Rauschen und X ko¨nnen wir (3.76) in
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Abbildung 3.5: (Links:) die Ortsvarianz und (Rechts:) der Mittelwert
〈
X(t)
〉
jeweils unter Be-
nutzung von (3.57) in Abha¨ngigkeit von t bei verschiedenen Anisotropien: β = 0.01 (rote Linie) und
β = 0.001 (blaue Linie). Die Mittelwerte
〈
X(t)
〉
bei den verschiedenen Anisotropien fallen zusam-
men und beide Diagramme stellen die Simulationsergebnisse dar, mit den konstanten Parametern
Γ = 20, A = 1, kBT = 0.01, ε = 0.01.
Produkte von Erwartungswerten aufspalten
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈
(X(t′1)− n)(X(t′2)−m)Sxn(t′1)Sxm(t′2)
〉〈
byn(t
′
1)b
y
m(t
′
2)
〉
dt′1dt
′
2+
+
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈
(X(t′1)− n)(X(t′2)−m)Syn(t′1)Sym(t′2)
〉〈
bxn(t
′
1)b
x
m(t
′
2)
〉
dt′1dt
′
2.
(3.77)
Mit dem Zusammenhang (3.24) folgt dann:〈
F st(t′1)F
st(t′2)
〉
=
( σ
M
)2〈 N∑
n=1
(X − n)2 [S2 − (Szn)2]
〉
δ(t′1 − t′2). (3.78)
In der Kontinuumsbeschreibung entspricht das〈
F st(t′1)F
st(t′2)
〉
= σ2
∫
(r −X)2 [1−Ψ2] dr[∫
(1−Ψ) dr]2 δ(t′1 − t′2). (3.79)
Diese Integral lo¨sen wir jedoch numerisch, wobei wir fu¨r Ψ die Solitonlo¨sung (3.15)
verwenden. Damit ergibt sich:〈
X2(t1)X2(t2)
〉
= Dmin(t1, t2), (3.80)
wobei wir D als Diffusionskonstante, also den Koeffizienten in der Varianz, be-
zeichnen. Die Varianz (siehe Abbildung 3.5) erha¨lt man nach (3.75) hieraus fu¨r
t1 = t2 =: t, sodass wir diese folgendermaßen schreiben ko¨nnen:
V ar(X) = Dt. (3.81)
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Abbildung 3.6: Die Diffusionskonstante D in Abha¨ngigkeit von der Amplitude A unter Benut-
zung der 1. Definition (3.57). Die Spindynamik-Simulationen erscheinen als Messpunkte, die Kur-
ven geben die theoretischen Vorhersagen gema¨ß Gleichung (3.80) wieder, wobei die durchgezo-
gene Linie mit der Anisotropie β = 0.01 und die gestrichelte Linie mit β = 0.001 korrespon-
diert. Die Spindynamik-Resultate ergeben sich als Least-Square-Fit einer Ursprungsgeraden an
den aus der Simulation bestimmten Zeitverlauf der Varianz von X u¨ber 50 Zeiteinheiten, wobei
500 Realisierungen beru¨cksichtigt wurden. Die Fehlerbalken entsprechen einer Standardabweichung
der Datenpunkte aus der Simulation von der angepassten Geraden. Die u¨brigen Parameter lauten:
kBT = 0.01 = ε, Γ = 20.
Dabei bestimmen wir D(A) numerisch in Abha¨ngigkeit von A fu¨r feste Werte von
Γ = 20 und β = 0.01 bzw. β = 0.001 (siehe dazu Abbildung 3.6). Diese Ergebnisse
werden wir in Kapitel 3.4.4 diskutieren.
3.4.2 Kollektive Ortsvariable 2
In diesem Unterkapitel machen wir die gleichen Annahmen wie im vorherigen, na¨mlich
die Behandlung des Solitons wie ein Teilchen, was eine starre Form des Solitons
voraussetzt. Nun wollen wir eine weitere denkbare Positionsdefinition, welche die
symmetrische Struktur des Solitons beru¨cksichtigt, angeben. Diese bezieht die x−
und y−Komponenten der Spins mit ein und schreibt sich folgendermaßen:
X :=
N∑
n=1
n
[
(Sxn)
2 + (Syn)
2]
N∑
m=1
[
(Sxm)
2 + (Sym)
2
] =
N∑
n=1
n
[
S2 − (Szn)2
]
N∑
m=1
[
S2 − (Szm)2
] . (3.82)
Diesen Ausdruck leiten wir nach der Zeit ab und erhalten:
X˙ =
2
N∑
m=1
[
(Sxm)
2 + (Sym)
2
] N∑
n=1
(n−X)
(
SxnS˙
x
n + S
y
nS˙
y
n
)
. (3.83)
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Wieder ersetzen wir S˙zn mit S˙
z
n aus der Landau-Lifshitz-Gleichung (3.7) und erhalten
X˙ = − 2
N∑
m=1
[
(Sxm)
2 + (Sym)
2
] N∑
n=1
(n−X) [Szn (SynBxn − SxnByn)]−
− 2
N∑
m=1
[
(Sxm)
2 + (Sym)
2
] N∑
n=1
(n−X) [Szn (Synbxn − Sxnbyn)] .
(3.84)
Die Gleichung (3.84) zerfa¨llt auch in einen deterministischen und stochastischen An-
teil, sodass wir wieder fu¨r X˙ schreiben ko¨nnen X˙ = F in+F st. Um den intrinsischen
Anteil F in zu berechnen, verwenden wir wieder die Kontinuumsna¨herung:
Fin =
2
N∑
m=1
[
(Sxm)
2 + (Sym)
2
] N∑
n=1
(n−X) [Szn (SynBxn − SxnByn)]
≈ −2JS
∫
rΨ ∂
∂ξ
[
(1−Ψ2) dΦ
dξ
]
dξ∫
(1−Ψ2) dξ
= 2JS
∫ (
1−Ψ2(ξ))dΦ
dξ
(
ξ dΨ
dξ
+Ψ
)
dξ∫ (
1−Ψ2)dξ = 2V
∫
ξΨ ∂
∂ξ
(1−Ψ)dξ∫
(1−Ψ2) dξ
= 2V
∫
ξ 1
2
∂
∂ξ
(1−Ψ2) dξ∫
(1−Ψ2) dξ = V
∫
(1−Ψ2) dr∫
(1−Ψ2) dr = V.
(3.85)
Wir sehen, stimmt diese Geschwindigkeit mit der im vorigen Abschnitt bzw. der in
Kapitel 3.2 u¨berein.
Gleichung (3.84) interpretieren wir wieder als Stratonovich Gleichung, welche wir in
die Ito-Form umschreiben, um
〈
F st(t′1)F
st(t′2)
〉
dt′1dt
′
2 zu bestimmen:
dX = F indt+ σ
N∑
n=1
[cxndW
x
n + c
y
ndW
y
n ] , (3.86)
mit
cxn := −
2
N
(n−X)SznSyn, cyn :=
2
N
(n−X)SznSxn (3.87)
und N =
N∑
m=1
[
(Sxm)
2 + (Sym)
2]. Man sieht sofort, dass (3.86) diegleiche Struktur hat
wie (3.68). Nach (3.69) berechnet sich dann der Zusatzterm als
σ2
4
∂
∂X
N∑
n=1
[
(cxn)
2 + (cyn)
2] = σ2
K2
∂
∂X
N∑
n=1
{
(n−X)2 (Szn)2
[
S2 − (Szn)2
]}
. (3.88)
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Abbildung 3.7: (Links:) die Ortsvarianz und (Rechts:) der Mittelwert
〈
X(t)
〉
jeweils unter Be-
nutzung von (3.82) in Abha¨ngigkeit von t bei verschiedenen Anisotropien: β = 0.01 (rote Linie) und
β = 0.001 (blaue Linie). Die Mittelwerte
〈
X(t)
〉
bei den verschiedenen Anisotropien fallen zusam-
men und beide Diagramme stellen die Simulationsergebnisse dar, mit den konstanten Parametern
Γ = 20, A = 1, kBT = 0.01, ε = 0.01.
Um (3.88) bestimmen zu ko¨nnen, verwenden wir wieder die Kontinuumsna¨herung:〈
F st(t1)F
st(t2)
〉
=
σ2
K2
{∫ ∂
∂X
[
(n−X)2 (Szn)2
[
S2 − (Szn)2
]]
dr
}
dt
= − σ
2
K2
lim
L→∞
L2
[
(Sz(ξ))2
(
S2 − (Sz(ξ))2
)]ξ=+L
ξ=−L
= 0.
(3.89)
Da lim
|ξ|→∞
Ψ = 1 ist, verschwindet der Zusatzterm, was uns die Rechtfertigung liefert,
die Rauschterme ~bn und X als voneinander stochastisch unabha¨ngig zu betrachten.
Analoge Berechnungen wie in 3.4.1 fu¨hren zu〈
F st(t1)F
st(t2)
〉
=
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈
(X(t′1)− n)(X(t′2)−m)SxnSzn(t′1)SxmSzn(t′2)
〉〈
byn(t
′
1)b
y
m(t
′
2)
〉
dt′1dt
′
2+
+
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈
(X(t′1)− n)(X(t′2)−m)SynSzn(t′1)SymSzm(t′2)
〉〈
bxn(t
′
1)b
x
m(t
′
2)
〉
dt′1dt
′
2.
(3.90)
Im Kontinuum erhalten wir dann〈
F st(t1)F
st(t2)
〉
=
4σ2δ(t1 − t2)[∫
(1−Ψ2) dr]2
∫
(r −X)2Ψ2 (1−Ψ2) dr = Dmin(t1, t2).
(3.91)
Dieses Integral lo¨sen wir wieder numerisch. Die Varianz (siehe Abbildung 3.7) er-
halten wir, indem wir t1 = t2 = t setzen. Abbildung 3.8 zeigt den Verlauf der Dif-
fusionskonstante D(A) in Abha¨ngigkeit von A, bei fest gewa¨hltem β = 0.01 (bzw.
β = 0.001) und Γ = 20. Diese Ergebnisse werden wir im Kapitel 3.4.4 diskutieren.
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Abbildung 3.8: Die Diffusionskonstante D in Abha¨ngigkeit von der Amplitude A unter Benutzung
der 2. Definition (3.82). Die Spindynamik-Simulationen erscheinen als Messpunkte, die Kurven
geben die theoretischen Vorhersagen gema¨ß Gleichung (3.80) wieder, wobei die durchgezogene
Linie mit der Anisotropie β = 0.01 und die gestrichelte Linie mit β = 0.001 korrespondiert. Die
u¨brigen Parameter lauten: kBT = 0.01 = ε, Γ = 20.
3.4.3 Implizite kollektive Variable
Wir werden nun einen anderen Weg beschreiten, indem wir eine Ortsdefinition be-
nutzen, bei welcher X nur implizit als Parameter in einem zeitabha¨ngigen Ansatz
enthalten ist. Die Vorteile dieser Definition gegenu¨ber den vorhergehenden disku-
tieren wir am Schluss des Teilkapitels (3.4). Da wir immer noch kurze Zeitskalen
betrachten, lassen wir die Amplitude A und die Breite Γ konstant. Wir verwenden
nun einen zeitabha¨ngigen Ansatz, der sowohl einer Translations- als auch Pra¨zes-
sionsbewegung eines Spins gerecht wird:
~S(r, t) = ~Ssol (r,X(t),Φ0(t)) . (3.92)
Diesen Ansatz setzen wir in (3.23) ein und beschra¨nken uns auf die z-Komponente.
Dann erhalten wir:
∂Sz
∂X
X˙ = J
[
~S × ∂2r ~S
]z
−
[
~S ×~b
]z
. (3.93)
Nachdem wir noch (3.93) mit ∂Szsol/∂X multipliziert und u¨ber r integriert haben,
erhalten wir:
X˙ =
J∫ (∂Szsol
∂X
)2
dr
∫
∂Szsol
∂X
[
~Ssol × ∂2r ~Ssol
]z
dr− 1∫ (∂Szsol
∂X
)2
dr
∫
∂Szsol
∂X
[
~Ssol ×~b
]z
dr.
(3.94)
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Im Weiteren schreiben wir als Abku¨rzung M =
∫ (∂Szsol
∂X
)2
dr. Gleichung (3.94) ist
wieder von der Form X˙ = F in + F st. F in berechnet sich zu
Fin = −JS
∫
∂Ψ
∂ξ
∂
∂ξ
[
(1−Ψ2) dΦ
dξ
]
∫ (
∂Ψ
∂ξ
)2
dξ
= JS
∫ (
1−Ψ2(ξ))dΦ
dξ
d2Ψ
dξ2
dξ∫ (
dΨ
dξ
)2
dξ
= −V
∫
∂Ψ
∂ξ
∂
∂ξ
[1−Ψ] dξ∫ (
∂Ψ
∂ξ
)2
dξ
= V
∫ (
∂Ψ
∂ξ
)2
dξ∫ (
∂Ψ
∂ξ
)2
dξ
= V.
(3.95)
Somit bewegt sich das Soliton unabha¨ngig von seinen Ortsdefinitionen, die wir hier,
bzw. in Kapitel 3.4.1 und (3.4.2), getroffen haben, mit derselben intrinsischen Ge-
schwindigkeit V .
Analog zu den vorherigen Kapiteln (3.4.1) und (3.4.2) suchen wir nach einer Aussage,
welche Korrelationen zwischen X und den Rauschtermen beschreibt. Dazu wandeln
wir (3.94) in die diskrete Form um, was kein unu¨bliches Verfahren ist, um stocha-
stische, partielle Differentialgleichungen zu behandeln und zu interpretieren [19].
Betrachten wir nun eine beliebige Funktion f(x). Wir entwickeln f(x+h) und f(x-h)
jeweils in eine Taylorreihe um x in der Variablen h. Dann betrachten wir f(x+h)−f(x−h)
2h
[54]. Dies gibt die erste Ableitung von f an der Stelle x, plus Terme zweiter Ordnung
in h. Nun nehmen wir h als klein an, d.h. klein gegenber der typischen La¨ngenskala,
auf der die Funktion f variiert. In unserem Fall ist das Spinfeld die Funktion f und
h=1. Unser Entwicklungspunkt ist x=n. Auf der La¨nge der Gitterkonstanten (die
wir gleich Eins gesetzt haben) variiert das Spinfeld nur ma¨ßig, da wir uns im Rah-
men der Kontinuumsna¨herung auf eben diesen Fall beschra¨nken. Beachten wir noch
∂X = −∂r, dann erhalten wir
∂Sz
∂X
(r, t)→ −1
2
[
Szn+1 − Szn−1
]
(3.96)
und somit fu¨r (3.94):
1
K
∫
∂Szsol
X
[
~Ssol ×~b
]z
dr → − 1
2K
∑
n
[(
Szn+1 − Szn−1
)
Sxnb
y
n +
(
Szn−1 − Szn+1
)
Synb
x
n
]
.
(3.97)
Dieser Ausdruck ist wieder von der Form (3.68). Diese wollen wir wieder in Ito-Form
umwandeln, wobei sich der Ito-Zusatzterm wieder nach (3.69) berechnet. Mit den
Bezeichnungen
cxn = −
1
2K
(
Szn−1 − Szn+1
)
Syn, c
y
n = −
1
2K
(
Szn+1 − Szn−1
)
Sxn (3.98)
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Abbildung 3.9: (Links:) die Ortsvarianz und (Rechts:) der Mittelwert
〈
X(t)
〉
jeweils unter Be-
nutzung von (3.94) in Abha¨ngigkeit von t bei verschiedenen Anisotropien: β = 0.01 (rote Linie) und
β = 0.001 (blaue Linie). Die Mittelwerte
〈
X(t)
〉
bei den verschiedenen Anisotropien fallen zusam-
men und beide Diagramme stellen die Simulationsergebnisse dar, mit den konstanten Parametern
Γ = 20, A = 1, kBT = 0.01, ε = 0.01
lautet dann der Zusatzterm:
σ2
dt
2
∑
n
(
cxn
∂cxn
∂X
+ cyn
∂cyn
∂X
)
= σ2
dt
4
∑
n
∂
∂X
[
(cxn)
2 + (cyn)
2] =
= σ2
dt
16K2
∑
n
∂
∂X
[(
Szn−1 − Szn+1
)2 (
(Sxn)
2 + (Syn)
2)] . (3.99)
Um diesen zu bestimmen, wechseln wir wieder ins Kontinuum:
− σ2 dt
4K2
∫
∂r
[
(∂rS
z
sol)
2 (S2 − (Sz)2)] dr =
= σ2
dt
4K2
lim
L→∞
[
(∂rS
z
sol)
2 (S2 − (Sz)2)]L−L = 0, (3.100)
da lim
|ξ|→∞
Ψ = 1. Auch in diesem Fall ist die stochastische Unabha¨ngigkeit des Rausch-
terms und der kollektive Variable X gegeben. Dann ergibt sich〈
F st(t1)F
st(t2)
〉
=
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈 (
Szn+1 − Szn−1
)
Sxn(t
′
1)S
x
m(t
′
2)
〉〈
byn(t
′
1)b
y
m(t
′
2)
〉
dt′1dt
′
2+
+
σ2
M2
t1∫
0
t2∫
0
N∑
m,n=1
〈 (
Szm+1 − Szm−1
)
Sym(t
′
2)S
y
n(t
′
1)
〉〈
bxn(t
′
1)b
x
m(t
′
2)
〉
dt′1dt
′
2.
(3.101)
In der Kontinuumsapproximation gilt dann:〈
F st(t1)F
st(t2)
〉
=
σ2
K2
∫ (
∂Sz
∂r
)2 (
S2 − (Sz)2) drδ(t1 − t2). (3.102)
Daraus erhalten wir die Varianz der Solitonposition (siehe Abbildung 3.9):
Var[X(t)] = D · t. (3.103)
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Abbildung 3.10: Die Diffusionskonstante D in Abha¨ngigkeit von der Amplitude A unter Benutzung
der 3. Definition (3.94). Die Spindynamik-Simulationen erscheinen als Messpunkte, die Kurven
geben die theoretischen Vorhersagen gema¨ß Gleichung (3.102) wieder, wobei die durchgezogene
Linie mit der Anisotropie β = 0.01 und die gestrichelte Linie mit β = 0.001 korrespondiert. Die
u¨brigen Parameter lauten: kBT = 0.01 = ε, Γ = 20.
D muss wieder numerisch bestimmt werden. Abbildung 3.10 zeigt den Verlauf der
Diffusionskonstante D(A) in Abha¨ngigkeit von A, bei fest gewa¨hltem β = 0.01 (bzw.
β = 0.001) und Γ = 20.
3.4.4 Abschließende Diskussion und Vergleich mit den Simulationen
In den letzten drei Abschnitten (3.4.1), (3.4.2) und (3.4.3) haben wir die Solitonpo-
sition auf drei verschiedene Arten definiert. Die Gemeinsamkeit aller Definitionen
ist die deterministische Geschwindigkeit V , also der intrinsische Anteil von (3.67),
der aus der ferromagnetischen Wechselwirkung der Spins herru¨hrt. Dies ist fu¨r eine
ungesto¨rte Solitonkonfiguration nicht verwunderlich. Ist das System aber Sto¨rungen
ausgesetzt, so gehen diese aufgrund der adiabatischen Approximation, die wir ge-
macht haben, nur in die Position X ein, wovon jedoch V nicht abha¨ngt. Die Rausch-
terme selbst sind delta-korreliert und die zeitlichen Korrelationen der F st sind al-
lesamt proportional zu σ2δ(t1 − t2), was ein Charakteristikum fu¨r weißes Rauschen
ist. Diese Proportionalita¨t resultiert aus dem Verschwinden der Ito-Zusatzterme, was
wiederum die Unabha¨ngigkeit der Position X von den Rauschtermen bedeutet. Wie
wir in der Abbildung 3.11 sehen, unterscheiden sich die Diffusionskonstanten, also
die Proportionalita¨tsfaktoren der jeweiligen Ortsvarianzen, in den drei Definitionen
deutlich voneinander. Wichtig zu erwa¨hnen ist jedoch, dass aufgrund der Betrach-
tung kurzer Zeitskalen und damit verbundener Idealisierung einer adiabatisch star-
ren Solitonform die Diffusion des Ortes lediglich als das diffusive Anfangsverhalten
gesehen werden kann. Aus den Abbildungen 3.9 und 3.12 kann man erkennen, dass ei-
ne niedrigere Anisotropie mit einer ho¨heren Varianz bzw. Diffusionskonstante korres-
pondiert. Dies kann man einsehen, da ein Anstieg in der Anisotropie β mit einem
Anstieg der Solitonenergie E =
√
1/Γ2 + β einhergeht. Eine weitere Begru¨ndung fu¨r
dieses Verhalten ist eine versta¨rkte Wechselwirkung der Sz−Komponenten, welche
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Abbildung 3.11: Die Diffusionskonstante D in Abha¨ngigkeit von der Amplitude A fu¨r die ver-
schieden Definitionen Links: β = 0.01 und Rechts: β = 0.001, unter Berechnung der 1. Defini-
tion (blau), 2. Definition (gru¨n), 3. Definition (rot), bei konstanter Breite Γ = 20, Temperatur
kBT = 0.01 und Da¨mpfung ε = 0.01.
bei gegebener Temperatur den Puls stabilisieren, was wir in Abbildung 3.4 sehen
ko¨nnen. Spa¨ter werden wir sehen, dass wenn wir Fluktuationen der Struktur mit-
beru¨cksichtigen, die Gro¨ße der Anisotropie und die Sta¨rke der Diffusion miteinander
einhergehen. Bevor wir die Gru¨nde fu¨r die unterschiedlichen Ergebnisse der Dif-
fusionskonstanten bezu¨glich der verschiedenen Ortsdefinitionen erla¨utern, werden
wir zuna¨chst auf die zugeho¨rigen Spindynamik-Simulationen eingehen. Als Algorith-
mus, der die diskrete Landau-Lifshitz-Gleichung (3.22) numerisch lo¨st, verwenden
wir den Heun-Algorithmus, da er der Interpretation der Bewegungsgleichungen als
Stratonovich-Gleichungen gerecht wird. Er ist ein speziell fu¨r die Lo¨sung stochasti-
scher Differentialgleichungen mit multiplikativen Rauschtermen (wie in Gleichung
(3.23)) modifizierter Runge-Kutta-Algorithmus. Wir verwenden 500 Realisierungen
u¨ber eine Gesamtzeit von t = 50. Fu¨r die Temperatur und Da¨mpfung verwenden wir
kBT = 0.01 bzw. ε = 0.01. Weiterhin wurden S = 1 = J als konstant angenommen.
Fu¨r den Anisotropieparameter wa¨hlen wir β = 0.01, bzw. β = 0.001. Aus der simu-
lierten Spinkonfiguration wird nun jeweils die Position des Solitons bestimmt. An
die jeweils berechnete Steigung der Varianz wird eine Ursprungsgerade mit der Me-
thode kleinster Quadrate (least square fit) angepasst. Wir implementieren die ersten
beiden Ortsdefinitionen (3.57) und (3.82) direkt in den Quelltext des Simulations-
programms, nur mit dem Unterschied, dass wir hier nur solche Spins beru¨cksichtigen,
fu¨r die, bei einer gewa¨hlten Schranke von 0.01, 1−Szn > Schranke gilt. Damit wird
vermieden, dass Fluktuationen, die weit vom Anregungszentrum entfernt sind, in die
Berechnung des Ortes mit einbezogen werden. Etwas eleganter ist da die implizite
Ortsvariable aus Gru¨nden, auf die wir im Folgenden eingehen werden. Dabei machen
wir uns die Symmetrie des Solitonpulses zunutze. Dazu definieren wir die Funktion
FX(Y ) :=
∫
Sz(r −X)∂S
z
∂r
(r − Y )dr. (3.104)
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Abbildung 3.12: Die Diffusionskonstante D in Abha¨ngigkeit von der Amplitude A, theoretische
Kurve zusammen mit den Simulationswerten, 1. Definition (Punkte), 2. Definition (Dreiecke), 3.
Definition (Quadrate) fu¨r verschiedene Anisotropien: β = 0.01 (rote Kurve), β = 0.001 (blaue
Kurve), bei konstanter Breite Γ = 20, Temperatur kBT = 0.01 und Da¨mpfung ε = 0.01.
Da Sz bezu¨glich X achsensymmetrisch, und ∂rS
z punktsymmetrisch bezu¨glich Y
ist, sieht man sofort ein, dass FX(X) verschwindet. Wenn wir noch wissen mo¨chten,
welches Vorzeichen die Steigung des Grafen hat, leiten wir (3.104) nach Y ab:
dFX
dY
(Y ) = −
∫
Sz(r−X)∂
2Sz
∂r2
(r− Y )dr =
∫
∂Sz
∂r
(r−X)∂S
z
∂r
(r− Y )dr. (3.105)
Da ∂rS
z(X − Y ) um Y herum stark lokalisiert ist und nicht weit außerhalb der
Umgebung von Y gegen Null strebt, treten auf der rechten Seite von (3.105) keine
Randterme auf. Weiterhin erkennt man, dass
dFX
dY
(X) > 0 (3.106)
gilt. Natu¨rlich werten wir im Simulationsprogramm die diskrete Version von (3.104)
aus, welche lautet:
F˜X(Y ) =
1000∑
n=1
Szn
∂Szsol
∂r
(n− Y ). (3.107)
Dabei bezeichnet X die zu bestimmende Position des Solitons. Wir wa¨hlen nun eine
Menge von Yi-Werten, welche a¨quidistant um den Bereich verteilt sind, bei wel-
chem wir einen Vorzeichenwechsel von − nach + in F˜X(Yi) beobachten. Beobachtet
man einen Vorzeichenwechsel zwischen Yi und Yi+1, so bestimmen wir den Wert
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von X durch lineare Interpolation. Ein großer Vorteil dieser Ortsbestimmungsme-
thode ist, dass wegen der starken exponentiellen Lokalisation von ∂rS
z Magnonen
in gro¨ßerer Entfernung vom Anregungszentrum nicht in die Ortsbestimmung einge-
hen, was uns Maßnahmen, wie das Einfu¨hren einer Schranke, erspart. Die Ergeb-
nisse der Simulationen stimmen mit den theoretischen Vorhersagen u¨berein. Auch
die Vorhersagen u¨ber die Abha¨ngigkeit der Varianz der Solitonposition V ar(X) von
der Wahl der jeweiligen Ortsdefinitionen werden damit besta¨tigt. Abha¨ngig vom
Verlauf der Varianzen ko¨nnen wir schon jetzt eine Ortsdefinition ausschließen. Bei
gleichbleibender Anisotropie β und Breite Γ ist anschaulich klar, dass ein gro¨ßeres
Soliton weniger diffusives Verhalten aufweisen sollte. Diese Annahme wird durch
Spindynamik-Simulationen (siehe Abbildung 3.13) besta¨tigt. Folglich ist ein Wie-
deransteigen der Diffusionskonstante mit der Amplitude, wie aus Abbildung 3.8
gesehen werden kann, fragwu¨rdig. Das ist ein guter Grund, die zweite Ortsdefinition
zu verwerfen.
Nun werden wir Gru¨nde fu¨r diese Abha¨ngigkeit aufzeigen.
Da die Terme F st in den unterschiedlichen Definitionen verschiedene Linearkombi-
nationen der Rauschterme ~bn darstellen, gehen diese Unterschiede direkt in F
st ein
und damit gema¨ß
dX = F indt+ σ
1
M
N∑
n=1
(
n−X(t))[Sxn(t)dW yn (t)− Syn(t)dW xn (t)] (3.108)
auch in dX. A¨nderungen in dX bewirken aber wiederum A¨nderungen d~S in der Soli-
tonstruktur, sodass es nach erneutem Lo¨sen der diskreten Landau-Lifshitz-Gleichung
zu leicht unterschiedlichen Ergebnissen fu¨r die Position X kommt. Obendrein gilt
es zu beru¨cksichtigen, dass die gesto¨rte Spinfeldkonfiguration nicht mehr durch die
analytische Solitonlo¨sung (3.15) gegeben ist. Spinfeldfluktuationen, die vom Anre-
gungszentrum weit entfernt auftreten, fallen bei der Positionsbestimmung kaum ins
Gewicht. Nur wenn solita¨re Anregungen sehr schmal sind, ko¨nnen Fluktuationen
außerhalb des Anregungszentrums die Ortsbestimmungen nach (3.4.1) und (3.4.2)
beeinflussen. Die Anzahl der Spins Szn, fu¨r die 1−Szn ≤ 0.01 (Schranke) gilt, ist hier
deutlich geringer. Fluktuationen des Spinfeldes bewirken, dass links und rechts des
Anregungszentrums unterschiedlich viele Spins in die Ortsberechnung einbezogen
werden, was sich dann folglich sta¨rker auf dX auswirkt als dies bei breiteren Soli-
tonen der Fall ist. Dies ist bei Verwendung der impliziten kollektiven Ortsdefinition
nicht der Fall, da durch die starke, exponentielle Lokalisation von ∂rS
z Fluktuatio-
nen außerhalb des Anregungszentrums unberu¨cksichtigt bleiben. Dies ist der Grund,
weshalb wir in den folgenden Kapiteln genau diese Ortsdefinition verwenden wer-
den.
Lokale Deformationen des Solitonpulses, die symmetrischer Natur sind, bewirken
keine A¨nderungen in dX, da alle drei Ortsdefinitionen die Achsensymmetrie von Sz
beru¨cksichtigen. Dagegen resultieren lokale, asymmetrische Deformationen linear in
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Abbildung 3.13: Sz−Konfiguration fu¨r zwei Solitonen unterschiedlicher Amplitude (blau: A = 0.75,
rot: A = 1.75) nach t = 900. Die u¨brigen Parameter fu¨r beide Pulse sind Γ = 20, kBT = 0.01,
ε = 0.01.
σ im stochastischen Anteil von dX, welcher wieder in unterschiedlicher Art und
Weise mit der ungesto¨rten Solitonkonfiguration verknu¨pft ist und damit von den
Definitionen abha¨ngige Gesamta¨nderungen dX bewirkt. Da sich dX in allen drei
Ortsdefinitionen unterscheidet, erhalten wir auch fu¨r 〈F st(t1)F st(t2)〉 unterschiedli-
che Ergebnisse.
Diese lokalen, asymmetrischen Strukturdeformationen haben bei gegebener Tempe-
ratur eine natu¨rliche Beschra¨nkung hinsichtlich ihrer Sta¨rke und ra¨umlicher Ausdeh-
nung, welche sich naturgema¨ß auf das Gebiet der solita¨ren Anregung beschra¨nkt,
was also ungefa¨hr zweimal der Solitonbreite entspricht. In [5] argumentiert man,
dass ab einer gewissen Breite Γ die Standardabweichung von X, also
√
V ar(X),
die beschriebene unterschiedliche U¨bersetzung dieser Strukturdeformationen durch
die verschiedenen Ortsdefinitionen nicht mehr so stark ins Gewicht fa¨llt. Dabei soll-
te
√
V ar(X) deutlich gro¨ßer als die Solitonenbreite sein und die unterschiedlichen
Ortsdefinitionen anna¨hernd zu derselben Varianz fu¨hren. Diese Annahme ist aber
eher hypothetischer Natur, da in der Zeit, wa¨hrend
√
V ar(X) wa¨chst, auch die
Breite des Solitons zunehmen wird. Dieser angestrebte Fall einer Varianz von einem
Vielfachen der Solitonenbreite kann dann folglich nie oder erst sehr spa¨t erreicht
werden, sodass die solita¨re Anregung bis dahin im Rauschen nicht mehr sichtbar ist.
In den folgenden Kapiteln betrachten wir la¨ngere Zeiten und geben eine adiabatisch
starre Struktur des Solitons auf. Dabei verwenden wir aus genannten Gru¨nden die
implizite Definition des Ortes.
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3.5 Fluktuationen der Struktur
In diesem Abschnitt betrachten wir mittlere und große Zeitskalen. Auf einer Gesamt-
zeitskala von t = 1000 bezeichnen wir einen Zeitraum fu¨r t / 50 als kurz, fu¨r
50 / t / 200 als mittel und fu¨r t ' 200 als lang. Hierbei geben wir die starre
Form des Solitons auf und beru¨cksichtigen eine zeitliche Abha¨ngigkeit der kollektiven
Variablen im Ansatz:
~S(r, t) = ~Ssol(r −X(t),Φ0(t), A(t),Γ(t)). (3.109)
Diesen setzen wir in die Landau-Lifshitz-Gleichung (3.23) ein und erhalten:
4∑
i=1
(
∂~Ssol
∂Ui
+ ε~Ssol × ∂
~Ssol
∂Ui
)
U˙i = −~Ssol ×
(
~B +~b
)
, (3.110)
wobei i, k ∈ {1, 2, 3, 4} und U1 := X, U2 := Φ0, U3 := A und U4 := Γ. Der Vektor
~Ssol ist durch die 1-Solitonlo¨sung (3.15) bestimmt. Die Dynamik der kollektiven
Variablen wird durch die Da¨mpfung fu¨r mittlere Zeitskalen, wie wir in spa¨teren
Abschnitten sehen werden, nur geringfu¨gig beeinflusst und wird daher im folgenden
Kapitel vernachla¨ssigt.
3.5.1 Mittlere Zeiten
Innerhalb mittlerer Zeitskalen wirken sich Effekte der Da¨mpfung noch nicht so stark
auf die zeitliche Vera¨nderung der kollektiven Variablen A und Γ aus, wohl aber die
stochastischen Fluktuationen. Hierbei gehen wir wie fu¨r die implizite Ortsvariable in
Kapitel 3.4.3 vor. Dieser Weg ist durch seinen einfachen Zugang an die Zeitentwick-
lung der kollektiven Variablen motiviert [4]. Deshalb betrachten wir von Gleichung
(3.110) nur die z-Komponente, sodass Φ0 herausfa¨llt (S
z
sol ist von Φ0 unabha¨ngig):
∂Szsol
∂X
X˙ +
∂Szsol
∂A
A˙+
∂Szsol
∂Γ
Γ˙ = J
[
~Ssol × ∂2r ~Ssol
]z
−
[
~Ssol ×~b
]z
. (3.111)
Wir multiplizieren Gleichung (3.111) jeweils mit den Funktionen ∂Szsol/∂X, ∂S
z
sol/∂A
und ∂Szsol/∂Γ und integrieren u¨ber r. Damit erhalten wir ein gekoppeltes System von
drei gewo¨hnlichen Differentialgleichungen fu¨r die drei kollektiven Variablen X, A,
und Γ:
b11 0 0
0 b22 b23
0 b23 b33


X˙
A˙
Γ˙
 =

∫
∂ ~Szsol
∂X
[
~S × ∂2r ~S
]
dr
0
0
−

∫
∂Ψ
∂X
[
~Ssol ×~b
]z
dr∫
∂Ψ
∂A
[
~Ssol ×~b
]z
dr∫
∂Ψ
∂Γ
[
~Ssol ×~b
]z
dr
 . (3.112)
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Das System (3.112) entkoppelt zu einem 1x1 und 2x2-System:
(
b22 b23
b23 b33
)(
A˙
Γ˙
)
= −
 ∫ ∂Ψ∂A
[
~Ssol ×~b
]z
dr∫
∂Ψ
∂Γ
[
~Ssol ×~b
]z
dr
 .
⇔
(
A˙
Γ˙
)
=
−1
b22b33 − b223
(
b33 −b23
−b23 b22
) ∫ ∂Ψ∂A
[
~Ssol ×~b
]z
dr∫
∂Ψ
∂Γ
[
~Ssol ×~b
]z
dr
 .
⇔
(
A˙
Γ˙
)
=
−1
b22b33 − b223
 b33 ∫ ∂Ψ∂A
[
~Ssol ×~b
]z
dr − b23
∫
∂Ψ
∂Γ
[
~Ssol ×~b
]z
dr
−b23
∫
∂Ψ
∂A
[
~Ssol ×~b
]z
dr + b22
∫
∂Ψ
∂Γ
[
~Ssol ×~b
]z
dr
 .
(3.113)
Dabei gilt bij =
∫
∂Ψ
∂Ui
∂Ψ
∂Uj
dr und Ui, i ∈ {1, 2, 3} bezeichnet die kollektiven Variablen
X, A und Γ. Nachdem wir die Matrix des Systems (3.112) invertiert haben, erhalten
wir
X˙ =
2JS
Γ
√
2
A
− 1 + F stX ,
A˙ = F stA ,
Γ˙ = F stΓ ,
(3.114)
wobei F st fu¨r die stochastischen Kra¨fte steht, welche die Effekte des Rauschens
widerspiegeln. Bei verschwindenden stochastischen Kra¨ften erhalten wir wieder die
Dynamik von X, A und Γ, korrespondierend zum ungesto¨rten Fall. Nun stellen wir
uns wieder die Frage, ob wir Rauschterme und kollektive Variablen als voneinander
stochastisch unabha¨ngig behandeln du¨rfen. Dabei stu¨tzen wir uns auf die Argumen-
tation in [4]. Der Korrekturterm, welcher bei der Umrechnung von Stratonovich-
in Ito-Gleichung auftritt, ist grundsa¨tzlich von der Ordnung σ2, wohingegen die
Rauschterme an sich und F st von der Ordnung σ sind. Folglich wu¨rden nichtver-
schwindende Zusatzterme mit σ4 in die jeweiligen Varianzen eingehen. Da wir hier
nur kleine Temperaturen verwenden, kann man diese Terme vernachla¨ssigen. Das
bedeutet, dass wir hier nicht zwischen Ito- und Stratonovich-Interpretation unter-
scheiden. Damit du¨rfen wir das Rauschen und die kollektiven Variablen als vonein-
ander stochastisch unabha¨ngig betrachten. Somit folgt: 〈F stU 〉 = 0 fu¨r U = X, A, Γ,
3.5. FLUKTUATIONEN DER STRUKTUR 55
und die Korrelationen der stochastischen Kra¨fte lauten:
〈F stX (t1)F stX (t2)〉 = σ2δ(t1 − t2)
1∫ +∞
−∞
(
∂
∂r
Ψ
)2
dr
[ ∫ +∞
−∞
( ∂
∂r
Ψ
)2
(
1−Ψ2)dr]
〈F stA (t1)F stA (t2)〉 = σ2δ(t1 − t2)
1
(b223 − b22b23)2
[ ∫ +∞
−∞
(
b33
∂
∂A
Ψ− b23 ∂
∂Γ
Ψ
)2
(
1−Ψ2)dr]
〈F stΓ (t1)F stΓ (t2)〉 = σ2δ(t1 − t2)
1
(b223 − b22b23)2
[ ∫ +∞
−∞
(− b23 ∂
∂A
Ψ+ b22
∂
∂Γ
Ψ
)2
(
1−Ψ2)dr]
〈F stA (t1)F stΓ (t2)〉 =
σ2δ(t1 − t2)
(b223 − b22b23)2
[ ∫ +∞
−∞
(
b33
∂
∂A
Ψ− b23 ∂
∂Γ
Ψ
)
(− b23 ∂
∂A
Ψ+ b22
∂
∂Γ
Ψ
)(
1−Ψ2)dr]
〈F stX (t1)F stA (t2)〉 = 0,
〈F stX (t1)F stΓ (t2)〉 = 0.
(3.115)
Diese Korrelationen mu¨ssen alle numerisch berechnet werden. Als Abku¨rzung ver-
wenden wir
〈F stU (t1)F stV (t2)〉 = σ2δ(t1 − t2)ΣUV (A,Γ). (3.116)
Die Struktur der kollektiv-Variablen-Gleichungen unterscheidet sich nicht von der
des isotropen Systems. Die einzigen Unterschiede erscheinen in den Werten der Dif-
fusionskonstanten ΣUV (A,Γ) aufgrund der Anisotropie. Deswegen fahren wir so fort
wie in [4, 5]. Benutzen wir außerdem voneinander unabha¨ngige Wiener-Prozesse
WX , W1 und W2, so erhalten wir die stochastischen Bewegungsgleichungen ohne
Da¨mpfung wie folgt:
dX =
2JS
Γ
√
2
A
− 1dt+ σα(A,Γ)dWX ,
dA = σβ1(A,Γ)dW1,
dΓ = σγ1(A,Γ)dW1 + σγ2(A,Γ)dW2,
(3.117)
wobei
α =
√
ΣXX , β1 =
√
ΣAA,
γ1 =
ΣAΓ√
ΣAA
, γ2 =
√
ΣΓΓ − Σ
2
AΓ
ΣAA
.
(3.118)
Wie man sieht, ist F stX weder mit F
st
A noch mit F
st
Γ korreliert und wird daher nur
durch einen Wiener-Prozess WX beschrieben. Dabei mu¨ssen F
st
A und F
st
Γ die Re-
lation (3.117) erfu¨llen. Dementsprechend haben wir die drei Koeffizienten, β, γ1
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und γ2 eingefu¨hrt. Eine der drei Korrelationen ist 〈F stA F stΓ 〉, daher verwenden wir
einen Wiener-Prozess W1 zweimal, um eine nichtverschwindende Korrelation zwi-
schen diesen Variablen zu erhalten. Wu¨rde man nur W1 verwenden, also γ2 = 0 set-
zen, so ko¨nnte man zwar die Korrelation 〈F stA F stΓ 〉 erfu¨llen, sowie entweder 〈F stA F stΓ 〉
oder 〈F stA F stA 〉, aber im Allgemeinen nicht beide gleichzeitig. Daher beno¨tigt man
einen weiteren Wiener-ProzessW2 und den zugeho¨rigen Koeffizienten γ2. Ebensogut
ha¨tten wir zwei Wiener-Prozesse in der dA-Gleichung und nur einen dieser beiden
in der dΓ-Gleichung verwenden ko¨nnen. Mehr Freiheit bleibt aber nicht.
Wie wir in (3.117) sehen, sind die stochastischen Terme δ-korreliert und stellen,
wie erwa¨hnt, in erster Ordnung von σ weißes Rauschen dar. Die Verwendung von
Wiener-Prozessen ist damit gerechtfertigt. Das Gleichungssystem (3.117) wird in [4]
analytisch gelo¨st, indem man sich eine sto¨rungstheoretische Behandlung (small noise
expansion) zunutze macht. Details der Rechnung befinden sich im Anhang C. Fu¨r
die Varianzen der kollektiven Variablen finden wir dann also:
Var[X(t)] = σ2ΣXXt+ σ
2Σcubt
3,
Var[A(t)] = σ2ΣAAt,
Var[Γ(t)] = σ2ΣΓΓt,
(3.119)
mit
Σcub =
4J2S2
3Γ20
[
ΣAA
A40
(
2
A0
− 1
)−1
+
ΣΓΓ
Γ20
(
2
A0
− 1
)
+
2ΣAΓ
A20Γ0
]
.
(3.120)
Die Koeffizienten ΣUV ha¨ngen nur von A0 und Γ0 ab, welche die Anfangswerte ohne
Rauschen darstellen. Die Koeffizienten ΣUV mu¨ssen numerisch ausgewertet werden.
Wir beobachten einen direkten Effekt des Rauschens auf die PositionX. Das ist nicht
verwunderlich, wenn man bedenkt, dass ein normaler random walk zu einer linea-
ren Zeit-Abha¨ngigkeit der Varianz fu¨hrt. Zusa¨tzlich beobachten wir einen indirekten
Effekt : das Rauschen verursacht stochastische A¨nderungen neben X auch in A und
Γ. Tatsa¨chlich erhalten wir fu¨r diese Variablen eine lineare Zeitabha¨ngigkeit in der
Varianz, was signifikant fu¨r Brownsche Bewegung ist. Da sowohl A als auch Γ die
deterministische Geschwindigkeit der solita¨ren Anregung bestimmen, verursachen
deren stochastische Dynamik wiederum stochastische A¨nderungen in der Geschwin-
digkeit. Dieses Pha¨nomen fu¨hrt zu einem zusa¨tzlichen Term in der Ortsvarianz,
welcher mit t3 zeitlich wa¨chst. Dieses superdiffusive Verhalten wurde auch in der
isotropen Heisenbergkette gefunden [4,5]. Hier, in der anisotropen Heisenbergkette,
ha¨ngen, wie auch schon im Kurzzeitverhalten, die Werte der Diffusionskonstanten
von der Gro¨ße der Anisotropie β ab. Diese Beziehung werden wir nun genauer un-
tersuchen.
Wie schon in Kapitel 3.2.2 erwa¨hnt, fu¨hren kleine strukturelle A¨nderungen in ~S
zu starken Fluktuationen in A und Γ. Dieses Verhalten wird mit wachsender Aniso-
tropie forciert. Folglich fu¨hren Fluktuationen in A und Γ zu starken Schwankungen
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Abbildung 3.14: Varianzen aus (3.119): V ar(X), V ar(A) und V ar(Γ) abha¨ngig von t, kBT = 0.001,
mit Anisotropie β = 0.01 (rote Linie), β = 0.001 (blaue Linie) und β = 0.0001 (gru¨ne Linie), fu¨r
alle Figuren verwenden wir A = 1, Γ = 20
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Abbildung 3.15: Diffusionskonstanten aus Gleichung (3.119): ΣXX , Σcub (Koeffizient des kubischen
Anteils in V ar(X)), ΣAA und ΣΓΓ in Abha¨ngigkeit von β bei konstantem A = 1, Γ = 20, ΣAΓ
zeigen wir nicht explizit, da es schon in Σcub enthalten ist
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in der Geschwindigkeit V und damit zu einem Anstieg von Σcub. In Abbildung 3.14
ko¨nnen wir den Effekt der Anisotropie auf die Varianzen betrachten, na¨mlich einen
Anstieg aller Varianzen mit β. Das bedeutet, dass bei einer gegebenen Tempera-
tur strukturelle Fluktuationen in ~S zu umso gro¨ßeren Fluktuationen in A und Γ
fu¨hren, je gro¨ßer β ist. Diese Beziehung la¨sst sich leicht verifizieren, wenn wir die
Diffusionskonstanten ΣXX , Σcub, ΣAA und ΣΓΓ in Abha¨ngigkeit von β auftragen. Aus
Abbildung 3.15 kann man entnehmen, dass alle Diffusionskonstanten mit β wachsen,
außer ΣXX . Diese Diffusionskonstante ist mit linearem t verknu¨pft. Nach t > 100
wird ΣXXt von Σcubt
3 kompensiert, sodass insgesamt die Ortsvarianz mit steigen-
dem β wa¨chst. Dieses Verhalten ist auch unabha¨ngig von den Initialisierungswerten
A und Γ.
Nun betrachten wir zwei Solitonen, wobei eines die anisotrope Einsolitonlo¨sung und
das andere die isotrope Einsolitonlo¨sung darstellt. Einen Solitonpuls in der anisotro-
pen Heisenbergkette kann man immer, wenn die Anisotropie nicht zu groß ist, stets
gut mit der isotropen Lo¨sung fitten. Nachdem die isotrope Lo¨sung mit entsprechen-
der Wahl von A und Γ der anisotropen Lo¨sung angepasst wurde, vergleichen wir
das diffusive Verhalten der beiden Pulse. Wir stellen in U¨bereinstimmung mit den
soeben getroffenen Vorhersagen fest, dass die anisotrope Einsolitonlo¨sung in allen
kollektiven Variablen eine gro¨ßere Diffusion aufweist als die isotrope Lo¨sung.
Das diffusive Verhalten eines Solitons wird also nicht durch seine Form beeinflusst,
sondern im Wesentlichen durch die Gro¨ße der Anisotropie.
3.5.2 Lange Zeiten
Analytische U¨berlegungen
Wir werden jetzt das Langzeitverhalten der solita¨ren Anregung studieren, d.h. Zeit-
skalen, fu¨r die t ≥ 300 ist. Hier kann der Da¨mpfungseffekt auf die kollektiven Varia-
blen nicht mehr vernachla¨ssigt werden, weswegen wir die Da¨mpfung in
4∑
i=1
(
∂~Ssol
∂Ui
+ ε~Ssol × ∂
~Ssol
∂U i
)
U˙i = −~Ssol ×
(
~B +~b
)
(3.121)
mit beru¨cksichtigen. Dazu fu¨hren wir das Vektorprodukt dieser Gleichung mit ∂
~Ssol
∂Uk
aus und danach noch das Skalarprodukt des Ergebnisses mit ~Ssol. Die anschließende
Integration u¨ber den Raum ergibt:
4∑
i=1
∫
~Ssol ·
[
∂~Ssol
∂Uk
× ∂
~Ssol
∂Ui
+ ε
∂~Ssol
∂Uk
×
(
~Ssol × ∂
~Ssol
∂Ui
)]
drU˙i =
= −
∫
~Ssol ·
[
∂~Ssol
∂Uk
×
(
~Ssol ×
(
~B +~b
))]
dr. (3.122)
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Als Abku¨rzung fu¨hren wir den Vektor ~C := ~C in+ ~Cex ein, welcher definiert ist durch:
Cink := −
∫
~Ssol ·
[
∂~Ssol
∂Uk
×
(
~Ssol × ~B
)]
dr,
Cexk := −
∫
~Ssol ·
[
∂~Ssol
∂Uk
×
(
~Ssol ×~b
)]
dr.
(3.123)
Indem wir die Gesetze der Vektoralgebra und die Relation
~Ssol · ∂
~Ssol
∂Uk
=
1
2
∂
∂Uk
(
~Ssol · ~Ssol
)
= 0 (3.124)
verwenden, schreibt sich Gleichung (3.121) wie folgt:
4∑
i=1
[Nki + εMki] U˙i =
4∑
i=1
L(ε)U˙i = Ck, (3.125)
Hier haben wir folgende Abku¨rzungen verwendet:
Nki :=
∫
~Ssol ·
[
∂~Ssol
∂Uk
× ∂
~Ssol
∂Ui
]
dr = S3
∫ [
∂Ψ
∂Ui
∂Φ
∂Uk
− Ψ
∂Uk
∂Φ
∂Ui
]
dr,
Mki := S
2
∫
∂~Ssol
∂Uk
· ∂
~Ssol
∂Ui
dr = S4
∫ [
1
1−Ψ2
∂Ψ
∂Uk
∂Ψ
∂Ui
+
(
1−Ψ2) ∂Φ
Uk
∂Φ
∂Ui
]
dr.
(3.126)
Nach Invertierung des Gleichungssystems (3.125) erhalten wir
U˙i =
4∑
k=1
[
L(ε)−1
]
ik
Ck. (3.127)
Diese Gleichung mo¨chten wir ausfu¨hrlicher schreiben und erhalten explizit:
X˙
Φ˙0
A˙
Γ˙
 =

εM11 εM12 N13 N14
εM12 εM22 N23 N24
−N13 −N23 εM33 εM34
−N14 −N24 εM34 εM44

−1 
0 + CstX
0 + CstΦ0
C inA + C
st
A
C inΓ + C
st
Γ
 . (3.128)
Dabei sehen wir wieder den Zerfall von (3.128) in
U˙i = F
in
i + F
st
i , (3.129)
mit
F ini :=
4∑
k=1
[
L(ε)−1
]
ik
Cink ,
F sti :=
4∑
k=1
[
L(ε)−1
]
ik
Cstk .
(3.130)
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Explizit erhalten wir dann CinX = 0, C
in
Φ0
= 0,
Mij =Mji, Nij = −Nji und
M11 =
4S4
AΓ2
√
β
(
AΓ
√
β(1 + βΓ2)− log
[
1 + AβΓ2 − AΓ√β(1 + βΓ2)√
1− (−2 + A)AβΓ2
] )
,
M12 =
4S4√
βΓ
√
2− A
A
log
[1 + AβΓ2 − AΓ√β(1 + βΓ2)√
1− (−2 + A)AβΓ2
]
,
M22 =
4S4
β
√
βAΓ2
(
AΓ
√
β(1 + βΓ2) + log
[1 + AβΓ2 − AΓ√β(1 + βΓ2)√
1− (−2 + A)AβΓ2
])
,
N23 =
S32 (1 + βΓ2)√
β + 1/Γ2 (−1− (2− A)AβΓ2) ,
N24 =
S32A (−1 + (−2 + A)βΓ2)√
βΓ2 + 1 (1− (−2 + A)AβΓ2) .
(3.131)
M33, M34, M44, N13 und N14 werden genauso wie die Diffusionskonstanten Dij nu-
merisch berechnet, die wir im Folgenden definieren. Die Korrelationen der stocha-
stischen Kra¨fte sind gegeben durch
〈
F exi (t1)F
ex
j (t2)
〉
=
4∑
m=1
4∑
k=1
〈 [
L(ε)−1
]
ik
(t1)C
st
k (t1)
[
L(ε)−1
]
jm
(t2)C
st
m(t2)
〉
.
(3.132)
Wir fu¨hren diegleichen Na¨herungen wie in Abschnitt 3.5 durch und vernachla¨ssigen
daher mo¨gliche Korrelationen zwischen dem Rauschen und den kollektiven Varia-
blen. Dabei sehen wir wieder von der Unterscheidung zwischen Ito- und Stratonovich-
Interpretation ab, was fu¨r kleine Temperaturen absolut tragfa¨hig ist. Dann folgt
sofort fu¨r die Mittelwerte der stochastischen Kra¨fte 〈F sti 〉 = 0 und fu¨r deren Korre-
lationen:
〈
F sti (t1)F
st
j (t2)
〉
=
σ2S4
4∑
k=1
4∑
m=1
〈[
L(ε)−1
]
ik
(t1)
[
L(ε)−1
]
jm
(t1)
∫
∂~Ssol
∂Uk
· ∂
~Ssol
∂Um
(t1, r)dr
〉
δ(t1 − t2) =
= σ2S2
〈[
L(ε)−1MG
(
L(ε)−1
)T]
ij
(t1)
〉
δ(t1 − t2)
=: Dij(t1)δ(t1 − t2). (3.133)
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Dabei ist die Korrelationsmatrix von folgender Form
D =

DXX DXΦ0 0 0
DXΦ0 DΦ0Φ0 0 0
0 0 DAA DAΓ
0 0 DAΓ DΓΓ
 . (3.134)
Analog zum isotropen Fall [4,5] und dem Kapitel 3.4 benutzen wir voneinander un-
abha¨ngige Wiener-Prozesse und schreiben folgendermaßen die stochastischen Bewe-
gungsgleichungen mit Da¨mpfung:
dX = F inX dt+ α1dW1 + α2dW2,
dΦ0 = F
in
Φ0
dt+ α3dW2,
dA = F inA dt+ α4dW3 + α5dW4,
dΓ = F inΓ dt+ α6dW4,
(3.135)
wobei
α1 =
√
D11 − D
2
12
D22
, α2 =
D12√
D22
, α3 =
√
D22,
α4 =
√
D33 − D
2
34
D44
, α5 =
D34√
D44
, α6 =
√
D44.
(3.136)
In Kapitel 3.5.1 sind wir der Zeitentwicklung der intrinsischen Anteile und der Diffu-
sionskonstanten mit der Methode der small noise expansion gerecht geworden. Das
Gleichungssystem (3.135) kann nicht mehr analytisch mit dieser Methode gelo¨st wer-
den. Deswegen mu¨ssen wir uns bei der numerischen Lo¨sung von (3.135) Gedanken
daru¨ber machen, wie wir die Zeitentwicklung der Erwartungswerte 〈F in(. . . , Uk, . . . )〉
und 〈αi(. . . , Uk, . . . )〉 berechnen bzw. approximieren ko¨nnen. Dazu gehen wir wieder
vor wie in [4] und betrachten eine allgemeine Funktion g der kollektiven Variablen,
wobei g von der Ordnung σ0 ist. Wir entwickeln die Funktion um die Erwartungs-
werte ihrer Argumente:
g(. . . , Uk, . . . ) = g(. . . , 〈Uk〉, . . . ) +
4∑
i=1
∂g
∂Ui
(. . . , 〈Uk〉, . . . ) (Ui − 〈Ui〉)+
1
2
4∑
i,j=1
∂2g
∂Uj∂Ui
(. . . , 〈Uk〉, . . . ) (Uj − 〈Uj〉) (Ui − 〈Ui〉) + . . . . (3.137)
Da wir nur Terme der ersten Ordnung in σ betrachten und
〈
Ui − 〈Ui〉
〉
= 0 sowie
Ui − 〈Ui〉 ∝ σ gilt, folgt, dass in dieser Na¨herung〈
g(. . . , Uk, . . . )
〉 ≈ g(. . . , 〈Uk〉, . . . ) (3.138)
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der Fehler der Ordnung σ2 ist. Die Na¨herung (3.138) ist also bei den niedrigen Tem-
peraturen, die wir hier verwenden, vollkommen gerechtfertigt. Ersetzen wir g mit
F in, so folgt 〈F ini (. . . , Uk, . . . )〉 ≈ F ini (. . . , 〈Uk〉, . . . ). Ersetzen wir g mit den Ko-
effizienten αi aus (3.136), welche selbst von der Ordnung σ sind, so ist der Fehler
in den Dij dann nur noch von der Ordnung σ
4. Deswegen ko¨nnen wir auch hier
α
(i)
s (. . . , Uk, . . . ) ≈ α(i)s (. . . , 〈Uk〉, . . . ) setzen. Dann erhalten wir insgesamt die Glei-
chungen:
dUi = F
in
i (. . . , Uk, . . . )dt+
∑
s
α(i)s (. . . , 〈Uk〉, . . . )dWs, (3.139)
und
d〈Ui〉 = F ini (. . . , 〈Uk〉, . . . )dt⇔
d
dt
〈Ui〉 = F ini (. . . , 〈Uk〉, . . . ). (3.140)
In Worten beschrieben, heißt das, dass die intrinsischen Kra¨fte jeweils an denjenigen
Mittelwerten der kollektiven Variablen ausgewertet werden, welche zu diesem Zeit-
punkt aus allen Realisierungen bestimmt wurden. Genau diese Zeitabha¨ngigkeit, die
in (3.140) ausgedru¨ckt wird, beeinflusst auch das Zeitverhalten der Sta¨rke der sto-
chastischen Kra¨fte F st. Letztere stellen also additives weißes Rauschen dar, dessen
Sta¨rke aber zeitabha¨ngig ist.
Im Folgenden werden wir (3.135) numerisch lo¨sen und mit den Ergebnissen von
Spindynamik-Simulationen vergleichen. Dazu wird im na¨chsten Abschnitt der Algo-
rithmus beschrieben, der in den Simulationen verwendet wird.
Bestimmung der kollektiven Variablen im Algorithmus
Im Abschnitt 3.5.1 haben wir die stochastischen Bewegungsgleichungen ohne Da¨m-
pfung (3.114) sto¨rungstheoretisch gelo¨st und diejenigen mit Da¨mpfung (3.135) aus
Abschnitt 3.5.2 numerisch. Zum Vergleich simulieren wir die Spindynamik einer Ket-
te von 1000 Spins, deren Grundlage die diskrete Landau-Lifshitz-Gleichung (3.22)
ist. Diese Gleichung wird numerisch mit Hilfe des Heun-Algorithmus [18] gelo¨st, wel-
cher einer geeigneten Behandlung der multiplikativen Kopplung zwischen den Spin-
und Rauschkomponenten, die sich aus ~Sn × ~bn ergeben, gerecht wird. Als Lo¨sung
erhalten wir in jedem Zeitschritt (in unserem Fall n = 1000) diskrete Werte der
Spins ~Sn.
Nun mo¨chten wir einen Algorithmus konstruieren, um aus diesen Sets von diskreten
Spinwerten die kollektiven Variablen zu gewinnen, beginnend mit der Position X des
Solitons. Um X zu bestimmen, gehen wir vor wie in Kapitel 3.4.3. Wir definieren
wieder eine Funktion
F (Y,Ai, Γi) :=
∫
Sz(r −X,A,Γ)∂S
z
sol
∂r
(r − Y,Ai,Γi) dr. (3.141)
Diese verschwindet an der Stelle Y = X wegen ihrer Punktsymmetrie, welche F
unabha¨ngig von den Werten Ai und Γi besitzt. In den Simulationen verwenden wir
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natu¨rlich die diskrete Version von (3.141). Im ersten Zeitschritt werten wir F fu¨r die
Initialisierungswerte A0 und Γ0 aus, indem wir wieder eine Menge von Versuchswer-
ten Yi verwenden, die symmetrisch um X0, die Startposition des Solitons, verteilt
sind. Wechselt dann F zwischen Yj und Yj+1 das Vorzeichen von Minus nach Plus,
so wird die gesuchte Nullstelle X zwischen die beiden Versuchswerte linear interpo-
liert. Das ist gegenu¨ber der Bestimmung von X in Kapitel 3.4.3 noch nichts Neues,
außer dass F noch von A und Γ abha¨ngt. Diese mu¨ssen wir jetzt fu¨r den na¨chsten
Zeitschritt bestimmen.
Als na¨chstes bestimmen wir den extremalen Wert Szmin von S
z, welcher genau der zu
X korrespondierende Sz-Wert ist, um eine Beziehung zwischen A und Γ herstellen
zu ko¨nnen. Um dieses Ziel zu erreichen, beno¨tigen wir eine geeignete Fitfunktion. Je
besser die Fitfunktion sich den diskreten Werten von Sz anpassen la¨sst, desto pra¨zi-
ser kann Szmin bestimmt werden. Da die Lo¨sung (3.15) nicht die geeignete Struktur
hat, um sie als Fitfunktion verwenden zu ko¨nnen (∂AΨ bzw. ∂ΓΨ kann weder nach
A noch nach Γ explizit aufgelo¨st werden), verwenden wir sech2(x) zum Fitten. Das
damit erhaltene Minimum akzeptieren wir als den gesuchten Wert Szmin. Mit Hil-
fe dieses Wertes und der Solitonlo¨sung (3.15) ko¨nnen wir A als Funktion von Γ
ausdru¨cken:
A =
4(1− Szmin)
4 + β(1 + Szmin)
2Γ2
. (3.142)
Dann definieren wir:
∆(Γi) =
∫ [
Sz − Szsol(r −X, Ai(Γi), Γi)
]2
dr. (3.143)
Indem wir wieder einige Versuchswerte Γi verwenden, suchen wir ein Γj, welches
∆ (Ai(Γi),Γi) minimiert. Wir fitten dann eine Parabel durch Γj−1, Γj und Γj+1 im
∆ − Γ Raum. Derjenige Γ-Wert, der das Minimum der Parabel darstellt, ist der
gesuchte.
Mit dem gerade gefundenen (A,Γ) Paar ermitteln wir, wie oben, nochmals X.
Zuletzt mu¨ssen wir noch Φ0 bestimmen. Dazu benutzen wir den arctan(
Sz
Sx
) wie-
der innerhalb eines Bereiches der Spins, fu¨r die 1 − Szn > 0.01 gilt. Von dem so
erhaltenen Wert Φ mu¨ssen wir noch ΦX abziehen um Φ0 zu bestimmen. Dabei ist
ΦX nach (3.15) allein durch X, A und Γ festgelegt. Da wir diese Subtraktion nicht
elementar durchfu¨hren ko¨nnen, da wir Spru¨nge der ATAN2 Funktion von (−pi, pi)
beru¨cksichtigen mu¨ssen, berechnen wir Φ0 wie folgt:
atan2
[
sin (Φ) cos (ΦX)− cos (Φ) sin (ΦX) , cos (Φ) cos (ΦX) + sin (Φ) sin (ΦX)
]
.
(3.144)
Damit ist ein Zeitschritt zu Ende. Im na¨chsten Zeitschritt dienen dann die erhalte-
nen Werte X, A und Γ als neue Initialisierungswerte.
Wie wir schon in Kapitel 3.2.2 diskutiert haben, sind bei gegebener Anisotropie β
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Abbildung 3.16: Sz-Konfiguration nach t = 800, gestrichelte Linie: Sz-Konfiguration, beschrieben
durch die analytische Lo¨sung (3.15), welche wir an die simulierte Konfiguration mit geeigneten Pa-
rametern A und Γ anfitten, durchgezogene Linie: Sz-Konfiguration aus der Simulation mit Initial-
parametern A = 1, Γ = 20, β = 0.01, kBT = 0, ε = 0.01. Abweichungen zwischen diesen beiden
Kurven ko¨nnen nicht beobachtet werden
die kollekiven Variablen A und Γ recht empfindlich bezu¨glich struktureller Fluk-
tuationen der solita¨ren Anregung. Diese Tatsache verursacht ein Problem bei der
Bestimmung der kollektiven Variablen aus der simulierten Spinkonfiguration. Die
Konsequenzen wollen wir nun erla¨utern. Der durch Rauschen gesto¨rte Solitonpuls
(siehe Abbildung (3.3)) besitzt Zacken, die sich vor allem im Anregungszentrum
selbst, aber auch außerhalb davon beobachten lassen. Dadurch wird das Soliton
durch den sech2−Fit etwas breiter gefittet, sodass wir immer kleine Fluktuationen
in Szmin haben. Diese bewirken aber bei nichtverschwindender Anisotropie gro¨ßere
Fluktuationen in A und Γ. Dies kann bei zu großer Anisotropie die Bestimmung von
A und Γ unmo¨glich machen. Im Detail bedeutet das, dass kein Γ mehr gefunden
werden kann, das (3.143) minimiert, sodass folglich die Simulation abbricht. Aus
diesem Grund mu¨ssen wir uns auf den Anisotropiewert β = 0.001 beschra¨nken.
Zuletzt u¨berpru¨fen wir noch, wie gut die Spinkonfiguration durch den Ansatz (3.15)
approximiert wird. Dazu entnehmen wir am Ende einer Simulation die bestimmten
Werte fu¨r X, A und Γ und setzen sie in (3.15) ein. Diesen Plot vergleichen wir dann
mit dem, der die Spinkonfiguration nach Simulationsende darstellt. Aus Abbildung
3.16 kann man keinen sichtbaren Unterschied zwischen den beiden beschriebenen
Plots erkennen.
3.5.3 Numerische Ergebnisse
Da das Rauschen, wie man an der Relation (3.128) sehen kann, multiplikativ an die
kollektiven Variablen ankoppelt, eignet sich besonders der Heun-Algorithmus, um
die stochastischen Bewegungsgleichungen mit Da¨mpfung (3.135) fu¨r alle kollektiven
Variablen numerisch zu lo¨sen. Da die numerischen Integrationen der Mij und Nij
in (3.128) bei jedem Zeitschritt ausgefu¨hrt werden mu¨ssen und beide Ausdru¨cke
von relativ komplizierter Struktur sind, parallelisieren wir den Quelltext des Pro-
gramms. Dies ist aber noch nicht ausreichend, um das Programm schnell genug zu
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Abbildung 3.17: Mittelwerte der kollektiven Variablen, blaue Linie: Simulationsergebnisse, gru¨ne
Linie: numerische Integration der stochastischen Bewegungsgleichung mit Da¨mpfung (3.135), rote
Linie: sto¨rungstheoretische Lo¨sung der stochastischen Bewegungsgleichung (3.117), mit β = 0.001,
kBT = 0.001, ε = 0.01. Als Initialparameter benutzen wir A = 1.5, Γ = 20, Φ0 = 0.83.
machen. Daher benutzen wir einen Integrationszeitschritt der Gro¨ße 0.1. Wir haben
uns vergewissert, dass die Verwendung dieses Zeitschrittes die Genauigkeit der Er-
gebnisse nicht merklich schma¨lert. Diese Ergebnisse vergleichen wir mit denen, die
wir aus den Spindynamik-Simulations-Ergebnissen erhalten. Sowohl in der numeri-
schen Lo¨sung von den stochastischen Bewegungsgleichungen mit Da¨mpfung (3.135)
als auch in den Simulationen verwenden wir 1000 Realisierungen und betrachten
eine Gesamtzeit von t = 1000 bei einer Temperatur von kBT = 0.001 und einer
Da¨mpfung von ε = 0.01. Weiterhin wollen wir hier Ergebnisse pra¨sentieren, die
sich auf zwei verschiedene Anfangsparametersets Φ0, A und Γ beziehen und in den
Abbildungen 3.17, 3.18, 3.19 und 3.20 zu sehen sind.
Um die Solitondynamik zu beschreiben, ist die wichtigste kollektive Variable un-
umstritten die Position X(t). Sowohl in 〈X〉 als auch in V ar(X) erhalten wir eine
sehr gute U¨bereinstimmung zwischen Spindynamik, der numerischen Lo¨sung der
stochastischen Bewegungsgleichung mit Da¨mpfung und dem sto¨rungstheoretischen
Ergebnis aus Abschnitt 3.5.1. Fu¨r den Mittelwert 〈Φ0〉 erhalten wir auch eine gute
U¨bereinstimmung.
Wie wir bereits Anfang des Kapitels (3.5.1) erwa¨hnt haben, beziehen sich die dort
erhaltenen Ergebnisse auf mittlere Zeiten, die ho¨chstens bis ca. t = 200 ausgedehnt
werden ko¨nnen. Die Vernachla¨ssigung der Da¨mpfung in (3.5.1) ist also tatsa¨chlich
eine ungeeignete Approximation fu¨r lange Zeiten, insbesondere was die Dynamik
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Abbildung 3.18: Varianzen der kollektiven Variablen, blaue Linie: Simulationsergebnisse, gru¨ne
Linie: numerische Integration der stochastischen Bewegungsgleichung mit Da¨mpfung (3.135), rote
Linie: sto¨rungstheoretische Lo¨sung von stochastischen Bewegungsgleichung (3.117), mit β = 0.001,
kBT = 0.001, ε = 0.01. Als Initialparameter benutzen wir A = 1.5, Γ = 20, Φ0 = 0.83.
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Abbildung 3.19: Mittelwerte der kollektiven Variablen, blaue Linie: Simulationsergebnisse, gru¨ne
Linie: numerische Integration der stochastischen Bewegungsgleichung mit Da¨mpfung (3.135), rote
Linie: sto¨rungstheoretische Lo¨sung von stochastischen Bewegungsgleichung (3.117), mit β = 0.001,
kBT = 0.001, ε = 0.01. Als Initialparameter benutzen wir A = 1, Γ = 20, Φ0 = 0.298.
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Abbildung 3.20: Varianzen der kollektiven Variablen, blaue Linie: Simulationsergebnisse, gru¨ne
Linie: numerische Integration der stochastischen Bewegungsgleichung mit Da¨mpfung (3.135), rote
Linie: sto¨rungstheoretische Lo¨sung von stochastischen Bewegungsgleichung (3.117), mit β = 0.001,
kBT = 0.001, ε = 0.01. Als Initialparameter benutzen wir A = 1, Γ = 20, Φ0 = 0.298.
von A und Γ angeht.
Die systematischen Abweichungen zwischen den Spindynamik-Simulationen und der
numerischen Lo¨sung der stochastischen Bewegungsgleichung mit Da¨mpfung in A und
Γ werden durch Probleme in der Bestimmung dieser kollektiven Variablen verur-
sacht. Wie dies geschieht, haben wir im letzten Unterabschnitt Bestimmung der kol-
lektiven Variablen im Algorithmus erla¨utert. Da Φ0 unter anderem aus A und Γ be-
stimmt wird, beeinflussen natu¨rlich Fluktuationen in A und Γ die Varianz V ar(Φ0).
Als Konsequenz weist V ar(Φ0) in den Simulationen einen gro¨ßeren Wert auf als in
der Numerik. Der Sprung in V ar(Φ0) ist ein Artefakt der Bestimmungsprozedur.
Dabei hat die ATAN2-Funktion in Fortran Spru¨nge von −pi nach pi, was sich wie-
derum als Sprung in der Varianz niederschla¨gt. Um die Ergebnisse in Φ0 miteinander
vergleichen zu ko¨nnen, haben wir in der numerischen Lo¨sung der stochastischen Be-
wegungsgleichung mit Da¨mpfung das dort berechnete Φ0 auf den Bereich (−pi, pi)
gefaltet. Daher beobachten wir in den Abbildungen 3.18 und 3.20 auch Spru¨nge
der gestrichelten Linien in V ar(Φ0), wobei man in den Simulationsergebnissen eine
deutliche Verbreiterung eines Sprunges feststellt. Der Grund dafu¨r ist die Tatsache,
dass Φ0 nicht simultan in allen Realisierungen springt. Da sich zu einem bestimmten
Zeitpunkt die Werte von Φ0 in den verschiedenen Realisierungen um den Wert 2pi
unterscheiden ko¨nnen, kommt es zu diesen Zeitpunkten zu einer breiteren Verteilung
um den Mittelwert 〈Φ0〉 und damit einer gro¨ßeren Varianz.
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3.5.4 Zusammenfassung
In Kapitel 3 haben wir die Diffusion von Solitonen auf einer klassischen, anisotro-
pen Heisenbergkette untersucht. Dabei wesentlich war die Kopplung des Systems
an ein Wa¨rmebad, sodass wir dem Fluktuations-Dissipations Theorem gerecht wur-
den. Modelliert wurde das Wa¨rmebad durch Rauschterme in der Landau-Lifshitz-
Gleichung, welche additiv zum effektiven B-Feld hinzukamen und damit magnetisch
an das Spinfeld gekoppelt waren. Neben diesem Energiefluss ins System beno¨tig-
ten wir auch einen Energietransfer aus dem System heraus. Diesen modellierten
wir durch den Gilbert-Da¨mpfungsterm. Um die Dynamik der solita¨ren Anregung
zu untersuchen, betrachteten wir drei unterschiedlich lange Zeitperioden. In der er-
sten und ku¨rzesten (t / 100) nahmen wir an, dass die Form des Solitons sich kaum
vera¨ndert und somit eine adiabatisch starre Form der Struktur angenommen werden
darf. Stochastische Fluktuationen traten nur in der Position des Solitons auf. Wei-
terhin hat die Solitonenposition gegenu¨ber den anderen kollektiven Variablen eine
gro¨ßere Bedeutung, da sie bekanntlich im Allgemeinen eine experimentell leicht zu
bestimmende Gro¨ße ist.
Dazu behandelten wir das Soliton als adiabatisch starr, d.h. es wurde mathematisch
wie ein Teilchen behandelt. Kennzeichnend dafu¨r ist in der Festlegung des Soliton-
ortes die Verwendung der Schwerpunktsdefinition in (3.4.1) und (3.4.2). Die Verwen-
dung der impliziten Ortsvariable benutzt die Eigenschaft, dass ∂rS
z stark lokalisiert
ist, sodass wir keine Schranke, wie wir sie in (3.4.1) und (3.4.2) beschrieben haben,
verwenden mussten und Fluktuationen der Struktur die Ortsbestimmung kaum be-
einflussten. Deswegen gaben wir dieser Ortsbestimmungsmethode den Vorzug bei
den Berechnungen in den folgenden Kapiteln. Aufgrund unterschiedlicher U¨berset-
zung lokaler Fluktuationen in die Ortsdefinition zeigten die drei unterschiedlichen
Ortsdefinitionen den gleichen Mittelwert, aber unterschiedliche Varianzen. Aufgrund
des gleichen zeitlichen Mittelwertes 〈X〉 verwundert es nicht, dass die deterministi-
sche Geschwindigkeit aller drei Definitionen die gleiche ist. Die Diffusionskonstan-
ten nehmen mit steigender Anisotropie ab, was im Gegensatz zu dem Verhalten bei
t > 100 steht. Aufgrund einer durch die Anisotropie erho¨hten Solitonenergie und
versta¨rkten Wechselwirkung der Sz−Komponenten geht bei gegebener Temperatur
eine steigende Anisotropie mit einer abnehmenden Ortsdiffusion einher. Dieser Effekt
wird aber bei gro¨ßeren Zeitskalen durch die Fluktuationen in der Solitonstruktur, die
einen zusa¨tzlichen diffusiven Beitrag zur Solitonenposition liefern, kompensiert und
tritt in den Hintergrund. Um die Diffusion eines Solitons u¨ber gro¨ßere Zeitra¨ume
hinweg zu betrachten, war es aber no¨tig, die adiabatisch starre Form des Solitons
aufzugeben.
In Kapitel 3.5.1 beru¨cksichtigten wir Zeitperioden 100 / t / 200, in denen auch sto-
chastische Fluktuationen in A und Γ, jedoch nicht durch Da¨mpfung hervorgerufene
A¨nderungen, beru¨cksichtigt wurden. Da die deterministische Geschwindigkeit V des
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Solitons durch A und Γ bestimmt ist, gehen diese Fluktuationen direkt in V ein. Das
fu¨hrt zu einem zusa¨tzlich diffusiven Effekt und a¨ußert sich durch einen kubischen
Anteil (∝ t3) in der Ortsvarianz V ar(X). Diesen Effekt bezeichneten wir als super-
diffusiv. Hier zeigte sich deutlich eine Zunahme der Varianzen in X, A und Γ mit der
Anisotropie β. Das konnten wir auch daran erkennen, dass alle Diffusionskonstan-
ten mit β zunehmen. Wie wir in den Abbildungen 3.18 und 3.20 erkennen ko¨nnen,
werden die Varianz und der Mittelwert des Solitonortes durch das sto¨rungstheoreti-
sche Resultat selbst fu¨r lange Zeiten recht gut wiedergegeben. Dies liegt vor allem
daran, dass die Bestimmung von X in den Simulationen mit der Berechnung von X
in (3.5.1) korrespondiert. Dagegen beschreibt das sto¨rungstheoretische Ergebnis die
Dynamik von 〈A〉 und 〈Γ〉 fu¨r la¨ngere Zeiten (d.h. t > 300) sehr unbefriedigend.
Deswegen beru¨cksichtigten wir noch die Da¨mpfung. Damit erhielten wir ein Differen-
tialgleichungssystem fu¨r X, A, Γ und Φ0. Mit Hilfe von Wiener Prozessen konnten
wir daraus die stochastischen Bewegungsgleichungen mit Da¨mpfung ableiten. Diese
lo¨sten wir numerisch und verglichen den Zeitverlauf der Varianzen und Mittelwerte
mit dem, welchen wir aus den Simulationen erhalten hatten. In V ar(X), 〈X〉 sowie
in 〈Φ0〉 erhielten wir eine gute U¨bereinstimmung. Die Dynamik in A und Γ, welche
wir aus der simulierten Konfiguration erhielten, ist Problemen bei der Bestimmung
ausgesetzt. Bei nichtverschwindender Anisotropie fu¨hren minimale Schwankungen
in Szmin zu großen Schwankungen in A und Γ. Die Varianzen von A und Γ liegen
damit deutlich u¨ber den theoretischen Werten. Ein weiterer Grund fu¨r die Abwei-
chungen [4] ist die mangelnde Korrespondenz zwischen der theoretischen Herleitung
von A und Γ und deren Gewinnung aus der Simulation. Diese Fluktuationen beein-
flussen die Varianz der Variable Φ0 aufgrund deren Berechnung aus A und Γ, sodass
auch V ar(Φ0) in der Simulation deutlich gro¨ßer ausfa¨llt.
Am Ende von Kapitel 3.5.2 haben wir uns vergewissert, dass die Spinkonfiguration
sehr genau durch den Ansatz (3.15) approximiert werden kann. Dadurch haben
wir eine Rechtfertigung erhalten, dass alle durchgefu¨hrten Na¨herungen angewen-
det werden durften. Das betrifft sowohl die Kontinuumsapproximation als auch die
Beschreibung der Dynamik mittels kollektiver Variablen in adiabatischer Approxi-
mation.
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Kapitel 4
Das zweidimensionale
Heisenbergsystem
In diesem Kapitel untersuchen wir zweidimensionale topologische Solitonen des klas-
sischen zweidimensionalen Heisenbergmodells auf einem quadratischen Gitter. Wir
stellen zuna¨chst dieses Modell zusammen mit den zugeho¨rigen Erhaltungsgro¨ßen
vor. Ausgangspunkt hierfu¨r ist die Hamiltonfunktion (2.1), bzw. (2.24), die bereits
anfangs in Kapitel 2 diskutiert wurde. Danach begru¨nden wir die Notwendigkeit
einer dynamischen Stabilisierung, indem wir Stellung zu den Aussagen des Hobart-
Derrick-Theorems zusammen mit den Eigenschaften des Belavin-Polyakov-Solitons
nehmen. Ferner zeigen wir durch Rechnung, dass diese Stabilisierung des Solitons
fu¨r das von uns betrachtete Soliton tatsa¨chlich gegeben ist. Anschließend beschrei-
ben wir die Struktur eines Solitons, das allein durch die Pra¨zessionsfrequenz der
Spins charakterisiert ist. Die Struktur ko¨nnen wir fu¨r bestimmte Grenzfa¨lle analy-
tisch und fu¨r beliebige Solitonradien durch sogenannte Versuchsfunktionen, die die
tatsa¨chliche Lo¨sung approximieren, beschreiben. Um die Bewegung des Solitons als
Ganzes, welche gema¨ß den Vorhersagen in [30] durch interne, im Soliton gebundene
Magnonen zustande kommt, darstellen zu ko¨nnen, fu¨hren wir den Schwerpunkt des
Solitons als Ortsvariable ein. Beziehen wir noch die Sto¨rungen durch die Magno-
nen in die Berechnung der Solitongeschwindigkeit mit ein, so ko¨nnen wir Aussagen
daru¨ber machen, welche der vorhandenen Magnonenmoden u¨berhaupt zur Solitonbe-
wegung beitragen. Die im Kontinuumsmodell getroffenen Ergebnisse werden zuletzt
mit Spindynamiksimulationen verglichen. Abschließend fassen wir die Ergebnisse
zusammen und diskutieren diese.
4.1 Das Modell auf dem quadratischen Gitter und Erhal-
tungsgro¨ßen
Gema¨ß den allgemeinen Prinzipien der Quantenmechanik korrespondiert jede Welle,
die sich in einem Medium befindet, mit einem Quasiteilchen. Im Ferromagneten
entsprechen Spinwellen den Quasiteilchen, die man als Magnonen bezeichnet.
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Der Impuls p und die Energie E eines freien Magnons sind
p = ~k, E(k) = ~ω(k), (4.1)
wobei ω(k) die Frequenz der Spinwelle und k ihr Wellenvektor sind.
Die linearen Anregungen u¨ber dem Grundzustand in unserem System (also die
linearen Magnonen) haben die wohlbekannte Form [6] 1− ~Sz~n = const¿ 1, ~Sx~n+ ~Sy~n ∝
exp(i~k · ~na− iωt) = exp(ikxa+ ikya− iωt), mit folgendendem Dispersionsgesetz:
ω(~k) = ω0 + 4JS
[
sin2
(
kxa
2
)
+ sin2
(
kya
2
)]
. (4.2)
Hier ist ω0 = 4JSK˜ die sogenannte homogene Resonanzfrequenz, ~k der Wellenvek-
tor und a die Gitterkonstante. Wie man im Magnonenspektrum ω(~k) sehen kann,
existiert eine Lu¨cke der Breite ω0. Freie Magnonen ko¨nnen also nur existieren, wenn
ω > ω0. Im Easy-Axis-Modell untersucht man folglich lokale Schwingungen inner-
halb des Bereichs 0 < ω < ω0.
Solche lokalen Schwingungen sind durch die Blochwa¨nde im Soliton gebunden. Diese
wurden ausfu¨hrlichst in [30] untersucht und tragen, wie wir spa¨ter sehen werden,
Verantwortung fu¨r die Solitonbewegung.
Im Falle kleiner Anisotropien ist die charakteristische La¨nge l0 = a/
√
4K˜, welche
die Breite der Blochwand bezeichnet, viel gro¨ßer als die Gitterkonstante. Wir ver-
wenden ausschließlich kleine Anisotropien, sodass wir die Kontinuumsna¨herung der
Hamiltonfunktion verwenden ko¨nnen. Ausgehend von der Kontinuumsversion der
Hamiltonfunktion (2.24) ko¨nnen wir diese mit Ψ = cosΘ schreiben als:
E =
JS2
2
∫
d2r
[
(∇Θ)2 (1 +K sin2Θ)+ sin2Θ(∇Φ)2 + 4K˜ sin2Θ] , (4.3)
wobei 4K˜ = 4K + 2d.
Aus der Lagrangefunktion
L = −S
∫
d2r(1− cosΘ)∂Φ
∂t
− E[Θ,Φ] (4.4)
erhalten wir die Bewegungsgleichungen:
sinΘ
∂Φ
∂t
= −a
2
S
δE
δΘ
= −a
2
S
[
∂E
∂Θ
−∇ · ∂E
∂∇Θ
]
, (4.5a)
sinΘ
∂Θ
∂t
=
a2
S
δE
δΦ
=
a2
S
[
∂E
∂Φ
−∇ · ∂E
∂∇Φ
]
, (4.5b)
wobei E die Energiedichte von (4.3) darstellt. Dies ist die gleiche Identita¨t wie (2.30)
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aus Kapitel 2. Die Bewegungsgleichungen in Φ und Θ lauten entsprechend:
∆Θ
(
1 +K sin2Θ
)
+K sinΘ cosΘ (∇Θ)2 − cosΘ sinΘ
[
4K˜ + (∇Φ)2
]
− Φ˙
JS
sinΘ = 0
(4.6a)
sin2Θ∆Φ+ 2 cosΘ sinΘ∇Φ∇Θ+ Θ˙
JS
sinΘ = 0. (4.6b)
In der Regel wird der Beitrag K sin2Θ in Gleichung (4.3) nicht beru¨cksichtigt [6,30],
da dieser nur innerhalb des Solitons einen nichtverschwindenden Beitrag hat. Des-
wegen ko¨nnen wir diesen Summanden gegenu¨ber +1 vernachla¨ssigen. Demzufolge
la¨sst sich die Energie (4.3) schreiben als:
E =
JS2
2
∫
d2r
[
(∇Θ)2 + sin2Θ(∇Φ)2 + 1
l20
sin2Θ
]
, (4.7)
wobei l20 =
a2
4K˜
.
Im Grenzfall großer Wellenla¨ngen ko¨nnen die Magnonenanregungen der Form Θ =
const¿ 1, Φ = ~k · ~r − ωt durch das Magnonenspektrum
ω(~k) = ω0(1 + k
2l20), (4.8)
das sich aus der diskreten Form ableiten la¨sst, beschrieben werden.
Die Erhaltungsgro¨ßen unseres Systems sind Gesamtmagnetisierung Sz und die z-
Komponente des Bahndrehimpulses ~L, welcher sich aus dem Vektorprodukt, beste-
hend aus dem Ort ~r und dem kanonischen Impuls ~P = S/a2
∫
d2r(1− cosΘ)~∇Φ, er-
gibt. Da Φ in der Energiedichte E nicht explizit vorkommt (Eigenschaft der Spinraum-
Isotropie), ist Sz ein Bewegungsintegral:
Sz = S
∫
d2r (1− cosΘ) . (4.9)
Diese Identita¨t ergibt die kontinuierliche Fassung des diskreten Ausdrucks (2.19),
dessen Erhaltung wir in Kapitel 2.1 gezeigt haben. Leiten wir nach der Zeit total
ab, so erhalten wir:
S˙z =
∫
sinΘΘ˙d2r
(4.5)
= −a
2
S
∫ [
∂E
∂Φ
+∇ · ∂E
∂∇Φ
]
d2r
= −a
2
S
∫ [
∇ · ∂E
∂∇Φ
]
d2r = −a
2
S
∮
∂E
∂∇Φ~ndl =
= −a
2
S
∮
sin2Θ~∇ · Φ~ndl =
∫ 2pi
0
sin2Θ
∂Φ
∂ρ
L
2
dχ = 0,
(4.10)
da Θ fern des Solitonzentrums gegen Null strebt. Dabei haben wir die Polarkoor-
dinaten χ und ρ = r/l0 und die Systemgro¨ße L verwendet. Schreiben wir die z-
Komponente der Gesamtmagnetisierung (4.9) in Polarkoordinaten, so erhalten wir:
Sz = N =
S
a2
2pi
l20︸ ︷︷ ︸
N2
∫
ρ (1− cosΘ) dρ, (4.11)
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wobei N2 der maximal mo¨glichen Anzahl derjenigen Spins entspricht, die sich in-
nerhalb der Fla¨che l20pi im angeregten Zustand mit S
z = −1 befinden [6, 34]. Dieses
Integral konvergiert, wenn, wie in unserem Fall, cosΘ die Solitonlo¨sung beschreibt,
und es entspricht der Anzahl N der im Soliton gebundenen Magnonen.
Wir werden jetzt explizit nachweisen, dass auch die z−Komponente des Bahndreh-
impulses
Lz = − S
a2
∫
d2r (1− cosΘ)
[
~r × ~∇Φ
]z
(4.12)
eine Erhaltungsgro¨ße im Kontinuumsmodell darstellt. Es gilt:
−L˙z = S
a2
∫ [
sinΘΘ˙
∂Φ
∂χ
+ (1− cosΘ) ∂
∂χ
Φ˙
]
d2r
(4.5)
=
∫ [
− δE
∂δΦ
∂Φ
∂χ
+
S
a2
∂
∂χ
(
(1− cosΘ) Φ˙
)
− S
a2
Φ˙
∂
∂χ
(1− cosΘ)
]
d2r
(4.5)
= −
∫ [
δE
δΦ
∂Φ
∂χ
+
δE
δΘ
∂Θ
∂χ
]
d2r − S
a2
∫
∂
∂χ
[
(1− cosΘ) Φ˙
]
rdrdχ︸ ︷︷ ︸
=0
= −
∫
δE
δχ
d2r = 0,
(4.13)
da keine bestimmte Richtung oder Achse im Raum ausgezeichnet ist. Wegen dieser
Raumisotropie ist Lz also erhalten.
Jedoch hat man im diskreten System keine Isotropie des Raumes, da hier das System
nur um diskrete Werte npi/2, n ∈ Z, gedreht werden kann. Somit ist Lz im diskreten
System nicht erhalten. Die Erhaltung von Sz und Lz im Kontinuumsmodell gilt nicht
fu¨r ein Easy-Plane-System.
4.2 Das Belavin-Polyakov-Soliton und die Solitonstabilita¨t
Im zweidimensionalen isotropen ferromagnetischen Heisenbergsystem sind alle Spins
im Grundzustand zueinander parallel ausgerichtet, wobei es keine Vorzugsrichtung
der Spins gibt. Die einfachste nichtlineare Anregung in diesem System ist ein zwei-
dimensionales Soliton von endlicher Energie. Es zeichnet sich dadurch aus, dass sich
die Spins weit entfernt vom Solitonzentrum in einem Grundzustand und nahe des
Zentrums in einem anderen Grundzustand mit der entgegengesetzten Spinrichtung
befinden. Topologische Eigenschaften eines Solitons werden durch die topologische
Ladung q beschrieben. Diese erha¨lt man durch die Relation
q =
1
8pi
∫
d2x εαβ
[
~m · (∇α ~m×∇β ~m)] = 1
4pi
∫ (
∂Ψ
∂x
∂Φ
∂y
− Ψ
∂y
∂Φ
∂x
)
dxdy (4.14a)
=
1
4pi
∫
sinΘ dΘ dΦ. (4.14b)
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Der sogenannte Pontryagin-Index nimmt ganze Werte q ∈ Z an und stellt gleichzei-
tig ein Bewegungsintegral dar. Das einfachste zweidimensionale, topologische Soliton
stellt das Belavin-Polyakov-Soliton dar. Dieses ist formal die Lo¨sung der zweidimen-
sionalen isotropen Landau-Lifshitz-Gleichung und wird beschrieben durch [36]
tan
Θ
2
=
(
R
r
)|q|
, Φ = ϕ0 + qχ, (4.15)
wobei r und χ Polarkoordinaten der XY−Ebene und ϕ0 eine beliebige Konstante
darstellen. Die Energie (4.7) dieses Solitons ha¨ngt nicht vom Solitonradius R ab. Dies
ist eine Folge der Skaleninvarianz des isotropen Modells. Die Energie des Belavin-
Polyakov-Solitons betra¨gt
E = 4pi|q|JS2. (4.16)
Dieses Soliton stellt aber ein eher akademisches Problem dar, da in der Realita¨t jeder
Ferromagnet irgendeine Art von Anisotropie besitzt. Bereits jede kleinste Anisotro-
pie wu¨rde die Skaleninvarianz des Modells verletzen, weil dann die Solitonenergie in
der niedrigsten Ordnung von R/l0 die Form
E = 4pi|q|JS2 + const
(
R
l0
)2
(4.17)
annimmt. Dieser Ausdruck der Energie hat aber kein Minimum fu¨r nichtverschwin-
dende Solitonradien, sodass ein statisches Soliton nicht existiert. Dies entspricht der
Aussage des Hobart-Derrick-Theorems, nach welchem in zweidimensionalen Kon-
tinuumsmodellen die Anisotropieenergie verschwinden muss, damit ein statisches,
zweidimensionales Soliton existieren kann. Aus diesem Grund gibt es im Kontinu-
umsmodell allein das Belavin-Polyakov-Soliton, welches statisch und stabil ist.
Jedoch kann dieses Soliton im diskreten Modell aus folgenden Gru¨nden nicht stabi-
lisiert werden: Um das kontinuierliche Modell mo¨glichst genau an das diskrete an-
zuna¨hern, treten Feldgradienten ho¨herer Ordnung auf, wie beispielsweise J ′S2(∆Ψ)2.
Diese tragen zur Energie in Form eines weiteren additiven Terms bei:
E(R) = JS2
[
1 + ξ1
(
R
l0
)2
+ ξ2
J ′
J
( a
R
)2]
. (4.18)
Die Energie E(R) hat aber nur ein Minimum, wenn J ′ > 0 ist. Es konnte jedoch
gezeigt werden [51], dass J ′ < 0 ist, und dass es damit kein statisches Soliton geben
kann, das mit einem Energieminimum von (4.18) korrespondiert.
Daher suchte man nach anderen Wegen, ein topologisches, zweidimensionales Soliton
zu stabilisieren [37,38].
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4.3 Dynamische Stabilisierung des Solitons
Wir wollen nun die Mo¨glichkeiten diskutieren, ein topologisches, zweidimensionales
Soliton zu stabilisieren. Dazu eignet sich eine dynamische Stabilisierung. Hierfu¨r
muss nach [38] mindestens eine der Gro¨ßen Sz oder Lz notwendigerweise erhal-
ten sein, damit ein Soliton dynamisch stabilisiert ist. Das entspricht entweder einer
Pra¨zessionsbewegung der Spins bzw. einer Rotation des Solitons. Da in unserem
Fall keine Rotationsbewegung des Solitons vorliegt, konzentrieren wir uns auf ein
Soliton, das allein durch die Pra¨zessionsbewegung der Spins charakterisiert ist. Wir
werden nun zeigen, dass das Soliton durch die Existenz der Erhaltungsgro¨ße Sz im
Kontinuumsmodell tatsa¨chlich stabilisiert wird. Dabei gehen wir analog zu [37, 38]
vor und betrachten folgenden Ausdruck:
δ {E [Θ,Φ]− λI [Θ,Φ]} = 0, (4.19)
wobei λ ein Lagrange-Multiplikator ist. Man bemerke, dass das Funktional E − λI
ein Extremum haben kann, auch wenn die Energie keines hat. Das Extremum von
(4.19) ist die 1-Solitonlo¨sung der zweidimensionalen Landau-Lifshitz-Gleichung. Da-
bei entspricht das FunktionalI der Erhaltungsgro¨ße Sz und das Funktional in (4.19)
der Lagrangefunktion (4.4). Somit lautet diese
L =
S
a2
∫
d2r {E [Θ,Φ]− (1− cosΘ)ωp} . (4.20)
Natu¨rlich kann ein stabiles Soliton mit einem Energieminimum fu¨r ein gegebenes
fixes Sz einhergehen. In unserem Fall aber konnte verifiziert werden [37, 38], dass
eine dynamische Solitonlo¨sung einem Sattelpunkt des Funktionals (4.19) entspricht.
Daher ist die Frage nach der Stabilita¨t eines dynamischen Solitons nichttrivial. Des-
wegen zeigten Zhmudski˘i et al. die Solitonstabilita¨t unter Verwendung der direk-
ten Lyapunov Methode. Nach la¨ngerer Rechnung konnten die Autoren durch diese
Methode die asymptotische Stabilita¨t eines einparametrigen Solitons nachweisen,
wenn es folgende Bedingung erfu¨llt:
∂N
∂ωp
< 0. (4.21)
Diese Bedingung gilt in unserem Fall, wie wir spa¨ter durch analytische Rechnung
besta¨tigen ko¨nnen.
Nun haben wir die Stabilita¨t eines einparametrigen Solitons im Kontinuumsmo-
dell, das durch die Pra¨zessionsfrequenz der Spins charakterisiert ist, nachgewie-
sen. In spa¨ter folgenden Kapiteln werden wir uns sodann mit der Dynamik eines
zweiparametrigen Solitons bescha¨ftigen, das sich sowohl durch die Pra¨zession der
Spins als auch durch die Kreisbewegung seines Schwerpunktes auszeichnet. Durch
Spindynamik-Simulationen werden wir sehen, dass im diskreten System sowohl ein-
parametrige als auch zweiparametrige Solitonen stabil sind. Da das Kontinuums-
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modell eine Na¨herung des diskreten Modells ist, folgt aus der Stabilita¨t im diskreten
Modell sofort die Stabilita¨t in beiden Fa¨llen fu¨r das Kontinuumsmodell.
4.4 Das einparametrige Soliton
Wir beschreiben nun die einfachste dynamische, nichtlineare Anregung des Sys-
tems, gegeben durch (4.3) und (4.4), na¨mlich ein zirkularsymmetrisches, topolo-
gisches, pra¨zedierendes Soliton. Das Gleichungssystem (4.6) ko¨nnen wir folgender-
maßen schreiben:(
K sin2Θ+ 1
)(d2Θ
dr2
+
1
r
dΘ
dr
)
+K sinΘ cosΘ
(
dΘ
dr
)2
−
− sinΘ cosΘ
(
4K˜ +
(
1
r
∂Φ
∂χ
)2)
− Φ˙
JS
sinΘ = 0,
(4.22)
mit r2 = x2 + y2 und χ = arctan(y/x). Da sowohl K sinΘ cosΘ
(
dΘ
dr
)2
als auch
K sin2Θ
(
d2Θ0
dr2
+ 1
r
dΘ0
dr
)
von ho¨herer Ordnung als Θ2 sind, werden sie in der Literatur
fu¨r weitere Berechnungen nicht mehr mit beru¨cksichtigt [6, 30], sodass sich (4.22)
schreiben la¨sst als
d2Θ
dr2
+
1
r
dΘ
dr
− sinΘ cosΘ
((
1
r
∂Φ
∂χ
)2
+
1
l20
)
− Φ˙
JS
sinΘ = 0. (4.23)
Wir betrachten nun einparametrige Solitonen und beschreiben diese durch folgende
Gleichung:
Φ = ϕ0 + qχ− ωpt, (4.24a)
Θ = Θ0(ρ), Θ0(0) = pi, Θ0(∞) = 0, (4.24b)
wobei ρ = r/l0 und χ Polarkoordinaten in der Ebene des Magneten darstellen, q ∈ Z
die topologische Ladung bezeichnet und ωp (0 < ωp < ω0) die Frequenz der internen
Pra¨zession der Spins darstellt. Das einparametrige Soliton stellt ein kreisfo¨rmige
Blochwand dar, wobei die Spins im Inneren vorzugsweise in die negative z-Richtung
und im a¨ußeren Bereich vorzugsweise in die positive z-Richtung gerichtet sind (siehe
Abbildung 4.1). Im Gegensatz zu vorherigen Vero¨ffentlichungen auf diesem Gebiet
versehen wir ωp mit einem negativen Vorzeichen. Das ist durch die Pra¨zessionsbe-
wegung der Spins im Uhrzeigersinn (mathematisch negativ) motiviert, wie es in den
Simulationen beobachtet werden kann. Wir betrachten nur den Fall q = 1. Mit der
Relation vereinfachen sich die Bewegungsgleichungen (4.6) zu
d2Θ0
dρ2
+
1
ρ
dΘ0
dρ
− sinΘ0 cosΘ0
(
1 +
1
ρ2
)
+
ωp
ω0
sinΘ0 = 0, (4.25)
wobei wir r/l0 durch ρ und a
2/(JSl20) mit ω0 ersetzt haben. Diese Gleichung wurde
numerisch fu¨r den Fall K˜ = 2d in [32–34] gelo¨st. Sie korrespondiert dann entspre-
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Abbildung 4.1: Die nichtplanare Struktur eines Solitons mit großem Radius aus der Vogelperspek-
tive.
chend mit der Energie, die durch Vereinfachung von (4.3) gewonnen wird:
E =
JS2
2
∫
d2r
[
(∇Θ0)2 + sin2Θ0 (∇Φ)2 + 1
l20
sin2Θ0
]
. (4.26)
Die Anzahl N der gebundenen Magnonen in einem solchen Soliton ist durch den
Zusammenhang (4.11) gegeben.
Die Funktion Θ0 haben wir durch die Gleichung (4.25) und die Randbedingungen
(4.24b) festgelegt. Integrieren wir (4.25), so erhalten wir:∫ ∞
0
[
1
ρ
d
dρ
(
ρ
dΘ0
dρ
)
− sinΘ0 cosΘ0 − 1
ρ2
sinΘ0 cosΘ0 +
ωp
ω0
sinΘ0
]
dρ = 0
⇒
∫ ∞
0
[
ρ
dΘ0
dρ
d
dρ
(
ρ
dΘ0
dρ
)
− ρ2dΘ0
dρ
sinΘ0 cosΘ0 − dΘ0
dρ
sinΘ0 cosΘ0+
+
ω
ω0
ρ2
dΘ0
dρ
sinΘ0
]
dρ
=
∫ ∞
0
[
1
2
d
dρ
(
ρ
dΘ0
dρ
)2
− ρ21
2
d
dρ
sin2Θ0 − 1
2
d
dρ
sin2Θ0+
+
ωp
ω0
ρ2
d
dρ
(1− cosΘ0)
]
dρ = 0
part.Int.⇒
∫ ∞
0
sin2Θ0ρdρ = 2
ωp
ω0
∫ ∞
0
(1− cosΘ0) ρdρ.
(4.27)
Mit dieser Beziehung und Gleichung (4.11) ko¨nnen wir die Energie (4.7) wie folgt
umschreiben:
E = Eexc + ωpN, (4.28a)
Eexc =
JS2
2
∫
d2x
[
(∇Θ0)2 + sin2Θ0 (∇Φ)2
]
. (4.28b)
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Das stimmt mit der Identita¨t ωp = δE /δN u¨berein. Nicht nur die Energie des So-
litons ha¨ngt von der Anzahl N der gebundenen Magnonen ab, sondern auch die
Struktur des Solitons. Anschaulich ist klar, dass in umfangreicheren Solitonen, also
solchen mit gro¨ßeren Radien, mehr Magnonen gebunden sind als in kleinen. Ent-
sprechend besteht eine Korrelation zwischen dem Radius und der Anzahl der ge-
bundenen Magnonen. Einem großen Radius R entspricht der Fall N À N2 (siehe
(4.11)), wohingegen fu¨r einen kleinen Radius das Gegenteil gilt. Diese Beziehungen
werden wir in den Spindynamik-Simulationen genauer untersuchen und daraus auch
eine Abha¨ngigkeit der Energie von N ableiten. Im Folgenden wollen wir die Struk-
tur eines einparametrigen Solitons zuna¨chst fu¨r Grenzfa¨lle diskutieren. Insbesondere
betrachten wir die Solitonstruktur (fu¨r beliebige Radien) in der Na¨he des Soliton-
zentrums, oder sehr weit davon entfernt, bzw. die Solitonenstruktur fu¨r beliebige
Absta¨nde vom Solitonzentrum bei sehr kleinen bzw. sehr großen Solitonradien.
4.4.1 Asymptotisches Verhalten der Solitonlo¨sung
Hier mo¨chten wir das asymptotische Verhalten der Solitonlo¨sung von (4.23) in den
Randbereichen, d.h. ganz im Solitonzentrum und weit davon entfernt, analytisch
beschreiben. Dazu werden wir die in [35] erhaltenen Ergebnisse kurz zusammenfas-
sen. Zuna¨chst betrachten wir die Umgebung des Solitonzentrums. Betrachtet man
einen kleinen Winkel α = pi−Θ0 ¿ pi, dann ko¨nnen wir (4.23) unter Beachtung von
(4.24a) linearisieren und erhalten eine modifizierte Besselgleichung:
r2
d2α
dr2
+ r
dα
dr
− α [q2 + r2 (ω0 + ωp)] = 0, (4.29)
mit ω0 =
JSa2
l20
. Substituiert man noch ρ =
√
ω0 + ωpr =
r
r1
, so erha¨lt man
ρ2
d2α
dρ2
+ ρ
dα
dρ
− (ρ2 + q2)α = 0. (4.30)
Eine Lo¨sung von (4.30) ist fu¨r q = 1 gegeben durch α ' I1(r), und fu¨r r → 0 erha¨lt
man
Θ0(r) ' pi − r
r1
. (4.31)
Nun betrachten wir die ferne Umgebung des Solitonzentrums und damit kleine Win-
kel Θ. Die Linearisierung von (4.23) fu¨hrt wieder zu einer modifizierten Besselglei-
chung
r2
d2Θ0
dr2
+ r
dΘ0
dr
+Θ0
[
q2 + r2 (ω0 − ωp)
]
= 0. (4.32)
Substituieren wir ζ =
√
ω0 − ωpr = rr0 , so folgt
ζ2
d2Θ0
dζ2
+ ζ
dΘ0
dζ
− (ζ2 + q2)Θ0 = 0. (4.33)
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Damit hat die Solitonlo¨sung mit q = 1 die asymptotische Form Θ0(r) ' I1(ζ), sodass
fu¨r r →∞ gilt:
Θ0(r) '
√
r0
r
exp
(
− r
r0
)
. (4.34)
Wir mo¨chten noch anmerken, dass die eben getroffenen Aussagen u¨ber das asympto-
tische Verhalten der Solitonen an den Randbereichen unabha¨ngig von der Soliton-
gro¨ße getroffen wurden. Im na¨chsten Unterabschnitt betrachten wir globale Lo¨sun-
gen, die das Verhalten fu¨r beliebige Werte der Ortsvariable wiedergeben. Dies ist
aber mit der Einschra¨nkung verbunden, dass wir analytisch nur sehr kleine oder
sehr große Solitonen beschreiben ko¨nnen.
4.4.2 Zweidimensionale topologische Solitonen im Grenzfall großer und
kleiner Radien
Die Struktur eines Solitons ha¨ngt entscheidend von der Beziehung zwischen Aniso-
tropie und dem Radius des Solitons ab. Wenn der Radius R des Solitons viel gro¨ßer
ist als die magnetische La¨nge l0, d.h. R/l0 À 1 bzw. ωp ¿ ω0, dann hat das Soliton
die Form einer kreisfo¨rmigen Blochwand im Abstand R vom Solitonzentrum:
cosΘ0 = tanh
r −R
l0
. (4.35)
Verwenden wir diese Form, um die Solitonstruktur zu beschreiben, so kann man die
Anzahl der im Soliton gebundenen Magnonen abscha¨tzen. Die Anzahl ist bestimmt
durch die Solitongro¨ße R und die Pra¨zessionsfrequenz ωp:
N ≈ N2
(
ω0
ωp
)2
≈ N2
(
R
l0
)2
. (4.36)
Im Falle kleiner Solitonenradien, d.h. R/l0 ¿ 1 bzw. ω0 − ωp ¿ 1, fand man in [34]
die folgende asymptotische Lo¨sung:
tan
Θ0(r)
2
=
R
r0(ωp)
K1
(
r
r0
)
, (4.37a)
r0(ωp) =
l0√
1− ωp
ω0
=
1√
ω0 − ωp . (4.37b)
Hier ist K1(x) die McDonald-Funktion und r0 ein Maß fu¨r den exponentiellen Abfall
von Θ. Sie liefert das korrekte Verhalten fu¨r r À R, wo sie exponentiell abfa¨llt,
und fu¨r r < R ¿ l0, wo sie in die wohlbekannte Belavin-Polyakov Lo¨sung (4.15)
u¨bergeht [36]. In diesem Fall konvergiert ωp gegen ω0, wenn N → 0. Jedoch hat die
erste Ableitung eine Singularita¨t im Ursprung: dω/dN → ∞, wenn N → 0. Dieses
Verhalten wird korrekt durch
ωp
ω0
≈ 1− 1
ln (8N0/eγ2N)
(4.38)
beschrieben, wobei γ ≈ 1.78 die Eulerkonstante ist (siehe [34,39]).
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4.4.3 Versuchsfunktionen fu¨r beliebige Solitonengro¨ßen
Im Fall mittelgroßer Solitonradien fanden Sheka et al. [30] eine
”
Versuchsfunk-
tion“(trial function), die a¨hnlich wie (4.37) das asymptotische Verhalten korrekt
wiedergibt, aber andererseits noch einen freien Parameter Rfit entha¨lt, mit welchem
man diese Funktion an die numerische Lo¨sung von (4.25) fitten kann, sodass u¨ber ein
globales Verhalten (fu¨r beliebige r−Werte) von Θ0(r) sehr genau Auskunft gegeben
werden kann:
tan
Θfit(r)
2
=
Rfit
r
exp
[
−(r −Rfit)
r0
]
. (4.39)
Stimmt Rfit mit dem Solitonradius u¨berein, so verschwindet das Argument in der
Exponentialfunktion und es ist Θ0 = pi/2. In [30] findet man eine Tabelle, aus der
man den Wert fu¨r Rfit/l0 zu gegebenen Werten ωp/ω0 ablesen kann. Ebenfalls kann
man daraus den tatsa¨chlichen Wert R und dessen prozentuale Abweichung bezu¨glich
Rfit, die stets in einer Gro¨ßenordnung von 0.01 liegt, ersehen. Nun konstruieren wir
einen Zusammenhang zwischen dem Solitonradius R und der Pra¨zessionsfrequenz ωp,
der den Anforderungen (4.36) und (4.38) genu¨gt. Diese Abha¨ngigkeit beschreiben
wir folgendermaßen:
ωp(R) ≈ ω0l0
R + l0
. (4.40)
Dies liefert fu¨r große R die Form (4.36) und ergibt den Grenzwert ωp = 0 fu¨r RÀ l0.
In der gleichen Approximation erhalten wir die Sta¨rke des exponentiellen Abfalls r0
(4.37b):
r0 ≈ l0
√
(R + l0)/R. (4.41)
Mit der Identita¨t (4.40) und (4.41) erhalten wir schließlich fu¨r (4.39):
tan
Θ0(r)
2
≈ R
r
exp
(
−r −R
l0
√
R
R + l0
)
. (4.42)
Diesen Ausdruck verwenden wir als Initialisierung, um einparametrige Solitonen in
den Simulationen zu erzeugen.
4.5 Solitondynamik
4.5.1 Anregung eines Solitons zur Bewegung im Spinraum
Um die Solitondynamik darstellen zu ko¨nnen, ist es zuna¨chst notwendig, den Soliton-
ort als Koordinate festzulegen. Wir definieren die Solitonposition X(t) =
(
x(t), y(t)
)
als Schwerpunkt der Verteilung S − Sz:
~X =
∑
~n ~n (S − Sz~n)∑
~n S − Sz~n
, (4.43)
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wobei ~n = (nx, ny). In der kontinuierlichen Form schreibt sich diese Relation folgen-
dermaßen:
~X(t) =
S
Na2
∫
d2x ~r (1− cosΘ) . (4.44)
Damit erhalten wir als Solitongeschwindigkeit
d~X
dt
=
JS2
N
∫
d2x sin2Θ~∇Φ. (4.45)
Die Idee, ein Soliton durch interne Magnonenmoden zur Bewegung anzuregen, ent-
wickelte D. Sheka et al [30]. Demnach gibt es in jedem topologischen, zweidimen-
sionalen Soliton in unserem System interne Magnonenmoden, die aufgrund einer
Dispersionslu¨cke im Magnonenspektrum (4.8) nur im Bereich [0, ωgap] existieren
ko¨nnen, wobei ωgap = ω0 − ωp. Diese Moden treten in Form von verschiedenarti-
gen Schwingungen der Solitonstruktur auf. Wir betrachten ein mit ωp rotierendes
Bezugssystem, weshalb das Intervall mo¨glicher interner Magnonenfrequenzen die
Obergrenze ω0−ωp hat. Solche Moden verursachen verschiedene Arten von Schwin-
gungen in der Struktur des Solitons. Um solche Moden zu beschreiben, fu¨hren wir
kleine Sto¨rungen erster Ordnung in (4.24) ein [30,50]:
Θ = Θ0(ρ) +
∑
m
Amfm(ρ) cos(mχ− ωmt), (4.46a)
Φ = ϕ0 + χ− ωpt+
∑
m
Am
sinΘ0
gm(ρ) sin(mχ− ωmt), (4.46b)
wobei ωm die Magnonenfrequenzen sind. Diesen Ansatz setzen wir in die Bewegungs-
gleichungen (4.6) ein und linearisieren diese fu¨r kleine Sto¨rungen f und g. Mit einem
geschickt gewa¨hlten Ansatz ko¨nnen die Winkelanteile von f und g aus den erhaltenen
partiellen Differentialgleichungen herausgeku¨rzt werden. Die radialen Funktionen
fm(ρ) = um(ρ) + vm(ρ) und gm(ρ) = um(ρ)− vm(ρ) erfu¨llen ein Eigenwertproblem,
das durch die folgenden zwei gekoppelten Schro¨dinger-Gleichungen gegeben ist [30]:[
− d
2
dρ2
− 1
ρ
d
dρ
+ V+(ρ)− ωm
ω0
]
um = W (ρ)vm,[
− d
2
dρ2
− 1
ρ
d
dρ
+ V−(ρ) +
ωm
ω0
]
vm = W (ρ)um,
(4.47)
mit den radialen Potentialen
V±(ρ) =
(cosΘ0 ±m)2
ρ2
+ cosΘ0
(
cosΘ0 − ωp
ω0
)
− 1
2
sin2Θ0
(
1 +
1
ρ2
)
− 1
2
(Θ′0)
2,
(4.48a)
W (ρ) =
1
2
sin2Θ0
(
1 +
1
ρ2
)
− 1
2
(Θ′0)
2, (4.48b)
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mit Θ′0 = dΘ0/dρ. Die Lo¨sungen f(ρ) und g(ρ) des Gleichungssystems (4.47) erha¨lt
man numerisch [30]. Fu¨r die Spezialfa¨lle m = 0 bzw. m = 1 existieren sogenann-
te Goldstonemoden mit ω0,1 = 0. Diese korrespondieren mit zwei Bewegungsarten
des Solitons, die sich aus den Symmetrieeigenschaften unseres Systems ergeben. Da
in der verallgemeinerten Form der Hamiltonfunktion (2.1) die jeweiligen Energie-
beitra¨ge nur von der Lage der Spins relativ zueinander, insbesondere vom relativen
Winkel zwischen den jeweiligen Nachbarspins, abha¨ngen, ko¨nnen die Spins im Raum
beliebig rotieren, solange sich ihre Lage zueinander nicht a¨ndert. Die Goldstonemo-
de mit m = 0 entspricht einer vom Ort unabha¨ngigen zusa¨tzlichen Konstante A, die
additiv zur internen Phase Φ in Gleichung (4.46b) hinzukommt. Das a¨ndert folglich
die Lage der Spins zueinander nicht und ist gerade die Folge der Rotationssymmetrie
unseres Solitons. Dies kann nachvollzogen werden, wenn man die Eigenfunktionen
und die Eigenfrequenz
f0 = 0, ωm=0 = 0 (4.49)
in die Relation (4.46) einsetzt. Dann ergibt sich lediglich eine Konstante A, die zu
ϕ0 additiv hinzukommt.
Die zweite Goldstonemode ist die sogenannte Translationsmode (m = 1), die fu¨r
eine Translationsbewegung des Solitons verantwortlich ist. Die zugeho¨rigen Eigen-
funktionen sind durch [30]
f1(ρ) = Θ
′
0(ρ), g1(ρ) = −
sinΘ0(ρ)
ρ
, ωm=1 = 0 (4.50)
gegeben. Das entspricht aber bei Einsetzen in (4.46) genau der Verschiebung des
Solitons in x−Richtung und kennzeichnet die Translationssymmetrie in unserem
System: Da in der Energie (4.7) die Position des Solitons nicht vorkommt, kann das
Soliton eine Translationsbewegung ausfu¨hren, ohne dass die Energie dabei vera¨ndert
wird.
Die Nullmoden besitzen keine Frequenzen und sie sind
”
halblokal“, was bedeutet,
dass sie zwar lokalisiert sind, aber ihr Abfall nicht stark genug ist, um quadratinte-
grabel zu sein. Halblokale Moden existieren in allen Magneten. Diese sind halblokal,
da sie nur langsam mit 1
r
oder 1
r2
abfallen.
In unserem System existieren die lokalen Moden nur innerhalb des Frequenzberei-
ches ωm ∈ [0, ω0 − ωp]. Die Anzahl der lokalen Moden ha¨ngt wesentlich von der
Gro¨ße des Solitons ab. Nimmt der Solitonradius ab, so verlassen fast alle Moden die
Dispersionslu¨cke, ωgap ∈ [0, ω0 − ωp], wobei sie dann nicht mehr lokalisiert sind und
oszillieren ko¨nnen. Dieses Verhalten nennt man quasilokal. Alleine die lokale Magno-
nenmode mit m = −1 bleibt fu¨r alle Solitonradien mit ihrer Frequenz innerhalb des
Intervalls [0, ωgap]. Im Spektrum kann man erkennen, dass alle Moden ab einer be-
stimmten Frequenz, bzw. unterhalb eines bestimmten Schwellenwertes Rc, die Gren-
ze des kontinuierlichen Spektrums erreichen. Fu¨r ein Soliton mit R ≤ Rc = 1.52l0
existiert nur noch eine einzige lokale Mode, na¨mlich jene mit m = −1. Wir ko¨nnen
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Abbildung 4.2: Trajektorie eines Solitons nach Deformation mit den Intialisierungswerten R =
4.87l0 und ωp = 0.2ω0.
zeigen, dass nur diese Magnonenmoden einen Beitrag zur Solitongeschwindigkeit lie-
fert. Details der folgenden Rechnung befinden sich im Anhang D. Berechnen wir die
Geschwindigkeit (4.45), indem wir den Ansatz (4.46) verwenden, so erhalten wir:
d~r
dt
=
iω0l0N0
2N
(
C−1eiω−1t − C1eiω1t
)
, (4.51)
wobei die Konstanten Cm durch die Solitonstruktur bestimmt werden,
Cm = Am
∫ ∞
0
dρ
{
ρ sin2Θ0(ρ)
[
gm(ρ)
sinΘ0(ρ)
]′
+ gm(ρ) sinΘ0(ρ) +mfm(ρ) sin 2Θ0(ρ)
}
.
(4.52)
Die Mode mit m = 1 ist die halblokale Mode mit verschwindender Frequenz, die
nur eine Verschiebung des Solitons beschreibt. Wir ko¨nnen zeigen, dass C1 = 0, und
damit ist die Kreisbewegung des Solitons ausschließlich mit der Magnonenmode mit
m = −1 verbunden:
~X(t) = Rorbe
−iω−1t, Rorb =
|C−1|N0ω0l0
2Nω−1
, (4.53)
wobei Rorb den Radius der Kreisbahn darstellt. Es fu¨hrt also ausschließlich die Mode
mit m = −1 zu einer Bewegung des Solitons als Ganzes. In den Spindynamik-
Simulationen stellen wir gema¨ß den Vorhersagen in [30] eine Kreisbewegung (siehe
Abbildung 4.2) des Solitons als Ganzes fest. Es ist also zum ersten Mal gelungen,
eine Kreisbewegung des Solitons in Simulationen zu erzeugen und diese Dynamik
analytisch zu erfassen.
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4.5.2 Beziehungen zwischen der Pra¨zessions- und der lokalen Moden-
frequenz
In [30] konnten fu¨r kleine bzw. große Solitonradien folgende Abha¨ngigkeiten fu¨r die
Eigenfrequenz ω−1, den Solitonradius R und der Pra¨zessionsfrequenz ωp gefunden
werden:
ω−1(R) ≈ 2ω0
(
l0
R
)3
, RÀ l0 (4.54a)
ω−1(ωp) ≈ ω0 − ωp, R¿ l0. (4.54b)
Um das Magnonenspektrum fu¨r ω−1 bei beliebigen Solitonradien beschreiben zu
ko¨nnen, konstruiert man wieder eine Versuchsfunktion, die den approximativen Be-
dingungen (4.54) genu¨gt:
ωtrial−1 (ζ) = ω0
2ζ3 (1− ζ)
1− ζ + 2ζ4 , ζ =
ωp
ω0
. (4.55)
Diese Relation reproduziert die numerischen Ergebnisse mit einer erstaunlich hohen
Genauigkeit von mindestens 2 · 10−3.
4.5.3 Charakterisierung durch nichtverschwindenden Gesamtbahndrehim-
puls
Im Folgenden werden wir Aussagen daru¨ber treffen, wie ein sich im Spinraum bewe-
gendes Soliton charakterisiert werden kann. Abbildung 4.3 zeigt die interne, planare
Struktur eines (nicht) deformierten Solitons. Einparametrige Solitonen haben keine
Translationsbewegung, ihre einzige dynamische Komponente ist die Pra¨zession aller
Spins mit der Pra¨zessionsfrequenz ωp =
δE
δN
. Die Dynamik eines Solitons als Ganzes
ist durch die Erhaltung des Bahndrehimpulses (4.13) charakterisiert. Jedoch, wenn
das Soliton eine symmetrische in-plane Struktur der Form Φ = ωpt + χ besitzt, ist
der Bahndrehimpuls
Lz =− S
a2
∫
d2x (1− cosΘ)
[
~r × ~∇Φ
]z
= − S
a2
∫
dρdχ (1− cosΘ) ρ
[
eˆρρ× 1
ρ
eˆχ
]z
=− S
a2
∫
dρdχ (1− cosΘ) ρ = −Sz
(4.56)
und damit der Gesamtbahndrehimpuls Jz = Lz + Sz = Lz − Sz = 0. In diesem Fall
ist die einzig mo¨gliche Form der Dynamik die Pra¨zession der Spins mit [6, 41]
− δE
δLz
=
δE
δSz
= ωp, (4.57)
und das Soliton selbst bewegt sich nicht. Um es zu bewegen beno¨tigen wir einen
nichtverschwindenden Gesamtdrehimpuls Jz. Dies erreichen wir, indem wir das So-
liton deformieren. Mit einem deformierten Soliton als Initialisierungskonfiguration
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Abbildung 4.3: Planare Spinstruktur eines Solitons mit R = 5l0. Diese stellt eine Initialisierungs-
konfiguration der planaren Spinfeldkomponenten in den Simulationen dar. Die linke Abbildung
beschreibt das undeformierte Soliton Sz = 0 (Θ = pi/2) und die rechte Abbildung ein elliptisch
deformiertes. Die durchgezogene Linie entspricht der gesto¨rten und die gestrichelte Linie der un-
gesto¨rten Konfiguration.
20 25 30 35
20
25
30
35
15 20 25 30 35
15
20
25
30
Abbildung 4.4: Konturplot, bestehend aus Linien, auf denen alle Spins mit gleicher Sz-Komponente
liegen, eines (Links:) nicht-deformierten Solitons und (Rechts:) eines deformierten Solitons (A =
1)(rechts), mit den Initialisierungsparametern ωp = 0.2 und R = 6.58. Dies sind Momentaufnahmen
der simulierten Konfiguration.
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lo¨sen wir im na¨chsten Abschnitt die diskrete Landau-Lifshitz-Gleichung numerisch.
Insbesondere werden wir eine elliptische Deformation des Solitons vornehmen (siehe
die Abbildungen 4.3 und 4.4), welche der Form einer internen Magnonenmode mit
m = −1 entspricht.
4.6 Spindynamik-Simulationen
Um die Vorhersagen der Kontinuumstheorie u¨ber Solitoneigenschaften im diskreten
System zu u¨berpru¨fen, lo¨sen wir die diskrete Version der zweidimensionalen Landau-
Lifshitz-Gleichung mit Da¨mpfung,
(1 + ε2)
d~S~n
dt
= −
[
~S~n × ∂H
∂~S~n
]
+
ε
S
[
~S~n ×
[
~S~n × ∂H
∂~S~n
]]
, (4.58)
auf einem quadratischen Gittersystem der Kantenla¨nge L. Dabei stellt H die Hamil-
tonfunktion (2.1) dar, wobei wir lediglich die Austauschanisotropie K verwenden
und d = 0 setzen. Als numerischen Integrationsalgorithmus wa¨hlen wir Runge-
Kutta vierten Grades mit einem Zeitschritt der Breite 0.01. Nahe des Randes gelten
die gleichen Bedingungen wie im kontinuierlichen System: die Spins befinden sich
anna¨hernd im Grundzustand, d.h. ~Sn = (0, 0, 1)
T . Fu¨r die Grenzen des zweidimen-
sionalen Systems verwenden wir periodische Randbedingungen, d.h.
linker Rand ~S (0, 0 . . . L+ 1) = ~S (L, 0 . . . L+ 1) ,
rechter Rand ~S (L+ 1, 0 . . . L+ 1) = ~S (1, 0 . . . L+ 1) ,
unterer Rand ~S (0 . . . L+ 1, 0) = ~S (0 . . . L+ 1, L) ,
oberer Rand ~S (0 . . . L+ 1, L+ 1) = ~S (0 . . . L+ 1, 1) .
(4.59)
Bei jeder Simulation wird das Soliton im Systemzentrum gestartet. Fu¨r die numeri-
sche Auswertung haben wir J = 1 gesetzt, genauso wie die Spinla¨nge S, die Wirkung
~ und die Gitterkonstante a. Den Anisotropieparameter variieren wir innerhalb des
Bereichs K ∈ [0.0005, 0.1], was einer magnetischen La¨nge l0 von l0/a ∈ (1.58, 22.4)
entspricht, so dass wir von Diskretheitseffekten absehen ko¨nnen und in der Na¨he
des Kontinuumslimits sind. Die Gro¨ße des Gitters variieren wir innerhalb von L/a ∈
(50, 800).
4.6.1 Simulationen fu¨r ein einparametriges Soliton
Wir starten die Simulationen, indem wir zum Zeitpunkt t = 0 die gena¨herte Soli-
tonlo¨sung (4.42)
Sz
S
= 1− 2
R2 exp
[
−2− r−R
l0
√
R
R+l0
]
r2 +R2 exp
[
−2− r−R
l0
√
R
R+l0
] (4.60a)
Φ = χ (4.60b)
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als Initialisierung verwenden. Dabei werden die SolitonradiuswerteR aus der Tabelle I
in [30] entnommen (siehe Abschnitt 4.4.2). Die Zylinderkoordinaten r und χ werden
direkt aus den Gitterpunkten (nx, ny) berechnet:
r =
√
(nx − nc)2 + (ny − nc)2 (4.61a)
χ =arctan
[
nx − nc
ny − nc
]
, (4.61b)
wobei (nc, nc) das Systemzentrum bezeichnet, welches mit dem Solitonzentrum zu-
sammenfa¨llt. Es ist wichtig zu erkla¨ren, warum es fu¨r das Lo¨sen der diskreten
Landau-Lifshitz-Gleichung (4.58) ausreicht, eine Anfangsbedingung fu¨r die Spin-
konfiguration zu setzen. Der Grund dafu¨r ist, dass diese eine Differentialgleichung
erster Ordnung in der Zeit ist, wohingegen die Newtonschen Bewegungsgleichun-
gen, als Differentialgleichungen zweiter Ordnung in der Zeit, zu ihrer Lo¨sung zwei
Anfangsbedingungen beno¨tigen. Natu¨rlich weicht die Lo¨sung, die man am Ende
der Simulationen erha¨lt, immer von Lo¨sungen im kontinuierlichen System ab, d.h.,
wenn man das System mit einer nicht perfekten Solitonlo¨sung initialisiert, so wird
einerseits im Laufe der Zeit die Solitonlo¨sung verbessert, andererseits aber werden
Magnonen erzeugt, die minimiert werden mu¨ssen. Dies geschieht in der Regel durch
die Verwendung von Da¨mpfung, die wir aber nach einer gewissen Zeit abschalten,
damit das Soliton nicht ausgeda¨mpft wird. Innerhalb dieser Zeit td da¨mpfen wir alle
Spinwellen, die von einer nicht perfekten Initialisierungsbedingung herru¨hren, na-
hezu aus. Die niedrigste Frequenz des kontinuierlichen Magnonenspektrums ist ω0.
Deswegen wa¨hlen wir als Da¨mpfungszeit
td =
1
εω0
. (4.62)
Innerhalb von td wird neben Magnonen aber auch das Soliton selbst geda¨mpft, was
folglich die Solitonenergie und die Anzahl N der gebundenen Magnonen verringert.
Ein abnehmendes N korrespondiert nach (4.11) und (4.36) mit einer kleiner werden-
den Gesamtmagnetisierung Sz und diese mit einem kleiner werdenden Solitonradius
R (siehe Abbildung 4.5). Die Da¨mpfungszeit kann fu¨r sehr klein werdende Solitonen
aber nicht mehr nach (4.62) gewa¨hlt werden. Es hat sich als zweckma¨ßig erwiesen,
td nie gro¨ßer als 3000 werden zu lassen. Konkret ist das der Fall ab Solitonradien
R/l0 ≤ 0.81 bzw. ωp/ω0 ≥ 0.6. Folglich ko¨nnen Magnonen nicht mehr vollsta¨ndig
ausgeda¨mpft werden. Wir ko¨nnen aber nicht sta¨rker oder la¨nger da¨mpfen, weil klei-
ne Solitonen sehr sensitiv sind, sodass diese oft bei nur kleiner Erho¨hung von td
nicht mehr existieren. Dieses Dilemma ist auch in [35] beschrieben. Allerdings wur-
de dort als obere Grenze td = 100 festgelegt und die kleinsten betrachteten Solitonen
waren R/l0 = 4 (was bei uns noch unter intermedia¨re Radien fa¨llt). Nachdem der
Da¨mpfungsvorgang beendet ist, also fu¨r t > td, wird ε = 0 gesetzt, sodass ab diesem
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Abbildung 4.5: (Links:) Der Solitonradius R(t) und (Rechts:) die Anzahl der gebundenen Ma-
gnonen N , beide fu¨r ωp = 0.25 und R = 3.82
Zeitpunkt nur noch die vereinfachte Form von (4.58) numerisch gelo¨st wird:
d~S~n
dt
= −~S~n × ∂H
∂~S~n
. (4.63)
Nun mo¨chten wir die Wahl der u¨brigen Parameter diskutieren, welche fu¨r die Simu-
lationsergebnisse von entscheidender Bedeutung sind. Zweck aller Simulationen ist,
die in der Kontinuumsna¨herung gemachten theoretischen Vorhersagen u¨ber Soliton-
eigenschaften zu besta¨tigen. Daher bemu¨hen wir uns darum, mo¨glichst nahe am
Kontinuumsfall zu sein, was Diskretheitseffekte ausschließt bzw. stark minimiert.
Damit haben die Ergebnisse der Numerik auch gro¨ßere Aussagekraft.
Aus diesen Gru¨nden wa¨hlen wir die magnetische La¨nge l0 stets so, dass l0 À a,
die Gitterkonstante, ist. Dies reguliert natu¨rlich die Wahl der Anisotropiekonstante
K, fu¨r die wir bei den gro¨ßten Solitonen K = 0.1 wa¨hlen. Der Extremfall großer
Anisotropien zusammen mit Diskretheitseffekten wurde in [35] untersucht.
Neben l0 gehen noch R und ωp in die Solitoninitialisierung ein, wobei das Verha¨ltnis
ωp/ω0 die Gro¨ße r0 bestimmt. Diese charakterisiert die Gro¨ßenordnung des exponen-
tiellen Abfalls weit entfernt vom Solitonzentrum und ist durch (4.37b) bestimmt.
Am schnellsten verlaufen Simulationen mit mittelgroßen Solitonradien: fu¨r R/l0 =
4.87, ωp/ω0 = 0.2 und K = 0.1 → l0 ≈ 1.58 ist eine Systemgro¨ße von L = 50
absolut ausreichend. Große Solitonen, also solche mit großem Radius wie beispiels-
weise R/l0 = 20, ωp/ω0 = 0.05 beno¨tigen eine Systemgro¨ße von L = 200. Fu¨r
große Solitonen gilt 1 ¿ r0 ≈ l0 ¿ R ¿ L, sodass der exponentielle Abfall außer-
halb des Solitonzentrums recht stark ist (im Gegensatz zu kleinen Solitonen). Diese
Solitonen zeichnen sich also durch eine starke Lokalisation aus und damit auch
durch eine ho¨here Stabilita¨t (siehe Abbildung 4.6). Im Falle kleiner Solitonen, d.h.
1 ¿ R ¿ l0 ¿ r0 ¿ L, ist der exponenentielle Abfall recht schwach, sodass der
Lokalisierungsbereich zunimmt. Fu¨r das kleinste Soliton wa¨hlen wir eine Anisotro-
pie K = 0.0005, was einer magnetischen La¨nge l0 = 22.4a entspricht. Das gibt uns
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Abbildung 4.6: Die nichtplanaren Solitonstrukturen Sz aus verschiedenen Blickwinkeln. Von oben
nach unten korrespondieren die Plots mit folgenden Parametersa¨tzen: ωp = 0.05 und R = 20,
ωp = 0.2 und R = 6.58, ωp = 0.73 und R = 0.325.
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die Mo¨glichkeit, kleine Solitonen bis zu einem Radius von R = 0.225 zu betrachten.
Die zugeho¨rige Pra¨zessionsfrequenz ωp/ω0 = 0.843 befindet sich schon nahe an ω0,
sodass r0 sehr große Werte annimmt: r0 = l0/
√
1− ωp/ω0 ≈ 58a. Das bedeutet
einen langsameren exponentiellen Abfall der Solitonstruktur (siehe Abbildung 4.6).
Folglich mu¨ssen wir unser System vergro¨ßern, um Randeffekte zu vermeiden. Wir
simulieren hierbei mit Systemgro¨ßen von bis zu L = 800. Um diese Rechnung in rea-
ler, endlicher Zeit bewa¨ltigen zu ko¨nnen, muss man sich Gedanken daru¨ber machen,
wie man das Programm hinsichtlich seiner Geschwindigkeit optimieren kann. Dabei
sind viele Aspekte zu beru¨cksichtigen, wie z.B. Schleifenoptimierungen, Wahl eines
schnellen Compilers oder eine Parallelisierung des Programmcodes, sodass auf meh-
reren Prozessoren gleichzeitig gerechnet werden kann. Die zwei wichtigsten Arten der
Parallelisierung sind Shared-Memory-Multiprozessormaschinen und Clusterrechner.
Auf die unterschiedlichen Arten der Parallelprogrammierung gehen wir im Anhang E
ein.
Die Position (4.43) haben wir schon in Kapitel 4.5.1 definiert. Da ein Soliton eine
lokalisierte Anregung ist, die Teilchencharakter hat, bot es sich an, die Position
a¨hnlich wie in (3.4.1) als Schwerpunkt zu definieren:
~X =
∑
~n ~n (S − Sz~n)∑
~n S − Sz~n
. (4.64)
Da das Soliton von einer kreisfo¨rmigen Blochwand umgeben ist, bietet es sich an,
deren halben Durchmesser als Solitonradius zu definieren. Wir untersuchen das
System streifenweise (horizontal) nach einem Vorzeichenwechsel in Sz. Hat man
Gitterpunkte gefunden, die sich im Vorzeichen von Sz unterscheiden, so bestimmen
wir durch lineare Interpolation (in der x−z−Ebene) genau den x−Wert, fu¨r den Sz
verschwindet. Sodann wird der Abstand zum Zentrum berechnet, was dem gesuchten
Radius entspricht:
R =
1
nv
∑
(nx,ny)
√(
nx + | S
z(nx, ny)
Sz(nx, ny)− Sz(nx + 1, ny) | − nc
)2
+ (ny − nc)2, (4.65)
wobei hier nv die Gesamtanzahl der Vorzeichenwechsel ist. Wenn das Soliton etwas
elliptisch deformiert wird, kann der Radius nicht mehr berechnet werden, wobei
dieser bei dynamischen Solitonen ohnehin nicht mehr von Interesse ist.
Vergleich zwischen Simulation und Theorie
Es sollen nun die Ergebnisse fu¨r die Erhaltungsgro¨ße Sz diskutiert werden. Nachdem
wir, bei den Initialisierungen (4.60a) beginnend, das Soliton an das Gitter angepasst
hatten, haben wir einparametrige Solitonen simuliert, was man im Ansatz (4.60a)
sehen kann. Die untersuchten Solitonen decken einen großen Parameterbereich vonN
bzw. R und ωp ab. Um numerisch die Anzahl der gebunden Magnonen zu bestimmen,
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Abbildung 4.7: Links: Radius des Solitons als Funktion der Anzahl der gebundenen Magnonen.
Die Punkte entsprechen den Simulationsergebnissen, die rote Linie ergibt sich aus der numerischen
Lo¨sung von Gleichung (4.25) im Kontinuumsmodell. Die blaue Linie entspricht der Gleichung
(4.67).
Rechts: Pra¨zessionsfrequenz ωp als Funktion von R. Die Punkte entsprechen den Simulationser-
gebnissen, die blaue Linie gibt das Ergebnis des Kontinuumsmodels wieder.
werten wir die diskrete Version von (4.9) aus: Sz zu berechnen ist somit sehr einfach:
Sz =
∑
n
(S − Sz~n). (4.66)
Die R(N)-Abha¨ngigkeit kann man in Abbildung 4.7 erkennen. Fast fu¨r den kom-
pletten Parameterbereich ist die einfache Abha¨ngigkeit
N ≈ N2
(
R
l0
)2
(4.67)
gu¨ltig. Diese Abha¨ngigkeit wurde auch in [35] besta¨tigt, jedoch nur fu¨r Radien mit
R/l0 > 10. Wir ko¨nnen die Gu¨ltigkeit von (4.67) also auf beliebige Radien ausweiten.
Die eigentliche Hauptaufgabe der Simulationen fu¨r einparametrige Solitonen war die
U¨berpru¨fung der theoretisch vorhergesagten, nur mit numerischen Werten aus [30]
unterlegten R(ωp)−Abha¨ngigkeit. Diese Abha¨ngigkeit konnten wir mit Simulationen
besta¨tigen (siehe Abbildung 4.7). Verwenden wir (4.67) zusammen mit (4.40), so
erha¨lt man die Approximation
ωp(N) ≈ ω0
1 +
√
N/N2
. (4.68)
Dieser Zusammenhang konnte u¨berzeugend mit den Simulationen besta¨tigt wer-
den (siehe Abbildung 4.8). Damit sehen wir sofort, dass die Bedingung (4.21), also
∂N/∂ωp < 0, gilt und damit die asymptotische Stabilita¨t eines Solitons im Konti-
nuumsmodell gegeben ist.
Setzen wir diese Abha¨ngigkeit in die Gleichung (4.28b) ein, so erhalten wir die
Abha¨ngigkeit der Energie von der Anzahl der im Soliton gebundenen Magnonen:
E = Eexc + ω0
N
1 +
√
N
N2
. (4.69)
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Abbildung 4.8: Pra¨zessionsfrequenz als Funktion der Anzahl der gebundenen Magnonen. Die Punk-
te entsprechen den Simulationsergebnissen, die rote Linie ergibt sich aus der numerischen Lo¨sung
der Gleichung (4.25) im Kontinuumsmodell. Die blaue Linie gibt die Relation (4.68) wieder.
Wie wir sehen, steigt die Energie mit der Anzahl der gebundenen Magnonen N an,
bzw. verschwindet, wenn N → 0. Im Grenzfall großer N−Werte gilt dann fu¨r (4.69):
lim
NÀN2
E = Eexc + ω0
√
N2N. (4.70)
4.6.2 Simulationen fu¨r zweiparametrige Solitonen
Im vorherigen Abschnitt haben wir die Spindynamik-Simulationen fu¨r ein ungesto¨rtes,
zirkularsymmetrisches Soliton vorgenommen, welches sich als Ganzes nicht bewegt
hat. Wie schon in Abschnitt 4.5.1 erwa¨hnt, mu¨ssen wir die Symmetrie des Soli-
tons brechen, um es zu bewegen. Das haben wir dadurch realisiert, dass wir die
Deformation als Initialisierungsbedingung in den Simulationen verwendet haben.
Implementieren wir die internen Magnonenmoden aus Gleichung (4.46) fu¨r den Fall
m = −1 in die Initialisierung fu¨r das Soliton, so erhalten wir:
Θ = Θ0(ρ) + A cosχ [u(ρ) + v(ρ)] , (4.71a)
Φ = χ− A sinχ
sinΘ0(ρ)
[u(ρ)− v(ρ)] , (4.71b)
wobei Θ0 der Na¨herung (4.42) genu¨gt. Je nach Solitongro¨ße wa¨hlen wir die Deforma-
tionsamplitudengro¨ße A im Intervall [0, 2.0]. An einem gro¨ßeren Soliton ko¨nnen wir
eine gro¨ßere Deformation vornehmen als an einem kleinen Soliton. Ein deformiertes
Soliton ist leicht elliptisch verformt (siehe Abbildung 4.4). Da die den Simulationen
zugrunde liegende Gleichung die diskrete Form der Landau-Lifshitz-Gleichung ist,
und weil diese eine Differentialgleichung von erster Ordnung in der Zeit ist, reicht die
Initialisierung (4.71) aus, das Soliton zu bewegen. Mit der Wahl von A ko¨nnen wir
den Bahnradius der Kreisbahn (welche in Abbildung 4.2 zu sehen ist) beeinflussen.
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Abbildung 4.9: Der Radius der Kreisbahn Rorb als Funktion der Deformationsamplitude A. Die
Punkte entsprechen den Simulationsergebnissen, die blaue Linie gibt die gema¨ß (4.53) bzw. (4.52)
erhaltene Proportionalita¨t zwischen Rorb und A an. Initialparameter des Solitons: R = 4.87l0 und
ωp = 0.2ω0.
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Abbildung 4.10: (Links:) die Frequenz der Orbitbewegung als Funktion der Pra¨zessionsfrequenz,
(Rechts:) als Funktion der Anzahl der gebundenen Magnonen. Die Punkte entsprechen den
Simulationsergebnissen. Die blaue Kurve bezieht sich auf die Frequenz der Eigenmode mitm = −1,
die sich aus der Lo¨sung des Eigenwertproblems (4.47) ergibt, die gru¨ne Kurve gibt die Grenze zum
Kontinuum gema¨ß Gleichung (4.54b) wieder.
Diese Abha¨ngigkeit des Kreisbahnradius Rorb von der Amplitude A ist in 4.9 darge-
stellt. Fu¨r nicht zu große A ist die Abha¨ngigkeit R(A) linear. Auch im nichtlinearen
Bereich, fu¨r beispielsweise A = 3, erhalten wir immer noch eine scho¨ne Kreisbewe-
gung des Solitons. Wir haben festgestellt, dass die Frequenz ωorb des Orbits stets
unabha¨ngig von A bzw. Rorb ist, aber von der Gro¨ße des Solitons, also von R und ωp,
entscheidend gepra¨gt wird. Die Mo¨glichkeit, das Soliton zu bewegen, motivierte, die
Vorhersagen, die in [30] bezu¨glich der Abha¨ngigkeit der internen Modenfrequenz ω−1
von der Pra¨zessionsfrequenz der Spins gemacht wurden, zu u¨berpru¨fen. In der Tat
stimmt die Frequenz ωorb, mit der das Soliton als Ganzes auf einer Kreisbahn rotiert,
mit der vorhergesagten Magnonenfrequenz ω−1 u¨berein, wie man in Abbildung 4.10
gut erkennen kann. Nun wollen wir auf diejenige Gro¨ße eingehen, deren Erhaltung
wir zur Definition von zweiparametrigen Solitonen verwendet haben, na¨mlich Lz.
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Abbildung 4.11: Die z-Komponente des Bahndrehimpulses Lz und die der Gesamtmagnetisierung
Sz als Funktion der Zeit fu¨r unterschiedliche Deformationsamplituden: (Links:) A = 0.4, (Rechts:)
A = 0.8. Initialisierungsparameter: ωp = 0.25, R = 3.82.
Diskret berechnen wir Lz folgendermaßen:
Lz(t) = S
∑
~n
(1− Szn)
[
(xn − xc) (Φn,n − Φn,n−1)− (yn − yc) (Φn,n − Φn−1,n)
]
= S
∑
~n
(1− sz,n)
[
(xn − xc)
· ATAN2 (Syn,nSxn,n−1 − Syn,n−1Sxn,n , Sxn,nSxn,n−1 + Syn,nSyn,n−1)
− (yn − yc)ATAN2
(
Syn,nS
x
n−1,n − Syn−1,nSxn,n , Sxn,nSxn−1,n + Syn,nSyn−1,n
) ]
.
(4.72)
Dabei verwenden wir die Fortran ATAN2−Funktion, die den arctan darstellt, nur
mit dem Unterschied, dass die Spru¨nge von −pi bis pi, und nicht wie bei der arctan-
Funktion von −pi/2 bis pi/2 stattfinden. Um den Phasenunterschied Φn,n − Φn,n−1
bzw. Φn,n−Φn−1,n aus der Simulation zu bestimmen, verwenden wir wie in Abschnitt
4.72 die Relationen cos(Φn,n−Φn,n−1) = cos(Φn,n) cos(Φn,n−1)+sin(Φn,n) sin(Φn,n−1)
und sin(Φn,n − Φn,n−1) = sin(Φn,n) cos(Φn,n−1)− cos(Φn,n) sin(Φn,n−1).
In Abbildung 4.12 ko¨nnen wir erkennen, dass, nachdem die Da¨mpfungszeit td ab-
gelaufen ist, alle Gro¨ßen erhalten sind. Ohne Solitondeformation, d.h. bei A = 0,
|Lz| = Sz = const, gilt, wie vorhergesagt, J = Sz + Lz = Sz − Sz = 0, sodass wir
tatsa¨chlich ein zirkularsymmetrisches Soliton vorliegen haben. Bei kleinen Amplitu-
den A erkennt man bereits einen Unterschied zwischen ein- und zweiparametrigen
Solitonen. Lz ist dann immer noch na¨herungsweise konstant (angesichts von Fluktua-
tionen, die ca 2% des Absolutwertes betragen, kann man das rechtfertigen), jedoch
ist J von Null verschieden, was bedeutet, dass die Symmetrie des Solitons gebrochen
ist und es eine Kreisbewegung ausfu¨hrt (siehe Abbildung 4.2).
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4.6.3 Konsequenzen der Kreisbewegung
Die auftretende Kreisbewegung, deren Frequenz unabha¨ngig vom Bahnradius ist,
steht in Analogie zu der (Lamor-)Pra¨zessionsbewegung eines geladenen Teilchens in
einem Magnetfeld. In unserem Fall wird ein effektives Magnetfeld Geˆz durch das
Soliton selbst gebildet und mit diesem mitgefu¨hrt. Da das Soliton eine topologische
Ladung besitzt, erfa¨hrt es bei Bewegung eine sogenannte gyroskopische Kraft, die
geschwindigkeitsabha¨ngig ist, in Analogie zur Lorentzkraft. Wir ko¨nnen nun die
Dynamik mit einer Newtonschen Bewegungsgleichung beschreiben:
M
d2~X
dt2
= ~Fg, ~Fg = G
[
~ez × d
~X
dt
]
, (4.73)
wobei G = 4piS/a2 die Gyrokonstante und M die Masse des Solitons ist (siehe [6]).
Formal hat die Gleichung (4.73) zwei Lo¨sungen. Eine der Lo¨sungen, ~X = const,
entspricht der Translationsbewegung des Solitons, angeregt durch die Mode mit
m = +1. In einem unendlichen System hat diese Mode eine verschwindende Fre-
quenz (siehe Gleichung (4.50)). Die andere Lo¨sung beschreibt die Kreisbewegung
mit der Frequenz ωorb = G/M , welche durch das Auftreten der lokalen Mode mit
m = −1 zuru¨ckzufu¨hren ist. Deswegen ko¨nnen wir die effektive Masse des Solitons
berechnen, indem wir die Simulationsdaten der Rotationsfrequenz verwenden.
Die Tatsache, dass wir den topologischen, zweidimensionalen Solitonen unseres Sys-
tems eine endliche Masse zuordnen ko¨nnen, ist keine Selbstversta¨ndlichkeit und re-
sultiert aus der Charakteristik des Dispersionsgesetzes (4.2) bzw. (4.8).
Die Eigenfrequenzen der gebundenen Moden liegen in der Dispersionslu¨cke ω < ωgap.
Dagegen ist in isotropen Ferromagneten wegen einer fehlenden Dispersionslu¨cke das
Magnonenspektrum ausschließlich kontinuierlich, was eine sta¨rkere Wechselwirkung
des Solitons mit den Ra¨ndern zur Folge hat. Nimmt man im isotropen Modell eine
endliche Masse des Solitons zusammen mit einer gyroskopischen Kraft an, so bewirkt
letztere eine Lamorpra¨zession des Solitons, wodurch wiederum Magnonen angeregt
werden. Diese Magnonenmoden sind, Dissipationseffekte seien vernachla¨ssigt, wegen
der fehlenden Dispersionslu¨cke u¨ber den ganzen Magneten verteilt. Bildlich spricht
man von einer
”
Magnonenwolke“, die mit dem Soliton gekoppelt ist. Die Position
des Solitonzentrums fungiert dann a¨hnlich einem Massenmittelpunkt als kollektive
Variable der Position (vergleiche Kapitel 3.4 ff.). Im Falle eines ra¨umlich unbegrenz-
ten Magneten wu¨rde die Solitonmasse divergieren.
Dies ist aber im Easy-Axis-Modell nicht der Fall, so dass wir hier eine pha¨nomeno-
logische Beschreibung des Solitons als ein Teilchen endlicher Masse in einem Ma-
gnetfeld rechtfertigen ko¨nnen. Die effektive Solitonmasse berechnet sich dann zu
M =
G
ωorb
=M0
1
ωorb/ω0
, (4.74)
wobei M0 =
G
ω0
= pi
Ja2δ
der charakteristische Wert der Masse ist (siehe dazu [40]).
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Abbildung 4.12: (Links): Der Logarithmus der Solitonmasse in Abha¨ngigkeit von der Anzahl der
gebundenen Magnonen N .
(Rechts:) Der Logarithmus der Solitonmasse in Abha¨ngigkeit der Pra¨zessionsfrequenz ωp. Die
Punkte entsprechen den Simulationsergebnissen. Die blaue Kurve gibt den Zusammenhang
ln(M/M0) = ln(1/ωorb) wieder, wobei sich ωorb/ω0 aus der numerischen Lo¨sung des Eigenwertpro-
blems (4.47) ergibt. Die gru¨ne Kurve gibt die Grenze zum Kontinuum mit dem Zusammenhang
ln(1/(ω0 − ωp) (gema¨ß Gleichung (4.54b)) wieder.
Die Masse ha¨ngt von der Frequenz ωorb ab, die selbst asymptotisches Verhalten fu¨r
große bzw. kleine Solitonen zeigt. Diese Asymptotik haben wir in den vorherigen
Kapiteln behandelt und geben diese nochmals an, um dementsprechende Aussagen
u¨ber die Masse treffen zu ko¨nnen:
ωorb
ω0
=

(4.54a)
= 2
(
l0
R
)3 (4.36)
= 2
(
ωp
ω0
)3
= 2
(
N2
N
)3/2
, wenn R
l0
À 1
(4.54b)
= 1− ωp
ω0
(4.38)
= 1
ln(eγN2N )
(4.36)
= 1
ln
ţ
eγ2
l20
R2
ű , wenn R
l0
¿ 1. (4.75)
Damit besitzt die Masse folgendes asymptotisches Verhalten:
M
M0
=
= 12
(
R
l0
)3
= 1
2
(
ω0
ωp
)3
= 1
2
(
N
N2
)3/2
, wenn R
l0
À 1
= ln
(
eγ2N2
N
)
= ln
(
eγ2
l20
R2
)
, wenn R
l0
¿ 1.
(4.76)
Die Solitonmasse divergiert in den Grenzfa¨llen R → 0 und R → ∞ (siehe Abbil-
dung 4.12). Der Minimalwert Mc ≈ 3.51M0 wird fu¨r ein Soliton mit Rc ≈ 0.547l0
angenommen, was genau dem Soliton mit der gro¨ßten Beweglichkeit entspricht.
Damit ist die Dynamik eines zweiparametrigen Solitons mit der Bewegungsgleichung
(4.73) und der effektiven Masse M vollsta¨ndig beschrieben und durch Simulationen
getestet. Dabei ist das asymptotische Verhalten der Masse fu¨r große und kleine
Solitonradien analytisch bekannt.
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4.7 Zusammenfassung
In Kapitel 4 haben wir die Dynamik eines topologischen Solitons in einem zweidi-
mensionalen Easy-Axis-Modell untersucht. Die Untersuchungen haben wir sowohl
in der Kontinuumsapproximation analytisch, als auch im diskreten System mit
Spindynamik-Simulationen, in denen wir die Landau-Lifshitz-Gleichung numerisch
lo¨sten, durchgefu¨hrt. Dabei da¨mpften wir das System nur eine gewisse Zeit, um
einerseits Einflu¨sse von freien Magnonen zu minimieren und andererseits das Soli-
ton nicht zu zersto¨ren. Insbesondere haben wir Solitonen mit großen als auch klei-
nen Radien untersucht und kleine Anisotropien verwendet, um die Aussagen aus
der Kontinuumsapproximation mo¨glichst genau zu u¨berpru¨fen. Daraus ergaben sich
Zusammenha¨nge zwischen der Anzahl der im Soliton lokalisierten Magnonen, der
Pra¨zessionsfrequenz und dem Solitonradius. Wir stellten eine sehr gute U¨berein-
stimmung zwischen den theoretischen Vorhersagen und den Simulationsergebnissen
fest. Weiterhin haben wir aus diesen Ergebnissen die Stabilita¨t eines einparametrigen
Solitons sowohl im diskreten, als auch im kontinuierlichen Modell explizit nachge-
wiesen.
Das Hauptziel unserer Untersuchungen war die Bewegung eines Solitons. So haben
wir, motiviert durch die Vorhersagen in [30], einen Weg gefunden, die Bewegung des
Solitons als Ganzes sowohl analytisch zu beschreiben, als auch in den Simulationen
zu realisieren. Insbesondere haben wir analytisch gezeigt, welche der gebundenen
Magnonenmoden zur Solitongeschwindigkeit beitra¨gt, und dann diese als Initia-
lisierung in den Simulationen verwendet. Dies resultierte in einer Kreisbewegung
des Solitons mit konstanter Geschwindigkeit um ein festes Zentrum. Nach unserer
Kenntnis ist es das erste Mal, dass eine Bewegung von zweidimensionalen magneti-
schen Solitonen beobachtet werden konnte. Aus den Simulationen konnten wir die
Stabilita¨t dieses zweiparametrigen Solitons im diskreten und folglich auch im Kon-
tinuumsmodell folgern. Ferner fanden wir einen linearen Zusammenhang zwischen
dem Radius Rorb der Kreisbahn und der Amplitude A, um welche das Soliton ellip-
tisch deformiert wurde. Ab einer gewissen Gro¨ße von A ist dieser Zusammenhang
nicht mehr linear. Die Kreisbewegung konnte aber auch fu¨r große A−Werte, welche
sich bereits im nichtlinearen Rorb(A)-Bereich befinden, beobachtet werden. Ferner
zeigte sich, dass die Frequenz der Bahnbewegung unabha¨ngig vom Bahnradius ist,
und ωorb die in [30] vorhergesagte Abha¨ngigkeit von der Pra¨zessionsfrequenz der
Spins sehr genau wiedergibt. Diese zirkulierende Bewegung des Solitons findet ihre
Analogie in der Lamorpra¨zession eines geladenen Teilchens in einem Magnetfeld.
Aus der erhaltenen Kreisbewegung konnten wir eine Newtonsche Bewegungsglei-
chung aufstellen und damit Abha¨ngigkeiten einer effektiven Solitonmasse von der
Gro¨ße des Solitonradius und der Anisotropie finden. Die MasseM hat ein Minimum
fu¨r ein Soliton der Gro¨ßenordnung R ≈ 0.5l0. Nimmt R stetig ab, so wa¨chst M und
divergiert schließlich bei dem Grenzwert R = 0. Andererseits wa¨chst M auch mit
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zunehmendem R und divergiert bei dem Grenzu¨bergang R → ∞. Ergebnisse aus
den Simulationen besta¨tigen die Abnahme der Solitonmobilita¨t mit kleiner werden-
dem Radius. Dies ist ebenfalls eine neue Erkenntnis. In [40] sagen die Autoren aber
eine endliche Masse fu¨r R → 0 voraus, was im Gegensatz zu unseren Ergebnissen
steht.
Ferner glauben wir, dass die Kreisbewegung eines Solitons auch experimentell reali-
siert werden kann, wenn man die internen Magnonen durch ein wechselndes Magnet-
feld anregt. Unsere Untersuchungen ko¨nnen auch wichtig fu¨r Hall-Systeme sein, wo
den Skyrmionen a¨hnliche Solitonen eine große Bedeutung haben [53].
Das Gebiet der zweidimensionalen Solitonen im anisotropen Heisenbergmodell ist
hinsichtlich vieler Fragestellungen noch unerforscht. Bedeutsame Aspekte sind hier
die Fragestellungen nach anderen Mo¨glichkeiten, das Soliton zu bewegen. Dabei spie-
len a¨ußere statische und rotierende Magnetfelder gewiss eine wichtige Rolle. Wei-
terhin finden wir das Verhalten von Solitonen unter dem Einfluss von thermischem
Rauschen sehr interessant. Vor allem hinsichtlich der Diffusionsergebnisse aus Ka-
pitel 3 stellt sich die Frage, inwieweit die Eigenschaften eindimensionaler Solitonen
sich auf den zweidimensionalen Fall u¨bertragen lassen.
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Anhang A
Die exakte Lo¨sung der anisotropen
Landau-Lifshitz-Gleichung
Die Landau-Lifshitz-Gleichung (2.29) beschreibt ein integrables System und besitzt
Solitonlo¨sungen. Ivanov und Kosevich [6] entdeckten und diskutierten die lokalisierte
Einlo¨sung von (2.29), welche folgendes Verhalten zeigt: Der Schwerpunkt der lokali-
sierten ungleichfo¨rmigen solita¨ren Anregung bleibt stationa¨r, wobei die Spins selbst
mit einer konstanten Frequenz um die Anisotropieachse (z-Achse) pra¨zedieren. Die
Amplitude ist durch den Winkel Θ(ξ) gegeben. Um nichtlineare Wellen dieser Form
zu erhalten, beginnen wir mit dem Ansatz
Ψ(r, t) = ΨS(r−V t−X0︸ ︷︷ ︸
−X(t)
)
Φ(r, t) = ωt+ ΦS(r − V t−X0)
(A.1)
in (3.9). Dabei ist ω die Pra¨zessionsfrequenz der Spins, und die Konstante X0 legt
die Solitonposition zur Zeit t = 0 fest. Der Ansatz (A.1) wurde gewa¨hlt, da wir fort-
laufende Wellen von konstanter Geschwindigkeit und Form suchen, also Lo¨sungen,
die im wesentlichen nur durch r−V t von r und t abha¨ngen. Dabei wa¨hlen wir ohne
Beschra¨nkung der Allgemeinheit die Solitongeschwindigkeit V als positiv, sodass das
Soliton die Kette von links nach rechts durchla¨uft. Verwendet man ξ = r−V t−X0,
so ergibt sich, wenn wir beide Systeme, sowohl (3.10a) und (3.10b), als auch (3.12a)
und (3.12b) beru¨cksichtigen:
−V d
dξ
ΨS = JS
d
dξ
[(
1−Ψ2S
) dΦS
dξ
]
, (A.2)
bzw. in Winkelkoordinaten
−V d
dξ
cosΘ = JS
d
dξ
[
sin2Θ
dΦs
dξ
]
. (A.3)
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Integriert man von −∞ bis ξ und benutzt die Randbedingung lim
|ξ|→∞
Ψ = 1, so finden
wir
V [1−ΨS(ξ)] = JS
[
1−ΨS(ξ)2
] dΦS
dξ
(ξ), (A.4)
bzw.
V [1− cosΘ] = JS [1− cos2Θ] dΦs
dξ
, (A.5)
wobei wir lim
|ξ|→∞
dΦ
dξ
< ∞ verwenden. Die gewa¨hlte Randbedingung fu¨r Ψ legt die
Grundzustandskonfiguration fest, gegen die das Spinfeld im Unendlichen strebt. Hier
ist dies (Sx, Sy, Sz) = (0, 0, S). Aus (A.4) folgt sodann:
dΦS
dξ
=
V
JS
1−ΨS
1−Ψ2S
=
V
JS
1
1 + ΨS
=
V
JS
1
1 + cosΘ
=
V
JS
1
2 cos2(Θ
2
)
. (A.6)
Benutzt man (A.6) in der Gleichung (3.12a), so erha¨lt man
∂2Θ
∂ξ2
−
[
β
J
+ (
V
JS
1
1 + cosΘ
)2
]
sinΘ cosΘ +
sinΘ
JS
(− ω + V V
JS
1
1 + cosΘ
)
= 0,
(A.7)
was sich nach Multiplikation mit dΘ
dξ
und Umordnen schreiben la¨sst als:
dΘ
dξ
d2Θ
dξ2
− dΘ
dξ
β
J
cosΘ sinΘ =
dΘ
dξ
ω
SJ
sinΘ− dΘ
dξ
V 2
J2S2
[
sinΘ
1 + cosΘ
− sinΘ cosΘ
(1 + cosΘ)2
]
⇔ 1
2
d
dξ
[
(
dΘ
dξ
)2 +
β
J
cos2Θ
]
= − ω
JS
d
dξ
(cosΘ) +
(
V
JS
)2
d
dξ
[
cosΘ
1 + cosΘ
]
. (A.8)
Nach Integration von −∞ bis ξ ergibt sich(
dΘ
dξ
)2
+
β
J
(
cos2Θ− 1) = ( V
JS
)2 [
2 cosΘ
1 + cosΘ
− 1
]
+
2ω
JS
[1− cosΘ]
⇔
(
dΘ
dξ
)2
=
2ω
JS
1− cosΘ
1 + cosΘ
[
(1 + cosΘ)− V
2
2ωJS
+
S
2ω
β(1 + cosΘ)2
]
.
(A.9)
Schreiben wir α = Θ/2 und benutzen 1+cosΘ = 2 (cosα)2, sowie 1− cosΘ = 2 (sinα)2,
so lautet die Gleichung(
dα
dξ
)2
=
ω
JS
(sinα)2
(cosα)2
[
(cosα)2 − V
2
4ωJS
+
S
ω
β cos4 α
]
. (A.10)
Nach Multiplikation mit cos2 α erha¨lt man:( d
dξ
sinα
)2
=
ω
JS
sin2 α
[
cos2 α− V
2
4ωJS
+
Sβ
ω
cos4 α
]
⇔ ( d
dξ
sinα
)2
=
ω
JS
sin2 α
[(
1− sin2 α)− V 2
4ωJS
+
Sβ
ω
(
1− sin2 α)2].(A.11)
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Wir fu¨hren nun die Bezeichnung v = sinα ein. Gleichung (A.11) schreibt sich damit
wie folgt: (
d
dξ
v
)2
=
ω
ωJS
v2
[
1− v2 − V
2
4ωJS
+
βJS
ω
(
1− v2)2] . (A.12)
Diese Gleichung lo¨sen wir mittels der Methode
”
Trennung der Variablen“:
dv
±
√
1− V 2
4ωJS
− v2 + βJS
ω
(1− v2)2
= 2
√
ω
JS
dξ. (A.13)
Nach der Substitution v2 = u erha¨lt man
du
±u
√
1− V 2
4ωJS
− u+ βJS
ω
(1− u)2
=
√
ω
JS
dξ
⇔ du
±u
√
βJS
ω
u2 + 2u
(−1
2
− βJS
ω
)
+ 1− V 2
4ωJS
+ βJS
ω
= 2
√
ω
JS
dξ. (A.14)
Um die Gleichung u¨bersichtlicher zu machen, wa¨hlen wir:
a =
βJS
ω
,
b = −1
2
− βJS
ω
,
c = 1− V
2
4ωJS
+
βJS
ω
.
(A.15)
Dann modifiziert sich (A.13) wir folgt:
du
u
√
au2 + 2bu+ c
= ±2dξ. (A.16)
Nach unbestimmter Integration erhalten wir die Gleichung
1√
c
ln
[
−
√
acu2 + 2bcu+ c2 + bu+ c
u
]
= ±2ξ, (A.17)
welche wir umschreiben ko¨nnen, wie folgt [52]:
1√
c
arccosh
[ c
u
+ b√
b2 − ac
]
= ±2ξ. (A.18)
Lo¨sen wir (A.18) nach u auf, so ergibt sich
u =
c√
b2 − ac cosh (±√c2ξ)− b. (A.19)
Jetzt mu¨ssen wir noch ru¨cksubstituieren und aus [4]
V =
2JS
Γ
√
2− A
A
,
ω =
2JS
AΓ2
(A.20)
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verwenden, wobei A die Amplitude und Γ die Breite des Solitonpulses in der iso-
tropen Heisenbergkette [4] darstellen. Schließlich ko¨nnen wir noch mit Hilfe von
cosΘ = 1 − 2 sin2 (Θ
2
)
= 1 − 2v2 = 1 − 2u die 1-Solitonlo¨sung folgendermaßen
schreiben:
Sz
S
= cosΘ = 1− 2A (1 + βΓ
2)
1 + AβΓ2 +
√
1 + (2− A)AβΓ2 cosh(2√β + 1/Γ2ξ) . (A.21)
Daraufhin wollen wir die interne Phase Φ berechnen. Dazu verwenden wir die Be-
ziehung (A.6):
dΦS =
V
JS
dξ
1 + cosΘ
(A.21)
=
1
Γ
√
2− A
A
1 + AβΓ2 +
√
1− (−2 + A)AβΓ2 cosh
[
2
√
β + Γ−2ξ
]
1− A+√1− (−2 + A)AβΓ2 cosh [2√β + Γ−2ξ] dξ.
(A.22)
Nach unbestimmter Integration erhalten wir:
ΦS (ξ)− Φ0 =V
2
ξ + arctan
[
A− 1 +√1− (−2 + A)AβΓ2√
2(2− A)√A+ βΓ2 tanh
[√
β + Γ−2
]]
=
V
2
ξ + arctan
[ √
2(2− A)
√
A+ βΓ2
1− A+√1− (−2 + A)AβΓ2 tanh
[√
β + Γ−2ξ
]]
=
1
Γ
√
2− A
A
ξ+
arctan
[ √
2(2− A)√A+ βΓ2
1− A+√1− (−2 + A)AβΓ2 tanh
[√
β + Γ−2ξ
]]
.
(A.23)
Anhang B
Sto¨rterme in der
Landau-Lifshitz-Gleichung
B.1 Geometrische Betrachtungen
In diesem Kapitel wollen wir die geometrischen Betrachtungen von Kapitel zwei
ausfu¨hrlich berechnen. Ausgehend von dem urspru¨nglichen Orthonormalsystem
{~e1, ~e2, ~e3}, fu¨hren wir erst eine Drehung D1 um die ~e2-Achse um den Winkel Θ
aus und drehen diese Anordnung im Anschluss um Φ um die soeben neu erhaltene
~e3
′-Achse. Insgesamt bilden wir also einen beliebigen Vektor ~X mit D2D1X = X ′
ab.
D =
 cosΦ − sinΦ 0sinΦ cosΦ 0
0 0 1

 cosΘ 0 sinΘ0 1 0
− sinΘ 0 1
 =
 cosΘ cosΦ − sinΦ sinΘ cosΦcosΘ sinΦ cosΦ sinΘ sinΦ
− sinΘ 0 cosΘ
 .
(B.1)
Multipliziert man jetzt z.B. ~e3 von rechts an D, so erha¨lt man genau
~Sn
S
= ~e3,n. Es
gilt nun offensichtlich:
cosΘ cosΦ~e1 + cosΘ sinΦ~e2 − sinΘ~e3 = ~e1,n
− sinΦ~e1 + cosΦ~e2 = ~e2,n
sinΘ cosΦ~e1 + sinΘ sinΦ~e2 + cosΘ~e3 = ~e3,n. (B.2)
Nun mu¨ssen wir dieses lineare Gleichungssystem lo¨sen. Dazu vernachla¨ssigen wir
nun die vektorielle Notation. Somit ko¨nnen wir schreiben: cosΘ cosΦ cosΘ sinΦ − sinΘ− sinΦ cosΦ 0
sinΘ cosΦ sinΘ sinΦ cosΘ

 e1,ne2,n
e3,n
 =
 e1e2
e3
 . (B.3)
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Daraus ergibt sich die Darstellung fu¨r
 e1e2
e3
:
 e1e2
e3
 =
 cosΘ cosΦ − sinΦ cosΦ sinΘsinΦ cosΘ cosΦ sinΦ sinΘ
− sinΘ 0 cosΘ

 e1,ne2,n
e3,n
 . (B.4)
Damit erha¨lt man also fu¨r ~e3
~e3 = −~e1,n sinΘ + ~e3,n cosΘ. (B.5)
Bei der na¨chsten Transformation, die {~e1,n, ~e2,n, ~e3,n} auf {~e1,n+1, ~e2,n+1, ~e3,n+1} ab-
bildet, ist die Polarachse durch den Spin ~Sn gelegt, sodass ~Sn+1 gegenu¨ber ~Sn um
die Winkel θn+1 bzw. φn+1 gedreht ist. Dreht man nach derselben Abbildungsvor-
schrift weiter, so erha¨lt man das Orthonormalsystem {~e1,n+2, ~e2,n+2, ~e3,n+2}. Die fol-
genden Berechnungen beschreiben im Detail die Gesamtbewegung, die das Ortho-
normalsystem {~e1,n, ~e2,n, ~e3,n} auf {~e1,n+2, ~e2,n+2, ~e3,n+2} abbildet:
~Sn+1 = S sin θn+1 cosφn+1~e1,n + S sin θn+1 sinφn+1~e2,n + S cos θn+1~e3,n. (B.6)
Folglich ergibt sich :
~Sn+2 = S sin θn+2 cosφn+2~e1,n+1 + S sin θn+2 sinφn+2~e2,n+1 + S cos θn+2~e3,n+1. (B.7)
Um ~Sn · ~Sn+2 zu berechnen, ersetzen wir die Basisvektoren zum Index n + 1 durch
die Basisvektoren zum Index n. Mit (B.6) ist ~e3,n+1 = ~Sn+1/S bereits festgelegt. Wir
wa¨hlen ferner ~e1,n+1 := − sinφn+1~e1,n + cosφn+1~e2,n, sowie ~e2,n+1 := ~e3,n+1 × ~e1,n+1.
Zusammenfassend gilt also:
~e1,n+1 = − sinφn+1~e1,n + cosφn+1~e2,n
~e2,n+1 = − cos θn+1 cosφn+1~e1,n − cos θn+1 sinφn+1~e2,n + sin θn+1~e3,n
~e3,n+1 = sin θn+1 cosφn+1~e1,n + sin θn+1 sinφn+1~e2,n + cos θn+1~e3,n.
(B.8)
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B.2 Stochastische Zeitentwicklung der Energie im Ito-Kalku¨l
Wir gehen nun auf die Berechnung der Energie im Ito-Kalku¨l ein:
dE = −J
N−1∑
n=1
[
~Sn+1 · d~Sn + ~Sn · d~Sn+1 + d~Sn · d~Sn+1
]
(B.9)
ein. Setzt man (3.39) in (3.36) ein, so ergibt sich:
d~Sn =
1
1 + ε2S2
{[− ~Sn × (~Sn−1 + ~Sn+1 + βS(−~e1,n sinΨn + ~e3,n cosΨn))+
ε(~Sn
(
~Sn · (~Sn−1 + ~Sn+1 + βS · 1 · (−~e1,n sinΨn + ~e3,n cosΨn)
))
− S2(~Sn−1 + ~Sn+1 + βS(−~e1,n sinΨn + ~e3,n cosΨn)))− σ2~Sn]dt
− σ~Sn × d ~Wn + εσ
[
~Sn
(
~Sn · d ~Wn
)− S2d ~Wn]}.
(B.10)
In der Ito-Form hat man Terme von linearer Ordnung (z.B.der Form dWdW = dt).
Fu¨r die Inkremente Wi gelten folgende Beziehungen [17]:
dWi(t)dWj(t) = δijdt, [dWi(t)]
N+2 = 0 (N > 0)
dWi(t)dt = 0, dt
1+N = 0 (N > 0).
(B.11)
Weiterhin gilt im Ito-Kalku¨l [22]: 〈d ~Wi~Sj〉 = 0. Damit erhalten wir fu¨r den Mittel-
wert 〈E〉:
〈E〉 = 1
1 + ε2S2
〈~Sn+1 · d~Sn + ~Sn · d~Sn+1〉 =
=
N−1∑
n=1
J
1 + ε2S2
〈−J
(
~Sn × ~Sn−1
)
~Sn+1 − J
(
~Sn+1 × ~Sn+2
)
~Sn+
+ βJ
(
sinΘn+1 sinΦn+1 sinΨn + sinΘn+1 sinΨn+1
)
+ Jε
[
~Sn · ~Sn+1~Sn · ~Sn−1+
+ 2
(
~Sn · ~Sn+1
)2
+ ~Sn+1 · ~Sn~Sn+1~Sn+2 − S2~Sn−1~Sn+1 − 2S4 − ~Sn~Sn+2+
+ βS4 sinΨn sinΘn+1 cosΦn+1
]− 2σ2~Sn~Sn+1〉,
(B.12)
wobei wir alle Terme, deren Index gro¨ßer als N+1 ist, gleich Null setzen. Bei Berech-
nung des anisotropen Anteils von (B.12) haben wir stets die Einheitsvektoren eˆn+1,i
gema¨ß der Beziehung (B.8) mit den Einheitsvektoren eˆn,i ersetzt und die Bedingung
~e3,n+1 = ~Sn+1/S benutzt. Vertauschen wir in Gleichung (B.12) im Kreuzprodukt der
zweiten Summe ~Sn+2 mit ~Sn, so sehen wir sofort, dass
N−1∑
n=1
−J
(
~Sn × ~Sn−1
)
~Sn+1 + J
(
~Sn+1 × ~Sn
)
~Sn+2 = 0 (B.13)
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ist. Damit vereinfacht sich die Gleichung (B.12) zu
d
dt
〈E〉 = − J
1 + ε2S2
{N−1∑
n=1
[
2JεS4 +
〈
S3β(sinΨn sinΘn+1 sinΦn+1 + sinΨn+1·
· sinΘn+1 + εS sinΘn+1 sinΨn cosΦn+1)
〉
− 2σ2
〈
~Sn · ~Sn+1
〉
− 2Jε
〈(
~Sn · ~Sn+1
)2 〉]
−
− 2Jε
N−2∑
n=1
[〈(
~Sn · ~Sn+1
)(
~Sn+1 · ~Sn+2
)〉
− S2
〈
~Sn · ~Sn+2
〉]}
.
(B.14)
Anhang C
Sto¨rungstheorie fu¨r schwaches
Rauschen
Wir wollen hier die stochastische Bewegungsgleichung ohne Da¨mpfung
dX =
2JS
Γ
√
2
A
− 1dt+ σα(A,Γ)dWX ,
dA = σβ1(A,Γ)dW1,
dΓ = σγ1(A,Γ)dW1 + σγ2(A,Γ)dW2
(C.1)
analytisch lo¨sen. Dazu fu¨hren wir eine sto¨rungstheoretische Behandlung (small noise
expansion) durch. Die Sto¨rungsrechnung fu¨hren wir nur fu¨r die erste Ordnung von
σ durch, da wir Terme zweiter Ordnung (mo¨gliche Zusatzterme zur Ito-Gleichung)
bereits vernachla¨ssigt haben. Daher setzen wir an:
X = X0 +∆X = X0(t) +
∞∑
n=1
Xnσ
n ≈ X0 + V t+ σX1,
A = A0 +∆A = A0 +
∞∑
n=1
Anσ
n ≈ A0 + σA1,
Γ = Γ0 +∆Γ = Γ0 +
∞∑
n=1
Γnσ
n ≈ Γ0 + σΓ1,
(C.2)
wobei die Terme X0, A0 und Γ0 den Anfangswerten entsprechen, bzw. in den Simu-
lationen den Initialisierungsdaten, d.h.
A0(t) = A(0), Γ0(t) = Γ(0), X0(t) = X(0) +
2JS
Γ0
√
2
A0
− 1 t. (C.3)
Da wir zum Zeitpunkt t = 0 noch keine sto¨rungstheoretische Korrektur der kollekti-
ven Variablen haben, gilt: A1(t) = Γ1(0) = X1(0) = 0. Entwickeln wir nun die rechte
Seite (C.1) nach ∆A = A1(dt)−A1(0) = A1(dt) und ∆Γ = Γ1(dt)− Γ1(0) = Γ1(dt)
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nach Taylor in erster Ordnung von σ, so ko¨nnen wir schreiben:
dX1 =− 2JS
Γ20
√
2
A0
− 1Γ1dt−
2JS
A20Γ0
(
2
A0
− 1
)− 1
2
A1dt+ α(A0,Γ0)dWX .
(C.4)
Da A und Γ keine zeitabha¨ngigen deterministischen Anteile haben, ko¨nnen wir direkt
schreiben:
dA1 =β(A0,Γ0)dW1,
dΓ1 =γ1(A0,Γ0)dW1 + γ2(A0,Γ0)dW2.
(C.5)
(C.5) la¨sst sich sofort lo¨sen:
A1(t) = β1(A0,Γ0)
[
W1(t)−W1(0)
]
,
Γ1(t) = γ1(A0,Γ0)
[
W1(t)−W1(0)
]
+ γ2(A0,Γ0)
[
W2(t)−W2(0)
]
.
(C.6)
A1 und Γ1 setzen wir nun direkt in X1 ein und erhalten
X1(t) = −2JS
Γ20
√
2
A0
− 1
t∫
0
{
γ1(A0,Γ0)
[
W1(t
′)−W1(0)
]
+
γ2(A0,Γ0)
[
W2(t
′)−W2(0)
]}
dt′−
2JS
A20Γ0
(
2
A0
− 1
)− 1
2
t∫
0
β1(A0,Γ0)
[
W1(t
′)−W1(0)
]
dt′+
α(A0,Γ0)
[
WX(t)−WX(0)
]
. (C.7)
Es ergibt sich also bis einschließlich erster Ordnung in σ:
X(t) = X0(t) + σX1(t)〈
X(t)
〉
= X0(t),
Var[X(t)] = σ2
〈
(X1(t))
2 〉. (C.8)
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Ohne Einschra¨nkung der Allgemeinheit setzen wir t1 ≥ t2 und erhalten mit Glei-
chung (C.7):〈
X1(t1)X1(t2)
〉
= α2t2+
4J2S2
A40Γ
2
0
(
2
A0
− 1
)−1
β2
〈 t1∫
0
t2∫
0
[
W1(t
′
1)−W1(0)
][
W1(t
′
2)−W1(0)
]
dt′1dt
′
2
〉
+
4J2S2
Γ40
(
2
A0
− 1
)〈{
γ21
t1∫
0
t2∫
0
[
W1(t
′
1)−W1(0)
][
W1(t
′
2)−W1(0)
]
dt′1dt
′
2+
γ22
t1∫
0
t2∫
0
[
W2(t
′
1)−W2(0)
][
W2(t
′
2)−W2(0)
]
dt′1dt
′
2
}〉
+
2
4J2S2
A20Γ
3
0
βγ1
〈 t1∫
0
t2∫
0
[
W1(t
′
1)−W1(0)
][
W1(t
′
2)−W1(0)
]
dt′1dt
′
2
〉
. (C.9)
Dazu mu¨ssen wir folgenden Ausdruck auswerten:
I :=
〈 t1∫
0
t2∫
0
[
W (t′1)−W (0)
][
W (t′2)−W (0)
]
dt′1dt
′
2
〉
. (C.10)
Unter Beachtung von 〈W (t1)W (t2)〉 = min(t1, t2) erhalten wir
I =
t1∫
0
t2∫
0
〈[
W (t′1)−W (0)
][
W (t′2)−W (0)
]〉
dt′1dt
′
2 =
t1∫
0
t2∫
0
min(t′1, t
′
2)dt
′
1dt
′
2 =
=
t1∫
t2
dt′1
t2∫
0
t′2dt
′
2 +
∫ t2
0
dt′2
∫ t2
0
dt′1t
′
1 +
∫ t2
0
dt′1
∫ t2
0
dt′2t
′
2 =
= (t1 − t2) t
2
2
2
+
t32
6
+
t32
6
=
1
2
t22
(
t1 − 1
3
t2
)
.
(C.11)
Damit lautet (C.9):〈
X1(t1)X1(t2)
〉
= α2t2 +
4J2S2
A40Γ
2
0
(
2
A0
− 1
)−1
β21I+
4J2S2
Γ40
(
2
A0
− 1
)(
γ21 + γ
2
2
)
I + 2
4J2S2
A20Γ
3
0
βγ1I. (C.12)
Setzen wir nun t1 = t2 = t, so vereinfacht sich (C.12) zu:
Var[X(t)] = σ2ΣXXt+ σ
24J
2S2
3Γ20
[
ΣAA
A40
(
2
A0
− 1
)−1
+
ΣΓΓ
Γ20
(
2
A0
− 1
)
+
2ΣAΓ
A20Γ0
]
t3.
(C.13)
112 ANHANG C. STO¨RUNGSTHEORIE FU¨R SCHWACHES RAUSCHEN
Mit (3.136) ergibt sich also bis einschließlich erster Ordnung in σ fu¨r X, A und Γ:
X(t) = X0(t) + σX1(t),〈
X(t)
〉
= X0(t),
Var[X(t)] = σ2
〈
(X1(t))
2 〉,
= σ2ΣXXt+ σ
2Σcubt
3,
Var[A(t)] = σ2ΣAAt,
Var[Γ(t)] = σ2ΣΓΓt.
(C.14)
Anhang D
Die Solitongeschwindigkeit
Ausgehend von der Definition der Solitonposition (4.43) in Kapitel 4.5.1, die wir
nochmals vorstellen
~X =
∑
~n ~n (S − Sz~n)∑
~n S − Sz~n
, (D.1)
berechnen wir folgendermaßen die Solitongeschwindigkeit ~˙X:
d ~X
dt
=
S
a2N
∫
d2r~r sinΘΘ˙
(4.5b)
=
1
N
∫
d2r~r
δE
δΦ
(4.7)
=
= − 1
N
∫
JS2d2r~r∇ · (sin2Θ∇Φ) . (D.2)
Zur Einfachheit berechnen wir ~˙X komponentenweise und benutzen den Zusammen-
hang
∇ · (xi sin2Θ∇Φ) = xi∇ · (sin2Θ∇Φ)+ sin2Θ ∂Φ
∂xi
. (D.3)
Damit folgt sofort:
dXi
dt
=
JS2
N
∫
d2rxi∇ ·
(
sin2Θ∇Φ) (D.3)= − JS2
N
∫
d2r∇ · (xi sin2Θ∇Φ)︸ ︷︷ ︸
=0
+
+
JS2
N
∫
d2r sin2Θ
∂Φ
∂xi
.
(D.4)
Die Solitongeschwindigkeit lautet folglich
d ~X
dt
=
JS2
N
∫
d2r sin2Θ∇Φ. (D.5)
Beziehen wir nun mathematisch kleine Sto¨rungen durch die Magnonenmoden, fu¨r
die
θ = θ0(ρ) +
∑
m
Amfm(ρ) cos(Φm), (D.6a)
φ = ϕ0 + χ− ωpt+
∑
m
Am
sin θ0
gm(ρ) sinΦm (D.6b)
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gilt, in die Berechnung der Geschwindigkeit mit ein, so erhalten wir fu¨r die Inte-
granden in (D.5)
sin2Θ = sin2Θ0 + sin 2Θ0
∑
m
Am
sinΘ0
gm sin(mχ− ωmt) (D.7a)
∇Φ = eˆχ
r
+
∑
m
Am
[(
gm
sinΘ0
)′
sin (mχ− ωmt) eˆr + gm
sinΘ0
m
r
cos(mχ− ωmt)eˆχ
]
,
(D.7b)
wobei wir ∇ gm
sinΘ0
=
(
gm
sinΘ0
)′
gesetzt haben. Nun setzen wir noch
eˆr = eˆx cosχ+ eˆy sinχ, eˆχ = −eˆx sinχ+ eˆy cosχ (D.8)
und als Abku¨rzung mχ − ωmt := Φm. Beru¨cksichtigen wir (D.7) und (D.8), so
verwandelt sich ~˙X zu:
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d ~X
dt
=
JS2
N
∫
rdrdχ sin2Θ0
(− sinχ
r
eˆx +
cosχ
r
eˆy
)
+
+
2piJS2
N
∑
m
Am
∫
rdr
[[
sin2Θ0
(
gm
sinΘ0
)′
〈sinΦm cosχ〉 − sinΘ0gm
r
〈cos(Φm) sinχ〉−
− sin 2Θ0f
r
〈cos(Φm) sinχ〉
]
eˆx +
[
sin2Θ0
(
gm
sinΘ0
)′
〈sinΦm sinχ〉+
+
sinΘ0gm
r
〈cos(Φm) cosχ〉+ sin 2Θ0f
r
〈cos(Φm) cosχ〉
]
eˆy
]
=
=
2piJS2
N
∑
m∈{−1,+1}
Am
∫
rdr
[[− 1
2
sin2Θ0
(
gm
sinΘ0
)′
·
· δ|m|,1 sinωmt− sinΘ0gm
2
2r
δ|m|,1 sinωmt− sin 2Θ0fm
2r
δ|m|,1 sinωmt
]
eˆx+
+
[( g
sinΘ0
)′
sin2Θ0m
2
δ|m|,1 cosωt+
sinΘ0gm
2r
δ|m|,1 cosωmt+
sin 2Θ0f
2r
δ|m|,1 cosωt
]
eˆy
]
=
=
piJS2
N
[
A1 (eˆy cosω1t− eˆx sinω1t)
∫
rdr
(
sin2Θ0
(
g
sinΘ0
)′
+
g sinΘ0
r
+
sin 2Θ0f
r
)
︸ ︷︷ ︸
a1
−
− A−1 (eˆy cosω−1t+ eˆx sinω−1t)
∫
rdr
(
sin2Θ0
(
g
sinΘ0
)′
+
g sinΘ0
r
+
sin 2Θ0f
r
)
︸ ︷︷ ︸
a−1
]
=
piJS2
N
[
A1 (−eˆx sinω1t+ eˆy cosω1t) a1 − A−1 (eˆx sinω−1t+ eˆy cosω−1t) a−1
]
=
piJS2
N
[
A1a1
(
eˆx cos(ω1t+
pi
2
) + eˆy sin(ω1t+
pi
2
)
)
−
− A−1a−1
(
−eˆx cos(ω−1t+ pi
2
) + eˆy sin(ω−1t+
pi
2
)
) ]
=
piJS2
N
[
A1a1 exp
(
i
(
ω1t+
pi
2
))
+ A−1a−1 exp
(
i
(
−ω−1t− pi
2
))]
=
ipiJS2
N
[A1a1 exp (iω1t)− A−1a−1 exp (−iω−1t)] .
(D.9)
Setzen wir die Identita¨t
f1 =
d
dr
Θ0, g1 = −sinΘ0
r
(D.10)
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in ~˙X ein, so verschwindet der Anteil mit m = 1 und die Solitongeschwindigkeit
lautet:
~˙X = −ipiJS
2l0
N
A−1a−1(ρ) exp (−iω−1t) =
= −iω0l0N0
2N
A−1a−1(ρ)︸ ︷︷ ︸
C−1
exp (−iω−1t) ,
(D.11)
wobei wir r mit ρ = r/l0 ersetzt haben.
Anhang E
Parallele Programmierung
E.1 Vorteile eines Linuxclusters bzw. einer Shared-Memory-
Maschine
Wie bereits in Kapitel (4.6.1) erwa¨hnt, haben wir die Mo¨glichkeit, mit Shared-
Memory-Multiprozessormaschinen oder einem Clusterrechner, hier einen Linuxclu-
ster, zu arbeiten. Abha¨ngig von der Systemgro¨ße gibt man einer der beiden Metho-
den die Pra¨ferenz. Der Grund hierfu¨r ist die Tatsache, dass bei einem Clustersystem
eine Kommunikation zwischen separaten Prozessen gewa¨hrleistet werden muss, die
wiederum Zeit beansprucht, wa¨hrend bei einem Vektorrechner oder allgemein ei-
ner Shared-Memory-Multiprozessormaschine alle Prozessoren auf einen gemeinsa-
men Speicher zugreifen ko¨nnen. Fu¨r gegebene N Prozessoren gleicher Architektur
wird immer eine Shared-Memory-Multiprozessormaschine die schnellere Variante
sein. Der Grund, weshalb man aber bei gro¨ßer werdenden Systemen L ≥ 800a
auf einen Linuxcluster zuru¨ckgreifen sollte, ist die Tatsache, dass dieser leicht ska-
lierbar (in der Rechenleistung erweiterbar) ist, und man in dem konkreten Beispiel
mit bis zu 24 Prozessoren gleichzeitig rechnen kann, wa¨hrend die Shared-Memory-
Multiprozessormaschinen hier auf acht Prozessoren beschra¨nkt sind. Die zeitaufwen-
dige Kommunikation fa¨llt bei einem großen Gitter nicht mehr so sehr ins Gewicht,
da die reine asynchrone Rechenzeit wesentlich gro¨ßer ist als die fu¨r Synchronisation
und den Datentransfer beno¨tigte Zeit. Selbstversta¨ndlich gibt es bei dieser Art von
Berechnung, die hier konkret mit dem Standard message passing interface reali-
siert wurde, eine optimale Anzahl von Prozessoren, fu¨r die die Berechnung des Git-
ters noch optimal verteilt ist und die Kommunikationsprozesse in einem gesunden
Verha¨ltnis zu den Zeitintervallen der asynchronen Berechnungen stehen. Bei einer
Erho¨hung der Prozessorenanzahl N verlangsamt sich dann der Arbeitsprozess, da
die Kommunikation zwischen den Prozessoren mehr Zeit kostet, als durch die ver-
teilte Berechnung eingespart werden kann. Erniedrigt man umgekehrt N , so sind die
zu berechnenden Teilbereiche des Gitters gro¨ßer und damit auch der Arbeitsprozess
insgesamt langsamer, als durch die weniger gewordene Kommunikation eingespart
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werden kann. Natu¨rlich findet man in der Regel sehr selten die optimale Anzahl von
Prozessoren, da man auf einem Linuxcluster durch andere Mitbenutzer in der Zahl
der gerade freistehenden Prozessoren beschra¨nkt ist. Obendrein ko¨nnen noch große
Wartezeiten anfallen, um schließlich die optimale Anzahl von Prozessoren auszutes-
ten. Zumal aber der Linuxcluster mit zwanzig Prozessoren trotzdem bei einem Lauf
mit einer Spinsystemgro¨ße von L = 800 und und einer Gesamtheit von t = 48000 ei-
ne Rechenzeit von ca. 35 Stunden beno¨tigt wird, ist es ratsam, sowohl den Cluster als
auch die Shared-Memory-Multiprozessormaschinen fu¨r verschiedene Parametersa¨tze
gleichzeitig einzusetzen, um in ertra¨glicher Zeit eine gewisse Anzahl von Simulatio-
nen durchfu¨hren zu ko¨nnen.
Bei den erheblichen Nachteilen, die ein Linuxcluster mit sich bringt, stellt sich die
Frage, warum man nicht ausschließlich große Shared-Memory-Maschinen kauft. In
Zeiten knapper Mittel werden sich Universita¨ten eher Linuxcluster zulegen, bzw.
bereits bestehende erweitern, als auf den Kauf großer Shared-Memory-Maschinen
zu setzen, welche wesentlich teurer sind.
E.2 Parallelisierung des Programmcodes
E.2.1 MPI
Im Folgenden werden wir nur ganz grundlegend erkla¨ren, was wir konzeptionell bei
einer Parallelisierung machen. Wir beginnen dazu mit der Art von Parallelisierung,
mit der man auf einem Linuxcluster arbeitet.
Auf jedem Knoten des Clusters wird ein eigensta¨ndiger Prozess ausgefu¨hrt. Diese
einzelnen Prozesse kommunizieren u¨ber das Netzwerk, mit dem die einzelnen Knoten
verbunden sind. Die einfachste Mo¨glichkeit, ein Programm derart zu parallelisieren,
bietet der sogenannte MPI-Standard. Eine hilfreiche Referenz hierzu ist [55]. Dabei
gibt es einen Masterprozess, der sich um die Verwaltung, bzw. Ein- und Ausgabe
der Daten ku¨mmert (d.h. Daten initialisieren, einlesen und speichern) und ebenfalls
etwas berechnet. Die anderen Prozesse (sogenannte Slaves) rechnen lediglich und
senden berechnete Daten an den Masterprozess. Diese Konzept ist no¨tig, damit die
Daten in der richtigen Reihenfolge in der Ausgabedatei erscheinen.
In unserem Fall unterteilen wir das Gitter in horizontale Streifen. Da wir aber
noch die Na¨chste-Nachbar-Wechselwirkung beru¨cksichtigen mu¨ssen, ist es no¨tig, ei-
ne Kommunikation zu realisieren, die es den jeweiligen Prozessen ermo¨glicht, die
Werte der Streifenra¨nder auszutauschen. Dabei werden jeweils die beiden oberen
und unteren Ra¨nder der Streifen nach jedem zweiten Teilschritt des Runge-Kutta-
Algorithmus ausgetauscht, um eine gute Balance zwischen Latenzzeit (Zeit, in der
die Prozesse synchronisiert werden), Datentransfervolumen (Transferzeit), und der
Rechenzeit zu erreichen.
Aus der Na¨chsten-Nachbar-Wechselwirkung folgt, dass die zwei Nachbarspinzeilen
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von Streifen i + 1 und i − 1 zur Berechnung von Streifen i beno¨tigt werden. Da
wir keine fixen, sondern periodische Randbedingungen verwenden, muss der oberste
Bereich (Streifen) mit dem untersten Bereich Daten austauschen, linke und rechte
Ra¨nder werden prozesslokal ausgetauscht
Weil bei jedem zweiten Teilschritt jeweils Daten zwischen immer den gleichen Kno-
ten (Nodes) ausgetauscht werden, wa¨hlen wir den von den meisten MPI-Implemen-
tierungen unterstu¨tzten, persistenten Verbindungsmodus, um den Overhead (was an
zusa¨tzlicher Rechenzeit wegen des Verbindungsaufbaus anfa¨llt) zu verkleinern. Die-
se Verbindungen werden vor Beginn der Integration aufgebaut und stehen dann zur
schnellen Benutzung bereit. Der Transfer erfolgt im asynchronen, gepufferten Mo-
dus. Dabei werden die Daten, sobald ein Streifen fertig berechnet wurde, in einen
Puffer gestellt, sodass diese Node nicht auf die Empfangsbereitschaft der anderen
Nodes warten muss. Vor der weiteren Integration wird dann auf die Information
der jeweiligen Nachbarn gewartet. Mit diesem Verfahren erreicht man die maximal
mo¨gliche Zeitspanne, in der die einzelnen Nodes asynchron rechnen ko¨nnen.
Nach einer gewissen Anzahl von Integrationsschritten werden Solitonposition und
Radius bestimmt, wobei diese Berechnung auch mo¨glichst auf allen Knoten verteilt
erfolgt. Die berechneten Daten werden an den Masterprozess geschickt, welcher die-
se dann in einer Datei speichert. Es besteht auch die Mo¨glichkeit, einzelne Spins
zeitlich zu verfolgen. Diese Daten werden ebenfalls an den Masterprozess geschickt
(falls sie sich nicht ohnehin in dem von ihm berechneten Bereich befinden) und aus-
gegeben.
Die Simulation kann abgebrochen werden, wenn der Masterprozess in seinem Ar-
beitsverzeichnis die Datei
”
VMDCANCEL“findet. Daraufhin werden sa¨mtliche Spin-
daten an den Masterprozess geschickt, welcher diese dann in eine Datei schreibt, um
die Simulation gegebenenfalls fortsetzen zu ko¨nnen.
E.2.2 OPEN MP
Fu¨r die Parallelisierung auf Shared-Memory-Multiprozessormaschinen verwendet
man sogenannte Parallelisierungsdirektiven, welche von speziellen Compilern fu¨r
diese Maschinen verstanden werden. Eine systemunabha¨ngige Version stellt OPEN
MP dar. In diesem konkreten Fall wurde jedoch mit sogenannten Sun-style-Direktiven
gearbeitet, da ohnehin auf einem Sun-System gearbeitet wurde, und damit die
schnellsten Resultate zu erwarten sind. Beide Systeme sind sehr a¨hnlich und un-
terscheiden sich nur geringfu¨gig in ihrer Syntax. Die jeweils a¨ußeren Schleifen der
Spinfeldintegration (sowie andere parallelisierbare Schleifen) werden mit diesen Di-
rektiven versehen. Bei der Ausfu¨hrung des Programms werden diese Schleifen fu¨r
verschiedene Iterationsbereiche parallel auf den einzelnen Prozessoren berechnet. Je
nach Abha¨ngigkeit der Variablen mu¨ssen manche als Private bzw. Reduction dekla-
riert werden. Private-Variablen nehmen in den verschiedenen Threads verschiedene
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Werte (z.B. fu¨r Hilfsvariablen no¨tig) an (sozusagen kein Shared-Memory), Reduc-
tion-Variablen werden fu¨r Summen etc. verwendet, die in einer Schleife in verschie-
denen Threads aufgeteilt summiert wird, um am Ende der parallelisierten Schleife
das Gesamtergebnis vorliegen zu haben.
Somit wird das Programm hauptsa¨chlich auf einem Prozessor ausgefu¨hrt und nur bei
rechenintensiven Schleifen aufgespalten. Der große Vorteil dieser Methode liegt im
schnellen Zugriff auf das Shared-Memory von allen Threads (parallele Ausfu¨hrungs-
stra¨nge) aus. Das macht latenzzeitintensive Kommunikation u¨ber Netzwerkgera¨te
u¨berflu¨ssig.
Abschließend mo¨chten wir noch erwa¨hnen, dass ein Programm zur Geschwindigkeits-
optimierung unbedingt erst in seiner Grundkonzeption zu minimalisieren ist, d.h.,
unno¨tige Rechenschritte vermieden und umfangreiche Schleifen nur die absolut not-
wendigsten Rechenschritte enthalten sollten. Initialisierungen sind mo¨glichst immer
vor Schleifenanfang zu setzen. Der na¨chste Schritt besteht darin, einen zum jeweili-
gen Rechner passenden Compiler finden, der mo¨glichst aktuell sein sollte. Geschwin-
digkeitsunterschiede zwischen einzelnen Compilern sind enorm (bis zu einem Faktor
von ungefa¨hr 2.5−3.0). Zuletzt sollte man sich u¨ber verschiedene Compileroptionen
informieren, die auch geschwindigkeitsoptimierend wirken. Beispielsweise ist es rat-
sam, auf Rechnern mit Intel Prozessoren nicht den GNU-Compiler (bei Fortran 77:
f77 oder g77), sondern den neuesten Intelcompiler (bei Fortran: ifort oder ifc) zu
verwenden.
Sollte nach diesen Geschwindigkeitsoptimierungen das Programm immer noch zu
langsam sein, dann kann man eine Parallelisierung des Programms verwenden, wo-
bei eine Shared-Memory-Multiprozessormaschine meist die einfachere und schnel-
lere Lo¨sung darstellt. Ist dies nicht mo¨glich, ist bei der Parallelisierung fu¨r einen
Clusterrechner vor allem auf eine sinnvolle Aufgabenverteilung unter den einzelnen
Prozessen zu achten, um mo¨glichst große Abschnitte asynchron parallel berechnen
zu ko¨nnen, da die Synchronisation der einzelnen Prozesse den geschwindigkeitsbe-
grenzenden Faktor darstellt.
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