Abstract--The notion of convexity and its various generalization is important for quantitative and qualitative studies in operations research or applied mathematics. It has also been considered by many authors in fuzzy set theory. In this paper, we study the concept of (I)-convex and ~-quasiconvex fuzzy sets which was proposed by Chert et al. [1] , and develop some useful extrema properties of these fuzzy sets. We prove that any local maximizer of a (]D-convex fuzzy set is also a global maximizer, and that any strict local maximizer of a ~-quasiconvex fuzzy set is also a global maximizer. We also study the class of strictly 4~-convex (respectively, strictly ~-quasiconvex) fuzzy sets that is more restricted than the class of #-convex (respectively, ~-quasiconvex) fuzzy sets. We prove for both families of strictly ~-convex and strictly ~-quasiconvex fuzzy sets that every local maximizer is also the unique global maximizer. In addition, some applications to fuzzy decision making are discussed. (~)
INTRODUCTION
The notion of convexity and its various generalization is important for quantitative and qualitative studies in operations research or applied mathematics. It has also been considered by many authors in fuzzy set theory. Like a paper by Ammar and Metz [2] , a general fuzzy nonlinear programming problem is formulated with application of the concept of convexity. Different types of convexity and generalized convexity of fuzzy sets were studied by several authors, including Ammar [3] , Syau [4] , Wang and Jiang [5] , and Yang [6] , aiming at applications to fuzzy nonlinear programming.
Recently, Pini and Singh [7] considered a class of functions called (~1, ~2)-convex functions from a unified point of view: the function ~I describes a generalized convex combination of Typeset by .AA4S-~X arguments, and (I)2 determines generalized convex combinations of values. In this way, a large number of well-known and new convexity conditions can be included. The initial results of [7] inspired a great deal of subsequent work which has greatly expanded the role of ~-convexity in optimization and fuzzy optimization theory, see, for example, [1, [8] [9] [10] . In [8] , Matloka introduced the concept of ~-quasiconvex fuzzy sets and studied some of their properties. However, the definitions and proofs seem not very clear. In an earlier paper [1] , we introduced and studied the concept of aS-convex fuzzy sets.
Motivated both by earlier research works and by the importance of the concept of convexity, we study the concept of ~-convexity and ~-quasiconvexity for fuzzy sets, and develop some useful extrema properties of these fuzzy sets. In addition, some composition rules for ~-convex fuzzy sets are given. For example, a convex combination of ~-convex fuzzy sets is a ~-convex fuzzy set or an arbitrary intersection of ~-convex fuzzy sets is a ~-convex fuzzy set. Furthermore, some applications to fuzzy decision making are discussed.
P R E L I M I N A R I E S
Let R" denote the n-dimensional Euclidean space. In this paper, we restrict ourselves to fuzzy sets on the Euclidean space. The support of a fuzzy set # : R" ~ [0, 1], denoted by supp(#), is the set of points x in R" such that #(x) > 0 supp(#) = {x E R " : #(x) > 0}.
We adhere to the concepts and notations in [2] , in which a fuzzy set # : R" -- For two fuzzy sets #1, #2 on R ", #1 is said to be included in #2 (#1 C #2) if and only if #l(x) <_ #2(x) for all x e R ". The intersection of two sets #1 and #2, denoted by #1 A #2, is defined for all x C R ~ by
where the right-hand side of (2.1) denotes the minimum of #l(x) and #2(x). If {#j : j e J} is an arbitrary collection of fuzzy sets on R ~, then it can be easily checked that supp A #Jl C_ [~ supp(#j) .
jeJ / j~J
In particular, if J is a finite index set, say, Y = {1, 2 , . . . , k} for some positive integer k, then we have supp #j = supp(#j). [2] .) The fuzzy hypograph of a fuzzy set # • JF(Rn), denoted by f. hyp(#), is a subset of R n x (0, 1] defined by It is easy to see that an arbitrary intersection of (b-convex sets is a ~5-convex set. Recall [11] that, by definition, a set K C R n is said to be an invex set with respect to a function r] : g x K ~ R n if x, y E K implies that y + A~/(x,y) c K, 0 < A < 1.
It can be seen easily that every convex set is 4~-convex where (b(x, y, A) = Ax + (1 -A)y, and that every imzex set with ~(x,x) = O, where O is the origin of R n, is q~-convex by taking for every x, y C supp(#), A e [0, 1]. However, in maximizing a fuzzy decision (for details, see [12] ), such a ~-convexity does not ensure that a local maximizer is also a global maximizer. Therefore, we will study a modified fuzzy (b-convexity, proposed in [1] , guaranteeing that each local maximizer is also a global maximizer as will be shown later in this paper. In this paper, a fuzzy set # : R ~ -~ [0, 1] satisfying (2.2) will be called (b-quasiconvex, and strictly ~-quasiconvex if strict inequality holds for all x, y E supp(/~), x # y, and A E (0, 1]. We shall say, a fuzzy set # : R n -- Finally, we will briefly present the essence of Bellman and nadeh's general approach to decision making under fuzziness. Bellman et al. [12] introduced the basis of most optimization problems, in which both objective(s) and constraints in an ill-defined situation are represented by fuzzy sets. In the case presented, a collection of l objective functions G1, G2,..., Gl and m constraints C1, C2,..., Cm, defined on the decision space X, are assumed to be given. A fuzzy decision D in X is defined by its membership function
,,a,(x) ,,cl(x) * where x C X and • denote an appropriate aggregation operator. Due to the ease of computation, the most commonly used aggregation operator is the minimum operator. The biggest disadvantage of this operator is that it is completely noncompensatory. In contrast to the minimum operator, the arithmetical average aggregation operator is fully compensatory (for details, see [13] ). More explicitly, pt D (X) corresponding to the arithmetical average aggregation operator has to be
In addition, Bellman and Zadeh [12] pointed out that D might be expressed as a convex combination of the goals and constraints, with weighting coefficients reflecting the relative importance of the constituent terms.
If there exists a subset M c_ X for which/A D (X) reaches its maximum, then the fuzzy subset D M of D defined by max#D(X), forxEM,
elsewhere, will be said to be the optimal decision and any x in the support of D M will be referred to as a maximizing decision.
Recall that, by definition, a point x in the decision space X is a nondominated solution to the multiple objectives, #ol,..., #ct, #cl,..., #c,~, if no one objective can be improved without a simultaneous detriment to at least one of the other objectives. A nondominated solution is also known as a Pareto-optimal solution.
BASIC RESULTS
We start this section by showing that the support of any @-quasiconvex fuzzy set is a (crisp) @-convex set. REMARK 3.1. It can be seen easily that strictly @-convex fuzzy sets, @-convex fuzzy sets, and strictly @-quasiconvex fuzzy sets are all @-quasiconvex. Thus, by Theorem 3.1, we conclude that any of these fuzzy sets has @-convex support.
Next, we give a characterization of @-convex fuzzy sets in terms of their fuzzy hypographs. In view of the definitions of 0-convex fuzzy sets and strictly O-convex fuzzy sets, the following result can be easily established. 
., k, is strictly O-convex, then # is strictly O-convex.
REMARK 3.2. Since all t-norm operators are bounded above by minimum, we restrict ourselves to the aggregated fuzzy set # of #1, #2,-.., #k on ~'1~=1 supp(#j).
Next, we show that an arbitrary intersection of 0-convex (respectively, O-quasiconvex) fuzzy sets is a O-convex (respectively, O-quasieonvex) fuzzy set.
THEOREM 3.5. If {#j : j 6 J} is an arbitrary collection of O-convex fuzzy sets, then the intersection AjeJ #J is a O-convex fuzzy set.
PROOF. Let {#j : j C J} be a family of 0-convex fuzzy sets, x, y E supp(Aje J #~) and A E [0, 1].
We have seen that supp(Ajej#j) G ["ljsd supp(#j). It follows that x,y E supp(#j) for each jCJ.
Recall that: given nonempty subsets A and B of R 1, if both infA and infB exist in R 1, then inf(A + B) exists in R ~ and inf(A + B) = inf A + inf B. This observation, combined with the 0-convexity of each #j, implies that
A #j I (O(x,y,A)) = inf{ttj(O(x,y,A)) : j E J} >_ inf{A#j(x) + (l -A)#j(y) : j E d} j~d /
Hence, AieJ ~5 is a O-convex fuzzy set. | It can be easily checked from the proof of Theorem 3.5 that an intersection of a finite number of strictly O-convex fuzzy sets is a strictly O-convex fuzzy set. 
intersection Ab=l ~ is a
It follows at once from Theorem 3.5 (respectively, Theorem 3.6) that any fuzzy set has a smallest O-convex (respectively, O-quasiconvex) fuzzy set containing it.
DEFINITION 3.1. Suppose # E ~(R ~) are given, then the smalIest 4~-convex (respectively, O-quasiconvex) fuzzy set containing # is called the O-convex (respectively, O-quasiconvex) fuzzy hull of #.

MAIN RESULTS
Prom now on, we will also assume that for all x, y E S, If it is strictly O-convex, then a similar argument can be used to show that x* is the unique global maximizer. This completes the proof. | Clearly, the maximum of a O-convex fuzzy set can be attained at more than one point. The next result characterizes these points. To prove that the set of points at which p attains a global maximum over its support is a (b-convex (crisp) set, let a* be the maximum value of #. Then, by Theorem 3.3, = {z e R n I,(x) > is a (crisp) ~-convex set. This completes the proof. I
Results analogous to Theorem 4.1 can be obtained for the strictly ~-quasiconvex case. In other words, strict (b-quasiconvexity ensures that every local maximizer is also a global maximizer. This follows readily from the proof of Theorem 4.1. We have seen that the maximum of a (b-convex fuzzy set can be attained at more than one point. However, a strictly (b-quasiconvex fuzzy set # E Jr(R n) attains its maximum at no more than one point. The following theorem records these facts for strictly (b-quasiconvex fuzzy sets. We now show that # attains a global maximum over its support at no more than one point. Let x* E supp(#) be a global maximizer of # and suppose, by contradiction, that it is not a strict global maximizer of ~ over supp(#). Then, there exists an ~ E supp(#), ~ ¢ x*, such that Since strict (I)-quasiconvexity for fuzzy sets implies q~-quasiconvexity, it follows that supp(#) is a (crisp) (I)-convex set. By the strict (I)-quasieonvexity of #, we have for all A E (0, 1], #(~(:~, x*, A)) > minI#(x*), #(~)}, which contradicts the assumption that x* and 2 are global maximizers of # over supp(#). This completes the proof. | REMARK 4.1. It should be mentioned that strict 4~-quasiconvexity for fuzzy sets is not a proper generalization of ~5-convexity, but only of strict ~-convexity. We now discuss some applications of O-convex fuzzy sets to fuzzy decision making. Assume that we are given 1 fuzzy goals G1, G2,..., Gl, and m fuzzy constraints C1, C2,..., Cm in a space of alternatives X C R ~ such that r = supp (#31) N supp (#32) A... A supp (#c,) A supp (#cl) f3 supp (#c2) A... G supp (#C~) is nonempty. Denote by D1 (respectively, D2) the resulting fuzzy decision by using the minimum aggregation operator (respectively, a strict convex combination) of the goals and constraints.
According to Theorem 3.4, Corollary 3.1, and Theorem 3.5, we have the following result. As pointed out in [13] , the resulting fuzzy decision D1 by using the minimum aggregation operator does not guarantee nondominated solutions. In contrast to the minimum operator, it can be checked easily that the maximizing decisions of D2 are nondominated solutions. Results analogous to Part (1) of Theorem 4.5 can be obtained for the ~5-quasiconvex case by Theorem 3.6 and Corollary 3.2. (1) If fuzzy goals G1, G2,..., Gl, and fuzzy constraints C1, C2,..., C,~, are (I)-quasiconvex, then the set of maximizing decisions of the fuzzy decision D1 is a (crisp) (I)-eonvex set. (2) If fuzzy goals C1, C2,..., Cl, and fuzzy constraints C1, 6"2,..., Cm, are ~-convex, then the set of maximizing decisions of the fuzzy decision D1 (and D2) is a (crisp) ~5-convex set. (3) If fuzzy goals G1, G2,..., Gl, and fuzzy constraints C1, C2,..., Cm, are strictly (I)-quasiconvex (or strictly (b-convex), then the set of maximizing decisions of the fuzzy decision D1 (and D2) is a singleton or an empty set.
