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Luku 1
Johdanto
Tämä pro gradu -työ käsittelee toisen asteen elliptisiä osittaisdifferentiaaliyhtälöitä sekä
näiden ominaisarvo-ongelmia. Tarkastelut perustuvat pääasiassa Lawrence C. Evansin
osittaisdifferentiaaliyhtälöiden kirjaan [Eva98]. Useita Evansin kirjasta otettujen lauseiden
todistuksia on täydennetty luettavuuden parantamiseksi. Lukijalta odotetaan tuntemusta
mitta- ja integrointiteorian perusteista sekä funktionaalianalyysista.
Aloitamme määrittelemällä multi-indeksit ja heikot derivaatat sekä Sobolev-avaruudet,
joissa osittaisdifferentiaaliyhtälömme ratkeavuutta on mielekästä tarkastella. Tämän jäl-
keen käymme läpi jatkon kannalta oleellisia lauseita ja tuloksia ennen siirtymistä varsi-
naisiin elliptisiin yhtälöihin.
Elliptisiä yhtälöitä tarkastelemme ensin yleisesti: osoitamme, millaisilla ehdoilla tietyn
muotoisilla osittaisdifferentiaaliyhtälöillä on ratkaisuja ja milloin ratkaisu on yksikäsittei-
nen. Lopulta, todistettuamme ratkaisujen olemassaoloa käsittelevän Lauseen 3.50 heikoil-
le ratkaisuille, saamme syyn tutkia differentiaalioperaattorin spektriä, ominaisarvoja sekä
ominaisfunktioita. Työn tärkeimmät tulokset ovat Luvussa 4, jossa todistetaan sekä sym-
metrisen että ei-symmetrisen operaattorin ominaisarvoja sekä ominaisfunktioita koskevia
tuloksia.
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Luku 2
Sobolev-avaruudet
Tässä osiossa tutustumme Sobolev-avaruuksiin ja käymme läpi niitä merkintöjä, määri-
telmiä ja tuloksia, joita tekstissä käytetään ja joiden tuntemuksen otamme pääosin an-
nettuna.
2.1 Merkintöjä ja määritelmiä
Jatkossa oletamme, että U ⊂ Rn on rajoitettu alue, siis avaruuden Rn rajoitettu, avoin
ja yhtenäinen osajoukko, jollei muuta asiasta ole mainittu.
Määritelmä 2.1 (Funktion kantaja). Funktion f : U → C, U ⊂ Rn kantaja supp f on
joukon A = {x ∈ U | f(x) $= 0} sulkeuma, siis
supp f = A = {x ∈ U | f(x) $= 0}.
Määritelmä 2.2 (Testifunktiot). Testifunktiot ovat äärettömän monta kertaa derivoi-
tuvia, kompaktikantajaisia alueen U ⊂ Rn funktioita φ : U → C. Näiden funktioiden
joukkoa merkitään C∞0 (U).
Määritelmä 2.3 (Multi-indeksit).
i) Multi-indeksi on vektori α = (α1,α2, . . . ,αn), missä αk ∈ Z+ ∪ {0}, k = 1, . . . , n.
2
ii) Multi-indeksin itseisarvo on |α| = α1 + . . .+ αn.
iii) Annetulle multi-indeksille α määritellään derivaattaoperaattori Dα asettamalla
Dα =
∂|α|
∂xα11 · · · ∂xαnn
.
2.2 Sobolev-avaruudet
Määrittelemme Sobolev-avaruudet ja käymme läpi niiden perusominaisuuksia. Sobolev-
avaruudet osoittautuvat luonnollisiksi avaruuksiksi tutkittaessa osittaisdifferentiaaliyhtä-
löiden yleistettyjä, heikkoja ratkaisuja.
Ideatasolla uuden avaruuden käyttöönotto on selvää: k kertaa jatkuvasti derivoituvien
funktioiden avaruus Ck(U) asettaa funktioille liikaa rajoituksia, L2(U) taasen on funk-
tioavaruutena liian laaja tarkoituksiimme. Tarvitaan jotakin tältä väliltä: avaruus, jonka
funktiot ovat tarpeeksi hyvin käyttäytyviä, mutta joilta ei kuitenkaan vaadita perinteistä
derivoituvuutta.
Aloitamme määrittelemällä heikot derivaatat, perinteisten osittaisderivaattojen yleistyk-
set.
Määritelmä 2.4. Olkoot u, v ∈ L1loc(U), U ⊂ Rn avoin joukko ja α multi-indeksi. Sa-
nomme, että v on funktion u kertaluvun α heikko osittaisderivaatta,
Dαu = v,
jos kaikilla testifunktioilla φ ∈ C∞0 (U) on voimassa integraalikaava
(2.5)
∫
U
uDαφ dx = (−1)|α|
∫
U
vφ dx.
Jos funktiolla on olemassa heikko derivaatta, se on yksikäsitteinen:
Lemma 2.6. Funktion v kertaluvun α heikko derivaatta Dαv ∈ L1loc(U) yksikäsitteinen.
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Todistus. Oletetaan, että v, v˜ ∈ L1loc(U) toteuttavat yhtäsuuruudet∫
U
uDαφ dx = (−1)|α|
∫
U
vφ dx = (−1)|α|
∫
U
v˜φ dx
kaikilla φ ∈ C∞0 (U). Tällöin
(2.7)
∫
U
(v − v˜)φ dx = 0
kaikilla φ ∈ C∞0 (U), jolloin on pakko olla v(x)− v˜(x) = 0 melkein kaikilla x ∈ U . Esitetään
tämän todistuksen luonnos.
Tehdään vastaoletus: on olemassa mitallinen joukko A ⊂ U , jossa v(x)− v˜(x) > 0, kaikilla
x ∈ A ja m(A) > 0. Valitaan nyt testifunktio φ0 ∈ C∞0 (A) ⊂ C∞0 (U). Tällöin∫
A
(v − v˜)φ0 dx > 0,
mikä on ristiriita.
Kiinnitetään 1 ≤ p <∞ ja annetaan luvun k olla ei-negatiivinen kokonaisluku. Määritte-
lemme seuraavaksi Sobolev-avaruudet, joiden alkioilla on heikot derivaatatLp-avaruuksissa.
Määritelmä 2.8 (Sobolev-avaruudet). Sobolev-avaruus
W k,p(U), U ⊂ Rn,
on niiden lokaalisti integroituvien funktioiden u : U → C joukko, jonka jäsenillä on
olemassa kaikki heikot derivaatat kertalukuun k saakka. Siis Dαu on olemassa heikossa
mielessä kaikilla |α| ≤ k ja tämä heikko derivaatta kuuluu avaruuteen Lp(U).
Huomautus 2.9. Jatkossa käytämme lyhempää merkintää
H1(U) = W 1,2(U)
milloin se vain on mahdollista.
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Esimerkki 2.10. Osoitetaan, että funktio f : U )→ [0, 1], f(x) = |x|, kuuluu Sobolev-
avaruuteen H1(U), missä U on reaaliakselin väli ]− 1, 1[, ja että heikko derivaatta on
f ′(x) =
{−1, kun −1 < x < 0
1, kun 0 < x < 1.
Selvästi funktio f kuuluu avaruuteen L2(U). Olkoon φ mielivaltainen välin ]− 1, 1[ testi-
funktio. Näytetään, että osittaisintegrointikaava (2.5) on voimassa:∫ 1
−1
f ′(x)φ(x) dx =
∫ 0
−1
−φ(x) dx+
∫ 1
0
φ(x) dx
=
0/
−1
−xφ(x)−
∫ 0
−1
−xφ′(x) dx+
1/
0
xφ(x)−
∫ 1
0
xφ′(x) dx
= −
∫ 0
−1
−xφ′(x) dx−
∫ 1
0
xφ′(x) dx = −
∫ 0
−1
|x|φ′(x) dx−
∫ 1
0
|x|φ′(x) dx
= −1 ·
∫ 1
−1
|x|φ′(x) dx.
Koska lisäksi f ′ ∈ L2(U), niin itseisarvofunktio f todella on heikosti derivoituva ja sen
derivaatta on esimerkin alussa määritelty f ′.
Koska itseisarvofunktio ei ole jatkuvasti derivoituva, niin on näytetty avaruuden H1(U)
olevan laajempi kuin C1(U). Käydään seuraavaksi läpi esimerkki siitä, että hyvinkin yk-
sinkertainen funktio voi olla liian huonosti käyttäytyvä ollakseen heikosti derivoituva.
Esimerkki 2.11. Positiivisten reaalilukujen karakteristinen funktio
χR+(x) =
{
0, kun x ≤ 0
1, kun x > 0
ei ole heikosti derivoituva. Osoitetaan tämä vastaesimerkillä. Valitaan ensin mielivaltainen
testifunktio φ ja lasketaan∫
R
χ+(x)φ
′(x) dx =
∫ ∞
0
φ′(x) dx = −φ(0),
5
missä viimeinen yhtäsuuruus seuraa siitä, että testifunktiot ovat derivoituvia ja kompak-
tikantajaisia funktioita. Jos meillä nyt olisi olemassa funktion χ+ heikko derivaatta g,
tulisi sen toteuttaa ehto
I =
∫
R
g(x)φ(x) dx = −
∫
R
χ+(x)φ
′(x) dx = φ(0)
kaikilla testifunktioilla φ ∈ C∞0 (R), erityisesti sellaisilla, joilla φ(0) = 0 ja φ $≡ 0. Tällöin
g(x) = 0 melkein kaikilla x ∈ R. Jos nyt valitaan testifunktio, jolle φ(0) $= 0, niin
I = 0 $= φ(0) ja saadaan haluttu ristiriita.
Määritelmä 2.12 (Sobolev-avaruuden normi). Sobolev-avaruuden W k,p(U) normi mää-
ritellään kaavalla
||u||Wk,p(U) =
∑
|α|≤k
∫
U
|Dαu|p dx
1/p .
Tässä työssä tutkimme osittaisdifferentiaaliyhtälöitä 0-reunaehdoilla, joten määrittelem-
me seuraavaksi näitä vastaavan Sobolev-avaruuden.
Määritelmä 2.13 (Avaruus H10 (U)). Sobolev-avaruus H10 (U) on niiden funktioiden u
joukko, jonka jäsenille
u ∈ C∞0 (U)
|| · ||W1,2 .
Funktio u kuuluu siis avaruuteenW k,p0 (U), jos ja vain jos on olemassa jono (um) siten että
um ∈ C∞0 (U) kaikilla m ∈ N ja jono (um) suppenee Sobolev-normin || · ||Wk,p(U) mielessä
kohti funktiota u ∈ W k,p(U). Yksinkertaistaen voimme tulkita tämän tarkoittavan sitä,
että
′′Dαu(x) = 0, jokaisella x ∈ ∂U ja |α| ≤ k − 1′′.
Asian täsmällinen käsittely vaatisi funktion u reuna-arvon u|∂U määrittelyä ja se tässä
esityksessä sivuutetaan.
Tarkastelemme seuraavaksi Sobolev-avaruuksien perusominaisuuksia. Havaitaan, että hei-
kot derivaatat noudattavat perinteisten derivaattojen kaltaisia lainalaisuuksia.
Lause 2.14 (Heikkojen derivaattojen ominaisuuksia). Olkoot u, v ∈ W k,p(U) ja |α| ≤ k.
Tällöin
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i) Dαu ∈ W k−|α|,p(U) ja Dβ(Dαu) = Dα(Dβu) = Dα+βu kaikilla multi-indekseillä α ja
β, joilla |α|+ |β| ≤ k.
ii) Jokaisella λ, µ ∈ R on λu+µv ∈ W k,p(U) ja Dα(λu+µv) = λDαu+µDαv, |α| ≤ k.
iii) Jos V on joukon U avoin osajoukko, niin u ∈ W k,p(V ).
iv) Jos ζ ∈ C∞0 (U), niin ζu ∈ W k,p(U) ja
Dα(ζu) =
∑
β≤α
(
α
β
)
DβζDα−βu.
Todistus. Todistus on kirjassa [Eva98, 5.2.3 Theorem 1].
Siinä missä väitteet ovat totta sileille funktioille, täytyy Sobolev-avaruuksien tilanteessa
aina tukeutua heikkojen derivaattojen määrittelyyn ja testifunktioiden sekä osittaisin-
tegrointikaavan käyttämiseen.
Lause 2.15 (W k,p funktioavaruutena). Avaruus W k,p on Banach-avaruus kaikilla luvuilla
k = 1, . . . ja 1 ≤ p ≤ ∞.
Todistus. Tarkistetaan ensin, että || · ||Wk,p(U) todella on normi. Selvästi
||λu||Wk,p(U) = |λ|||u||Wk,p(U)
kaikilla λ ∈ R ja
||u||Wk,p(U) = 0, jos ja vain josu = 0 melkein kaikilla x ∈ U.
Oletetaan seuraavaksi, että u, v ∈ W k,p(U). Jos nyt 1 ≤ p < ∞, niin kolmioepäyhtälöstä
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ja Minkowskin epäyhtälöstä saadaan
||u+ v||Wk,p(U) =
∑
|α|≤k
||Dαu+Dαv||Lp(U)
1/p
≤
∑
|α|≤k
||Dαu||Lp(U) + ||Dαv||Lp(U)
1/p
≤
∑
|α|≤k
||Dαu||Lp(U)
1/p +
∑
|α|≤k
||Dαv||Lp(U)
1/p
= ||u||Wk,p(U) + ||v||Wk,p(U),
joten normilta vaadittu kolmioepäyhtälö on voimassa.
Osoitetaan vielä, että W k,p(U) on täydellinen. Olkoon (um)∞m=1 Cauchy-jono avaruudessa
W k,p(U). Tällöin (Dαum)∞m=1 on Cauchy-jono avaruudessa Lp(U) jokaisella |α| ≤ k. Koska
avaruus Lp(U) on täydellinen, löydetään sellaiset funktiot uα ∈ Lp(U), että
Dαum → uα ∈ Lp(U), jokaisella |α| ≤ k.
Erityisesti, kun merkitään u = u(0,...,0), niin
um → u(0,...,0) = u ∈ Lp(U).
Väitämme, että
(2.16) u ∈ W k,p(U), ja Dαu = uα kaikilla |α| ≤ k.
Kiinnitetään testifunktio φ ∈ C∞0 (U). Nyt voimme laskea∫
U
uDαφ dx = lim
m→∞
∫
U
umD
αφ dx = lim
m→∞
(−1)|α|
∫
U
Dαumφ dx = (−1)|α|
∫
U
uαφ dx.
Näin kohta (2.16) pätee, Dαum → Dαu avaruudessa Lp(U) jokaisella |α| ≤ k ja näin ollen
um → u ∈ W k,p(U), kuten väitimmekin.
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Huomautus 2.17. Jatkon kannalta olennaisiksi osoittautuvat avaruudetH1(U) jaH10 (U).
Erityisiksi nämä avaruudet tekee se, että normin määrää sisätulo
(u, v)H1(U) =
∫
U
u · v +Du ·Dv dx, u, v ∈ H1(U)
missä v ja Dv ovat funktion v ja sen derivaatan Dv kompleksikonjugaatit. Näin määritelty
sisätulo tekee avaruuksista H1(U) ja H10 (U) täydelliset sisätuloavaruudet, eli Hilbert-
avaruudet.
Lause 2.18 (Globaali approksimointi sileillä funktioilla). Olkoon U ⊂ Rn avoin ja rajoi-
tettu joukko sekä ∂U sileä. Oletetaan, että u ∈ W k,p(U), missä 1 ≤ p < ∞. Tällöin on
olemassa sellaiset sileät funktiot um ∈ C∞(U), että
um → u ∈ W k,p(U).
Todistus. Todistus on kirjassa [Eva98, 5.3.3. Theorem 3].
Todistuksen ideana on siirtyä reunapisteestä x0 ∈ ∂U riittävän pitkälle alueen sisäpuo-
lelle, jotta silottaminen on mahdollista. Käyttämällä ykkösen ositusta näistä silotuksista
saadaan aikaiseksi jono sileitä funktioita, jotka suppenevat kohti tarkasteltavaa funktio-
ta.
Tarvitsemme seuraavaa lemmaa osoittaessamme, että Sobolev-avaruuteen H10 (U) kuulu-
van funktion u positiivinen osa u+ ja negatiivinen osa u− kumpikin kuuluvat samaiseen
Sobolev-avaruuteen.
Lemma 2.19 (Yhdistetyn funktion derivointi). Olkoot f jatkuvasti derivoituva funktio
f ∈ C1(R), f ′ ∈ L∞(R) ja u ∈ W 1,2(U). Tällöin f ◦ u ∈ W 1,2(U) ja D(f ◦ u) = f ′(u)Du.
Todistus. Approksimaatiolauseen 2.18 mukaan on olemassa jono sileitä funktiota (um),
joille pätee um → u ja Dum → Du jokaisella prekompaktilla joukolla G ⊂⊂ U . Nyt
differentiaalilaskennan väliarvolauseen mukaan saadaan∫
G
|f ◦ um(x)− f ◦ u(x)| dx =
∫
G
|f(um(x))− f(u(x))| dx
≤ ||f ′||L∞(U)
∫
G
|um(x)− u(x)| dx→ 0, kun m→∞.
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Siis f ◦ um → f ◦ u ∈ L1loc(U) ja erityisesti f ◦ u ∈ L1(U).
Näytetään vielä, että D(f ◦ um) → f ′(u)Du ∈ L1(G) jokaisella kompaktilla joukolla
G ⊂⊂ U . Ensinnä havaitaan, että f ◦ um ∈ C1, joten∫
G
|f ′(u)Du−D(f ◦ um)| dx =
∫
G
|f ′(u)Du− f ′(um)Dum| dx
=
∫
G
|f ′(u) (Du−Dum) + f ′(u)Dum −Dum (f ′(um)− f ′(u))− f ′(u)Dum| dx
=
∫
G
|− f ′(u)(Du−Dum)−Du(f ′(um)− f ′(u))| dx
≤
∫
G
|f ′(u)||Dum −Du| dx+
∫
G
|Du||f ′(um)− f ′(u)| dx
≤ ||f ′||∞||Dum −Du||1 +
∫
G
|Du||f ′(um)− f ′(u)| dx.
Ensimmäisessä termissä tulo ||f ′||∞||Dum−Du||1 lähenee arvoa nolla, sillä alussa oletim-
me um → u ja Dum → Du.
Toisen termin kohdalla oikeutamme rajankäynnin dominoidun konvergenssin lauseen avul-
la: integrandilla |Du||f ′(um)− f ′(u)| on majoranttina 2|Du|||f ′||∞ ∈ L1(G), joten rajan-
käynnin voi siirtää integraalin sisään. Koska f ′ on jatkuva ja um(x)→ u(x), lähenee myös
jälkimmäinen termi arvoa nolla, kun m→∞.
Lause 2.20 (u+, u− ∈ H1(U)). Olkoon u ∈ H1(U). Tällöin funktiot u+ = max{u, 0},
u− = min{u, 0} ja |u| kuuluvat avaruuteen H1(U) ja
Du+ =
Du, u > 00, u ≤ 0
Du− =
Du, u < 00, u ≥ 0
D|u| =

Du, u > 0
0, u = 0
−Du, u < 0.
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Todistus. Osoitetaan lause todeksi ensin funktiolle u+. Olkoon ( positiivinen reaaliluku
ja φ testifunktio. Määritellään funktio
f$(t) =
{
(t2 + (2)1/2 − (, kun t > 0
0, kun t ≤ 0,
jolloin
f ′$(t) =

t√
t2 + (2
, kun t > 0
0, kun t ≤ 0
ja f ∈ C1(R) sekä |f(u)| ≤ 1 kaikilla t ∈ R. Lemman 2.19 mukaan f$ ◦ u on heikosti
derivoituva ja näin ollen osittaisintegrointikaavan (2.5) mukaan∫
U
D(f$ ◦ u)φ dx = −
∫
U
f$ ◦ uDφ dx
ja siis∫
{x | u(x)>0}
u(x)√
u2(x) + (2
·Du(x)φ(x) dx = −
∫
{x | u(x)>0}
(
√
u(x)2 + (2 − ()φ′(x) dx.
Vasemman puolen integrandille saadaan arvio D(f$ ◦ u)φ ≤ |Duφ| ∈ L1(U) ja oikean
puolen integrandille arvio f$ ◦ uDφ ≤ |u + (||Dφ| ∈ L1(U), joten kummassakin voidaan
dominoidun konvergenssin lauseen mukaan suorittaa rajankäynti (→ 0 ennen integrointia
ja saadaan∫
{x | u(x)>0}
Duφ dx =
∫
U
Du+φ dx = −
∫
{x | u(x)>0}
u(x)Dφ dx = −
∫
U
u+(x)Dφ(x) dx.
Koska u− = (−u)+ ja |u| = u+ + u−, niin lauseen muut väitteet seuraavat edellisestä.
2.3 Tunnettuja lauseita ja tuloksia
Tulevissa tarkasteluissa tarvitsemme joitakin tuloksia, joiden todistuksia ei muusta esi-
tyksestä poikkeavan luonteensa tai laajuutensa vuoksi tässä esitellä sen tarkemmin.
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Fréchetin-Rieszin esityslause antaa olemassaolon ja yksikäsitteisen sisätuloesityksen line-
aariselle funktionaalille Hilbert-avaruudessa. Fréchetin-Rieszin lausetta käytetään Lax-
Milgramin lauseen todistuksessa, joka omalla tavallaan on yleistys seuraavasta lauseesta
[BB54].
Lause 2.21 (Fréchetin-Rieszin esityslause). Olkoon X Hilbert-avaruus ja ( , ) siinä mää-
ritelty sisätulo. Jokaiselle jatkuvalle lineaariselle funktionaalille L : X → C on olemassa
tasan yksi sellainen elementti y∗ ∈ X, että kaikille x ∈ X on voimassa
Lx = (y∗, x).
Todistus. Todistus on Rudinin kirjassa [Rud87, 2.14 Theorem].
Todistamme seuraavaksi yksinkertaisen version Poncarén epäyhtälöstä.
Lause 2.22 (Poincarén epäyhtälö). Olkoon U rajoitettu alue avaruudessa Rn. Oletetaan,
että u ∈ W 1,20 (U). Tällöin on voimassa epäyhtälö
||u||L2(U) ≤ C||Du||L2(U).
Lisäksi vakio C riippuu ainoastaan dimensiosta n sekä alueesta U .
Todistus. Lauseen 2.18 mukaan C∞0 -funktiot ovat tiheässä avaruudessa H1(U), joten riit-
tää tarkastella tapausta, jossa funktio on jatkuvasti derivoituva.
Olkoon alueen U halkaisija
a = diamU = sup
x,y∈U
{|x− y| | x, y ∈ U}.
Koska Lebesguen integraali on translaatio- ja rotaatioinvariantti, ja koska oletimme läh-
töjoukon rajoitetuksi alueeksi, saamme koordinaatiston siirrolla ja kierrolla aikaiseksi ti-
lanteen, jossa alueen halkaisija sijaitsee xn-akselilla välillä [0, a]. Yleisyyttä menettämättä
voimme siis olettaa, että alue U sijaitsee n-kuutiossa, jonka kärki on origossa ja jonka
särmien pituus on a.
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Kirjoitetaan x = (x′, xn), missä xn = (x1, . . . , xn−1). Oletimme, että funktio u on derivoi-
tuva, joten integraalilaskennan peruslauseen sekä standardiarvion mukaisesti saamme
|u(x)| = |u(x′, xn)| =
∣∣∣∣∫ xn
0
∂nu(x
′, t) dt
∣∣∣∣ ≤ ∫ a
0
|∂nu(x′, t)| dt.
Nyt Cauchyn-Schwartzin epäyhtälöstä saadaan∫ a
0
|∂nu(x′, t)| dt =
∫ a
0
|1 · ∂nu(x′, t)| dt ≤ a1/2
(∫ a
0
|∂nu(x′, xn)|2 dt
)1/2
.
Näin ollen on voimassa epäyhtälö
|u(x′, xn)|2 ≤ a
∫ a
0
|∂nu(x′, t)|2 dt.
Integroidaan molemmat puolet muuttujan xn suhteen ja saadaan∫ a
0
|u(x′, xn)|2 dxn ≤ a2
∫ a
0
|∂nu(x′, t)|2 dt.
Kun vielä integroidaan muuttujan x′ yli päästään arvioon∫
U
|u(x)|2 dx ≤ a2
∫
U
|∂nu(x)|2 dx ≤ a2
∫
U
|Du(x)|2 dx,
sillä aina on voimassa epäyhtälö |∂nu(x)| ≤| Du(x)|.
Edellisen epäyhtälön mukaan voisimme määritellä avaruuden H10 (U) normin käyttäen pel-
kästään funktion u derivaattaa, sillä ||Du||L2 ≤ ||u||H10 ≤ (C +1)1/2||Du||L2 , joten normit
ovat ekvivalentit.
2.4 Kompaktit upotukset ja kompaktit operaattorit
Tutkiessamme symmetristä elliptistä operaattoria ja sen ominaisarvoja tulemme hyödyn-
tämään kompaktien operaattorien teoriaa. Ensimmäisenä määrittelemme, mitä tarkoi-
tamme kompaktilla upotuksella.
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Määritelmä 2.23. Olkoot X ja Y Banach-avaruuksia, X ⊂ Y . Sanomme, että Xuppoaa
kompaktisti avaruuteen Y , merkitään X ⊂⊂ Y , jos
i) ||x||Y ≤ C||x||X , jollakin vakiolla C ∈ R ja kaikilla x ∈ X,
ii) jokainen rajoitettu joukko avaruudesta X kuvautuu prekompaktiksi avaruuden Y
joukoksi.
Koska avaruuden W 1,p(U) tutkiminen osoittautuu toisinaan hankalaksi, johtuen osittain
avaruudenW 1,p(U) normin määritelmästä, haluamme upottaa tämän avaruuden kompak-
tisti johonkin helpommin lähestyttävään avaruuteen. Ratkaisun ongelmaan tuo seuraava
lause.
Lause 2.24 (Rellich-Kondrachovin upotuslause). Olkoon U avaruuden Rn rajoitettu ja
avoin joukko, jolla on sileä reuna, ∂U ∈ C1. Oletetaan, että 1 ≤ p < n. Tällöin W 1,p(U)
voidaan upottaa kompaktisti joukkoon Lq(U), eli
W 1,p(U) ⊂⊂ Lq(U)
jokaisella 1 ≤ q < p∗, missä p∗ = np/(n− p).
Todistus. Lauseen laajemman muodon todistus on kirjassa [Ada75, Theorem 6.2].
Erityisesti siis W 1,2(U) ⊂⊂ L2(U). Rellich-Kondrachovin lause kertoo meille, että mieli-
valtainen rajoitettu joukko avaruudesta H1(U) on prekompakti avaruudessa L2(U). Seu-
raavaksi määrittelemme kompaktin operaattorin. Määritelmästä näemme edellisen lauseen
hyödyn.
Määritelmä 2.25 (Kompakti operaattori). Sanomme, että rajoitettu operaattori T :
X → Y on kompakti, jos ja vain jos mielivaltaisen rajoitetun joukon A ⊂ X kuvajoukko
T (A) ⊂ Y on prekompakti.
Olemme näin saaneet määriteltyä kompaktit upotukset ja kompaktit operaattorit. Seuraa-
vaksi tutustumme niihin funktionaalianalyysin kompakteja operaattoreja koskeviin lausei-
siin, joita hyödynnämme elliptisen osittaisdifferentiaaliyhtälön ratkaisun olemassaolon ja
14
yksikäsitteisyyden todistamisessa ja joiden avulla Luvussa 4 tarkastelemme operaattorim-
me ominaisarvoja ja ominaisfunktioita.
Seuraava tarvittava työkalu on Fredholmin alternatiivi. Lause muotoillaan osittaisdiffe-
rentiaaliyhtälöihin soveltuvaan muotoon kohdassa 3.34
Lause 2.26 (Fredholmin alternatiivi). Olkoon K kompakti ja lineaarinen operaattori
Hilbert-avaruudelta H itselleen ja I identtinen kuvaus. Tällöin
i) ker(I −K) on äärellisulotteinen,
ii) Kuva-avaruus (I −K)(H) on suljettu,
iii) (I −K)(H) = ker(I −K∗)⊥,
iv) ker(I −K) = {0}, jos ja vain jos (I −K)(H) = H,
v) dimker(I −K) = dimker(I −K∗).
Todistus. Todistus on kirjassa [Eva98, D.5. Theorem 5]
Fredhlmin alternatiivi takaa erityisesti sen, että jokoYhtälöllä u−Ku = fon yksikäsitteinen ratkaisu jokaisella f ∈ H(2.27)
tai Homogeenisella yhtälöllä u−Ku = 0on ei-triviaaliratkaisu u $≡ 0.(2.28)
Lisäksi, jos kohta (2.28) on voimassa, ratkaisujen muodostama avaruus on äärellisulottei-
nen ja ei-homogeenisella yhtälöllä
u−Ku = f
on ratkaisu jos ja vain jos f ∈ ker(I −K∗)⊥.
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Lause 2.29 (Kompaktin operaattorin spektri). Olkoon dimH = ∞ ja K : H → H
kompakti operaattori. Tällöin on olemassa enintään numeroituva joukko Σ ⊂ R, jolla ei
ole nollaa lukuunottamatta kasaantumispistettä, ja jonka komplementin alkioilla λ $= 0,
λ /∈ Σ on olemassa yksikäsitteiset ratkaisut x ∈ H yhtälöille
λx−Kx = y,(2.30)
λx−K∗x = y,(2.31)
jokaisella y ∈ H.
Todistus. Todistus on kirjassa [GT77, Theorem 5.11].
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Luku 3
Toisen asteen elliptiset yhtälöt
3.1 Elliptiset yhtälöt
Tutkimme reuna-arvo-ongelmaa
(3.1)
{
Lu(x) = f(x) x ∈U
u(x) = 0 x ∈∂U,
missä U ⊂ Rn on avoin ja rajoitettu joukko ja u : U → C on tuntematon funktio. Tässä f :
U → C on annettu funktio ja L merkitsee toisen asteen osittaisdifferentiaalioperaattoria,
joka on joko divergenssimuodossa
(3.2) Lu = −
n∑
i,j=1
∂
∂xj
(aij(x)uxi) +
n∑
i=1
bi(x)uxi + c(x)u
tai ei-divergenssimuodossa
(3.3) Lu = −
n∑
i,j=1
aij(x)uxixj +
n∑
i=1
bi(x)uxi + c(x)u,
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missä kummassakin funktiot aij, bi ja c ovat annettuja, i, j = 1, . . . , n, ja alaindeksit xi
ja xj viittaavaat osittaisderivaattoihin ∂/∂xi ja ∂/∂xj.
Kohdan (3.2) nimitys johtuu siitä, että yhtälö voidaan kirjoittaa muodossa
Lu(x) = −∇ · a(x)∇u+ b(x) ·∇u+ c(x)u,
missä a on n× n-matriisi, b on n-vektori ja c skalaarifunktio.
Määritelmä 3.4. Osittaisdifferentiaalioperaattori L on elliptinen, jos on olemassa vakio
θ > 0 siten että
(3.5) Re
(
n∑
i,j=1
aij(x)ξiξj
)
≥ θ|ξ|2
melkein kaikilla x ∈ U ja kaikilla ξ ∈ Cn, missä |ξ|2 = (|ξ1|2 + . . .+ |ξn|2).
3.2 Heikot ratkaisut
Tutkitaan divergenssimuodossa annettua reuna-arvo-ongelmaa (3.1). Tarkoituksena on
ensin konstruoida sopiva heikko ratkaisu ja sen jälkeen tarkastella sen sileyttä ja muita
ominaisuuksia.
Tässä luvussa oletetaan, että aij, bi, c ∈ L∞(U), kaikilla i, j = 1, . . . , n ja f ∈ L2(U).
Mielekkään johdannon saamiseksi tarkastelemme ensin tilannetta, jossa funktio u on on-
gelman (3.1) sileä ratkaisu u ∈ C∞0 (U). Kerrotaan kohdan (3.1) ensimmäisen yhtälön
molemmat puolet konjugoidulla testifunktiolla φ ∈ C∞0 (U) ja integroidaan näin saadun
yhtälön vasemman puolen ensimmäinen termi osittain:∫
U
φ
(
−
n∑
i,j
∂
∂xj
(ai,juxi) +
n∑
i=1
biuxi + cu
)
dx =
∫
U
fφ dx
∫
U
(
n∑
i,j
ai,juxiφxj +
n∑
i=1
biuxiφ+ cuφ
)
dx =
∫
U
fφ dx.
Haluamme yleistää näin saadun ehdon alkuarvo-ongelmamme ratkaisun määritelmäksi
myös niissä tapauksissa, joissa ratkaisufunktio u kuuluu avaruuteen H10 (U).
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Määritelmä 3.6 (Seskvilineaarimuoto ja heikko ratkaisu).
i) Divergenssimuotoiseen elliptiseen operaattoriin L, joka on määritelty muodossa (3.2),
liittyvä seskvilineaarinen neliömuoto B[ , ] on
(3.7) B[u, v] =
∫
U
n∑
i,j=1
aijuxivxj +
n∑
i=1
biuxiv + cuv dx,
missä u, v ∈ H10 (U).
ii) Funktio u ∈ H10 (U) on reuna-arvo-ongelman (3.1) heikko ratkaisu, jos
(3.8) B[u, v] = (f, v)
kaikilla v ∈ H10 (U), missä ( , ) ilmaisee tavallisen kompleksiarvoisten funktioiden
sisätulon avaruudessa L2(U).
Määrittelemämme neliömuoto B[u, v] : H10 (U) × H10 (U) → C on seskvilineaarinen, siis
lineaarinen ensimmäisen muuttujan suhteen ja antilineaarinen toisen muuttujan suhteen:
B[x+ y, u+ v] = B[x, u] + B[x, v] + B[y, u] + B[y, v], ja
B[ax, bu] = aB[x, bu] = abB[x, u],
missä x, y, u, v ∈ H10 (U) ja a, b ∈ C.
3.3 Maksimiperiaatteita
Tarkastellessamme ominaisarvo-ongelmia tarvitsemme työvälineiksemme vielä elliptisten
yhtälöiden maksimiperiaatteen sekä Hopfin lemman.
Tässä luvussa oletamme, että elliptinen operaattori on ei-divergenssimuodossa (3.3), ker-
roinfunktiot aij(x), bi(x) ja c(x) ovat jatkuvia ja että elliptisyysehto (3.5) pätee vakiolla
θ > 0. Lisäksi oletamme, että aikaisemminkin vaadittu symmetriaehto aij(x) = aji(x) on
voimassa.
19
Lause 3.9 (Heikko maksimiperiaate, c ≡ 0). Olkoon u ∈ C2(U)∩C(U) funktio, jolle pätee
epäyhtälö
(3.10) Lu(x) ≤ 0 kaikilla x ∈ U
ja jonka vakiokerroin c(x) ≡ 0. Tällöin
max
x∈U
u(x) = max
x∈∂U
u(x).
Todistus. Oletetaan ensin, että kaikilla x ∈ U on voimassa epäyhtälö
(3.11) Lu(x) < 0,
ja että on olemassa alueen sisäpiste x0 ∈ U , jossa funktio saavuttaa maksiminsa, siis
u(x0) = max{u(x) | x ∈ U}.
Vektorianalyysista tiedämme, että maksimipisteessä pätee Du(x0) = 0 ja että Hessin
neliömuoto D2u on negatiivisesti definiitti. Jäljelle jää siis lausekkeen
(3.12) Lu = −
n∑
i,j=1
aijuxixj
merkin tutkiminen. Lineaarialgebran mukaan kohta (3.12) voidaan tulkita kahden mat-
riisin tulon jäljen vastaluvuksi, Lu = − tr(AB), missä merkitsimme B = D2u.
Koska operaattorimme L on elliptinen ja oletimme toisen kertaluvun kerroinfunktioiden
toteuttavan ehdon aij = aji, on operaattorin pääosan määräävä matriisi A = ((aij(x)))
symmetrinen ja positiivisesti definiitti. Näin ollen on olemassa sellainen ortogonaalinen
matriisi O = ((oij)), jolle
(3.13) OAOT = Λ = diag(d1, . . . , dn) ja OOT = I,
siten että dk > 0 kaikilla k = 1, . . . , n.
Merkitään D2u = B ja määritellään C = OBOT . Koska B oletustemme mukaan on
negatiivisesti definiittinen, saadaan tästä
n∑
i=1
cii = tr(C) = tr(OBO
T ) = tr(OTOB) = tr(B) ≤ 0.
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Näin ollen saadaan tulos
Lu = − tr(AB) = − tr(AOTCO) = − tr(OAOTC) = − tr(ΛC) = −
n∑
i=1
dicii ≥ 0,
sillä di > 0 ja cii ≤ 0 kaikilla i ∈ N. Tämä on ristiriidassa kohdan (3.11) kanssa ja näin
ollen funktion u maksimi ei voi sijaita alueen sisäpisteessä.
Oletetaan tämän jälkeen ainoastaan, että epäyhtälö (3.10) on voimassa ja kirjoitetaan
u$(x) = u(x) + (e
λx1 , x ∈ U,
missä ( > 0 ja λ on positiivinen vakio, joka kiinnitetään todistuksen loppupuolella. Kun
elliptisyysehdossa (3.5) tarkastellaan tilannetta, jossa ξi = (0, . . . , 1) = ξj, saadaan diago-
naalisille kertoimille epäyhtälö aii(x) ≥ θ > 0. Näin ollen
Lu$(x) = Lu(x) + (L(e
λx1)
≤ (L(eλx1) = ((−a11λ2eλx1 + b1λeλx1)
≤ (eλx1(−λ2θ + ||b||L∞λ) < 0, kun λ > ||b||L∞
θ
.
Nyt oletus (3.11) on voimassa ja todistuksen alkuosan perusteella
max
x∈U
u$(x) = max
x∈∂U
u$(x).
Rajankäynnillä (→ 0 saadaan lauseen väite.
Huomautus 3.14. Vastaava lause pätee tilanteessa, jossa Lu(x) on ei-negatiivinen, tosin
sillä erotuksella, että tällöin tarkastellaan luonnollisestikin funktion u minimiä ja saadaan
min{u(x) | x ∈ U} = min{u(x) | x ∈ ∂U}.
Yleistämme edellisen lauseen tilanteeseen, jossa vakiokerroin on ei-negatiivinen.
Lause 3.15 (Heikko maksimiperiaate, c ≥ 0). Olkoon u ∈ C2(U) ∩ C(U) ja elliptisen
operaattorin L vakiokerroin
c(x) ≥ 0, kaikilla x ∈ U.
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i) Jos
Lu(x) ≤ 0, x ∈ U,
niin
(3.16) max
x∈U
u(x) ≤ max
∂U
u+(x).
ii) Jos
Lu(x) ≥ 0, x ∈ U,
niin
(3.17) min
x∈U
u(x) ≥ − min
x∈∂U
u−(x).
Erityisesti, jos Lu(x) = 0, kun x ∈ U , niin
(3.18) max
x∈U
|u| = max
x∈∂U
|u|
Todistus. Oletetaan, että funktio u toteuttaa epäyhtälön (3.10). Määritellään Ku = Lu−
cu, missä L on kohdassa (3.3) määritelty operaattori ja tarkastellaan tilannetta joukossa
V = {x ∈ U | u(x) > 0}. Jos V = ∅, niin u(x) ≤ 0 kaikilla x ∈ U ja väite seuraa.
Oletetaan siis, että V $= ∅. Nyt
Ku(x) = Lu(x)− cu(x) ≤ −cu(x) ≤ 0, kun x ∈ V.
Operaattorilla K ei ole vakiotermiä ja voidaan käyttää edellistä lausetta, jolloin
max
x∈V
u(x) = max
x∈∂V
u(x) = max
x∈∂U
u+(x).
Toisen kohdan todistuksessa käytetään havaintoa u−(x) = (−u(x))+, jolloin väite seuraa
edellisestä todistuksesta.
Heikko maksimiperiaate ei rajaa pois tilannetta, jossa funktio u saavuttaa suurimman
arvonsa myös alueen U sisäpisteessä. Tilanne saadaan korjattua vahvalla maksimiperiaat-
teella, jota varten todistetaan ensin Hopfin lemma.
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Lause 3.19 (Hopfin lemma). Olkoon u ∈ C2(U) ∩ C1(U) ja elliptisen differentiaaliope-
raattorin L kerroin c ≡ 0. Oletetaan lisäksi, että
Lu(x) ≤ 0, kun x ∈ U,
ja että on olemassa piste x0 ∈ ∂U siten että
u(x0) > u(x) kaikilla x ∈ U.
Oletetaan vielä, että alue U toteuttaa sisäpalloehdon pisteessä x0, eli että on olemassa
avoin pallo B ⊂ U , jolla x0 ∈ ∂B. Tällöin on voimassa:
i)
∂u
∂ν
(x0) > 0,
missä ν on ulkoyksikkönormaali pallolle B pisteessä x0.
ii) Jos
c(x) ≥ 0 kaikilla x ∈ U,
niin sama väite pätee, kunhan
u(x0) ≥ 0.
Todistus. Oletetaan, että kohdassa (3.3) määritellyn operaattorin L vakiotermi on ei-
negatiivinen, c(x) ≥ 0 ja että u(x0) ≥ 0. Yleisyyttä menettämättä voidaan olettaa, että
B = B(0, r), missä r on positiivinen reaaliluku. Määritellään apufunktio
v(x) = e−λ|x|
2 − e−λr2 , x ∈ B(0, r),
missä vakio λ > 0 kiinnitetään todistuksen myöhemmässä vaiheessa. Lasketaan apufunk-
tion osittaisderivaatat vxi ja vxixj :
vxi = −2λxie−λ|x|
2 ja vxixj = e
−λ|x|2(4λ2xixj − 2λδij)
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Kuva 3.1: Hopfin lemman sisäpalloehdon geometrinen merkitys.
Käyttämällä elliptisyysehtoa (3.5) saadaan arvioitua
Lv(x) = −
n∑
i,j=1
aijvxixj(x) +
n∑
i=1
bivxi(x) + cv(x)
= e−λ|x|
2
n∑
i,j=1
aij(−4λ2xixj + 2λδij)
− e−λ|x|2
n∑
i=1
bi2λxi + c(e
−λ|x|2 − e−λr2)
≤ e−λ|x|2 (−4θλ2|x|2 + 2λ trA+ 2λ|b||x|+ c(x)) ,
missä A = ((aij)) ja b = (b1, . . . , bn). Rajoitetaan tarkastelu alueeseen R = B(0, r) \
B(0, r/2). Valitaan λ riittävän suureksi ja saadaan
(3.20) Lv(x) ≤ e−λ|x|2 (−θλ2r2 + 2λ trA+ 2λ|b|r + c(x)) ≤ 0, x ∈ R.
Oletimme alussa, että u(x0) > u(x) kaikilla x ∈ U , joten on olemassa sellainen vakio
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( > 0, että
(3.21) u(x0) ≥ u(x) + (v(x), kun x ∈ ∂B(0, r/2).
Lisäksi
(3.22) u(x0) ≥ u(x) + (v(x), kun x ∈ ∂B(0, r),
sillä apufunktion v määritelmän mukaan v(r) ≡ 0 pallon B(0, r) reunalla.
Kohdasta (3.20) nähdään, että
L(u(x) + (v(x)− u(x0)) ≤ −u(x0) ≤ 0, kun x ∈ R
ja kohdista (3.21) sekä (3.22) havaitaan, että
u(x) + (v(x)− u(x0) ≤ 0, kun x ∈ ∂R.
Lauseen 3.15 mukaan
u(x) + (v(x)− u(x0) ≤ 0, kun x ∈ R.
Toisaalta, koska u(x0) + (v(x0) − u(x0) = 0, niin pisteessä x0 on oltava funktion u(x) +
(v(x)− u(x0) maksimi ja siis ulkonormaalille pätee
∂u
∂ν
(x0) + (
∂v
∂ν
(x0) ≥ 0.
Tästä saadaan suoraan laskemalla
∂u
∂ν
(x0) ≥ −(∂v
∂ν
= − (
r
Dv(x0) · x0 = 2λ(re−λr2 > 0.
Lause 3.23. (Vahva maksimiperiaate, c ≡ 0)
Olkoot U ⊂ Rn yhtenäinen, avoin ja rajoitettu, u ∈ C2(U)∩ C(U) ja differentiaalioperaat-
torin L kerroin c ≡ 0.
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i) Jos
Lu(x) ≤ 0, x ∈ U
ja funktiolla u on maksimi joukon U sisäpisteessä, niin u on vakio joukossa U .
ii) Jos
Lu(x) ≥ 0, x ∈ U
ja funktiolla u on minimi joukon U sisäpisteessä, niin u on vakio joukossa U .
Todistus. Määritellään luku M = maxx∈U u(x) ja joukko C = {x ∈ U | u(x) = M}. Jos
funktio u ei ole vakio u(x) ≡M , niin määritellään joukko
V = {x ∈ U | u(x) < M}.
Valitaan piste y ∈ V , jolle pätee d(y, C) < d(y, ∂U). Olkoon B suurin y-keskinen kuula,
joka sisältyy joukkoon V . Nyt on olemassa piste x0 ∈ C siten että x ∈ ∂B. Joukko V
täyttää sisäpalloehdon ja näin Hopfin lemman mukaan ∂u∂ν > 0, mikä on ristiriita: koska
funktiolla u on maksimi pisteessä x0 ∈ U , niin täytyy olla Du(x0) = 0.
Lause 3.24. (Vahva maksimiperiaate, c ≥ 0)
Olkoot U ⊂ Rn rajoitettu alue, u ∈ C2(U) ∩ C(U) ja differentiaalioperaattorin L kerroin
c ≥ 0.
i) Jos
Lu(x) ≤ 0, x ∈ U
ja u saavuttaa ei-negatiivisen maksimin joukon U sisäpisteessä, niin u on vakio jou-
kossa U .
ii) Jos
Lu(x) ≥ 0, x ∈ U
ja u saavuttaa ei-positiivisen minimin joukossa U , niin u on vakio joukossa U .
Todistus. Todistukset ovat kirjassa [Eva98, 6.4.2. Theorem 4].
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3.4 Heikkojen ratkaisujen olemassaolo
Tässä luvussa esitämme Lax-Milgramin teorian, joka takaa tietyissä tapauksissa suoraan
heikon ratkaisun olemassaolon ja yksikäsitteisyyden. Peter Lax ja Arthur Milgram esittivät
vastaavan todistuksen kokoelmassa [BB54, Theorem 2.1.].
Oletamme, että H on kompleksinen Hilbertin avaruus, || · || siinä määritelty normi ja ( , )
sisätulo.
Lause 3.25 (Lax-Milgram). Olkoon H Hilbertin avaruus ja
B : H ×H → C
seskvilineaarikuvaus, jolle on olemassa vakiot α, β > 0 siten että
i) |B[u, v]| ≤ α||u|| · ||v||, kaikilla u, v ∈ H,
ii) 0 ≤ β||u||2 ≤ B[u, u], kaikilla u ∈ H.
Lisäksi, jos f : H → C on rajoitettu lineaarinen funktionaali, niin on olemassa yksikäsit-
teinen u ∈ H siten että
(3.26) B[u, v] = 〈f, v〉 kaikilla v ∈ H,
missä 〈f, v〉 = f(v). Edellisestä seuraa erityisesti, että 〈f, u〉 = B[u, u] ≥ 0.
Todistus. Kiinteälle v0 ∈ H kuvaus v )→ B[u, v0] on määritelmänsä mukaan rajoitet-
tu lineaarinen funktionaali. Nyt Rieszin esitysteoria (2.21) takaa sen, että on olemassa
yksikäsitteinen w ∈ H, joka toteuttaa yhtälön
(3.27) B[u, v0] = (u, w), kun u ∈ H.
Kirjoitetaan jatkossa Av = w, kun yhtäsuuruus (3.27) pätee, siis
(3.28) B[u, v] = (u,Av), missä u, v ∈ H.
27
Väitämme ensin, että A : H → H on rajoitettu lineaarinen operaattori. Valitaan lu-
vut λ1,λ2 ∈ C ja funktiot v1, v2 ∈ H. Nyt neliömuodon seskvilineaarisuuden, sisätulon
konjugaattilineaarisuuden sekä kohdan (3.27) mukaan saadaan
(u,A(λ1v1 + λ2v2)) = B[u,λ1v1 + λ2v2]
= λ1B[u, v1] + λ2B[u, v2]
= λ1(u,Av1) + λ2(u,Av2)
= (u,λ1Av1 + λ2Av2).
Näin on näytetty operaattorin A lineaarisuus. Seuraavaksi tarkastetaan rajoittuneisuus.
Alun oletusten mukaan on olemassa luku α > 0, jolle
||Au||2 = (Au,Au) = B[Au, u] ≤ α||u|| · ||Au||,
mistä saadaan suoraan
||Au|| ≤ α||u||, kaikilla u ∈ H.
Varmistetaan seuraavaksi, että A on injektio ja että kuvajoukko R(A) on suljettu avaruu-
dessa H. Alkuperäisistä oletuksista sekä Cauchyn-Schwarzin epäyhtälöstä seuraa
0 ≤ β||u||2 ≤ B[u, u] = (u,Au) ≤ ||Au|| · ||u||,
mistä saadaan
0 ≤ β||u|| ≤ ||Au||.
Tämä takaa injektiivisyyden ja sen, että kuvajoukko on suljettu.
Näytetään seuraavaksi, että kuvajoukko täyttää koko avaruuden H. Edellisen perusteella
kuvajoukko R(A) on suljettu. Tehdään vastaoletus, että on olemassa kuvajoukon orto-
komplementtiin kuuluva alkio w ∈ H, w $= 0, w ∈ R(A)⊥. Nyt
0 < β||w||2 ≤ B[w,w] = (w,Aw) = 0,
mikä on ristiriita ja kuvajoukon tulee siis olla koko H.
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Käytetään jälleen Rieszin teoreemaa, jolloin
〈u, f〉 = (u, w) kaikilla u ∈ H
ja jollakin alkiolla w ∈ H. Edellä on näytetty, että operaattori A on injektio ja täyttää
avaruuden H, eli A on itseasiassa bijektio. Näin ollen löytyy sellainen v ∈ H, että Av = w.
Nyt
B[u, v] = (u,Av) = (u, w) = 〈u, f〉, u ∈ H,
mikä antaa väitteemme olemassaolovakuutuksen.
Enää tulee tarkastaa yksikäsitteisyys. Jos on olemassa v, v˜ ∈ H niin, että B[u, v] = 〈u, f〉
ja B[u, v˜] = 〈u, f〉, niin B[u, v − v˜] = 0 kaikilla u ∈ H. Asetetaan nyt u = v − v˜ ja
havaitaan β||v − v˜||2 ≤ B[v − v˜, v − v˜] = 0 ja yksikäsitteisyys on näin todistettu.
Palataan tutkimaan bilineaarimuotoa (3.7), joka määriteltiin kaavalla
B[u, v] =
∫
U
n∑
i,j=1
aijuxivxj +
n∑
i=1
biuxiv + cuv dx,
missä u, v ∈ H10 (U) ja pyritään osoittamaan, että tämä toteuttaa Lax-Milgramin ehdot.
Tutkittava bilineaarimuoto ei itseasiassa niitä suoraan toteuta, mutta voidaan osoittaa
niin sanotun energiaestimaatin voimassaolo. Tätä varten sovitaan muutamista merkin-
nöistä.
Bλ[u, v] = B[u, v] + λ
∫
U
uv dx,
missä u, v ∈ H10 (U) ja λ ∈ R+. Merkitään vielä
α = max{max
i,j
n2||ai,j||L∞(U),max
i
n||bi||L∞(U), ||c||L∞(U)}.
Lisäksi pidetään mielessä, että elliptisellä osittaisdifferentiaaliyhtälöllä on olemassa vakio
θ > 0, jolla
Re
(
n∑
i,j
ai,j(x)ξiξj
)
≥ θ|ξ|2
kaikilla ξ ∈ C ja melkein kaikilla x ∈ U .
Ennen energiaestimaattia palautetaan mieleen Cauchyn (-epäyhtälö.
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Lemma 3.29 (Cauchyn (-epäyhtälö). Olkoon a, b ja ( positiivisia reaalilukuja. Tällöin
ab ≤ (a2 + b
2
4(
.
Todistus. Tunnetusti kaikilla a, b ∈ R pätee
(a− b)2 = a2 − 2ab+ b2 ≥ 0
a2 + b2 ≥ 2ab
ab ≤ a
2
2
+
b2
2
.
Kun nyt kirjoitetaan
ab = ((2()1/2a)
(
b
(2()1/2
)
,
seuraa väite suoraan.
Lause 3.30 (Energiaestimaatti). On olemassa vakiot α, β > 0 sekä λ0 ∈ R+ siten että
i) |B[u, v]| ≤ α||u||H10 (U)||v||H10 (U)
ii) |Bλ[u, u]| ≥ β||u||2H10 (U)
kaikilla u, v ∈ H10 (U) ja λ ≥ λ0.
Todistus. Suoraan laskemalla saadaan
|B[u, v]| ≤
n∑
i,j=1
||aij||L∞
∫
U
|Du||Dv| dx+
n∑
i=1
||bi||L∞
∫
U
|Du||v| dx+ ||c||L∞
∫
U
|u||v| dx.
Koska mielivaltaiselle kompleksiluvulle pätee |z| = |z|, niin voidaan arvioida
I = |B[u, v]| ≤ α
∫
U
|Du||Dv|+ |Du||v|+ |u||v| dx.
Lisätään integrandiin termi |u||Dv| ja kirjoitetaan integrandi tulomuodossa:
I ≤ α
∫
U
(|u|+ |Du|)(|v|+ |Dv|) dx.
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Kumpikin tulon termeistä kuuluu funktioavaruuteen L2(U), joten voidaan käyttää Höl-
derin epäyhtälöä eksponentilla 2 sekä Minkowskin epäyhtälöä, jolloin saadaan
I ≤ α|| (|u|+ |Du|) ||L2 · || (|v|+ |Dv|) ||L2
≤ α(||u||L2 + ||Du||L2) · (||v||L2 + ||Dv||L2).
Arvioimalla ||u||L2 ≤ ||u||H10 , ja vastaavasti muille termeille, saadaan
I ≤ 4α||u||H10 ||v||H10 = α′||u||H10 ||v||H10 ,
mikä todistaa lauseen ensimmäisen osan.
Toisen kohdan todistamiseksi käytetään elliptisyysehtoa ja kolmioepäyhtälön vasenta puol-
ta:
|B[u, u]| ≥ Re (B[u, u]) =
∫
U
Re
(
n∑
i,j=1
ai,j∂iu∂ju+
n∑
i=1
bi∂iuu+ cuu
)
dx
≥ θ||∇u||2L2(U) − α||∇u||L2(U)||u||L2(U) − α||u||2L2(U).
Käytetään keskimmäisen termin arviointiin Cauchyn (-epäyhtälöä ja saadaan
|B[u, u]| ≥ θ||∇u||2L2(U) −
(
(||∇u||2L2(U) +
α2
4(
||u||2L2(U)
)
− α||u||L2(U).
Valitaan ( = θ/2, jolloin
|B[u, u]| ≥ θ||∇u||2L2(U) −
θ
2
||∇u||2L2(U) −
α2
2θ
||u||2L2(U) − α||u||2L2(U)
=
θ
2
||∇u||2L2(U) −
α2
2θ
||u||2L2(U) − α||u||2L2(U) +
θ
2
||u||2L2(U) −
θ
2
||u||2L2(U)
=
θ
2
(||∇u||2L2(U) + ||u||2L2(U))−
(
θ
2
+
α2
2θ
+ α
)
||u||2L2(U).
Merkitään θ/2 = β ja (θ + α2/θ + 2α)/2 = λ0, ja kirjoitetaan edellinen muodossa
|B[u, u]| ≥ β||u||H10 (U) − λ0||u||2L2(U).
Jos nyt λ ≥ λ0, niin
|Bλ[u, u]| ≥ Re(Bλ[u, u]) ≥ Re(Bλ0 [u, u]) = Re(B[u, u]) + λ0||u||2L2(U) ≥ β||u||H10 (U).
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Lause 3.31 (Ensimmäinen olemassaololause heikoille ratkaisuille). On olemassa ei-negatiivinen
luku γ ≥ 0 siten että jokaisella luvulla µ ≥ γ ja jokaisella funktiolla f ∈ L2(U) reuna-
arvo-ongelmalla
(3.32)
{
Lu(x) + µu(x) = f(x) x ∈U
u(x) = 0 x ∈∂U,
missä L on kohdassa (3.2) määritelty divergenssimuotoinen differentiaalioperaattori, on
yksikäsitteinen heikko ratkaisu u ∈ H10 (U).
Todistus. Valitaan γ samoin kuin Lauseessa 3.25 ja asetetaan µ ≥ γ. Määritellään biline-
aarimuoto
Bµ[u, v] = B[u, v] + µ(u, v), u, v ∈ H10 (U),
missä ( , ) on avaruuden L2 tavallinen sisätulo. Energiaestimaatin (3.30) ja kolmioepäyh-
tälön mukaan saadaan
|Bµ[u, v]| ≤| B[u, v]|+ µ|(u, v)| ≤α||u||H10 (U)||v||H10 (U) + µ||u||L2(U)||v||L2(U)
≤α′||u||H10 (U)||v||H10 (U)
ja
Bµ[u, u] = B[u, u] + µ(u, u) ≥ β||u||2H10 (U) − γ||u||
2
L2(U) + µ||u||2L2(U) ≥ β||u||2H10 (U),
joten Lax-Milgramin lauseen (3.25) ehdot täyttyvät.
Kiinnitetään f ∈ L2(U) ja asetetaan 〈f, v〉 = (f, v)L2(U), joka on rajoitettu lineaarinen
funktionaali avaruudessa L2(U) ja siis myös sen aliavaruudessaH10 (U). Nyt Lax-Milgramin
lauseen mukaan on olemassa yksikäsitteinen funktio u ∈ H10 (U), joka toteuttaa
Bµ[u, v] = 〈f, v〉
kaikilla v ∈ H10 (U). Koska määrittelimme 〈f, v〉 = (f, v), niin u ∈ H10 (U) on samalla
ongelman (3.32) yksikäsitteinen ratkaisu.
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Muotoilemme seuraavaksi Fredholmin alternatiivin osittaisdifferentiaaliyhtälöille. Tämä
funktionaalianalyyttinen lause antaa meille uuden näkökulman osittaisdifferentiaaliyhtä-
löiden ratkaisuihin, erityisesti niiden olemassaoloon ja yksikäsitteisyyteen. Osion ehkäpä
tärkein sivutuote on todistus sille, että elliptisen osittaisdifferentiaalioperaattorin kääntei-
soperaattori on rajoitettu, lineaarinen ja kompakti. Tätä tietoa hyödynnetään tutkittaessa
symmetrisen operaattorin ominaisarvoyhtälöitä.
Määritelmä 3.33 (Operaattorin adjungaatti).
i) Operaattorin L adjungaatti L∗ on
L∗v = −
n∑
i,j
(aijvxj)xi −
n∑
i=1
bivxi + (c−
n∑
i=1
bi,xi)v,
sillä oletuksella, että bi ∈ C(U), i = 1, . . . , n.
ii) Adjungoitu bilineaarimuoto
B∗ : H ×H → R
on määritelty lausekkeella
B∗[v, u] = B[u, v]
kaikilla u, v ∈ H10 (U).
iii) Funktio v ∈ H10 (U) on adjungoidun ongelman{
L∗v(x) = f(x) x ∈U
v(x) = 0 x ∈∂U
heikko ratkaisu, jos kaikilla u ∈ H10 (U) pätee
B∗[v, u] = (f, u).
Lause 3.34 (Toinen olemassaololause heikoille ratkaisuille).
i) Tasan yksi seuraavista väittämistä on voimassa:
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(a) Jokaiselle f ∈ L2(U) on olemassa yksikäsitteinen reuna-arvo-ongelman
(3.35)
{
Lu(x) = f(x), x ∈U
u(x) = 0, x ∈∂U
heikko ratkaisu.
(b) Homogeeniselle reuna-arvo-ongelmalle
(3.36)
{
Lu(x) = 0, x ∈U
u(x) = 0, x ∈∂U
on olemassa ei-triviaali heikko ratkaisu u $≡ 0.
ii) Lisäksi, jos väittämä (b) on voimassa, yhtälön (3.36) heikkojen ratkaisujen aliava-
ruuden N ⊂ H10 (U) dimensio on äärellinen ja yhtäsuuri kuin ongelman
(3.37)
{
L∗v = 0 x ∈U
v = 0 x ∈∂U
ratkaisujen aliavaruuden N∗ ⊂ H10 (U) dimensio.
iii) Reuna-arvo-ongelmalla (3.35) on heikko ratkaisu, jos ja vain jos
(f, v) = 0
kaikilla v ∈ N∗.
Todistus. Valitaan µ = γ samoin kuin Lauseessa 3.31 ja määritellään bilineaarimuoto
Bγ[u, v] = B[u, v] + γ(u, v),
joka vastaa operaattoria Lγ = Lu + γu. Nyt Lauseen 3.31 mukaan jokaiselle g ∈ L2(U)
on olemassa yksikäsitteinen funktio u ∈ H10 (U), joka ratkaisee yhtälön
(3.38) Bγ[u, v] = (g, v) kaikilla v ∈ H10 (U).
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Kirjoitetaan seuraavaksi
(3.39) u = L−1γ g,
kun (3.38) on voimassa.
Huomataan, että u ∈ H10 (U) on yhtälön (3.35) ratkaisu, jos ja vain jos
(3.40) Bγ[u, v] = (γu+ f, v) kaikilla v ∈ H10 (U),
eli jos ja vain jos
(3.41) u = L−1γ (γu+ f).
Kirjoitetaan tämä edelleen muotoon
(3.42) u−Ku = u− γL−1γ u = L−1γ f = h,
missä
(3.43) Ku = γL−1γ u
ja
(3.44) h = L−1γ f.
Jotta voisimme käyttää Fredholmin alternatiivia 2.26, meidän tulee osoittaa, että K :
L2(U) → L2(U) on lineaarinen, rajoitettu ja kompakti operaattori. Lineaarisuus on sel-
vä, onhan K lineaarisen operaattorin L käänteisoperaattori. Tarkastetaan tämän jälkeen
rajoittuneisuus. Kohdan (3.43) mukaan
(3.45) ||Kg||H10 (U) = ||γL−1γ g||H10 (U) = ||γu||H10 (U) = γ||u||H10 (U).
Käytetään energiaestimaattia (3.30) ja Cauchyn-Schwarzin epäyhtälöä, jolloin havaitaan
että
β||u||2H10 (U) ≤ Bγ[u, u] = (g, u) ≤ ||g||L2(U)||u||L2(U) ≤ ||g||L2(U)||u||H10 (U)
||u||H10 (U) ≤
1
β
||g||L2(U).
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Arvioidaan tämän perusteella kohtaa (3.45)
||Kg||H10 (U) = γ||u||H10 (U) ≤ C||g||L2(U),
sopivalla vakiolla C. Tämä osoittaa operaattorin K olevan rajoitettu.
Koska H10 (U) ⊂⊂ L2(U), niin Rellich-Kondrachovin kompaktisuuslauseen (2.24) mukaan
päätämme, että K todella on kompakti operaattori.
Nyt voimme oikeutetusti käyttää Fredholmin alternatiivia, Lause 2.26, jonka mukaan joko
jokaisella h ∈ L2(U) yhtälöllä
u−Ku = h
on yksikäsitteinen ratkaisu u ∈ L2(U)
(3.46)
tai 
yhtälöllä
u−Ku = 0
on olemassa ei-triviaaleja ratkaisuja avaruudessa L2(U)
(3.47)
Jos (3.46) on voimassa, niin silloin
u−Ku = u− γL−1γ u = L−1γ f = h
u = L−1γ (f + γu)
Lγu = f + γu
Lu+ γu = f + γu
Lu = f,
mikä on juuri kohdan (3.35) väite.
Toisaalta, jos (3.47) pätee, niin välttämättä γ $= 0 ja Fredholmin alternatiivin mukaan
ongelman (3.47) ratkaisujen muodostaman aliavaruuden N dimensio on äärellinen ja yh-
täsuuri kuin yhtälön
(3.48) v −K∗v = 0
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ratkaisuavaruuden N∗ dimensio. Helposti tarkistetaan, että (3.47) on voimassa, jos ja
vain jos u on heikko ratkaisu ongelmalle (3.36) ja kohta (3.48) pätee, jos ja vain jos v on
ratkaisu kohtaan (3.37).
Lauseen viimeisessä kohdassa turvaudutaan jälleen Fredholmin alternatiiviin, jonka mu-
kaan yhtälöllä (3.46) on ratkaisu, jos ja vain jos
(3.49) (h, v) = 0
jokaisella yhtälön (3.48) ratkaisulla v. Nyt kohdista (3.43), (3.44) ja (3.48) saadaan las-
kettua
(h, v) =
1
γ
(Kf, v) =
1
γ
(f,K∗v) =
1
γ
(f, v).
Tästä seuraa, että reuna-arvo-ongelmalla (3.35) on ratkaisu, jos ja vain jos (f, v) = 0
kaikilla ongelman (3.37) heikoilla ratkaisuilla v.
Näin olemme saaneet kirjoitettua Fredholmin alternatiivin osittaisdifferentiaaliyhtälömuo-
dossa. Seuraavaksi pureudumme olemassaololauseeseen, joka antaa meille syyn määritellä
ja tutkia operaattorin L ominaisarvo-ongelman ominaisarvojen muodostamaa joukkoa, eli
operaattorin L spektriä.
Lause 3.50 (Kolmas olemassaololause heikoille ratkaisuille). Olkoon L symmetrinen osit-
taisdifferentiaalioperaattori.
i) On olemassa enintään numeroituva joukko Σ ⊂ R siten että reuna-arvo-ongelmalla
(3.51)
{
Lu(x) = λu(x) + f(x) x ∈U
u(x) = 0 x ∈∂U
on yksikäsitteinen heikko ratkaisu jokaisella f ∈ L2(U), jos ja vain jos λ /∈ Σ.
ii) Jos joukko Σ on ääretön, niin Σ =( λk)∞k=1 ja joukon elementit muodostavat nousevan
jonon, jolle pätee
λk →∞, kun k →∞.
37
Todistus. Kiinnitetään γ samoin kuin Lauseessa 3.30 ja oletetaan, että
(3.52) λ > −γ.
Oletetaan ilman yleisyyden menetystä, että γ > 0.
Fredholmin alternatiivin mukaan reuna-arvo-ongelmalla (3.51) on yksikäsitteinen heikko
ratkaisu jokaisella f ∈ L2(U), jos ja vain jos u ≡ 0 on ainoa heikko ratkaisu homogeeniselle
ongelmalle {
Lu(x) = λu(x) x ∈U
u(x) = 0 x ∈∂U.
Tämä puolestaan on totta, jos ja vain jos u ≡ 0 on ainoa heikko ratkaisu ongelmalle
(3.53)
{
Lu(x) + γu(x) = (γ + λ)u(x) x ∈U
u(x) = 0 x ∈∂U.
Edellinen on voimassa tasan silloin, kun
(3.54) u = L−1γ (γ + λ)u =
γ + λ
γ
Ku,
missä Ku = γL−1γ u. Lauseen 3.34 mukaan K : L2(U)→ L2(U) on rajoitettu, lineaarinen
ja kompakti operaattori.
Jos nyt u ≡ 0 on yhtälön (3.54) ainoa ratkaisu, niin luku
(3.55) C =
γ
γ + λ
ei ole operaattorin K ominaisarvo. Samoin huomataan, että osittaisdifferentiaaliyhtälöllä
(3.51) on yksikäsitteinen heikko ratkaisu jokaiselle f ∈ L2(U), jos ja vain jos luku C ei ole
operaattorin K ominaisarvo.
Lauseen 2.29 mukaan kompaktin lineaarisen operaattorin K ominaisarvot muodostavat
joko äärellisen joukon, tai jos joukko on ääretön, niin joukon alkiot suppenevat kohti
nollaa. Jälkimmäisessä tapauksessa nähdään kohtien (3.52) ja (3.54) perusteella, että al-
kuperäisellä ongelmallamme (3.51) on yksikäsitteinen heikko ratkaisu kaikilla f ∈ L2(U),
lukuunottamatta jonoa (λk), jolla λk →∞, kun k →∞.
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Määritelmä 3.56. Sanomme, että joukko Σ on operaattorin L reaalinen spektri.
Lause 3.57 (Käänteisfunktion rajoittuneisuus).
Jos λ /∈ Σ, niin on olemassa positiivinen vakio C siten että
(3.58) ||u||L2(U) ≤ C||f ||L2(U),
aina kun f ∈ L2(U) ja u ∈ H10 (U) on ongelman{
Lu(x) = λu(x) + f(x) x ∈U
u(x) = 0 x ∈∂U
yksikäsitteinen heikko ratkaisu. Vakio C riippuu ainoastaan luvusta λ, alueesta U sekä
operaattorin L kertoimista.
Todistus. Tehdään vastaoletus: on olemassa sellaiset jonot (fk)∞k=1, missä fk ∈ L2(U), ja
(uk)∞k=1, missä uk ∈ H10 (U), että{
Luk(x) = λuk(x) + fk(x) x ∈U
uk(x) = 0 x ∈∂U
heikossa mielessä, mutta joille pätee
||uk||L2(U) > k||fk||L2(U), k = 1, . . . .
Yleisyyttä menettämättä voimme olettaa, että ||uk||L2(U) = 1. Havaitaan, että fk → 0
avaruudessa L2(U), kun k → ∞. Energiaestimaatin mukaan jono (uk) on rajoitettu ava-
ruudessa H10 (U), joten on olemassa jonon (uk)∞k=1 alijono (ukj)∞j=1, joka suppenee heikosti
kohti funktiota u ∈ L2(U).
Näin ollen u on heikko ratkaisu ongelmalle{
Lu(x) = λu(x) x ∈U
u(x) = 0 x ∈∂U.
Oletimme, että λ /∈ Σ, joten edellä suoritettujen tarkastelujen mukaan täytyy olla u ≡ 0.
Tämä kuitenkin on ristiriita, sillä vaatimus ||u||L2(U) = 1 rajaa triviaaliratkaisun pois.
39
Luku 4
Elliptisen operaattorin
ominaisarvo-ongelma
Tutkitaan reuna-arvotehtävää
(4.1)
{
Lw(x) = λw(x) x ∈U
w(x) = 0 x ∈∂U,
missä U ⊂ Rn on avoin ja rajoitettu joukko ja λ ∈ C. Lineaarialgebrasta muistamme,
että tämä tarkoittaa w $≡ 0. Kohdassa (3.50) on näytetty, että reaalisten ominaisarvojen
joukko Σ = {λ ∈ R | Lw = λw} on enintään numeroituva.
4.1 Symmetrisen elliptisen operaattorin ominaisarvot
Seuraavaksi osoitamme, että symmetrisen, reaalisen operaattorin ominaisarvot ovat kaikki
reaalisia ja että löytyy ortonormaali kanta {w1, w2, . . .} ⊂ H10 (U).
Tarkastellaan divergenssimuodossa olevaa elliptistä operaattoria
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(4.2) Lu = −
n∑
i,j=1
(aijuxi)xj , missä a
i,j ∈ C∞(U), i, j = 1, . . . , n.
Oletamme elliptisyysehdon olevan voimassa ja lisäksi oletamme kertoimien olevan sym-
metrisiä ja reaalisia. Siis
(4.3) aij = aji, kun i, j = 1, . . . , n, ja ai,j : U → R.
Operaattori L on näin ollen symmetrinen ja erityisesti operaattoriin liittyvä neliömuoto
B[ , ] toteuttaa B[u, v] = B[v, u] (u, v ∈ H10 (U)). Oletetaan lisäksi, että U on yhtenäinen
joukko.
Lause 4.4 (Symmetrisen elliptisen operaattorin ominaisarvot).
i) Jokainen operaattorin L ominaisarvo on reaalinen
ii) Jos jokainen ominaisarvo toistetaan sen (äärellisen) kertaluvun mukaan, saadaan
Σ =( λk)
∞
k=1,
missä
0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . ,
ja
λk →∞, kun k →∞
iii) Lisäksi on olemassa ortonormaali kanta {wk}∞k=1 ⊂ L2(U), missä wk ∈ H10 (U) on omi-
naisarvoa λk vastaava ominaisfunktio
(4.5)
{
Lw(x) = λw(x) x ∈U
w(x) = 0 x ∈∂U,
k = 1, 2, . . .
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Todistus. Määritellään
S = L−1.
Kuten aiemmin todettiin, kyseessä on rajoitettu, lineaarinen ja kompakti kuvaus S :
L2(U) )→ L2(U). Väitämme nyt, että S on symmetrinen. Valitaan f, g ∈ L2(U). Nyt siis
Sf = u tarkoittaa, että u ∈ H10 (U) on ongelmamme heikko ratkaisu{
Lu = f x ∈U
u = 0 x ∈∂U.
Samoin voidaan kirjoittaa Sg = v jollakin v ∈ H10 (U). Nyt saadaan
(Sf, g) = (u, g) = (g, u) = B[v, u]
ja
(f, Sg) = (f, v) = B[u, v].
Koska B[ , ] on määritelmänsä mukaan symmetrinen, on nyt
(Sf, g) = B[v, u] = B[u, v] = (f, Sg),
kaikilla f, g ∈ L2(U). Kompaktien, symmetristen operaattoreiden teoriasta tiedetään, et-
tä kaikki käänteisoperaattorin S ominaisarvot ovat reaalisia ja positiivisia ja että näitä
vastaavat ominaisvektorit muodostavat ortonormaalin kannan avaruudelle L2(U). Huo-
mataan, että jos η $= 0 on ominaisarvo, pätee Sw = ηw. Tämä on voimassa, kun
Lw = λw = η−1w, sillä nyt Sw = S(ηLw) = ηw, missä viimeinen yhtäsuuruus seuraa ope-
raattoreiden lineaarisuudesta. Näin ollen myös alkuperäisen operaattorin L ominaisarvot
ovat kaikki reaalisia ja positiivisia.
Määritelmä 4.6. Nimeämme pienimmän positiivisen ominaisarvon λ1 > 0 pääominais-
arvoksi.
Lause 4.7. (Variaatioperiaate pääominaisarvolle)
i) Pääominaisarvolle pätee
(4.8) λ1 = min{B[u, u]|u ∈ H10 (U), ||u||L2 = 1}.
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ii) Edellä oleva minimi saavutetaan funktiolla w1 > 0, joka ratkaisee yhtälön
{
Lw1(x) = λ1w1(x), x ∈U
w1(x) = 0, x ∈∂U.
iii) Jos u ∈ H10 (U) on mielivaltainen heikko ratkaisu yhtälölle{
Lu(x) = λ1u(x), x ∈U
u(x) = 0, x ∈∂U,
niin u = rw1, r ∈ R.
Huomautus 4.9.
i) Edellisen lauseen kohta iii) kertoo, että pääominaisarvo λ1 on yksinkertainen, siis
erityisesti
0 < λ1 < λ2 ≤ λ3 . . . .
ii) Lauseke (4.8) tunnetaan Rayleighin kaavana ja se on yhtäpitävää yhtälön
λ1 = min
u∈H10 (U)
B[u, u]
||u||2L2(U)
, u $≡ 0,
kanssa.
Todistus. Kohdan (4.5) mukaan on olemassa ortonormaali avaruuden L2(U) kanta {wk}∞k=1.
Tämän perusteella nähdään, että
(4.10) B[wk, wk] = (λkwk, wk) = λk(wk, wk) = λk||wk||2L2(U) = λk
ja
(4.11) B[wk, wl] = λk(wk, wl) = 0
kaikilla k, l = 1, 2, . . ., missä k $= l.
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Oletetaan nyt, että u ∈ H10 (U) ja että ||u||L2(U) = 1, jolloin u voidaan kirjoittaa suppene-
vana sarjana
(4.12) u =
∞∑
k=1
dkwk,
missä dk = (u, wk)L2 . Lisäksi
(4.13)
∞∑
k=1
d2k = ||u||2L2(U) = 1.
Normitetaan sisätulo B[ , ] luvuilla λ−1/2k , missä λk on ominaisarvo-ongelmamme ominai-
sarvo, jolloin kohdista (4.10) ja (4.11) nähdään, että saatu joukko { wk
λ
1/2
k
}∞k=1 on avaruuden
H10 (U) ortonormaali osajoukko.
Väitämme nyt, että tämä joukko muodostaa itseasiassa ortonormaalin kannan avaruuteen
H10 (U). Riittää osoittaa, että yhtälöstä
B[wk, u] = λk(wk, u) = 0, missä k = 1, . . . ,
seuraa välttämättä identiteetti u ≡ 0. Tämä nähdään suoraan, sillä
B[wk, u] = λk(wk, u) = λk
∫
U
wku dx = 0
pakottaa funktion u identtisesti nollaksi, koska {wk}∞k=1 on avaruuden L2(U) kanta. Näin
ollen pätee
u =
∞∑
k=1
µk
wk
λ1/2k
kaikilla λk $= 0,
kun µk = B[u, wk
λ
1/2
k
]. Tämä sarja suppenee avaruudessa H10 (U), koska edellisten perusteel-
la { wk
λ
1/2
k
}∞k=1 on avaruuden H10 (U) kanta ja luvut λk funtion u Fourier-kertoimet tämän
kannan suhteen.
Kohdan (4.12) mukaan µk = dkλ1/2k ja myös sarja (4.12) suppenee avaruudessa H10 (U).
Nyt kohdista (4.10) ja (4.12) saadaan
B[u, u] = B
[ ∞∑
k=1
dkwk,
∞∑
k=1
dkwk
]
=
∞∑
k=1
d2kB[wk, wk] =
∞∑
k=1
d2kλk||wk||2
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ja kohdan (4.13) perusteella saadaan epäyhtälö
B[u, u] =
∞∑
k=1
d2kλk ≥ λ1
∞∑
k=1
d2k = λ1.
Yhtäsuuruus on voimassa, kun u = w1 ja näin ollen pääominaisarvo minimoi lausekkeen
B[u, u], kun u ∈ H10 (U) ja ||u||L2(U) = 1, kuten kohta (4.8) väittää.
Väitämme seuraavaksi, että jos u ∈ H10 (U) ja ||u||L2(U) = 1, niin u on yhtälön
(4.14)
{
Lu(x) = λ1u(x) x ∈U
u(x) = 0 x ∈∂U
heikko ratkaisu, jos ja vain jos
(4.15) B[u, u] = λ1.
Selvästi kohdasta (4.14) seuraa (4.15). Osoitetaan käänteinen suunta, siis oletetaan, että
(4.15) on voimassa ja kirjoitetaan dk = (u, wk). Tällöin
(4.16) λ1 =
∞∑
k=1
d2kλ1 = B[u, u] =
∞∑
k=1
d2kλk.
Nyt saadaan
(4.17)
∞∑
k=1
(λk − λ1)d2k = 0.
Tästä seuraa, että dk = (u, wk) = 0, jos λk > λ1, muutoin yllä oleva summa ei voi olla
nolla.
Koska Lauseen 4.4 mukaan ominaisarvon λ1 kertaluku on äärellinen, niin välttämättä on
(4.18) u =
m∑
k=1
(u, wk)wk
jollakin m ∈ Z+, missä Lwk = λ1wk. Näin ollen
(4.19) Lu =
m∑
k=1
(u, wk)Lwk =
m∑
k=1
λ1(u, wk)wk = λ1u,
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mikä todistaa väitteemme käänteisen suunnan.
Osoitetaan sitten, että kohdan (4.14) heikko ratkaisu u ∈ H10 , u $≡ 0, on joko positiivinen
tai negatiivinen kaikilla x ∈ U , siis
(4.20) u(x) > 0, x ∈ U,
tai
(4.21) u(x) < 0 x ∈ U.
Voimme olettaa, että ||u||L2(U) = 1. Määritellään tämän funktion positiiviselle ja negatii-
viselle osalle
α =
∫
U
(u+)2 dx, β =
∫
U
(u−)2 dx,
jolloin äskeisestä oletuksesta seuraa
(4.22) α + β = 1.
Kun lisäksi määritellään
Du+ =
{
Du melkein kaikilla u ≥ 0
0 melkein kaikilla u < 0
ja
Du− =
{
0 melkein kaikilla u > 0
−Du melkein kaikilla u ≤ 0,
niin u+, u− ∈ H10 (U) Lauseen 2.20 mukaan, ja erityisesti B[u+, u−] = 0. Tämän perusteella
voidaan kirjoittaa
λ1 = B[u, u] = B[u
+, u+] + B[u−, u−]
≥ λ1||u+||L2(U) + λ1||u−||L2(U)
= (α + β)λ1 = λ1.
Edellisessä on siis oltava voimassa yhtäsuuruus ja saadaan
B[u+, u+] = λ1||u+||L2(U), B[u−, u−] = λ1||u−||L2(U).
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Nyt kohtien (4.14) ja (4.15) mukaan u+ ja u− toteuttavat
(4.23)
{
Lu+ = λ1u
+ x ∈U
u+ = 0 x ∈∂U
ja
(4.24)
{
Lu− = λ1u− x ∈U
u− = 0 x ∈∂U
heikossa mielessä.
Luvun 4.1 alussa, kohdassa (4.2), teimme sileysoletuksen aij ∈ C∞(U). Kun tämän va-
lossa tarkastellaan kohtaa (4.23), niin havaitaan operaattorin L säilyttävän ratkaisun u+
sileyden ja siis myös u+ ∈ C∞(U). Lisäksi
Lu+ = λ1u
+ ≥ 0 x ∈ U.
Vahva maksimiperiaate, Lause 3.23, antaa meille vaihtoehdot u+ > 0 tai u+ ≡ 0 kaikilla
x ∈ U . Vastaava päättely voidaan tehdä funktiolle u− ja näin päästään väitteisiin (4.20)
ja (4.21).
Oletetaan lopulta, että u ja u˜ ovat yhtälön (4.14) kaksi ei-triviaalia heikkoa ratkaisua.
Äskeisten päättelyjen nojalla ∫
U
u˜ dx $= 0.
Näin ollen löydetään sellainen vakio r ∈ R, että
(4.25)
∫
U
(u− ru˜) dx = 0.
Koska myös u − ru˜ on yhtälön (4.14) heikko ratkaisu, niin edellisistä kohdista seuraa
u = ru˜ kaikilla x ∈ U . Tästä nähdään, että pääominaisarvo λ1 on yksinkertainen.
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4.2 Ei-symmetrisen elliptisen operaattorin ominaisar-
vot
Tutkimme seuraavaksi ei-divergenssimuotoista elliptistä operaattoria
Lu = −
n∑
i,j=1
aijuxixj +
n∑
i=1
biuxi + cu.
Yksinkertaisuuden vuoksi oletamme, että kerroinfunktiot ovat sileitä, siis aij, bi, c ∈ C∞(U),
U ⊂ Rn on avoin ja rajoitettu ja että alueen reuna ∂U on sileä. Lisäksi oletamme toisen
kertaluvun kertoimien toteuttavan yhtälön aij = aji kaikilla i, j = 1, . . . , n ja että kerroin
c(x) on positiivinen kaikilla x ∈ U .
Emme voi käyttää symmetrisessä tapauksessa hyödynnettyä funktionaalianalyyttista lä-
hestymistapaa, sillä yleisesti operaattori L ei ole symmetrinen. Ylipäätään operaattorilla
voi olla kompleksisia ominaisarvoja sekä ominaisfunktioita.
Kuitenkin pätee, että pääominaisarvo on reaalinen ja että vastaava ominaisfunktio ei
vaihda merkkiään alueessa U .
Lause 4.26 (Pääominaisarvo ei-symmetrisille elliptisille operaattoreille).
i) Operaattorille L on olemassa reaalinen ominaisarvo λ1. Lisäksi, jos λ ∈ C on mikä
tahansa ominaisarvo, pätee epäyhtälö
Re(λ) ≥ λ1,
missä Re(λ) on luvun λ reaaliosa.
ii) Pääominaisarvoa λ1 vastaa alueessa U positiivinen ominaisfunktio w1.
iii) Pääominaisarvo λ1 on yksinkertainen.
Todistus. Valitaan m = [n2 ] + 2 ja tutkitaan Banach-avaruutta X = H
m(U) ∩ H10 (U).
Lauseen 2.18 mukaan X ⊂ C2(U). Määrittelemme operaattorin A : X → X asettamalla
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Af = u, missä u on ongelman
(4.27)
{
Lu(x) = f(x) x ∈ U
u(x) = 0 x ∈ ∂U
ratkaisu.
A on Lauseen 3.34 mukaan lineaarinen ja kompakti.
Seuraavaksi määrittelemme kartion
C = {u ∈ X|u ≥ 0, u ∈ U}.
Maksimiperiaatteen mukaan tutkittava kuvaus A kuvaa joukon C itselleen, A : C → C.
Valitaan mielivaltainen w ∈ C, w $≡ 0. Käyttämällä vahvaa maksimiperiaatetta ja Hopfin
Lemmaa päätellään, että funktiolle v = A(w) ∈ U pätee
(4.28) v(x) > 0 x ∈ U, ∂v
∂ν
(x) < 0 x ∈ ∂U.
Erityisesti w(x) = 0, kun x ∈ ∂U . Nyt kohdan (4.28) mukaan on olemassa vakio µ > 0
siten että
(4.29) µv(x) ≥ w(x), x ∈ U.
Kiinnitetään luvut ( > 0 ja η > 0 ja tutkitaan yhtälöä
(4.30) u = ηA(u+ (w)
tuntemattomalla funktiolla u ∈ C. Väitämme nyt, että jos u on yhtälön (4.30) ratkaisu,
niin
(4.31) η ≤ µ.
Todentaaksemme tämän, oletetaan funktion u ∈ C olevan yhtälön (4.30) ratkaisu. Kohdan
(4.29) mukaan saadaan suoraan laskettua
u ≥ ηA((w) = η(v ≥ η
µ
w.
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Sijoitetaan tämä arvio uudelleen lausekkeeseen (4.30) ja saadaan
u ≥ ηAu ≥ η
2(
µ
Aw =
η2(
µ
v ≥
(
η
µ
)2
(w.
Näin jatkamalla saadaan
u ≥
(
η
µ
)k
(w, k = 1, . . . ,
mikä on totta vain jos η ≤ µ. Näiden tarkastelujen perusteella kohta (4.31) pätee.
Määritellään
S$ = {u ∈ C | on olemassa luku η siten että 0 ≤ η ≤ 2µ ja u = ηA(u+ (w)}.
Näytämme seuraavaksi, että joukko S$ ⊂ X on rajoittamaton. Schaeferin kiintopiste-
lauseen [Eva98, 9.2.2. Theorem 4] mukaan kompaktilla kuvauksella K : X → X on kiin-
topiste, jos joukko
{u ∈ X | u = λK(u), 0 ≤ λ ≤ 1}
on rajoitettu.
Tehdään vastaoletus: olkoon joukko S$ rajoitettu. Edellä esitetyn perusteella yhtälöllä
u = 2µA(u+ (w)
on ratkaisu, mikä on ristiriita kohdan (4.31) kanssa ja näin ollen joukon S$ täytyy olla
rajoittamaton.
Koska joukko S$ on rajoittamaton avaruudessa X, on olemassa luku η$
(4.32) 0 ≤ η$ ≤ 2µ
sekä funktio v$ ∈ C, ||v$||X ≥ 1, jotka toteuttavat yhtälön
(4.33) v$ = η$A(v$ + (w).
Normalisoidaan tämä asettamalla
(4.34) u$ =
v$
||v$||X .
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Nyt kohtien (4.32)-(4.34) sekä operaattorin A kompaktisuuden nojalla löydetään sellainen
osajono ((k), (k → 0, jolle pätee
η$k → η ja u$k → u ∈ X.
Nyt kohdasta (4.34) seuraa, että
(4.35) ||u||X = 1, u ∈ C.
Koska u$ = η$A(u$ + $w||v!||X ), päätellään, että rajankäynnillä (k → 0 saadaan u = ηAu.
Kohdan (4.35) mukaan η > 0.
Ylläoleva voidaan nyt kirjoittaa muotoon{
Lw1(x) = λ1w1(x), x ∈ U
w1(x) = 0, x ∈ ∂U,
kun λ1 = η ja u = w1. Näin ollen λ1 on operaattorin L reaalinen ominaisarvo ja w1 ≥ 0
tätä vastaava ominaisfunktio.
Vahvasta maksimiperiaatteesta ja Hopfin lemmasta (3.19) saadaan nyt
(4.36) w1(x) > 0, kaikilla x ∈ U ja ∂w1
∂ν
(x) < 0, kun x ∈ ∂U.
Lisäksi silotusteorian mukaan w1 on sileä.
Edellä on tutkittu vain ei-negatiivisia ja täten erityisesti reaalisia ratkaisuja. Siirrytään
tutkimaan yleisempää tapausta, jossa sekä ominaisarvo λ että ratkaisufunktio u ovat
kompleksisia.
Oletetaan siis aluksi, että λ ∈ C ja u on ongelman
(4.37)
{
Lu(x) = λu(x) x ∈ U
u(x) = 0 x ∈ ∂U
ratkaisu.
Valitaan mielivaltainen sileä funktio w : U → R, joka on positiivinen alueessa U ja
asetetaan v = uw , w $= 0. Kohdan (4.37) mukaan saamme laskettua
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(4.38) λv =
1
w
L(vw) = Lv − cv − 2
w
n∑
i,j=1
aijvxiwxj +
v
w
Lw.
Kirjoittamalla
Kv = −
n∑
i,j=1
aijvxixj +
n∑
i=1
b′ivxi ,
missä b′i = bi − 2w
∑n
j=1 a
ijwxj , 1 ≤ i ≤ n, saamme kohdasta (4.38) yhtälön
(4.39) Kv +
(
Lw
w
− λ
)
v = 0.
Otetaan tästä kompleksikonjugaatti
(4.40) Kv +
(
Lw
w
− λ
)
v = 0.
Seuraavaksi laskemme
(4.41) K(|v|2) = K(vv) = vKv + vKv − 2
n∑
i,j=1
aijvxivxj ≤ vKv + vKv.
Viimeinen arvio seuraa siitä, että kompleksiluvun ξ reaaliosalle Re(ξ) ja imaginaariosalle
Im(ξ) pätee
n∑
i,j=1
aijξiξj =
n∑
i,j=1
aij(Re(ξi) Re(ξj) + Im(ξi) Im(ξj)) ≥ 0
kaikilla ξ ∈ C. Yhdistämällä kohdat (4.39)-(4.41) havaitaan, että
K(|v|2) ≤ 2
(
Re(λ)− Lw
w
)
|v|2.
Valitaan nyt
(4.42) w = w1−$1 , missä 0 < ( < 1.
Nyt
Lw =
1− (
w$1
Lw1 +
((1− ()
w1+$1
n∑
i,j=1
aijw1,xiw1,xj + (cw
1−$
1 ≥ (1− ()λ1w.
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Samoin
K(|v|2) ≤ 2(Re(λ)− (1− ()λ1)|v|2.
Näin ollen, jos Re(λ) ≤ (1−()λ1, niinK(|v|2) ≤ 0 alueessa U . Koska alueen reunalla v = 0,
niin kohtien (4.36) ja (4.42) mukaan voimme maksimiperiaatetta käyttäen päätellä, että
v = u/w = 0 alueessa U . Siis u ≡ 0 ja λ ei voi olla ominaisarvo. Tämä päättely pätee
kaikilla ( > 0, joten Re(λ) ≥ λ1 kaikilla ongelman (4.27) ominaisarvoilla.
Valitaan lopuksi mielivaltainen, mahdollisesti kompleksiarvoinen ratkaisu u ongelmalle
(4.43)
{
Lu(x) = λ1u(x) x ∈ U
u(x) = 0 x ∈ ∂U.
Koska Re(u) ja Im(u) kumpikin ratkaisevat ongelman (4.43), voimme olettaa ratkaisun
olevan u reaalinen. Voimme yleisyyttä menettämättä myös olettaa, että u(x) > 0 jollakin
x ∈ U . Asetetaan nyt
(4.44) χ = sup{µ > 0 | w1(x)− µu(x) ≥ 0, x ∈ U}.
Nyt 0 < χ <∞. Kirjoitetaan v(x) = w1(x)− χu(x), jolloin v(x) ≥ 0, kun x ∈ U ja{
Lv(x) = λ1v(x) ≥ 0, x ∈ U
v(x) = 0, x ∈ ∂U.
Jos nyt funktio v ei ole identtisesti nolla, antavat vahva maksimiperiaate ja Hopfin lemma
epäyhtälöt
v(x) > 0, x ∈ U ja ∂v
∂ν
(x) < 0, x ∈ ∂U.
Näin ollen
v(x)− (u(x) ≥ 0 jollakin ( > 0 ja kaikilla x ∈ U,
ja tästä päätellään että
w1(x)− (χ+ ()u(x) ≥ 0 x ∈ U,
mikä on ristiriita kohdan (4.44) kanssa. Näin siis w(x) ≡ 0, kun x ∈ U , ja u on ratkaisun
w1 moninkerta.
53
Kirjallisuutta
[Ada75] Robert A. Adams, Sobolev spaces, Academic Press, New York, NY, 1975.
[BB54] L. Bers and S. Bergman, Contributions to the theory of partial differential equa-
tions, Annals of mathematics studies, no. 33, Princeton University Press, Prince-
ton, N. J., 1954.
[Eva98] Lawrence C. Evans, Partial differential equations, American Mathematical Socie-
ty, Providence, RI, 1998.
[GT77] David Gilbarg and Neil S. Trudinger, Elliptic partial differential equations of
second order, Springer, 1977.
[Rud87] Walter Rudin, Real and complex analysis, McGraw-Hill, 1987.
54
