We propose a new framework for prototypical learning that bases decision-making on few relevant examples that we call prototypes. Our framework utilizes an attention mechanism that relates the encoded representations to determine the prototypes. This results in a model that: (1) enables interpretability by outputting samples most relevant to the decision-making in addition to outputting the classification results; (2) allows confidence-controlled prediction by quantifying the mismatch across prototype labels; (3) permits detection of distribution mismatch; and (4) improves robustness to label noise. We demonstrate that our model is able to maintain comparable performance to baseline models while enabling all these benefits. Preliminary work. Do not distribute. Database Prototypes 0.6 Classifier "bird" 0.3 Weights Confidence 0.8
Introduction
Deep neural networks yield excellent performance in numerous tasks, from image classification (He et al., 2016) to text classification (Conneau et al., 2016) . Yet, high classification performance is not always a sufficient factor for adoption. In addition, ideally an artificial intelligence system would:
• Build trust by explaining rationales behind decisions, • Allow detection of common failure cases and biases, • Refrain from making decisions without sufficient confidence (and allow the required level of confidence to be adjusted according to the requirements), • Be robust to slight changes in the training/testing setup, and against adversarial attacks.
For some application areas such as healthcare and financial services, these aspects are especially crucial. In their current form, deep neural networks are essentially considered blackbox models -they are controlled by complex nonlinear interactions between many parameters that are difficult to understand. There are numerous approaches, e.g. (Kim Figure 1 . Prototypical learning framework for image classification. The classifier bases the classification decision on the few prototypes it chooses from the database. This enables interpretability of the prediction (by visualizing the highest weight prototypes) and confidence estimation for the decision (by measuring agreement across prototype labels). Erhan et al., 2009; Simonyan et al., 2013) , that enable post-hoc explainability for already-trained models. Yet, these have the fundamental limitation that the models are not designed or trained for interpretability purposes. There are also various studies on the redesign of neural networks, similar to the direction in this paper. One notable example is the sequential attention mechanism (Bahdanau et al., 2015) that restricts the focus into a small portion of the input. Another one is capsule networks (Sabour et al., 2017) that use a dynamic routing mechanism to extract the amount of detail to be processed at the next higher layer. Finally, in (Zhang et al., 2018) convolutional filters are modified to be more interpretable by encouraging low entropy for inter-category activations and spatial distributions.
In this paper we propose a new architecture and learning framework that enables interpretability of deep neural networks without deteriorating their performance. The specific form of interpretability we focus on is prototypical learning that sparsely decomposed the decision making (see Fig. 1 ). Similar to previous work (Bien & Tibshirani, 2012) , we define prototypes as the minimal subset of samples with high interpretable value that can serve as a distillation or condensed view of a dataset. Given that the number of objects an average human can interpret is limited (Miller, 1956) , outputting prototypes can be a very effective approach for arXiv:1902.06292v1 [cs. LG] 17 Feb 2019
interpretability. In addition to interpretability of decision making, prototypical learning: (1) provides a very efficient confidence metric by measuring mismatches in prototype labels, allowing performance to be improved by refraining from making predictions in the absence of sufficient confidence;
(2) helps detect deviations in the test distribution; and (3) enables performance in the high label noise regime to be improved by controlling the number of selected prototypes. Given these motivations, prototypes should be:
• Chosen from the samples with the accurate label,
• Perceptually relevant to the input given the task,
• Sparse (i.e. low in count),
• Robust to slight changes in the learning framework.
Prototype selection in its naive form is computationally expensive and perceptually challenging (Bien & Tibshirani, 2012) . We propose a novel and efficient method for selecting input-dependent prototypes that integrates an attention mechanism between the input and prototype candidates from a database. The outputs of the attention mechanism determine prototype weights that scale the encoded representations which are consequently combined linearly. We demonstrate that the sparsity can be efficiently imposed via the choice of the attention normalization and additional regularization. We present our results for image, text and tabular data, and demonstrate that our method enables four key benefits (interpretability, confidence control, diagnosis of distribution mismatch, robustness against label noise) while maintaining comparable overall accuracy.
Related Work

Prototypical learning
The principles of our prototypical learning framework is based on (Bien & Tibshirani, 2012) . They formulate prototype selection as an integer program and solve it using a greedy approach with linear program relaxation. It seems unclear whether such approaches can be efficiently adopted to deep neural networks. and modify convolutional neural networks with a prototype layer for interpretability by replacing the conventional inner product with the squared L 2 distance computation for perceptual similarity. In contrast, our framework uses an attention mechanism to quantify perceptual similarity and can choose input-dependent prototypes from a large-scale candidate database. (Yeh et al., 2018) decomposes the prediction into a linear combination of activations of training points for interpretability using representer values. The linear decomposition idea also exists in our framework, but the weights are learned via an attention mechanism and sparsity is encouraged in the decomposition. In (Koh & Liang, 2017) , the training points that are the most responsible for a given prediction are identified using influence functions via oracle access to gradients and Hessian-vector products.
Metric learning
Metric learning aims to find an embedding representation of the data where similar data points are close and dissimilar data pointers are far from each other. Our framework is motivated by efficient learning of such an embedding space which can be used to decompose decisions. Metric learning for deep neural networks is typically based on modifications to the objective function, such as using triplet loss and N-pair loss (Sohn, 2016; Cui et al., 2016; Hoffer & Ailon, 2014) . These yield perceptually meaningful embedding spaces yet typically require a large subset of nearest neighbors to avoid degradation in performance (Cui et al., 2016) . proposes a deep metric learning framework which employs an attention-based ensemble with a divergence loss so that each learner can attend to different parts of the object. Our framework has metric learning capabilities like relating similar data points, but also performs well on the ultimate supervised learning task.
Attention-based few-shot learning
Some of our inspirations are based on recent advances in attention-based few-shot learning. In (Vinyals et al., 2016) , an attention mechanism is used to relate an example with candidate examples from a support set using a weighted nearest-neighbor classifier applied within an embedding space. In (Ren et al., 2018) , incremental few-shot learning is implemented using an attention attractor network on the encoded and support sets. In (Snell et al., 2017) , a non-linear mapping is learned to determine the prototype of a class as the mean of its support set in the embedding space. During training, the support set is randomly sampled to mimic the inference task. Overall, the attention mechanism in our framework follows related principles but fundamentally differs in that few-shot learning aims for generalization to unseen classes whereas the goal of our framework is robust and interpretable learning for seen classes.
Uncertainty and confidence estimation
Our framework takes a novel perspective on the perennial problem of quantifying how much deep neural networks' predictions can be trusted. Common approaches are based on using the scores from the prediction model, such as the probabilities from the softmax layer of a neural network, yet it has been shown that the raw confidence values are typically poorly calibrated (Guo et al., 2017) . In (Papernot & McDaniel, 2018) , the intermediate representations of the network are used to define a distance metric, and a confidence metric is proposed based on the conformity of the neighbors. In (Jiang et al., 2018) , a confidence metric is proposed based on the agreement between the classifier and a modified nearest-neighbor classifier on the test sample. Another direction of uncertainty and confidence estimation is Bayesian neural networks that return a distribution over the outputs (Kendall & Gal, 2017) (Mullachery et al., 2018) .
Proposed Learning Framework
Learning principles
Consider a training set with labels, {x i , y i }. Conventional supervised learning aims to learn a model s(x i ; S) that minimizes a predefined loss E{L(y i ,ŷ i = s(x i ; S))}. 1 . Our goal is to impose that decision making should be based on only a few training examples, referred to as prototypes, such that their linear superposition in an embedding space can yield the overall decision and the superposition weights correspond to their importance factors. This framework requires decomposition of s() into multiple functions of the desired form based on the following six principles: 
Network architecture and training
Based on the principles above, we propose the architecture in Fig. 2 . A trainable encoder is employed to transform B input samples (note that B may be 1 at inference) and D samples from the database of prototype candidates (note that D may be as large as the entire training dataset at inference) into keys, queries and values. The encoder architecture can be based on any trainable discriminative feature mapping function (e.g. ResNet (He et al., 2016) for images) with the only difference that it generates three types of embeddings. The encoder is shared and jointly updated for the input sam- ples and prototype candidate database. For input samples, V b ∈ B×dout and Q b ∈ B×datt denote the values and queries, and for candidate database samples K d ∈ D×datt and V d ∈ D×dout denote the keys and values. A relational attention mechanism computes the weights p j via alignment of keys and queries using a scaled dot-product attention (Vaswani et al., 2017) :
where n() is a normalization function to satisfy p j ≥ 0 and D j=1 p j = 1 for which we consider softmax and sparsemax. Sparsemax encourages sparsity (for principle (v)) by mapping the Euclidean projection onto the probabilistic simplex (Martins & Astudillo, 2016) . Note that the relational attention mechanism does not introduce any extra trainable parameters. The final decision block simply consists of a linear mapping from a linear combination of values that results in the output y i (e.g. logits for classification). To guide the final decision, the following loss term consisting of three components (with equal weights) is used:
(1)
The first term is a conventional supervised learning loss that is used to impose principles (i) and (ii). The second and third terms are the matching losses. The second term is used to impose principles (i), (iii) and (iv) such that the linear combination of prototypes should yield the correct decision. The third term is used to strengthen the principles (iii) and (iv), where the choice of α ≥ 0.5 guarantees that the input sample itself has the largest contribution in the linear combination. In our experiments we randomly sample α from [0.45, 0.5] at each iteration. 2
Sparsity regularization
To increase the sparsity of the distribution of weights further, we propose an additional regularization term L(y i ,ŷ i ) + λ sparse L sparse (p) in the form of entropy where:
where is a small number for numerical stability. L sparse (p) is maximized when p has only 1 non-zero value, and minimized when p j = 1/D.
Confidence estimation
The prototypical learning framework provides a linear decomposition of the decision into prototypes that have known labels. Ideally, labels of the prototypes should all be the same as the labels of the input. For confusing or challenging inputs, prototypes with different labels may receive a nonzero weight. We propose to use the quantification of the match between labels of prototypes (via linear superposition of the weight label conformity) as a confidence metric to calibrate predictions:
where y i is the ground truth label of the sample i and I() is the indicator function. C(p, y) is equal to 1 if and only if non-zero weights p i all belong to the same class. When the confidence is below a certain threshold the model can refrain from making a decision.
Experiments
Setup
We demonstrate the canonical prototypical learning framework for image, text and tabular data classification problems (see Table 1 ). We summarize the corresponding encoder architectures in subsequent subsections (see supplementary materials for details). Outputs of the encoders are mapped to queries, keys and values using a fully-connected layer followed by ReLU. For values, layer normalization (Lei 2 Other choices such as a fixed value or a different sampling range yield similar overall performance but qualitatively result in slightly worse results for prototype quality. Ba et al., 2016) is employed for more stable training. A fully-connected layer is used in the decision making block, yielding logits for determining the estimated class. Softmax cross entropy loss is used as L(). Adam optimization algorithm is employed (Kingma & Ba, 2014) with exponential learning rate decay (with parameters optimized on a validation set). For image encoding, we use the standard ResNet model (He et al., 2016) . ResNet applies 4× convolutional downsampling before average pooling in each dimension. Large image datasets (Fruits (Muresan & Oltean, 2017) and ISIC Melanoma (ISIC, 2016)) use an extra strided convolutional layer inserted for downsampling by a factor of 2, followed by max pooling for downsampling by another factor of 2.
TEXT DATA ENCODING
For text encoding, we use the very deep convolutional neural network (VDCNN) (Conneau et al., 2016) model. A sequence of raw characters (of 69 different values (Zhang & LeCun, 2015) ) is used as the input. VDCNN uses 9 convolutional layers with max-pooling for downsampling, eventually followed by k-max pooling (Conneau et al., 2016) .
TABULAR DATA ENCODING
For tabular data encoding, we use an LSTM model (Hochreiter & Schmidhuber, 1997) of length 4, which inputs the feature embeddings at every timestep, after applying a dropout with a rate of 0.5. Keys, queries and values are obtained from the output of the last layer, after applying a dropout with a rate of 0.5.
Results
We evaluate our method with four sets of experiments where we: (1) qualitatively demonstrate how our method enables (2) show that it can also be used to compute a confidence metric that enables one to make a trade-off between number of predictions and overall accuracy;
(3) demonstrate that it can be used to detect outof-distribution samples; and (4) showcase that our method exhibits robustness to label noise. Table 2 shows the accuracy and the median number of prototypes required for a particular confidence value, i.e. the minimum number of weights that add up that value. In all cases, a very small accuracy gap is observed with the baseline encoder (that is trained in conventional supervised learning framework). To achieve a sufficiently high confidence, the number of prototypes required is much lower with sparsemax attention compared to softmax attention.
SPARSE EXPLANATIONS OF DECISIONS
There is variance between datasets in the number of prototypes required as intuitively expected from the discrepancy in the degree of similarity between the intra-class samples.
To further reduce the number of prototypes, we also consider sparsity regularization. With a small decrease in performance, the number of prototypes can be reduced to just a handful. 3 Figs. 3, 4 and 5 exemplify prototypes. We observe that generally perceptually similar samples are chosen as the prototypes with the largest weights.
CONFIDENCE-CONTROLLED PREDICTION
By varying the threshold for the confidence metric proposed in Eq. 3, a trade-off can be obtained for what ratio of the test samples the model makes a prediction vs. the overall accuracy it obtains (see Fig. 6 ). The baseline accuracy can be significantly improved (towards 100% in almost all cases) by making less predictions. In general, the smaller the number of prototypes, the smaller the trade-off space. Thus, softmax attention (which normally results in more prototypes) is better suited for confidence-controlled prediction compared to sparsemax. Compared to the state-of-the-art models, our canonical framework with simple and small models shows similar accuracy by making slightly fewer predictions. For MNIST, (Wan et al., 2013) achieves 0.21% error rate, that is obtained by our framework refraining from only 0.45% of predictions. For DBpedia, (Sachan & Petuum, 2018) achieves 0.91% error, that is obtained by our framework refraining from 3% of predictions. For Adult Census Income, CatBoost (Dorogush et al., 2018) achieves around 12% error rate, that is obtained by our framework refraining from 10% of predictions. Fig. 6 shows the results for Melanoma classification, a medical diagnosis application. By refraining from some predictions, we demonstrate unprecedentedly high AUC values without using transfer learning or highly-customized models (Haenssle et al., 2018) .
Comparison to deep k-nearest neighbors. Fig. 7 shows the comparison of our method to deep k-nearest neighbors (dkNN) (Papernot & McDaniel, 2018) . As can be observed from the sharper slope of the plot, our prototypical learning framework outperforms dkNN both in terms of accuracy and in terms of finding related samples. Fig. 8 shows that the ratio of samples above a certain confidence level decreases significantly when the test dataset deviates from the training dataset. By comparing the ratio of samples above a certain confidence level, prototypical learning with softmax attention allows detection of deviations in the input distribution. (Papernot & McDaniel, 2018) and prototypical learning (with softmax attention) for MNIST. We consider both metrics in the dkNN paper, confidence and credibility.
OUT-OF-DISTRIBUTION SAMPLES
For a fair comparison we use the same network architecture as in the original dkNN paper as the encoder without data augmentation. 
ROBUSTNESS TO LABEL NOISE
As prototypical learning with sparsemax attention aims to extract decision-making information from a small subset of training samples, it can be used to improve performance when the training dataset contains noisy labels. Table 3 shows results. The optimal value 4 of λ sparse increases with higher noisy label ratios, underlining the increasing importance of sparse learning. 
Prototype quality
In general, the following scenarios may yield low prototype quality:
1. Lack of related samples in the candidate database, 2. Perceptual difference between humans and the encoder while focusing on discriminative features, 3. High intra-class variability that makes training difficult, 4. Imperfect encoder that cannot yield fully accurate representations of the input, 5. Insufficiency of relational attention to determine weights from queries and keys, 6. Inefficient decoupling between encoder & attention blocks and the final decision block.
There can be problem-dependent fundamental limitations on (1)-(3), whereas (4)-(6) are raised by choices of models and losses and can be further improved. We leave the quantification of prototype quality using information-theoretic metrics or discriminative neural networks to future work. Figure 9 . Example prototypes with wrong labels for CIFAR-10.
Understanding misclassification cases
One of the benefits provided by prototypical learning is insights into wrong decision cases (as exemplied in Fig.  9 ). Such an analysis may yield actionable insights such as modifying the training dataset or the loss functions.
Conclusions
We propose an attention-based prototypical learning framework and demonstrate its usefulness for wide range of problems on image, text and tabular data. By adding a relational attention mechanism to an encoder, prototypical learning enables important novel capabilities. With sparsemax attention, it can base the learning on a few relevant samples that can be returned at inference for interpretability, and can also improves robustness to label noise. With softmax attention, it enables confidence-controlled prediction that can outperform state-of-the-art results with simple architectures by simply making slightly fewer predictions, as well as enables detecting deviations from the training data. All these are achieved while maintaining similar overall accuracy.
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A. Training details
A.1. Image data
A.1.1. MNIST DATASET
We apply random cropping after padding each side by 2 pixels and per image standardization. The base encoder uses a standard 32 layer ResNet architecture. The number of filters is initially 16 and doubled every 5 blocks. In each block, two 3 × 3 convolutional layers are used to transform the input, and the transformed output is added to the input after a 1 × 1 convolution. 4× downsampling is applied by choosing the stride as 2 after 5 th and 10 th blocks. Each convolution is followed by batch normalization and ReLU nonlinearity. After the last convolution, 7 × 7 average pooling is applied. The output is followed by a fully-connected layer of 256 units and ReLU nonlinearity, followed by layer normalization (Lei Ba et al., 2016) . Keys and queries are mapped from the output using a fully-connected layer followed by ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fully-connected layer of 64 units and ReLU nonlinearity, followed by layer normalization. For the baseline encoder, the initial learning rate is chosen as 0.002 and exponential decay is applied with a rate of 0.9 applied every 6k iterations. The model is trained for 84k iterations. For prototypical learning model with softmax attention, the initial learning rate is chosen as 0.002 and exponential decay is applied with a rate of 0.8 applied every 8k iterations. The model is trained for 228k iterations. For prototypical learning model with sparsemax attention, the initial learning rate is chosen as 0.001 and exponential decay is applied with a rate of 0.93 applied every 6k iterations. The model is trained for 228k iterations. All models use a batch size of 128 and gradient clipping above 20.
A.1.2. FASHION-MNIST DATASET
We apply random cropping after padding each side by 2 pixels, random horizontal flipping, and per image standardization. The base encoder uses a standard 32 layer ResNet architecture, similar to our MNIST experiments. For the baseline encoder, the initial learning rate is chosen as 0.0015 and exponential decay is applied with a rate of 0.9 applied every 10k iterations. The model is trained for 332k iterations. For prototypical learning with softmax attention, the initial learning rate is chosen as 0.0007 and exponential decay is applied with a rate of 0.92 applied every 8k iterations. The model is trained for 600k iterations. For prototypical learning with sparsemax attention, the initial learning rate is chosen as 0.001 and exponential decay is applied with a rate of 0.9 applied every 8k iterations. The model is trained for 392k iterations. For prototypical learning with sparsemax attention and sparsity regularization (with λ sparse = 0.0003), the initial learning rate is chosen as 0.001 and exponential decay is applied with a rate of 0.94 applied every 8k iterations. The model is trained for 440k iterations. All models use a batch size of 128 and gradient clipping above 20.
A.1.3. CIFAR-10 DATASET
We apply random cropping after padding each side by 3 pixels, random horizontal flipping, random vertical flipping and per image standardization. The base encoder uses a standard 50 layer ResNet architecture. The number of filters is initially 16 and doubled every 8 blocks. In each block, two 3 × 3 convolutional layers are used to transform the input, and the transformed output is added to the input after a 1 × 1 convolution. 4× downsampling is applied by choosing the stride as 2 after 8 th and 16 th blocks. Each convolution is followed by batch normalization and the ReLU nonlinearity. After the last convolution, 8 × 8 average pooling is applied. The output is followed by a fully-connected layer of 256 units and the ReLU nonlinearity, followed by layer normalization (Lei Ba et al., 2016) . The output is followed by a fully-connected layer of 512 units and the ReLU nonlinearity, followed by layer normalization (Lei Ba et al., 2016) . Keys and queries are mapped from the output using a fully-connected layer followed by the ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fully-connected layer of 128 units and the ReLU nonlinearity, followed by layer normalization. For the baseline encoder, the initial learning rate is chosen as 0.002 and exponential decay is applied with a rate of 0.95 applied every 10k iterations. The model is trained for 940k iterations. For prototypical learning with softmax attention, the initial learning rate is chosen as 0.0035 and exponential decay is applied with a rate of 0.95 applied every 10k iterations. The model is trained for 625k iterations. For prototypical learning with sparsemax attention, the initial learning rate is chosen as 0.0015 and exponential decay is applied with a rate of 0.95 applied every 10k iterations. The model is trained for 905k iterations. For prototypical learning with sparsemax attention and sparsity regularization (with λ sparse = 0.00008), the initial learning rate is chosen as 0.0015 and exponential decay is applied with a rate of 0.95 applied every 12k iterations. The model is trained for 450k iterations. All models use a batch size of 128 and gradient clipping above 20.
CIFAR-10 experiments with noisy labels. For CIFAR-10 experiments with noisy labels for the base encoder we only optimize the learning parameters. Noisy labels are sampled uniformly from the set of labels excluding the correct one. The baseline model with noisy label ratio of 0.8 uses an initial learning rate of 0.001, decayed with a rate of 0.92 every 6k iterations, and is trained for 15k iterations. For the dropout approach, dropout with a rate of 0.1 is applied, and the model uses an initial learning rate of 0.002, decayed with a rate of 0.85 every 8k iterations, and is trained for 24k iterations. The baseline model with noisy label ratio of 0.6 uses an initial learning rate of 0.002, decayed with a rate of 0.92 every 6k iterations, and is trained for 12k iterations. For the dropout approach, dropout with a rate of 0.3 is applied, and the model uses an initial learning rate of 0.002, decayed with a rate of 0.92 every 8k iterations, and is trained for 18k iterations. The baseline model with noisy label ratio of 0.4 uses an initial learning rate of 0.002, decayed with a rate of 0.92 every 6k iterations, and is trained for 15k iterations. For the dropout approach, dropout with a rate of 0.5 is applied, and the model uses an initial learning rate of 0.002, decayed with a rate of 0.92 every 6k iterations, and is trained for 18k iterations. For experiments for the prototypical learning model with sparsemax attention, we optimize the learning parameters and λ sparse . For the model with noisy label ratio of 0.8, λ sparse = 0.0015, initial learning rate is chosen as 0.0006 and exponential decay is applied with a rate of 0.95 applied every 8k iterations. The model is trained for 108k iterations. For the model with noisy label ratio of 0.6, λ sparse = 0.0005, initial learning rate is chosen as 0.001 and exponential decay is applied with a rate of 0.9 applied every 8k iterations. The model is trained for 92k iterations. For the model with noisy label ratio of 0.4, λ sparse = 0.0003, initial learning rate is chosen as 0.001 and exponential decay is applied with a rate of 0.9 applied every 6k iterations. The model is trained for 122k iterations.
A.1.4. FRUITS DATASET
We apply random cropping after padding each side by 5 pixels, random horizontal flipping, random vertical flipping and per image standardization. In the encoder, first, a downsampling with a convolutional layer is applied with a stride of 2, and using 16 filters, followed by a downsampling with max-pooling with a stride of 2. After obtaining the 25 × 25 inputs, the a standard 32 layer ResNet architecture (similar to MNIST) is used, followed by a fully-connected layer of 128 units and the ReLU nonlinearity, followed by layer normalization (Lei Ba et al., 2016) . Keys and queries are mapped from the output using a fully-connected layer followed by the ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fullyconnected layer of 64 units and the ReLU nonlinearity, followed by layer normalization. W eight decay with a factor of 0.0001 is applied for the convolutional filters. The model uses a batch size of 128 and gradient clipping above 20.
A.1.5. ISIC MELANOMA DATASET
The ISIC Melanoma dataset is formed from the ISIC Archive (ISIC, 2016) that contains over 13k dermoscopic images collected from leading clinical centers internationally and acquired from a variety of devices within each center. The dataset consists of skin images with labels de-noting whether they contain melanoma or are benign. We construct the training and validation dataset using 15122 images (13511 benign and 1611 melanoma cases), and the evaluation dataset using 3203 images (2867 benign and 336 melanoma). While training, benign cases are undersampled in each batch to have 0.6 ratio including candidate database sets at training and inference. All images are resized to 128 × 128 pixels. We apply random cropping after padding each side by 8 pixels, random horizontal flipping, random vertical flipping and per image standardization. In the encoder, first, a downsampling with a convolutional layer is applied with a stride of 2, and using 16 filters, followed by a downsampling with max-pooling with a stride of 2. After obtaining the 32 × 32 inputs, the base encoder uses a standard 50 layer ResNet architecture (similar to CIFAR10), followed by a fully-connected layer of 128 units and the ReLU nonlinearity, followed by layer normalization (Lei Ba et al., 2016) . Keys and queries are mapped from the output using a fully-connected layer followed by the ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fully-connected layer of 64 units and the ReLU nonlinearity, followed by layer normalization.
For the baseline encoder, the initial learning rate is chosen as 0.002 and exponential decay is applied with a rate of 0.9 applied every 3k iterations. The model is trained for 220k iterations. For prototypical learning with softmax attention, the initial learning rate is chosen as 0.0006 and exponential decay is applied with a rate of 0.9 applied every 3k iterations. The model is trained for 147k iterations. For prototypical learning with sparsemax attention, the initial learning rate is chosen as 0.0006 and exponential decay is applied with a rate of 0.9 applied every 4k iterations. The model is trained for 166k iterations. All models use a batch size of 128 and gradient clipping above 20. (Conneau et al., 2016) . The maximum length is set to 448 and longer inputs are truncated while the shorter inputs are padded. The input embeddings are first transformed with a 1-D convolutional block consisting 64 filters with kernel width of 3 and stride of 2. Then, 8 convolution blocks as in (Conneau et al., 2016) are applied, with 64, 64, 128, 128, 256, 256, 512 and 512 filters respectively. All use the kernel width of 3, and after each two layers, max pooling is applied with kernel width of 3 and a stride of 2. All convolutions are followed by batch normalization and the ReLU nonlinearity. Convolutional filters use weight normalization with parameter 0.00001. The last convolution block is followed by k-max pooling with k=8 (Conneau et al., 2016) . Finally, we apply two fully-connected layers with 1024 hidden units. In contrast to (Conneau et al., 2016) , we also use layer normalization (Lei Ba et al., 2016) after fully-connected layers as we observe this leads to more stable training behavior. Keys and queries are mapped from the output using a fully-connected layer followed by the ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fully-connected layer of 64 units and the ReLU nonlinearity, followed by layer normalization. For the baseline encoder, initial learning rate is chosen as 0.0008 and exponential decay is applied with a rate of 0.9 applied every 8k iterations. The model is trained for 212k iterations. For prototypical learning model with softmax attention, the initial learning rate is chosen as 0.0008 and exponential decay is applied with a rate of 0.9 applied every 8k iterations. The model is trained for 146k iterations. For prototypical learning model with sparsemax attention, the initial learning rate is chosen as 0.0005 and exponential decay is applied with a rate of 0.82 applied every 8k iterations. The model is trained for 270k iterations. All models use a batch size of 128 and gradient clipping above 20. We do not apply any data augmentation.
A.3. Tabular data
A.3.1. ADULT CENSUS INCOME There are two output classes: whether or not the annual income is above $50k. Categorical categories such as the 'marital-status' are mapped to multi-hot representations. Continuous variables are used after a fixed normalization transformation. For 'age', the transformation first subtracts 50 and then divides by 30. For 'fnlwgt', the transformation first takes the log, and then subtracts 9, and then divides by 3. For 'education-num', the transformation first subtracts 6 and then divides by 6. For 'hours-per-week', the transformation first subtracts 50 and then divides by 50. For 'capital-gain' and 'capital-loss', the normalization takes the log, and then subtracts 5, and then divides by 5. The concatenated features are then mapped to a 64 dimensional vector using a fully-connected layer, followed by the ReLU nonlinearity. The base encoder uses an LSTM architecture, with 4 timesteps. At each timestep, 64-dimensional inputs are applied after a dropout with rate 0.5. The output of the last timestep is used after applying a dropout with rate 0.5. Keys and queries are mapped from this output using a fully-connected layer followed by the ReLU nonlinearity, where the attention size is 16. Values are mapped from the output using a fully-connected layer of 16 units and the ReLU nonlinearity, followed by layer normalization. For the baseline encoder, the initial learning rate is chosen as 0.002 and exponential decay is applied with a rate of 0.9 applied every 2k iterations. The model is trained for 4.5k
iterations. For the models with attention in prototypical learning framework, the initial learning rate is chosen as 0.0005 and exponential decay is applied with a rate of 0.92 applied every 2k iterations. The softmax attention model is trained for 13.5k iterations and the sparsemax attention model is trained for 11.5k iterations. For the model with sparsity regularization, the initial learning rate is 0.003 and exponential decay is applied with a rate of 0.7 applied every 2k iterations, and the model is trained for 7k iterations. All models use a batch size of 128 and gradient clipping above 20. We do not apply any data augmentation.
B. Additional results
B.1. Confidence-controlled prediction for Fashion-MNIST Figure 10 . Fashion MNIST accuracy vs. ratio of samples, for confidence levels between 0 and 0.999. Fig. 10 shows the accuracy vs. ratio trade-off for samples in the Fashion-MNIST dataset with sparsemax and softmax attention. The high number of prototypes enabled by softmax attention leads to a wider trade-off range.
B.2. Confidence-controlled prediction for CIFAR-10 Fig. 11 shows the accuracy vs. ratio of samples for the CIFAR-10 dataset with sparsemax and softmax attention. The high number of prototypes enabled by softmax attention leads to a wider trade-off range.
B.3. Prototype examples for CIFAR-10
Fig. 12 exemplify prototypes for CIFAR-10 with sparsemax attention, and Fig. 13 exemplify prototypes for CIFAR-10 with sparsemax attention and sparsity regularization. F or most cases, we observe the discriminative features between inputs and prototypes to be similar. For examples, the shape of tires, the face patterns of dogs, the body shape of frogs, Figure 11 . CIFAR-10 accuracy vs. ratio of samples for confidence levels between 0 and 0.999. In some cases, we observe the commonalities between input and prototypes that distinguish melanoma cases such as the non-circular geometry or irregularly-notched borders (Jerant et al., 2000) . Compared to other datasets, ISIC Melonama dataset yields lower interpretable prototype quality on average. We hypothesize this to be due to the perceptual difficulty of the problem as well as the insufficient encoder performance shown by the lower classification accuracy (despite the acceptable AUC).
Input Prototypes
