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ABSTRACT 
The transfer of technology to developing countries consti- 
tutes one of the major debates in the literature on development 
economics. The present empirical investigation is intended to 
" contribute 
to the large existing literature on technological 
transfer. Its major contribution lies in demonstrating rigorously 
that the integration of foreign technologies is greatly affected 
by the socio-economic conditions of the recipient countries. 
The present study attempts to identify the main socio- 
economic characteristics involved in assimilating transferred 
technlogy. It first provides a quantifiable measure of the rate 
of technological absorption. Then, in presenting the selection 
of indicators, the general procedures followed in choosing the 
sample of countries are summarized and the principles guiding the 
choice of variables are examined. The model is based on multiple 
regression analysis, which is discussed in some detail. Another 
statistical method is used to explore the interdependence of the 
economic and social indicators, which provides more exact know- 
ledge about their various interactions and lays the groundwork 
for the problem at hand. 
Three main indicators are identified that explain a signifi- 
cant-. sixty one percent of the total variance of the dependent 
variable. These main indicators are the rate of education, trade 
policies and the availability of certain consumer products. It 
is found that these variables express different and important 
dimensions of the third world economy. In general, the results 
reveal that the rate of technology integration varies greatly 
with the level of socio economic development. The findings of the 
investigation are analysed using new and efficient methods of 
diagnostic techniques, and are also seen within their theoretical 
perspectives'. 
The analysis of results is concluded with a discussion of 
intangible factors that cannot as yet be quantified; factors such 
as political and managerial quality and yet can be expected to 
have significant effects on the rate of technological integration. 
" 
-iv- 
TABLE OF CONTENTS 
DEDICATION 
ACKNOWLEDGEMENTS 
ABSTRACT 
" 
TABLE OF CONTENTS 
LIST OF TABLES 
LIST OF FIGURES 
CHAPTER 1: INTRODUCTION 
1. Introduction 
2. General Background to the Study of 
Technological Transfer 
3. Scope and Objectives of the Present 
Study 
4. Limitations of the Present Analysis 
CHAPTER 2: TECHNOLOGY TRANSFER: SOME MAJOR ISSUES 
1. Introduction 
2. The International Transfer of Technology: 
A Historical Perspective 
3. The Technological Transfer 
3.1 Some Definitions 
3.2 Forms, Mechanisms and Channels of 
Transfer 
3.3 Costs of Transfer 
" 
3.4 Stages of Transfer 
3.5 Transfer Effectiveness 
3.6 Adaptation of Technology 
3.7 Knowhow Transfer 
3.8 Aid and Technical Assistance 
3.9 Recent Approaches to the Transfer of 
Technology 
Page No. 
i 
ii 
iii 
iv 
xi 
xii 
1 
1 
11 
16 
19 
20 
21 
21 
28 
36 
37 
37, 
38 
41 
44 
47 
-V- 
Page No. 
3.10 Industrial Forecasting Related 
to Technology Transfer 49 
4. The Role of the Multinational Enterprises 
in Technology Transfer 54 
5. The Choice of Technology 60 
" 
6. Conclusion 71 
CHAPTER 3: IDENTIFICATION OF AN INDEX MEASURING INTEGRATION 
OF TECHNOLOGY AND FORMULATION OF AN ECONOMETRIC MODEL 72 
1. Introduction 72 
2. Estimation of a Measure for the Technological 
Transfer, Selection of Variables and Sample 
Selection 73 
2.1 Identification of an Index of Measurement 
for the Transfer of Technology 73 
2.1.1 The Gross Industrial Product 81 
2.1.1.1 Data and Calculations 
of Gross Industrial Product 84 
2.1.2 The Imported Technology 87 
2.1.2.1 Data on Imported Technology 87 
2.1.2.2 Calculations of IT as a 
Percentage of GIP-, 88 
2.2 Relationships Between GIP and IT as<a 
Percentage of GIP 90 
2.3 Selection of Indicators 93 
2.3.1 Previous Analyses on Economic 
and Social' Indicators 94 
"` 
2.3.1.1- Analysis of Economic 
Indicators 98 
2.3.1.2 Analysis of Social 
Indicators 99 
2.3.2 Relationships Between Economic and 
Social Indicators 103 
2.4, The Variables Selection " 108 
2.4.1 Introduction. 108 
-Vi- 
Page No. 
,_0 
" 
2.4.2 Classification of the Variables 
Included in the Model 110 
2.4.2.1 Economic Indicators 110 
2.4.2.2. Social Indicators 114 
2.5 The Sample Selection 116 
2.5.1 Countries Not Included in the Analysis 116 
2.5.2 Countries Included in the Analysis 119 
3. Methodology 120 
3.1.1 The Nature of the Stochastic Disturbance 
Term 123 
3.1.2 The Regression Equation 125 
3.1.2.1 Historical Significance 126 
3.1.2.2 The Purpose of Multiple Regression 127 
3.2 Objectives of the Model 129 
3.3 Specification of the Model 131 
3.3.1 Dependent and Explanatory Variables 132 
3.3.2 Mathematical Form of the Model 132 
3.3.3 Constituents of the Model 134 
3.3.3.1 Distinction Between Variables 
and Parameters 134 
3.3.3.2 Distinction Between Variables 135 
3.3.4 Regression and Causation 135 
3.4. Estimation of the Model 136 
3.4.1 Assumptions of the Linear Regression 
Model 138 
3.4.1.1 Stochastic Assumptions of 
the Least Squares Method 138 
3.4.1.2 Other Assumptions of . 
Ordinary Least, Squares 140 
3.4.2 The Least Squares Estimators. 140 
3.4.2.1 Properties of Least Squares 147 
-Vii"-, 
Page No. 
3.5 Statistical Tests and Significance 151 
3.5.1 General Statistics 151 
3.5.2 Correlation-Regression Analysis 152 
3.5.2.1 Partial Correlation 156 
" 
3.5.2.2 Relationships Between 
Partial and Multiple 
Correlation 158 
3.5.3 Inferential Statistics 159 
3.5.3.1 Test of Significance for 
the Sample Correlation 
Coefficient and Regression 
Coefficient 159 
3.5.3.2 The Overall Test for Goodness 
of Fit of the Regression 
Equation 160 
3.5.3.3 Test for a Specific Regression 
Coefficient 162 
4. Conc lusion 163 
CHAPTER 4: ANALYSIS OF VARIABLES 
1. Intr oduction 164 
2. Fact or Analysis and the Variables Classification 166 
2.1 On Factor Analysis 167 
2.2 The Factor Models 170 
2.2.1 Preparation of the Correlation Matrix 173 
2.2.2 Factor Extraction 179 
2.2.2.1 Methods of Factor Extraction 179 
2.2.2.2 The Principal Factor Solution 181 
2.2.3 Factor Rotation 189 
3. The Factor Analysis: Results and Interpretation 193 
3.1 The First Factor 199 
3.2 The Second Factor 202 
3.3 The Third. Factor 210 
-viii- 
I -- " 
" 
3.4 The Fourth Factor 
3.5 The Fifth Factor 
3.6 The Sixth Factor 
3.7 Differences in the Relationships of 
Variables in Low and Middle Income 
Countries 
3.7.1 The Middle Income Countries 
3.7.2 The Low Income Countries 
3.8 Regional Differences in the Relationships 
of the Socio-Economic Variables 
3.8.1 African Countries 
3.8.2 Latin American Countries 
3.8.3 Asian Countries 
4. Summary and Conclusions 
CHAPTER 5: RESULTS ANALYSIS AND THEORETICAL INTERPRETATION 
1. Introduction 
2. Methods for Selecting Variables 
2.1 All Possible Subsets Regression 
2.2 The Stepwise Regression Procedure 
3. Statistical and Econometric Analysis 
3.1 Diagnostic Techniques for the Examination' 
of Residuals 
3.1.1 Outliers 
3.1.1.1 Use of Residuals and 
Partial Residual Plots 
3.1.1.2 Cook's Distance 
3.1.1.3 Mahalanobis Distance 
3.2 Preliminary Analysis 
3.2.1 Industrial Production 
3.2.2 Gross Domestic Investment 
3.2.3 Population 
Page No. 
217 
218 
222 
225 
228 
228 
229 
230 
231 
231 
235 
236 
237 
238 
240 
241 
241 
241 
243 
244 
246 
246 
247 
249 
" 
a 
-ix- 
3.3 Econometric Analysis 
3.3.1 The Assumption of Randomness of U 
3.3.2 The Assumption of Zero Mean of U 
3.3.3 The Assumption of Constant Variance 
or Homoscedasticity 
3.3.3.1 Graphical Methods to Detect 
Heteroscedasticity 
3.3.3.2 The Spearman-Rank Correlatior 
Test for Homoscedasticity 
_3.3.4 
The Assumption of Normality of U 
3.3.5 The Assumption of Multicollinearity 
3.3.5.1 The Farrar-Glauber Test for 
Multicollinearity 
3.3.5.2 Results of the Test on Multi- 
collinearity 
3.4 Statistical Analysis 
3.4.1 The Test of the Goodness of Fit 
With R2 
3.4.2.1 The Standard Error Test 
3.4.2.2 The Student's t Test 
3.4.2.3 Confidence-Intervals for 
the True Parameters 
3.4.2.4 Testing the Incremental 
Contribution of each 
Explanatory Variable 
4. Theoretical Interpretation of the Results 
4.1 Adult Literacy Rate 
4.2 Imports of Manufactured-Goods 
4.3 Radio Receivers 
5. Unquantifiable Factors Affecting the Transference 
of Technology 
5.1 World Factors 
5.2 The Political Factor. " 
5.3 The Managerial Factor 
Page No. 
259 
260 
261 
263 
265 
269 
270 
272 
273 
277 
277 
278 
281 
283 
285 
287 
293 
293 
300 
308 
310 
312 
314 
316 
-X- 
10 
Page No. 
CHAPTER 6: CONCLUSIONS AND PROPOSITIONS FOR FURTHER RESEARCH 
1. Main Conclusions 323 
2. Proposals for Further Research 325 
APPENDICES 
1. Tables on Industrial Activities for Some Countries 326 
2. Computer Program for GIP Trend 335 
3. Table of Ratio GIP/IT 339 
4. Data 343 
5. List of Variables 349 
6. List of Countries 350 
7. Percentage of the Mining Sector 351 
8. Correlation Table for 45 and 41 Countries 352 
9. Critical values for the significance of 354 
Pearson correlation coefficients `` 
10. Correlation Figures 355 
11. Matrix Algebra 360 
12. Percentage Points of t Distributions 365 
13. Computer Outputs 366 
14. Graphical Representation of Homoscedasticity 
and Heteroscedasticity 368 
BIBLIOGRAPHY 369 
I 
0 
1 
ý~Y"t 
-*Y. 
Y 
-xi- 
LIST OF TABLES 
Page No. 
CHAPTER 2 
1.1 Motivations of United States to Transfer 
Technology 27 
fi " 1.2 Ownership of the Contracting Enterprises in the 
Technology Receiving Country, 1970 28 
1.3 Case Summaries and Overview of Policy Implications 51 
1.4 Estimated Transfer of Income 63 
1.5 Capital Intensive and Labour Intensive Industries 64 
CHAPTER 3 
3.1 Anatomy of K-Variables Regression Model 128 
CHAPTER 4 
4.1 Unrotated-Matrix of Loadings for All Countries 188 
4.2 Rotated Factor Matrix for All Countries 200 
4.3 Rotated Factor Matrix for 22 Middle Income Countries 226 
4.4 Rotated Factor Matrix for 23 Low Income Countries 227 
4.5 Rotated Factor Matrix for 24 African, Countries 232 
4.6 Rotated'Factor matrix for 13 Latin American Countries 233 
4.7 Rotated Factor Matrix for 8 Asian Countries 234 
CHAPTER 5 
5.1 Analysis of Variance 279 
5.2 Table. of R2, Adjusted R2 and Variables 280 
5.3 The Standard Error of Estimates 282 
5.4 The-t'-Statistic 284 
5.5, Aov Table for Regression, 288 
5.6 Aov Table for Assessing the' Incremental Continuation 
of the Variables 290 
5.7 Aov Table to Assess the Contribution of X13 and X2 291 9 
5.8 Scientific and Technological Manpower in Different", 
Countries 298 
-X11- 
LIST OF FIGURES 
Page No. 
CHAPTER 2 
0 
1.1 Elements of Technology 23 
1.2 Scheme of the Technology Transfer Process 42 
1.3 Appropriateness as the Link Between Basic Social 
Needs and Directing Technology 68 
CHAPTER 3 
0 
3.1 Components of the Ratio 91 
3.2 Correlation Coefficient: GNP Per Capita and Life 
Expectancy 105 
3.3 Correlation Coefficient: Access to Water and Death Rate 105 
3.4 Correlation Coefficient: GNP Per Capita and Energy 
Consumption Per Capita 106 
3.5 Correlation Coefficient: GNP Per Capita and Access 
to Water 106 
3.6 Diagram for Model Construction 120 
CHAPTER 4 
4.1 Schematic Matrix Notation for all Values of j and i 173 
CHAPTER 5 
5.1 Partial Residual Plot for Industrial Production 253 
5.2 Partial Residual Plot for Gross Domestic Investment 253 
5.3 Partial Residual Plot for Population 253 
5.4 Partial Residual Plot for Passenger Cars 254 
5.5 Partial Residual Plot Population' Density 254 
5.6 Histogram of Studentized Residuals, 262 
5.7 Residual Plot for Imports of Manufactured Goods, '266 
5.8 Residual Plot for Adult Literacy Rate 266 
5.9 Residual Plot for Ratio Receivers 266 
5.10 Partial Residual Plot for Imports of Manufactured Goods 267 
" 4, 
-XLLi- 
5.11 Partial Residual Plot for Adult Literacy Rate 
5.12 Partial Residual Plot for Radio Receivers 
5.13 Normal Probability Plot for Standardized Residuals 
5.14 The 95 per cent Confidence interval for t (40 df) 
>ý` " 
,, 
. 
ý' ýýý 
ýý 
Page No. 
267 
267 
270 
283 
CHAPTER ONE 
INTRODUCTION 
0 
-1- 
CHAPTER 1 
1. INTRODUCTION. 
The major part of technology transferred to developing 
" countries arises from the historical dominance of research 
and development in the developed countries. 
In this chapter, some general background relations to 
the problem of technological transfer is initially introduced; 
in the next section the scope of the proposed study and its 
objectives are described; finally in the last section the 
limitations of the present research are discussed. 
2 GENERAL BACKGROUND TO THE STUDY OF TECHNOLOGICAL TRANSFER. 
The crucial importance of international transfers of 
technology, as a means to improve the efficiency of investment 
and the general effectiveness of the productive process, is 
constantly stressed. The transfer of technology is a complex 
phenomenon, involving a wide variety of forms. The classical, 
and perhaps the most dominant form, is the transfer by multi- 
national enterprises, in either partly or wholly owned subsidia- 
ries; the other form is simply the export and import of capital 
goods embodying technological knowledge. 
Although these forms of technology transfer are widely used 
among the developed market economies as well, they may not be 
fully efficient ways of transmitting the use of modern technolo- 
gies between economies at different levels of development. Some 
-2- 
would take the view that they may increase the dependence of 
the less developed countries and hence widen the gaps in develop- 
ment between exporters and importers of technology. 
" Moreover, the operations of the multinational enterprises 
under the packaged nature of the investment which have to be 
viewed as promoters of development, by what is often called a 
"business school approach", Quinn (1969), are not widely shared, 
instead, many agree that the multinational enterprises are 
continuing their historic dominance with a new economic 
dependency. 
Some of the risks that can arise from the dependence on 
technology may place the purchasing firm in a position of 
unjustified disadvantage with regard to the exporter requesting 
higher indefined prices. It is often suggested that there are 
no official regulations for royalty agreements, nor any syste- 
matic policy of technology imports, and that often, firms may 
be remitting profits as well as royalties when they should be 
paying only one of the above. 
The imperfect character of the international market may 
result from the very nature of intellectual property; Streeten 
(1972, p381) defines the know-how in relation to the market, 
he states: 
0 
"Technical knowledge cannot be marketed like other 
products or factors because it possesses the 
following peculiar features: indivisibility, 
inappropriability, embodiement in other factors, 
uncertainty, and impossibility to know its full 
value until bought. " 
-3- 
In other words, as technological know-how is embodied to 
machinery and equipment as well as technical skills, the buyer 
cannot have more or less of it. The characteristics of techni- 
" cal 
knowledge may, therefore, explain why the sale of licenses 
and patents often restrict the recipients use of the imported 
technologies. 
There are other risks that may result from an imperfect 
market. In particular, it has been said, Delorme (1982, p95), 
that the existing terms of world trade with today's financing 
terms and interest rates, will not enable the developing 
economies to reach the rate of growth set by the Lima target 
(New International Economic order), which will produce twenty 
five percent of the total world industrial output by the year 
2000, as compared with the seven or eight percent contribution 
at the moment. Furthermore, the existing investment agreements 
together with the emphasis made on the importance of adequate 
supplies of foreign exchange, see Wall (1968), may 
frustrate the governments of many developing countries, which 
tend to focus on this one factor and makes it easy for the 
leaders of these countries to attribute the blame for insuffic- 
ient growth rates to the policies of the developed countries. 
Wall criticizes the over-emphasis given by Unctad in ascribing 
0 
the role of "engine of growth" to the imports of machinery. One 
may also include Johnson's (1967, p65) warnings towards an 
economy concentrating mainly on the trade as aspects of develop- 
ment, he says: 
"In the first place, the temptation is particularly 
strong for the less developed countries to attach 
-4- 
too much importance to the trade and other policies 
of the developed countries as determining factors in 
the development of the less developed countries. 
" Fundamentally, the process of initiating self-sustaining 
economic growth is a process of effecting internal 
social and economic changes. The external trading environ- 
ment may be influential in determining the relative 
difficulty of the process, but it is not crucial ... 
Secondly, emphasis on the denial of trade opportunities 
tends to divert attention from the equally important 
question of ability to take advantage of trade oppor- 
tunities and to generate the mistaken belief that trade 
policy changes by developed countries offer a magic new 
route to painless development. The main obstacle to 
development through trade is very likely to be the 
condition of underdevelopment itself, which inherently 
imposes countless impediments to the establishment of 
profitable trade. Thirdly, concentration on the trade 
policies of the developed countries obscures the fact 
that in many ways the policies of the less developed 
countries themselves impede, either deliberately or 
incidentally, the exploitation of existing opportunit- 
ies to trade, and would impede the exploitation of new 
trade opportunities that might be opened up by policy 
changes in the developed countries. " 
Although it may be true that the terms of trade of the 
developed countries have created some problems in acquiring 
technical knowledge, it should be recognised that these countries 
-5- 
are scientifically and technologically dependent, which may 
affect their low bargaining power in dealing in international 
world market, but nevertheless, it remains up to them to make 
" the most appropriate choice of the supply of the technology as 
well as the technology itself in order to use it productively; 
as Brahimi (1976) succintly puts it: 
"Technological capital is not something that can be 
passively received by the people of the third world, 
it has to be acquired., " 
The successful absorption of foreign technologies does 
not depend only on the transfer of technical knowledge and 
methods; often it is the inability to introduce new and foreign 
development in administrative, financial and social fields 
that subject a host society to serious pressures. 
Much of the discussion on the transfer of technology to 
developing countries is linked with the choice of techniques. 
This question arises from the unsuccessful repercussions of the 
nature of the technology transferred. 
This new thinking is mainly concerned with the creation of 
a new technology, that could be more appropriate to the needs of 
developing countries; this type of technology is often referred 
" 
to as "intermediate" or "appropriate". 
A great deal of thought has recently been given with regard 
to investigations of appropriate technology. This is a result of 
the pioneering work of Shumacher's premise that "small is 
beautiful", Shumacher seriously questions the use of technology 
as it exists today in the developed as well as in the developing 
world. He draws the conclusion that technology is already misused 
-6- 
in the initiating technology countries, and that some attention 
should be drawn to the need to change the aspects of science 
and technology to a more profitable use for the community as a 
" whole. He goes on to argue that the present technology is not 
appropriate for the developing areas as it will create the same 
"diseases" there from which the developed areas are suffering; 
i. e. pollution, concentration of industries, unemployment, etc. 
However, it is often argued, on the other hand, that these 
technologies, Shumacher advocated, often labour intensive, do 
not promote productivity and as a result, the developing count- 
ries should transfer and try to adapt the industrial world's 
technology. 
When dealing with the problem of technological transfer, 
one is treating one of the basic problems of development, there- 
fore, it is important to examine certain problems related to 
economic development in order to establish the framework within 
which the transfer of technology operates. According to Myint 
(1967), the recent interest in development economics has its 
roots on the one hand in a number of policies regarding the 
help of the developing countries and on the other, in the need 
for an economic understanding of the problem of underdevelop- 
ment, a wide development theory is: 
" 
"a discernible rise in total and in per capita income, 
widely diffused throughout occupational and income 
groups, continuing for at least two generations and 
becoming cumulative. " 
According to this definition, an underdeveloped country is 
one in which this process has not taken place and where per 
-7- 
capita income can be explained by the shortage of capital which 
necessarily implies a low productivity of the labour force, and 
by other limitations due to lack of technical and managerial 
" skills, lack of education as well as some problems related to 
health and nutrition. Sunkel (1969) approaches the problem in a 
different way; he explains underdevelopment as a state where the 
capital goods sector does not exist, he goes on to argue that the 
imports of capital goods necessary to produce consumer goods have 
been substituted for the imports of consumer goods themselves. As 
a result, the economics of the poor countries have become unstable 
and dependent. 
The capital goods sector should be encouraged as the imports 
of machinery directly serve as a training ground for human resou- 
rces, and taking this viewpoint, it constitutes an important 
vehicle for technological trade. The transition from machine- 
operation skills to machine-building capability can be effect- 
ively bridged within a reasonable period, provided suitable tech- 
nological assistance and efficient training is provided in the 
early stages as Singh (1975) argues. 
There are a number of developing countries competing in 
international markets for machinery products within a few years 
of starting manufactures, examples are India, Brazil, Mexico and 
" 
Taiwan. 
The problem of underdevelopment is of an extremely delicate 
nature, and the main factors likely to contribute to its under- 
standing on the one hand and to its abolition on the other are 
science and technology. It is commonly agreed that science and 
technology provide the means to banish poverty. When the 1963 U. N. 
-8- 
conference on science and technology for the benefit of develop- 
ing countries was held in Geneva, Kaplan (1979), it was believed 
that a massive transfer of science and technology from the de- 
" veloped countries would rapidly solve the problems of poverty, 
illiteracy and in general terms the problem of underdevelopment. 
However, this view has not proved successful; this can be ex- 
plained by the fact that the less developed countries have no 
significant scientific and technological infrastructure of their 
own, which makes difficult the assimilation of the technologies, 
and by the difficulties involved in the transfer of science as 
such. Streeten (1972), in particular, attributes most of the 
problems of development to science and technology, and to the 
obstacles for their use in the social structure of developing 
economies. The lack of experimental and scientific outlook ex- 
plains partly why no use of the existing and available science 
and technology is made. He argues that there are three major 
effects caused by the extensive and concentrated development of 
science and technology in the developed areas, as they carry 
ninety eight percent of world research and development, against 
a mere two percent in the developing areas. Moreover, of these 
ninety eight percent, fourty five percent is spent on defence 
and-space and; -another seven percent on atomic energy'. This 
has 
is 
the following results: 
i) It leads to a misorientation of efforts in the developing 
countries, because they have to follow what goes on in the 
research laboratories of rich countries, which may be 
irrelevant to their specific problems. 
-9- 
ii) It leads to a brain-drain towards these research centres, 
the scarce professional manpower, educated at the ex- 
pense of the developing economies, contributes to in- 
" creasing the science and technology of the rich countries. 
This is mainly because these economies fail to employ 
this manpower on the one hand, and they are attracted 
by high salaries and other conditions by developed 
economies on another. 
iii) The technologies produced are developed such that the 
least labour, and the more capital are used (this may 
even explain why developed societies are encountering 
increased unemployment problems), also the products are 
often aimed at high-income consumers. 
Turning to policies, some questions that may occur to 
economists are to ask why has the market system not provided 
incentives for the development of science and technology in 
developing countries, and why do the industrial countries that 
have a comparative advantage in manufacture and industry, tend 
to protect heavily their technologies, by trying to gain the 
maximum out of developing economies and not diffusing the know- 
how. 
0 
It is unfortunate that these points, obviously greatly 
affecting the assimilation of technology, can only be answered 
by going beyond economic boundaries. It is however clear that 
the developing economies serve as a market for the technology 
as well as the manufactured products of the rich countries, it 
also serves to expand and develop the economies of the developed 
-10- 
world through the operations of the multinationals, and serves 
as low cost sources of raw material for the developed world. If 
the developing countries have to become scientifically and tech- 
" nologically independent, the developed world will as a result 
suffer the consequences as it would no longer retain its present 
privileges. Hence, one may understand why an existing and con- 
tinuing developing world may be encouraged and kept as it is by 
the dominant world. Sometimes, political pressures may be created 
and encouraged in order to maintain these nations under control. 
The literature on the technological transfer is mainly 
theoretical, and economic theory seems to lag behind the present 
problems of developing countries. The only model on technology 
transfer known to the author is that of Bruton (1977). It con- 
sists of relating employment growth to a variety of factors, such 
as productivity growth and substitutability among inputs. This 
model is based on the Cobb-Douglas production function and is 
aimed at explaining employment growth through the rate of sub- 
stitution of labour and capital. A manipulation of the production 
function is effected such that a rate of output growth is obtained, 
which placed emphasis on learning and adapting as part of the 
routine operation of the firm. The learning process is expected 
to lead to more adaptable production methods; time is given great 
importance in the adaptation of technologies in Burton's model. 
Hence he attributes the success of technology transfer to what 
takes place over time rather than on choosing the appropriate 
technique from a "shelf" containing several technologies. 
This model seems to offer a great deal of information about 
how a successful technological transfer may be modelled; however, 
-11- 
no sign of further research or reference was made in the study of 
technological transfer. One may attribute the lack of modelling to 
the nature of economists and policymakers, who are mainly con- 
" cerned with theoretical implications of technology transfers. Or, 
one may relate the lack of mathematical modelling in this domain 
to the unwillingness of economists to make use of statistical 
analysis. This process could not only explore the existing situ- 
ation and possibly identify causes, but would also enable one to 
make predictions regarding specific phenomena and would assist 
the decision making and the planners to achieve their desired 
goals. 
There is, therefore, an urgent need to explore the factors 
that significantly affect the integration of the transferred 
technology; as was mentioned above, this will not only inform one 
as regards the present situation, but also it would enable one to 
predict the rate of technological integration in one or more 
countries. 
3. SCOPE AND OBJECTIVES OF THE PRESENT STUDY. 
Although a large amount of empirical research has been 
devoted to the problems of development in general, there are no 
" 
specific empirical investigations with regard to the technological 
transfer, which is at the core of the development problem. 
The present research is aimed at identifying those factors 
that significantly affect the rate of technological integration. 
For this, appropriate statistical methods are used to study a 
set of specified data. The characteristics selected for study are 
based on a priori reasoning and the relevant social science 
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literature. 
There are mainly two considerations that suggest the desira- 
bility of using quantitative techniques as tools for exploring 
" the structure of the underlying phenomena involved in any problem 
of development, and in particular, the problem of technological 
transfer. First, the amount of even approximately validated 
knowledge as regards the rules governing this phenomenon is 
small, secondly, there are a number of controversial attitudes 
towards this problem, which may make it difficult to establish 
a defined hypothesis. Empirical research may then increase one's 
understanding of certain phenomena. 
For this study, the measure of technology integration is 
defined as the ratio of the growth of gross industrial product 
in numerator to imported technology (given a percentage of gross 
industrial product). This ratio is then regressed on a number of 
economic and social variables, of which only those that are found 
to affect significantly the rate of technology integration are 
retained in the econometric model. 
One may attribute the success or failure of technology 
transfer to a number of factors without knowing their relevance 
in practical terms, also as a theoretical model is lacking in 
specifying more or less exactly the amount of 
influence, one cannot be certain of their theoretical formula- 
tions. 
Hence an attempt to model such a phenomenon may be very 
useful and may complement the existing literature, in providing 
more empirical evidence. As will be shown later, some indicators 
chosen to explain the rate of technology integration are 
frequently discussed in the literature. On the other hand, other 
indicators which have received less emphasis could be worthy of 
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further study. 
The main reason that made the author approach the problem 
in the above manner was an awareness that the effectiveness of 
" technology transfer is highly influenced by the social and econ- 
omic conditions of the recipient countries. It is therefore in- 
tended to explore these conditions and to gain a quantitative 
insight as well as more empirical knowledge, by making use of 
statistical data. 
In this study, particular attention is drawn to social 
indicators; this is because of the increasing importance given 
to the study in this area by leading development economists such" 
as Streeten and Seers. 
It was preferred to use every aspect of the socio-economic 
characteristics of developing countries in this analysis in order 
to have a large variety of elements of which only the important 
aspects may be later pin pointed. As a result, as many variables 
as possible are used. 
Thirty social and economic variables are included in the 
analysis; the most recent data for these are published by the 
World Bank (1980a);, some problems were encountered in finding 
more appropriate data and in finding computer readable tapes, 
which, if available, would have facilitated the research signif- 
0 
icantly. 
Fourty five countries are analysed in a cross section study; 
the intention was to include as many countries as possible in 
order to have an adequate representation of populations, so that 
appropriate generalisations could be made. All countries found 
in the published source of data are included, except certain 
categories which do not conform to the set hypothesis. 
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The principal method used is statistical correlation 
analysis, which can provide scattergrams of the relationships 
involved; it can also eliminate items that are not significantly 
" related. Factor analysis is used to study the dimensions or the 
factors determined by the whole set of indicators; these two 
statistical methods are used as preparatory and complementary 
tools to the main method used for the study i. e. multiple 
regression analysis. 
This thesis is divided into six chapters; the present 
chapter is intended to introduce the problem of technology trans- 
fer, to discuss work already done on this subject and to intro- 
duce the present study with its objectives and limitations. 
The second chapter is concerned with the review of technolo- 
gical transfer involving many issues, such as the channels, forms 
and cost of transfer; the choice of techniques, the role of the 
multinationals as well as some empirical examples of the changing 
trends in the forms of transfer. 
A discussion on the measure of technology integration and 
its relation to the socio-economic variables is presented in 
relation with the economic literature in the third chapter; also 
the significance of the use of social and economic indicators is 
discussed, referring to studies using these variables and their 
" 
relationships, correlation analysis used to identify the relatio- 
nships between economic and social variables. In part two of this 
chapter, the method of multiple regression analysis is presented 
and discussed in relation with the data to be later analysed. 
Chapter four lays the ground for the final analysis of 
results. It consists of a presentation of the method of factor 
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analysis as a means to identify these variables that may explain 
the same dimension, and of using this method on the data in 
order to find the dimensions explained by the data. This 
" consists of gaining more knowledge regarding the relationships 
of the indicators, and of their importance, it is particularly 
used besides regression analysis, as Adelman and Morris (1971) 
stress, as it enables one to retain variables that do not explain 
the same dimension in the final multiple regression model. The 
results of these factors are discussed in relation to the exis- 
ting literature concerning these aspects. 
The fifth chapter discusses the methods used for the sele- 
ction of variables as well as the diagnostics used for the re- 
tention of the most statistically reliable indicators. These 
indicators are further analysed and other qualitative factors 
which could not be included in the study are discussed. 
Finally, the sixth chapter concludes the study and proposes 
specific research. 
The present study has several objectives: 
i) To provide an empirical understanding of technological 
transfer, based on a wide range of recent data. 
ii) Secondly to identify the main socio-economic character- 
istics involved in assimilating transferred technology. 
iii) Thirdly, to-'provide results simple to use for any 
researcher interested to know the rate of technology 
integration of a specific or of a number of countries, 
this consists of using the values of the present para- 
meters with the required data on either countries inc- 
luded or not included in the analysis. The parameters 
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of the present variables may be used for other periods 
as well. 
iv) Fourthly, if the results are considered reliable, 
0 
economists, policy makers as well as governments could 
use the present findings to determine the present rate 
of integration and to predict future rates and use them 
for more efficient economic and social planning. 
v) Fifthly, it can draw attention to those particular socio- 
economic areas which are found to affect the assimilation 
of technology. 
4. LIMITATIONS OF THE PRESENT ANALYSIS. 
As in any research, the present study has some limitations, 
these are mainly due to the availability of data. 
i) The main limitations to this study are the incapacity 
to include very important variables directly related 
to technological productivity, such as management and 
productivity factors as well as political implications 
and policies. It is realized, however, that the entire 
" question of collection of data suffers from finding a 
way to quantify the above aspects. Also, it is commonly 
agreed that some phenomena may not be possible to 
quantify. These aspects are given theoretical considera- 
tions in the analysis of results; these are particularly 
seen as complementary factors to the ones found in the 
equation. v 
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ii) Secondly, the data used is entirely dependent on the 
published sources, therefore, the reliability of the 
results depends on the accuracy of the data collected. 
iii) Thirdly, as the analysis is over a period of eight years 
(1970 -1977) in order to eliminate casual perturbations 
and to have a more acs 
(also, this period is 
ping of technological 
as data was not often 
variables (especially 
and 1977 was averaged 
whole period of eight 
present, again due to 
-urate picture of the integration 
very characteristic of the begin- 
transfer for many countries) and 
available for many years and many 
since the data for the years 1970 
in order to give the value for the 
years), there is a degree of bias 
data availability. 
" 
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CHAPTER 2 
TECHNOLOGY TRANSFER: SOME MAJOR ISSUES. 
Technology is a vital part of the development process, an 
" 
essential input into economic activity. As is well known the 
historical dominance of scientific and technological research 
have emerged in the economically developed nations, and a sig- 
nificant proportion of these technologies are transferred to the 
developing countries. The transfer of technology raises many 
issues; those of the cost of technology and its appropriateness 
as well as those concerned with economic independence and tech- 
nological learning. It is intended in this chapter to discuss 
these issues. 
This chapter is divided into six principal sections. The 
succeeding section introduces the general features of technology 
transfer. The next section gives a brief historic review of tech- 
nological transfer. The third deals with definitions, mechanisms, 
as well as other aspects of transfer; the fourth section offers 
some views on technology transfer policy in relation to the 
multinational corporations, which Constitute the main form of 
transfer. Then a discussion on the choice of techniques follows 
where technology is analysed within the appropriate and inapp- 
0 ropriate perspectives and finally, some conclusions are drawn. 
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1 INTRODUCTION. 
Most developing countries industrialize in order to acquire 
economic independence and wealth; as the necessary machinery and 
" 
equipment required is not available and cannot be produced by 
these economies, they have a main objective to maximize the 
quantity of technology transferred and a number of incentives are 
generally introduced to encourage the inflow of technology from 
the developed countries. The unrestricted inflow of technology 
in the past has led to many undesirable consequences; it has 
often resulted in high and rising costs and inhibited the devel- 
opment of local technological capacity which in turn engendered 
further technological dependence and increased the heavy burden 
of unemployment. A result of using capital intensive techniques 
is the limitation of the learning effect of technology transfer. 
The above factors have led to a need to regulate the rate of 
inflow of technology and the requirement to adopt a much greater 
interventionist strategy at both national and international levels. 
The new objectives regarding technology transfer in many ways 
conflict with the initial objectives of maximizing the inflow of 
technology; they also suggest a more restrictive and selective 
policy towards technology transfer from developed countries. 
" An analytical analysis of technological transfer necessit- 
ates the investigation of questions such as: 
i) What is being transferred : is it machinery, technical 
assistance, licenses, educational resources, research and 
development facilities, etc ...? 
ii) Is the technology transferred to affiliates or to 
independent agents ? 
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iii) What is the cost of the transfer ? 
iv) How well is the technology being absorbed and used ? 
9 The subsequent sections of this chapter will discuss these 
aspects as well as other relevant aspects such as the role of the 
multinationals and technological choice. 
2 THE INTERNATIONAL TRANSFER OF TECHNOLOGY: A HISTORICAL 
PERSPECTIVE. 
In the world's long history of industrialization, the 
transfer of technology has played a predominant role in the 
establishment of new industry in many countries. Hence the trans- 
fer of technology is not a recent phenomenon but has been going 
on throughout all history. About four hundred years ago, Francis 
Bacon observed that three great mechanical inventions, printing, 
gunpowder and the compass, have changed the whole course of life, 
particularly literature, warfare and navigation, see Dunning 
(1982); however, none of these great inventions had originated 
in Europe, rather, they represented a successful technology 
transfer from earlier civilizations. The beginning of the ind- 
ustrial revolution took place in England and the resulting 
is 
technologies provided the basis for industrial development. First 
in Western Europe, then in the United States and then in a 
number of other countries which had favourable conditions, such 
as Canada, Australia, Japan and the Soviet Union. These examples 
proved that the technological transfer required high levels of 
skills and technical competence in the recipient country and 
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that a successful transfer of technology is not merely trans- 
porting machines from one location to another. International 
transfer of technology between industrialized countries is 
" continuously increasing as a result of better transportation 
and communication between countries. 
During the 1960's, when most of the developing countries 
obtained their political independence, there was a growing 
awareness of the importance of international co-operation, 
based on the transfer of technology. However, the conditions 
and environments of the recipient countries were not as yet 
favorable for successful technological assimilation and the 
international environment did not appear to be, a promoter of 
technological integration; indeed as was shown earlier, the 
strengthening and rising technology transfer between industri- 
alized countries, which led to a broad exchange of knowledge and 
to a rapid technological progress, has most certainly contributed 
to the continuous widening gap between industrialized and devel- 
oping countries. 
3 THE TECHNOLOGICAL TRANSFER. 
It is intended in this section to define the term technology 
" 
and the transfer of technology as well as discuss the general 
trends of technological transfer to developing countries. 
3.1 Some Definitions. 
The term technology has been variously defined; one of 
the simplest definitions is attributable to Root (1968) and is 
"The body of knowledge that is applicable to the production of 
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goods and the creation of new goods. " It is often seen not only 
as a factor contributing to greater production but also as an 
asset which improves the quality of a product, reduces its cost 
" and constantly leads to the creation of new, and often sophis- 
ticated products. A definition of technology seen as a commer- 
cial element, basically embodied in machines, documents and 
human beings is provided by UNCTAD (1972), "Technology is an 
essential input to production, and as such it is bought and 
sold in the world market as a 'commodity' embodied in one of 
the following forms: 
i) in capital goods and sometimes intermediary goods which 
are bought and sold in markets, particularly in conn- 
ection with investment decisions; 
ii) in human labour, usually qualified and sometimes highly 
qualified and specialized manpower, with capacity to 
make correct use of the equipment and techniques and to 
master the problem solving and information producing 
apparati; 
iii) in information, whether of a technical or of a commercial 
nature, which is provided in markets, or kept secret as 
" part of monopolistic practices. " 
Another way to look at technology is to distinguish between 
product technology from process technology, OCDE (1982, pll) and 
Siggel (1983, p86). The former consists of the specifications 
and characteristics of the product, and the latter comprises all 
the know how necessary to produce a product. Fig. l. l may usefully 
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be used to clarify these definitions. 
It is also useful to differentiate between proprietary 
technology and non-proprietary technology, as first distinguished 
" by Quinn (1968). The former category comprises 
technologies 
owned by the technology supplying firm, most often transferred 
through private foreign investment; usually the ownership is 
guaranteed by patents in the case of process technologies and 
by registered brands in the case of product technologies. Non- 
proprietary technologies are generally bought in a freely avai- 
lable market, and do not involve any proprietary right to the 
seller; in transfer agreements for non-proprietary technologies, 
the product and process technology play a minor role compared to 
management and training, which in this case constitute the main 
elements. 
Technology should, therefore, not be viewed simply as a 
basic factor of production, when examining technological trans- 
fer, but mainly as a commercialised asset bought and sold in a 
technology market which is imperfect due to the features of 
technological know-how, on one hand and to the nature of the 
buyer and seller on another. UN (1974, p47) and Balogh and Graham 
(1979, p184). 
The transfer of technology is broadly distinguished in two 
" 
types, which Brooks (1966) calls vertical and horizontal. Verti- 
cal transfer is a process by which scientific knowledge becomes 
part of a technological system, by making a technology out of 
unrelated and different techniques, and horizontal transfer is 
the adaptation of a technique from one use to another, or from 
one country to another. The transfer of technology to develop- 
ing countries is mainly related to the second type of transfer, 
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it could be defined as any group of measures used to set up and 
extend production facilities by importing machinery and elements 
of technical knowledge from abroad. Thus the definition by 
" Cooper and Sercovitch (1970, p3): 
"The transfer of technology from advanced to underdeveloped 
countries may be taken to cover the transfer of those 
elements of technical knowledge which are normally required 
in setting up and in operating new production facilities- 
and which are characteristically in very short supply (and 
often totally absent) in the developing countries. " 
This definition opens the way to many questions as to 
whether such a transplantation does occur in reality, whether 
knowledge is transferable or whether it is tied to a particular 
locality. Some authors, particularly those representing the 
dependency school of thought, Dos Santos (1966) and Amin (1973) 
argued that technology transfers necessarily lead to ever- 
increasing economic and technological dependence. Siggel (1983) 
notes, however, that these statements of dependence depend on 
the nature and completeness of technology transfers. If that 
transfer is merely viewed as transplanting modern technologies 
into developing countries without generating learning effect, 
then it could be said that it obviously leads to economic depend- 
ence, whereas if technology transfer focus on acquiring techno- 
logical capacity through learning, it can contribute successfully 
to economic development, hence reducing the technological and 
economic dependence. 
There are mainly three conditions necessary for the inter- 
national transfer of technology, either between developed coun- 
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tries, or between the latter and developing countries. Stewart 
(1979, Chapter 1): 
i) first, decision makers in one country wish to use a 
0 
particular technology; 
ii) second, that this technology is not available locally. 
( The developed countries account for 97 percent of 
world research and development expenditure and the less 
developed countries import over 90 percent of plant and 
machinery from developed countries). 
iii) thirdly, it is believed that the needed technology is 
cheaper to transfer than to produce locally. 
Nau (1970) attempted to classify the objectives of the 
United States motives in transfering technology to developed 
as well as developing countries. The classification of NaU is 
reproduced in Table 1.1. 
0 
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Table 1-1 Motivations of United States to Transfer Technology 
" 
" 
Motivation Definition 
Military - Strategic Use or value of technology transfer 
for the development, manufacture or 
deployment of military capabilities, 
i. e. weaponry and forces. 
a. directly enhance military capabil- 
ities. 
b. improve civilian capabilities and 
release resources to military 
outlays. 
Foreign Policy - Diplomatic Use or value of technology transfer 
for influencing intentions (as com- 
pared with capabilities) in the 
international arena. 
Economic - Commercial Use or value of technology transfer 
for profit or commercial gain. 
Social - environmental Use or value of technology transfer 
for improving the "quality of life", 
i. e. consequences for equity and 
ecology (as compared with commercial 
gain). 
Administrative - Use or value of technology transfer 
institutional to advamce organizational or bureau- 
cratic interests within US domestic 
system 
a ..... .. T.. __ t ._ ._ 11 oQ ýi T1 
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3.2. Forms, mechanisms and channels of transfer. 
The various elements of technology required for setting up 
production facilities and technical assistance are transferred in 
0 
forms involving a wide variety of contractual arrangements which 
take broadly two organizational forms, the most predominant form, 
which can be divided into two, is a direct foreign investment by 
a multinational firm in a wholly owned subsidiary or a joint 
venture with majority or minority participation by the foreign 
firm, the second form is basically a transfer agreement between 
independent enterprises, either private, semi-public or public. 
Table 1-2 shows the pattern of contractual forms of transfer for 
some countries. 
Table 1.2. Ownership of the Contracting Enterprises in the 
Technology Receiving Country, end 1970. 
0 
percent of Contracts in E nterprises with 
Country Foreign direct investment holly nationally owned 
Majority foreign Minority 
ownership foreign 
ownership 
Cyprus 48 44 8 
Colombia 45 12 43 
Brazil 36 # 64 # 
Sri lanka 29 42 29 
Peru 28 19 55 
Rep. Korea 13 # 87 # 
Pakistan 12 8 79* 
India 3 12 85 
Source: UNCTAD (1975a, table 3). 
# minority Foreign ownership treated as wholly national 
* Specified as "100% Government controlled. " 
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Many projects may involve a combination of two or more of 
these methods, the majority owned direct investment may be subject 
to a contractual plan or be of indefinite duration. Each of these 
" methods has its advantages and disadvantages to the importing 
country. The major considerations of the host nations are the 
objectives of sharing the gains and of asserting control; the 
suppliers of technology, on: the other hand, have their own judge- 
ment on the costs and benefits in entering into these contractual 
arrangements. United Nations (1974, p23). They protect their inter- 
ests by registered brands, agreement with government for monopoly 
positions and by various forms of contracts. Siggel (1983, p90). In 
fact it is often true that direct foreign investment remains a 
substantial source of capital and is sometimes the only source of 
specific technologies. The United States as well as other major 
capital exporting countries prefer, for economic as well as ideo- 
logical reasons, to transfer their capital outflows through pri- 
vate investment, and it is most probable, as Root and Ahmed (1979) 
put it, that developing countries will continue to rely on foreign 
direct investment to carry out their development programs. There 
are, however, certain conditions in developing countries that 
could either be attractive or unattractive to foreign direct 
investment; the above study found that substantial urbanization, 
"a 
relatively advanced infrastructure, a comparatively higher 
growth of per capita G. D. P. and political stability were major 
factors in attracting foreign investment. Thus foreign direct 
investment, despite the disadvantages it involves for the develop- 
ing areas, as will be seen in part four of this chapter, continues 
to be geared towards the wealthier nations of developing countries. 
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For the second form of transfer which is a transfer agree- 
ment between enterprises, and which do not involve proprietary 
rights to the transferor, the decision of transfer may be left 
" to a local private enterprise, although governments are increas- 
ingly intervening in such decisions, either in local or public 
firms. This point joins the new objectives noted earlier, which 
involve more interventionist government actions. 
_ __t. 
ýý 
Technology is transferred through mechanisms ranging from 
the completely packaged in the form of direct investment overseas 
in a wholly-owned subsidiary, through joint ventures, turn-key 
arrangements and license contracts between independent parties. 
Usually, as Stewart (1979, p12) argues, these mechanisms called 
indirect tend to be adopted when the country lacks the capacity 
to undertake direct purchase, or when for marketing or other 
reasons the recipient wishes to acquire trade-marks. Technology 
may also be transferred through direct forms such as training, 
books, etc. 
1- Indirect forms of transfer 
0 
a) Foreign Direct Investment. 
Foreign direct investment takes place in a packaged form, 
that is in a combination of funds, management and marketing skills, 
technological knowhow, etc.. There is however, a growing concern 
of host countries to increase joint venture types of transfer. It 
seems, according to Stopford and Wells (1972) that certain multi- 
nationally oriented firms are favouring such joint venture 
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arrangements. This is due to their lack of financial resources 
and to the tendency to increase their vertically integrated 
organization so as to ensure the supply of a product over which 
" they have quasi-monopolistic control. 
Other factors are most 
probably linked with the changing balance of world economic 
relations and with a tendency towards greater autonomy on the 
part of certain developing countries, also as Vaitsos (1974) put 
it, the increasing shift from fully-owned subsidiaries by multi- 
national companies towards joint venture arrangement may be due 
to the enhanced knowledge and increasing concern of government 
authorities in developing countries over the nature of multi- 
national enterprises activities. 
b) Joint Ventures. 
Joint ventures can be a majority or minority participation 
of the multinational firm, or it could be equally distributed 
between foreign and local interests. Joint ventures may behave 
like subsidiaries when they have a major participation, they 
thus exercisefullcontrol of the company, however, most often they 
are used to acquire the technology while retaining national con- 
trol over a firm or an industry. Because they participate in the 
holdings, the multinational enterprises will be interested in the 
efficient and profitable operations of these firms, as they will 
share the profits. This method is often viewed as an important 
advantage to the recipient firm. When operating in joint ventures, 
the multinationals provide the machinery and equipment, the know- 
how and patents*, and the recipient firm supplies the capital 
funds. The know how supplied by the foreign participant may be 
----------------------------------------------------------------- 
* patent means an exclusive right, granted under the law, related 
to the exploitation of a technical invention. Unido (1973, p2). 
-32- 
related to the construction phase, to the production process 
and may involve brand-names and marketing skills, which involve 
a licensing agreement. 
c) License agreement 
0 Technology licensing varies from one developing country to 
another, and hence the impact of foreign technology also varies. 
Nevertheless, the basic problems of licensing tend to be similar. 
According to Unido (1973, p2) a license means: 
"The consent given by the owner of an exclusive right 
(licensor) to another person (licensee) to perform 
certain acts which are covered by an exclusive right, 
or consent as to use of knowledge. " 
A license agreement is, according to U. N. definition, see 
Cooper and Sercovitch (1970): 
"A contract under which the licensee is granted certain 
rights to manufacture and sell products utilising invent- 
ions, process techniques and other industrial property 
rights of the licensor. " 
This definition applies irrespective of whether the licensee 
is a fully-owned subsidiary, a joint venture or a locally- 
owned firm. The contractural agreement may be related to 
0 patents, trade-marks* as well as other forms of proprietary 
and non-proprietary technology. The licensing agreement 
contract include, according to UNCTAD (1975b), certain restrict- 
ive clauses related to the acquisition of technology, to its use 
in the production process and to the distribution of the 
-------------------------------------------------------------- *Trade 
mark is a visible sign, protected by an exclusive right 
granted under the law, which serves to distinguish goods of one 
enterprise from those of other enterprises, UNIDO (1973, p2). 
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commodities produced. Through these clauses, the licensor can 
exert control over a series of operations of the licensee, in 
particular those concerning the production; the clauses often 
refer to the quality of the product, the choice of process " 
technologies, and possible technical innovations, improvements 
and modifications that would be carried out by the licensee. 
Other clauses are concerned with the procurement of raw materials, 
parts, intermediates and machinery, which put the licensee in a 
position to purchase from the referred supplier. There may also 
be restrictive clauses as to the quantities the licensee is 
entitled to produce, pricing policies, packaging and marketing, 
such as advertisement and sales promotion. Stewart (1979, p12). 
The reasons for all these limitations are aimed at reducing 
the uncertainty as there is always a danger that the recipient 
firm may exploit the technology transferred after the contract 
expires, Sercovitch (1974). Thus this serves the licensor not 
only in avoiding competition but also in appropriating the ret- 
urns, which are effected through royalties, the payment of tech- 
nichal fees, and"through over-pricing of the materials supplied 
on a tie-in-clause basis. 
The licensing agreement may provide a good arrangement for 
the recipient firm in that it enhances their competitive position 
0 in the local market and often secures profitable operation be- 
cause of the use of brand names etc., however, and most often, 
because of the restrictive clauses it may restrict the growth 
prospects of the firm. 
d) On Turn-key contracts: 
Another form of technological transfer (other than foreign 
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direct investment, joint ventures or license agreement) is the 
turn-key contract. Turn-key agreements are made particularly at 
an early stage of industrialization, when the country lacks local 
" skills and when the operations involved are technologically com- 
plex. This form of contract implies a completely packaged transfer 
that is a supply of technical and managerial operations required 
to run the enterprise for the allocated period of time. Depend- 
ing on the nature of the plant and the technology involved, the 
turn-key contractor may be either the owner of the technology or 
the main supplier of machinery or a consulting engineering 
organization. When the project is large, many foreign organizat- 
ions may combine to take up turn-key operations. Unido (1973, p9). 
The main problems with this arrangement is the substantial 
foreign exchange costs involved. It is increasingly believed that 
a gradual 'unpackaging' of the technology package and the in- 
creasing reliance on more direct types of transfer, such as 
technical services agreements, management contracts, etc., will 
restrict the contractor's control over price setting, procure- 
ment of materials etc., also it provides the recipient with the 
capacity to'learn by doing; as Cooper and Sercovitch (1970) put 
it. 
0 
2- Direct Forms. 
Another way to transfer technology is through direct forms 
which Siggel (1983, p85) classified as: 
1) The acquisition of productive equipment; 
2) The transfer of the technology proper, i. e. the trans- 
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mission of technical knowhow concerning the plant and 
its operation, embodied in feasibility studies, plant 
designs, equipment, product design, quality control 
" specifications, etc.; 
3) The provision of technical and managerial knowhow for 
the use of the technology through employment of foreign 
skilled manpower; 
4) The training of local personnel. 
The productive equipment is usually available from machine 
producers at market prices without proprietary restrictions, a 
certain amount of knowhow transfer is included in the purchase 
of machines with the operating instructions. However, there are 
certain types of machines that may not be freely available from 
the producers unless they are acquired within a larger package, 
such as licensing contract, or they may involve proprietary rights 
to the supplier, in the form of direct investment, Siggel (1983, 
p85) argues that the acquisition of machinery, which constitutes 
the hardware of a technology, is the most costly part of the 
transfer; and that the element that constitutes the most im- 
portant part of the transfer is the software, which is either 
0 disembodied knowledge (knowhow and experience of managers and 
technicians) or the knowledge embodied in documents, which may 
require a high level of training to be understood. The actual 
transmission of productive knowhow may involve the employment of 
foreign experts, the training of personnel, the inflow of infor- 
mation through documentation and visits by specialists to domestic 
plants. 
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3.3 Costs of Technology Transfer. 
Much of the literature has focused on the cost aspect of 
technology transfers as an imperfect market, Vaitsos (1974) and 
" 
Stewart (1979) among others. Moreover, since the market for 
technology, protected by patents, trade-marks, commercial secrets 
and by semi-monopolistic control is largely imperfect, it is 
difficult to assess the cost of a particular technology. The 
price and the conditions for the transfer of technology from one 
enterprise to another may differ from case to case, and depends 
greatly on the value the recipient firm attaches to it. The 
licensee is usually unaware of the complexities of negotiating 
a license agreement, therefore he is in a particularly weak 
position vis-a-vis the licensor, whose bargaining strength is 
much bigger. Unido (1973, chapter 3). 
Stewart (1979) divides the cost of technology into actual 
or direct costs and indirect costs. The former constitute the 
payment of technology royalties, profits, and transfer pricing 
mechanism. The indirect costs, on the other hand, which may 
account for over-pricing, etc., represent the largest part of the 
transfer cost, in doing so, the activities of recipient enter- 
prises are greatly restricted. These operations have often been 
0 called manipulations of transfer pricing by the multinationals, 
see Lall (1978a, p209) for instance-. 
The major element weighing most heavily is the cost of 
knowledge. Siggel (1983, p107) reports that foreign supervisors 
and managers which represent'=only three to five percent of employ- 
ment often account for a larger proportion of the production cost 
than ordinary labour. 
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An essential feature of the market for technology is that 
it is a considerable area for bargaining, as the price may vary 
greatly and could in the long run, be not so distorted, if mea- 
0 sures are taken by the contractors, and essentially the recipient. 
3.4 Stages of Transfer. 
The fulfilment of project implementation requires foreign 
technological expertise at more than one of the following stages 
of transfer, Okita and Tamura (1975, p72) and Unido (1973, p4) 
discuss these stages. The first stage of the transfer usually 
takes place when a country imports the machines along with the 
flow of technological knowhow, and start to learn to operate 
them. The second stage requires the maintenance and repair 
technology. Sometimes the machines may be complex and automatic- 
ally controlled which requires specialized tools and parts. The 
third stage is the establishment of engineering technology, which 
requires a great accumulation of productive facilities, various 
kinds of specific material and skilled workers. The planning and 
design technology constitute the final stage, it includes the 
research and development activities for new products, and the 
design of actual products. It is this stage which permits the 
" developing country to develop its own technology. The local 
expertise for most of these stages is practically nonexistent in 
the receiving country and often, even the plants and equipment 
are installed by the transferor. 
3.5 Transfer Effectiveness. 
Effectiveness of technology transfers can be satisfied 
>-I- I 
-38- 
when the last stage of transfer is attained, that is, when the 
receiving firm has mastered the technologies, there are, accord- 
ing to Siggel (1983, p99), three factors responsible for the 
" effectiveness of transfer, first, technologies must be trans- 
ferred in all their required parts, an incomplete technology 
transfer may be acquiring a turn-key plant without training the 
personnel, on the other hand, a pure training arrangement is an 
incomplete technology transfer if the receiving firm does not 
obtain the documentation and managerial knowhow it needs for 
operating the training. Secondly, the effectiveness depends on 
how the transfer mechanism is organised, there is particularly 
a high risk that the transfer may be incomplete when it is in an 
'unpackaged' form with independent dealers, as preliminary studies, 
the delivery of equipment as well as the training of personnel 
and management are not sufficiently coordinated, thirdly, it 
depends on the receptivity of the receiving firm, that is, 
management capacities and technical absorption. 
3.6 Adaptation of Technology. 
4 
Other factors influencing the success of technology transfer 
are mainly due to how the technologies are adapted to the condit- 
0 ions of the receiving firm. For example, in the early period of 
Japan's modernization, the transfer of technology to the silk 
industry, which was one of the most important industries in 
Japan's economy, was unsuccessful. Even after purchasing very 
expensive silk spinning machines from France and Italy and in- 
viting a number of technicians from European countries to apply 
modern technology to its best effect. The failure of this transfer 
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resulted in stopping the use of new technology altogether, as 
Japan could not establish a modern sector to absorb this spec- 
ialised technology. One of the main reasons for the failure, very 
characteristic of developing countries at the moment, is that 
" 
only a very few technicians had been properly trained to operate 
and repair the imported machines, and the general level of most 
technicians and skilled workers was not high enough to make 
adequate use of the modern technology. However, the following 
method was then adopted by Japan which has not been used by de- 
veloping countries. Despite Japan's and other countries' ex- 
periences the above method has not apparently been applied by 
developing countries. After the failure, Japan concentrated on 
modifying the modern technology as Otsuka (1982) and Okita and 
Tamura (1975) report; the modification consisted of combining 
ideas developed in European countries with those of Japan's 
traditional sector. These modifications spread to most industrial 
activities such as coal mining, iron and steel etc. Examples of 
modifications are replacing iron parts by wood, engines by man- 
power or water-power, reducing the size of the machinery consid- 
erably. These modified machines affected greatly the cost which 
made cheaper machines readily available and resulted in increased 
production, also, and most important, the modified machines imp- 
0 
roved the production methods of the traditional sector. Another 
effect of modified machines allows the workers to learn and dis- 
cover what the foreign technology is, how it evolved and was 
conceived, and of what it is actually capable. Thus knowledge, 
which is supposed to be beyond their reach allows the workers of 
the receiving company to familiarise themselves with the technol- 
ogy and enhances their confidence. 
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One of the most important factors created by technological 
transfer, and which in turn creates an unfavourable atmosphere 
for the absorption of technology, is that, the introduction of 
" the new technology necessarily creates a dual structure between 
the modern and the traditional sectors. Often the conditions 
created by the modern sector, such as different prices and diff- 
erent capacities of production, weaken the traditional sector 
and often forces it to start using modern techniques. Already 
the new modern sector which is supposed to be able to adapt the 
techniques, often fails to do so, or uses the technologies at a 
fraction of their capacities. So it cannot be expected, that the 
traditional sector with its labour-intensive technologies and 
different forms of production, management and structure could 
adapt the modern technologies. Japan somehow survived the crisis 
by modifying the new technology and adapting it to both the 
modern and traditional sectors, hence improving the existing 
system of production, modernizing old processes and lessening the 
gap between the two sectors. Current developing countries are 
still struggling in this difficult phase of modern and tradit- 
ional co-existence, and very little adaptation has occurred, Lall 
(1978b' p238); as long as this problem as such is not solved, one 
cannot predict a successful technological transfer. 
" 
What the less developed countries need, Ardnt (1975) notes, 
is not so much transfer of the high technology but adaptation; 
moreover, a widening of the spectrum of technologies available 
and in use in the industrial* sector of developing countries. To 
* The transfer of technology has been mainly related to the trans- 
ference of industrial technology, only recently is the transfer 
of agricultural technology receiving consideration and debates, 
see the IMCC (1977) (International Minerals and Chemical Corpor- 
ation) on the transfer of farming technology where it is realized 
that the solution to the agricultural problems is to produce the 
food where it is needed, and that it is going to call for a 
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do so, they need technological knowhow, it should be remembered 
that it is increasingly difficult for developing nations at the 
moment to adapt and learn the new technologies because of the 
" widening technological gap between the industrialized and the 
developing worlds, whereas in Japan's period of transfer, the 
gap was not so large which made learning, adaptation and modif- 
ication easier. Therefore, one may adapt the method used by 
Japan and modify it to suit the conditions of the actual devel- 
oping economies. This process will obviously require a large 
amount of investment, effort and flexibility, because of the 
delicate nature of the problem the appropriateness of the tech- 
nologies transferred will be discussed in section 5 of this 
chapter where it is intended to raise the problem of technolog- 
ical knowhow required for the adoption of foreign technology and 
possibly for its modification. 
3.7 Knowhow Transfer. 
The most important part of technology transfers is the trans- 
mission of knowhow through education and training combined with 
practical experience. There exist several means for the transmis- 
sion of knowhow, formal local training programmes, training pro- 
" grammes abroad, in-plant courses, on-the-job training, education 
abroad, circulation of books and periodicals, etc. Vaizey (1969) 
suggests that job-oriented training programmes and on-the-job 
training are the most efficient means. Education abroad has often 
been criticized as impractical to the actual needs of developing 
nations, Young (1966). In general, failure to transfer satisfact- 
------------------------------------------------------------------- 
*mässive transfer of modern farming technology to the small 
farmers in developing countries. 
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orily the knowledge required for the absorption of technology 
has led to the failure of technological transfer; a relevant 
study by Peterlongo (1977) is worth mentioning at this point; 
" it consists of coordinating the transfer of educational systems 
with the transfer of technology. The usual path followed to 
accomplish both transfers can be described as: economic study - 
choice of the technology - transfer of the technology then trans- 
fer of organizational and training systems. This simple unco- 
ordinated pattern has created serious difficulties to the recip- 
ient country. Improvement of this pattern is suggested by 
Peterlongo and is presented in figure 1.2. 
Fig. 1.2 SCHEME OF THE TECHNOLOGY TRANSFER PROCESS. 
Global Assessment 
_ 
Economic 
of Technology Study 
Choice of the 
Technology 
Technology Redesign of 
Redesign - '- Organizational 
and Educational 
Systems 
S 
I 
Transfer of Transfer of 
Technology > Organizational 
and Educational 
Systems 
-ýj present prevailing situation 
possible improvement 
--- ýj reciprocal influences 
Source: Peterlongo (1977, p174). 
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From these considerations, there appears two new aspects, 
which are the redesign of technology and the redesign of edu- 
cational transfer. The redesign of technology is very similar 
" to the approach of modification of technology used in the 1870's 
for the silk industry and then in the 1950's for the other in- 
dustries in Japan; this phase requires an enormous contribution 
of the country receiving the technology, which should dedicate 
more resources and more time for the forecasting and planning of 
industrial development. The competence and abilities of the 
country of origin are obviously very important and are required 
in this phase. The concept of redesigning the organizational as 
well as the educational and training systems correspondingly to 
the redesign of technology allows the receiving country to take 
into account the requirements and the general situation of the 
country, and therefore, of being able to assimilate and adapt the 
technology. The two activities of redesign should be performed 
contemporaneously and not, as often happens at present, sequent- 
ially. The aim is to obtain reciprocal influences in order to 
benefit from both aspects of the transfer. The phases of re- 
design in order to modify the technologies and education trans- 
ferred will direct the training and educational systems towards 
the proper use of technology. Although the costs involved for 
40 
these operations are high, this approach will not only compen- 
sate, in the long run, the allocated resources but also, it will 
ensure a well-planned, and successful technological transfer. 
Peterlongo (1977, p178) concludes his paper with the following 
original idea, which may be related to technological transfer, 
to some extent; he says: 
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"The suggestions here proposed could perhaps improve 
the present situation. They are based on resources, 
such as creativity and reflection, which by their 
" nature are much more evenly distributed among the 
nations than capitals and raw materials. " 
The modernization theorists, see Rostow (1960) will 
certainly not agree with the above statement, they stipulate that 
third world countries are "backward", "late-starters" and lack 
the attributes ofmodernity, as Fitzgerald (1981) reports. One 
should therefore not restrict his views when looking at developed 
and developing nations and'at their technological differences, as 
knowledge exists everywhere, what is lacking is enhancement and 
encouragement for the use of knowledge to profitable ends. 
3.8. Aid and Technical Assistance. 
The study of technological transfer would be incomplete if 
the aspect of aid and technical assistance is not raised. As 
mentioned above the success of growth programmes depends on 
imports of machinery and equipment with the related technolog- 
ical knowhow, the ability to import such goods is subject to the 
availability of adequate supplies of foreign exchange, which are 
" 
often lacking in most developing economies, this affects the 
supplies of aid, credits and technical assistance tied to equip- 
ment and technology by some organizations from industrialized 
nations. See OCDE (1982, annex 1) for a large treatment on aid 
agreements. Technical assistance programmes were aimed at elim- 
inating assistance and putting recipient countries on a self- 
sustaining basis, Ziribn (1975, pl35) notes, about twenty five 
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years experience in this field have demonstrated that the object- 
ive was clearly utopian. Official technical assistance programmes 
consist mainly of transfer of experts, scholarships and other 
" forms of training, which usually involve only the transmission 
of diffuse knowledge and the skills to operate, but not captive 
knowledge, which provides the capacity to reproduce the tech- 
nology, see Ardnt (1975) for a discussion on diffuse and captive 
knowledge. Often the experts render a service, if they have to 
solve a problem by applying their skills, but they would not be 
transferring knowledge. If aid and technical assistance are always 
done in this way, despite the fact that they are aimed at other 
ends, then one should not question why there is growing dependence 
despite increased amounts of technical assistance. 
Aid often tends to frustrate the receiving poor nations, 
which tend to focus on this one factor and makes it easy for the 
leaders to blame inadequate growth rates to the policies of de- 
veloped nations, it may then be a detrimental factor, to the 
process of establishing a modern industrialized economy as Wall 
(1968, p167) argues, he criticizes UNCTAD for concentrating on 
this one factor to divert attention from more important pre- 
requisites of development. Also, the many studies and reports 
dealing with external aid and American technical assistance are 
variously interpreted, one of the main idea stemming from these 
studies is summarized by Ohlin (1970, p29) who writes: 
"Hopes and assumptions about the relationship between 
aid, development, political stability and world peace 
are rarely spelled out, but it was recognized that, in 
the end, an aid programme must serve the interests of 
American national security in a broad sense. " 
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The statement above clearly shows that organisations 
supplying aid are mainly aiding themselves, in fact, Ziribn 
(1975, p134) attributes foreign aid policies to two objectives, 
" to develop the production of necessary raw materials in the 
recipient country and to ensure a market for the donors' ind- 
ustrial products. He attributes the factors affecting the failure 
of foreign aid to: 
i) technical assistance programmes not stemming from the 
needs of the receiving countries, but are formulated 
according to the offers of the providers; 
ii) it is often managed independently from other channels of 
transfer, and often there is no coordination between 
technical co-operation and other forms of aid, such as 
capital assistance; 
iii) it is also due to administrative problems mainly related 
to the absence of managerial staff to solve organizational 
problems. 
The developing economies can benefit from external aid,. if 
they can affect the actions taken by international organizations. 
Then bargaining capacity on raw material products, on which rich 
countries depend greatly, will be able to strengthen their pos- 
" ition. Also, official technical assistance will play an important 
role only if it is channelled toward the creation and strengthen- 
ing of the educational, scientific and technological infra- 
structure. However, aid and technical assistance should not be 
viewed as an indispensable asset of technology transfer, 
countries with minimum resources can achieve growth without re- 
lying on aid. 
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3.9 Recent Approaches to the Transfer of Technology. 
In the late 1970's, United States (U. S. ) corporations, which 
constitute the main element of transfer, particularly in foreign 
0 
direct investment, begun to depart from the traditional approach 
of managing their technological assets (this aspect is discussed 
in part 4 of this chapter); they increasingly prefer the sale of 
industrial technology to foreign enterprises without owning or 
controlling them. The technology sold in these cases is highly 
sophisticated (mainly related to computer, aircraft, automotives 
consumer electronics and chemical engineering industries) and is 
aimed at assuming rapid and efficient implantation of an inter- 
nationally competitive productive capability; it is often re- 
ferred to as "technology sharing", Baranson (1979, p11). 
The new approach is a result of evolutionary trends in the 
world economy, which have changed the corporations viewpoints 
about technology transfer and have altered the bargaining posit- 
ion of the purchasers. Many factors, evolving from both the U. S. 
corporations and developing economies, have contributed to this 
evolution, Baranson (1979, pll)presents them as follows: 
1) The demands of newly industrializing nations for tech- 
nology sharing and access to world markets; 
0 
2) The intensified political risks and economic uncertain- 
ties of overseas capital investments in plant and 
equipment. 
3) The shifting emphasis in certain firms from production 
to marketing and research and development (R and D) 
functions. 
-48- 
4) The intensified competition from foreign enterprises 
as suppliers of industrial technology. 
5) The escalation of R and D and capital investment costs 
0 
connected with the proliferation of world involvements 
and the ever-increasing sophistication of product 
systems. 
The above considerations show that newly industrializing 
countries are increasingly becoming aware of their bargaining 
power, which allows them to share the technology, and not depend 
on the providers, as there are high costs involved. This aware- 
ness also stems from the U. S. multinationals which are encounter- 
ing increasing competition from other foreign technology such as 
Japanese, Western Europe and the Soviet Union. This competition 
means that the share of American business does not hold the same 
bargaining p6wer in entering foreign markets or in withholding 
its technology, towards both advanced and less advanced economies 
as it previously did. Graham (1982, p67). 
The new approach of sharing technology poses the problem of 
retaining core technology (the part that represents the company's 
competitive aspect) as a protection against future competition. 
For the developing economies, it implies profound changes in 
40 
management, manufacturing and technical methods, as the tech- 
nology involved in this kind of contract is highly sophisticated. 
Whether these objectives will be achieved, it will depend greatly 
on how both parts react to the transfer agreement, in particular 
whether the transferor will actually provide the ability to 
design and engineer the industrial system and whether the trans- 
feree will acquire these abilities. The main advantage tied to 
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this approach is that increasingly the technological transfer 
becomes an asset of pure exchange between the two parts, and not, 
as is usually the case, an asset providing a superior bargaining 
" position to the transferors, as Baranson (1979, p Xi) puts it: 
"The combined result of these trends has been to move 
segments of the U. S. corporate world into what may be 
termed "commonwealth" arrangements with'"sovereign" 
enterprise affiliates - and away from traditional 
"empire" relationships with owned and controlled 
subsidiaries. " 
This type of transfer will obviously benefit, if performed 
successfully, only those nations capable of paying the high cost. 
Examples of industrial transfer to some developing countries are 
reported in table 1.3. They are constituted from tables 7.2,7.4, 
and 7.6. from Baranson. This table reports the policies and 
objectives of both transferor and transferee. 
3.10 Industrial Forecasting Related to Technology Transfer. 
Similarly, in considering certain criteria for forecasting 
industrial activities, related to technology transfer, OCDE (1982, 
" pp 190-212) presents information on the industrial activities 
which are likely to show high rates of development up to 1990 
in the following developing economies: 
1) ASIA: Taiwan, South Korea, Indonesia, Saudi Arabia; 
2) LATIN AMERICA: Brazil, Argentina, Mexico; 
3) AFRICA: Algeria, Nigeria. 
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The selection of these countries was based on the following 
criteria: 
a) The importance of industrial production and industrial 
0 
potential measured by the size and growth of population 
and GDP, the share of the industrial sector, energy 
consumption per head and level of education. 
b) The intensity of economic relations between these 
countries and OCDE (organization for economic co-oper- 
ation and development) countries measured by imports, 
exports and direct investment. 
c) Growth dynamics such as industrialization policies, raw 
materials resources, trade intensification and the market 
system. 
The industrialization process of different industrial 
branches were analysed for each country for the period 1970 to 
1977, and qualitative predictions have been made for the 1980's. 
Also brief summaries are given on: 
i) prospects for the industrialization process in each 
country; 
ii) main elements of industrial policy; 
0 
iii) technological potential; 
iv) and characteristics of exports. 
The table provided by OCDE (1982) are reported for each country in 
tables 1.1 to 1.9, appendix 1. These tables allow the reader to 
get an insight into the policies of technological potential and 
technological transfer of those developing economies likely to 
generate economic growth due to technology transfer. 
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4- THE ROLE OF THE MULTINATIONAL ENTERPRISES IN TECHNOLOGY 
Mnnmolm"n 
The multinationals are the most usual suppliers of technology 
" to developing countries. In this section, two related aspects of 
the multinationals' activities will be examined, these are: 
i) their willingness to engage in various forms of operations 
in developing economies, and 
ii) the exploitation of their managerial and technological 
capabilities. 
A multinational corporation is defined as "one which commits 
financial, technological, managerial and human resources to a 
foreign operation through direct investment and which attempts 
to maximize global profit through centralized control and co- 
ordination, " Okada (1985, p116). 
The multinationals are considered as the prime agents of 
technology transfer, they are mainly American-owned, and they 
carry out about eighty percent of technological transfers, espe- 
cially through direct foreign investment (in either wholly or 
partially controlled subsidiaries). Delorme (1982, p90) classifies 
the characteristics of these firms in the following: 
0 i) they have the ability to operate globally and to survey 
the inputs and outputs of their technical field; 
ii) they have the ability to organise this field by ration- 
alising their subsidiaries' production worldwide; 
iii) they have the ability to take maximum advantage of 
favourable wage conditions and of the probable opening 
up of potential markets by worldwide relocation operations. 
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They are then mainly seen as global maximers of profit in 
locating their R and D activities and transferring technology 
internationally, as Hirshey and Caves (1981, p128) put it. The 
" main criticism, as has been pointed out by Wilkins (1974) is 
that they engage in transfer rather than in true diffusion of 
technology. 
The main reasons pushing the multinationals to operate in 
developing countries, are due to conditions in both countries. 
First, the product cycle theory of Vernon (1971), which inte- 
grates the theory of international trade with the theory of 
direct investment, shows that the expansion of the product which 
benefits the multinationals necessitates the latter to produce 
abroad (and particularly in developing countries) as a move 
against potential competitors. Vernon's findings may be explained 
by the 2,904 subsidiaries of which sixty five percent had been 
set up by acquisitions rather than by new investments by the end 
of the 1960's, as Lall (1978b' p230) reports. These acquisitions 
are due to the immense financial and other resources. that put 
local competitors in a difficult position which leads the multi- 
nationals to buy them at ridiculous prices. Second, the entre- 
preneurs in developing countries desirous of acquiring foreign 
technology, lack the technical knowledge and therefore have to 
" 
undertake negotiations with foreign companies, which are often 
multinationals and have experience in international licensing. 
Unido (1973, p16). 
The circumstances in which the multinational firms will 
supply the technology and their decision processes have already 
been the subject of considerable studies, see Stopford and Wells 
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(1972) in particular. Helleiner (1975, p86) notes that these 
preferences mainly depend upon tax structure (tariff structure, 
profits taxes, taxes on royalties and other international trans- 
" actions), legal provisions and restrictions of various kinds 
(related to capital repatriation, foreign exchange control etc. ) 
and other factors such as their size, the nature of the technology 
and the country of origin. 
When comparing the productivity of a multinational operating 
in a developing economy, or a domestic enterprise, Lall (1978b' 
p218) asks the following questions: 
a) would the local enterprises have been set up in the 
absence of multinationals' investments; 
b) did they gain or lose by having the multinationals as 
major customers; 
c) is the host economy capable of creating the same linkages 
at lesser cost, by replacing a multinational by a local 
firm; 
d) are the linked local enterprises desirable from the social 
point of view ; 
" e) whether negative linkages were created by stifling 
potential local investment. 
These questions arise from the impact itself that a multinat- 
ional enterprise has on the economy of the recipient country. The 
relationships that it has with local suppliers or purchasers 
constitute a powerful mechanism for stimulating or retarding 
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idustrial growth. Other effects resulting from the multinationals' 
operations may concern the performance of the economy as a whole, 
in particular, they may affect the profitability and growth of 
" indigenous firms as well as alter financing, marketing, tech- 
nological and managerial operations of the sectors they enter. 
In general, the literature suggests that there exists a 
vast potential for linkages with domestic producers, who may 
manufacture components or whole products for foreign firms or 
for the multinationals' affiliates in developing countries. 
Moreover, it has been reported by Lall (1978b' p232) that the 
multinationals are fairly profitable in the less developed 
countries and that on average they perform better than local 
firms. 
A major element of great interest in the study of multi- 
national enterprises is the appropriateness of the transferred 
technology. Although this aspect is mainly discussed in the next 
section, some considerations are raised here. 
The adaptability of the multinationals' technologies have 
been an area of great interest and controversy, the main quest- 
ions involved with this point are put forward by Lall (1978b, 
p237), these are: 
" a) whether the technologies used by the multinational 
corporations are adaptable to low-wage, labour abundant 
conditions in less developed countries; 
b) whether they do in fact adapt the technologies they 
transfer; 
c) whether they adapt better or worse than local firms. 
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Studies suggest that technologies used by the multinational firm 
are, in some cases, adapted to the local environment and object- 
ives, and in other cases they are not, UN (1974, p2), however, it 
" is often argued that there is no adaptation, in the sense of alt- 
erations to the low-wage conditions of developing economies, see 
Stewart (1974) in particular. The main consequence of non-adapt- 
ation is the non-absorption of low-wage workers, which affects 
heavily the unemployment problem in these countries, and which 
allows more advantage for the multinationals' affiliates, as they 
avoid the expensive adaptation costs to suit the relatively small 
markets and to absorb employment. It would, however, be interest- 
ing to see whether the adaptation of technologies by the multi- 
nationals would, in the long run, benefit both parties, as these 
operations may encourage more contracts and projects. 
When studying the multinational enterprises, one notices the 
steady shift from earlier focus on international capital flows and 
the direct investment package to the unpackaging of direct foreign 
investment, that is, capital technology, marketing, management, 
etc. Non attention is being focussed on the international market 
for technology, which proves to be complex and highly imperfect. 
In fact most criticism is related to the high cost involved as 
mentioned earlier, also the "package" nature of transfer tends 
0 
to create and increase dependence. 
Such dependence tends to be frustrating no matter how the 
multinational enterprise behaves and no matter what the regulat- 
ions are by the host country. The power of the enterprise to take 
actions in relation to production, employment and exportation, 
and to affect the diversion of local activities, may harm the 
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interests of the developing economy. The frustration is reinforced 
as the costs and benefits associated with the presence of multi- 
nationals are difficult to quantify as they involve social costs. 
" 
UN (1974, pl) attributes these costs to the difficulty in eval- 
uating the cost of certain types of imported goods and services, 
to social costs related to the restrictive business practices 
they create, there may be loss when parent firms cause a displa- 
cement or unemployment of local resources, such as savings, entre- 
preneurs and skilled labour. Other costs may be political, in the 
sense that the multinational firm's operations may have an impact 
on internal and international relations in turning the economy to 
fofeign firms. 
These few remarks show how difficult it is to deal with the 
phenomenon of technology transfer, which is further complicated 
by the differing characters of the parties concerned, two firms 
and two states, each of whom has its own policy, as Delorme (1982, 
p91) puts it. With regard to the firms' policy, the multinational 
has a rigid and institutionalized organisation, which may not be 
flexible in certain circumstances. 
As the cost is difficult to determine, one therefore ignores 
whether an alternative source could provide the same services at 
a lesser cost and with less dependence; all too often the alter- 
0 
native source is not available and the multinationals remain the 
main suppliers. In this case the acceptance of the "package" of 
capital, technology and management embodied in the multinational 
enterprise may still be an attractive source of technology for 
some developing countries. In some other cases, alternative types 
of sources, or some non-traditional arrangements with the multi- 
nationals, which do not involve proprietary rights, may be obtained 
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and may, as is often argued, see UN (1974, p2) and Baranson (1979), 
appear to be both feasible and more socially profitable than 
direct foreign investment of the traditional form. Furthermore, 
" it seems that these new arrangements lend themselves to a more 
systematic and quantitative analysis. 
5. THE CHOICE OF TECHNOLOGY. 
The issue of technological transfer to developing countries 
is very much linked with the choice of techniques imported. incr- 
easingly, many economists and policy makers place some of the 
blame for the failure of industrial development on the technology 
imported from the advanced countries. 
Many developing countries are experiencing a serious and 
increasing rate of unemployment which is said to be due to the 
capital-intensive techniques used. The recipient firms* are 
accused of selecting manufacturing processes that do not combine 
capital and labour according to their availability in the country. 
Some studies have shown that the impact of the kind of technology 
is 
used/extremely significant, for instance, Wells (1973) shows that 
in several industries in Indonesia, intermediate technologies in 
use in some plants use twice as many workers as an automated plant. 
"A large amount of research, has therefore, concentrated in 
finding out the factors that influence the selection of technol- 
ogies for the developing economies. It is argued that both gover- 
nment policies in these countries as well as the behaviour of 
the suppliers of technology (which are basically the multinationals) 
-------------------------------------------------------------------- 
* These could be either foreign (wholly or partially owned 
subsidiaries) or domestic enterprises. 
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are responsible for the choice of capital intensive techniques. 
Two criteria are usually distinguished, price and brand- 
name, both resulting from the competitive position of the firm. 
" Wells found that whether the company is foreign owned or domestic, 
it is more likely to import a capital intensive technology if it 
is competing primarily on brand-name basis than it would if it 
was competing primarily on price. When the company is subject to 
a strong price competition, its aim may be to choose a technology 
that minimizes the costs, that is choosing a more or less labour 
intensive technology. 
The managers of both the foreign owned or domestic firm seem 
to respond to certain factors that lead them to prefer a more 
capital intensive technology to a labour intensive alternative. 
The manager is influenced by the problem of managing a larger 
number of workers associated with the labour intensive technolog- 
ies; Wells notes that generally, they prefer to design the plant 
on a small labour force basis to avoid this problem, despite the 
low cost of a labour intensive plant. 
The managers are also influenced by engineers, who play an 
important role in the design of manufacturing plants. It is 
argued, see Pack (1972) that engineers, often prefer sophisticated 
and so-called modern equipment to the old design machineries 
0 
associated with labour intensive techniques. 
Furthermore, the managers are greatly influenced by the 
high degree of risk and uncertainty that may be encountered when 
the plant design is of a labour intensive technology type. Wells 
finds there are two kinds of insurance against risks that can be 
offered by a capital intensive plant. First, in a capital intensive 
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plant, the manager is more able to respond to inexpected fluctua- 
tions in demand or in production levels; and second, the percep- 
tion of capital intensive plant itself is designed to allow the 
" manager to reduce the risks facing future liquidity problems, 
such as shortage of working capital etc. 
Just as there are factors affecting the selection of capital 
intensive techniques, there are also other forces that constrain 
this choice. Some research suggests that the scale of the plants 
in developing countries may be the most important constraint, for 
example, Yeoman (1968) suggests that generally the pieces of 
capital intensive equipment not only come in discontinuous units, 
but also some parts may operate at only a fraction of their capa- 
cities, as a result of being originally designed for large scale 
sophisticated plants. Therefore, this factor may have been the 
major element constraining the multinationals to transfer a 
highly capital intensive technology. 
Other constraining factors may be due to the difficulty to 
find spare parts for sophisticated equipment in developing 
countries, as well as the scarcity of skilled repairmen. In 
addition, the above research suggests that labour laws have served 
as restrictions to the automation of plants, as they are based on 
employing more workers, as was pointed out by Wells. 
40 
One may summarize from the above discussion that basically, 
the choice of capital intensive techniques is related to manage- 
ment, engineering and maximization of profit elements, it seems 
that the socio-economic factors within which the plants operate 
are ignored. 
The choice of capital intensive techniques has received 
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considerable criticism, Malmgren (1971, p66) notes that the choice 
of heavy capital investment techniques is mainly based on the 
assumption that if something works for an advanced country, it 
must also work for a developing country; it is often wasteful, he " 
continues to argue, it wastes job opportunities and capital, which 
is extremely scarce. On the other hand, Bhattasharya (1976) argues 
that the use of Western technologies, resulted in a continuous 
deterioration of their trade position, mainly causing a redistrib- 
ution of world income in favour of developed nations. The follow- 
ing table (1.4) shows the increase in net transfers of income 
from developing to developed countries during the years 1963-1973. 
Table 1.4. Estimated Transfer of Income (U. S. $ Million) 
S 
Year Fran developing market 
economies to developed 
economies. 
Fran developed market 
economy to developing 
economies. 
Net transfers from 
developing to 
developed economies. 
1963 230.4 227.7 +2.7 
1964 505.4 747.9 -242.5 
1965 809.3 521.8 +287.5 
1966 1477.0 1123.2 +353.8 
1967 1514.0 881.4 +632.6 
1968 1347.6 974.4 +373.2 
1969 2994.4 2174.4 +820.0 
1970 5948.6 3615.3 +2333.3 
1971 9101.0 7147.2 +1953.8 
1972 15762.0 10854.4 +4917.6 
1973 41428.8 33426.8 +8002.0 
Source: Bhattasharya (1976, p318). 
Similarly, Kim (1975) remarks that exports from industries 
using labour intensive techniques have been gradually decreasing 
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since the developing countries have intensified their imports of 
technology, this not only implies that the modern imported tech- 
nologies have killed off the existing technologies, but also that 
" there was no successful co-ordination between the traditional and 
modern sectors. Basing his analysis on the findings of another 
study, he classifies capital intensive and labour intensive tech- 
niques for Korea in the following, this classification helps to 
distinguish between the existing techniques. See table 1.5. 
Table 1.5: Capital, Intensive and Labour Intensive Industries. 
" 
Capital intensive industries Labour intensive industries 
Chemical fertilizers Non-electrical machinery 
Petroleum products Lumber and plywood 
Glass and stone products Rubber products 
Basic chemicals Miscellaneous manufacturing 
Paper products Fishery 
Other chemical products Coal 
Steel products Finished textile products 
Electrical machinery other minerals 
Fibre spinning Leather and leather products 
Printing and publishing Beverages 
Coal products Wood products and furniture 
Textile fabrics Processed foods 
Iron and steel Tobacco 
Transport equipment other agriculture 
Non-ferrous metal products Rice, barley and wheat 
Finished metal products Forestry 
Source: Kim. N. W. (1975, p208). 
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It is revealed that 82.3 percent of exports from those 
industries were labour intensive industrial products in 1962; the 
figure fell to 74.4 percent in 1966; to 71.5 in 1971 and is at 
" present still continuously falling. 
The increasing pressure of unemployment and related socio- 
economic problems in the developing economies has given urgency 
to the long-lasting discussion of labour absorption in manufactu- 
ring industries. Forsyth and Solomon (1977) note that the out- 
stripping rate of output-growth and that of job-creation has led 
to a search for possible reasons for the failure of industrial- 
ization to absorb the labour force, and attention is increasingly 
focused on the technology in use which is frequently capital in- 
tensive and does not suit the local factor supply conditions. 
there is 
Hence /a great deal of interest in developing policies to 
encourage firms in labour-surplus countries to select or develop 
more labour-intensive processes. It is often argued, see Bhatta- 
charya for instance, that there are strong economic reasons for 
the introduction of more appropriate technology in the third 
world countries, because it is labour intensive, cheap, simple 
to absorb and is not so dependent on the availability of foreign 
exchange and skills. 
Shumacher (1979, p175) known as the father of appropriate 
0 
technology, criticizes the industrial estates set up in rural areas, 
where sophisticated equipment is often standing idle because of 
lack of organization, raw material supplies, transport, etc., and 
proposes a more appropriate technology for developing countries 
in the following; 
"If we define the level of technology in terms of 'equipment 
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cost per workplace', we can call the indigenous technology 
of a typical developing country - symbolically speaking - 
a fl-technology, while that of the developed countries 
" could be called a £1,000-technology. The gap between these 
two technologies is so enormous that a transition from the 
one to the other is simply impossible. In fact, the current 
attempt of the developing countries to infiltrate the 
£1,000-technology into their economies inevitably kills 
off the £1-technology at an alarming rate, destroying 
traditional workplaces much faster than modern workplaces 
can be created, and thus leaves the poor in a more desper- 
ate and helpless position than ever before. If effective 
help is to be brought to those who need it most, a tech- 
nology is required which would range in some intermediate 
position between the £1-technology and the £1,000-technol- 
ogy. Let us call it - again symbolically speaking -a £100- 
technology. " 
The main characteristic of this technology is its capacity 
to fit in the relatively unsophisticated environment, it is 
based on the optimal use of locally available natural resources, 
and is above all designed to serve the human person instead of 
" making him the slave of machines, as both Shumacher and Bhatta- 
charya remark. 
However, since the new theory of intermediate technology was 
raised, a number of objections have been made by those who relate 
economics to growth of output only, for instance, Kaldor (1965) 
quoted by both Shumacher and Bhattacharya, claims that research 
has shown that the most modern machinery produces more output 
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than a more labour intensive technology, and that the choice of 
capital intensive technology will increase the proportion of 
income going to profits and decrease the proportion going to 
9 wages, he says: 
"If we can employ only a limited number of people in 
wage labour, then let us employ them in the most pro- 
ductive way, so that they make the biggest possible 
contribution to the national output, because that will 
also give the quickest rate of economic growth. You 
should not go deliberately out of your way to reduce 
productivity in order to reduce the amount of capital 
per worker. This seems to me nonsense because you may 
find that by increasing capital per worker threefold 
you increase the output per worker twentyfold. There 
is no question from every point of view of the superio- 
rity of the latest and more capitalistic technologies. " 
One may find the arguments above attractive in a purely 
profitable sense, for a handful of people that control the pro- 
duction, but what about its attractiveness when it comes to 
dealing with organizing a whole society and trying to make a 
more even distribution of income, so that most people benefit 
from the resources and therefore unemployment which creates 
social tensions is lessened. In addition, Bhattacharya recalls a 
study of India and Japan that he made earlier, and he notes that 
the amount of profit per unit of capital was no smaller with the 
less capital intensive methods. 
In order to function effectively, the small rural industries, 
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which supposedly use a more appropriate technology, will have to 
co-ordinate effectively their activities with the already exist- 
ing modern sector, these organizations seem to have been devel- 
" oped in China. The Chinese approach to appropriate technology 
has been oriented to the most immediate needs, that is, food, 
shelter, employment and the achievement of a more egalitarian 
society. Bhattacharya. 
A practical approach to intermediate technology has also 
been experienced in the early development of Japanese economy, 
Otsuka (1982) notes that the modified machines were easy to use 
and cheap to purchase, and were able to bridge the gap between the 
modern and traditional sectors. 
In their study on appropriate technology, Thomas and Lockett 
(1977, p25) effect a link between basic social needs and the 
choice of technology; they propose the following diagram (Fig. 1.3) 
Fig. 1.3. Appropriateness as the Link Between Basic Social 
Needs and Directing Technology. 
basic human needs 
- 
direction and effects 
of technological change 
" 
Social goals or attempts to implement 
policy aims appropriate technologies 
Criteria of 'appropriateness' 
selection of used for making technical and Political 
criteria technological choices. organizational 
and other 
constraints on 
implementation 
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The basis of their argument is that the appropriateness of 
technology cannot be used for making technical choice without 
taking a wider social and political context into account. 
" In general, there are those who argue that intermediate 
technology should be used simultaneously with the sophisticated 
technology, as was mentioned earlier, and those who support the 
idea of creating a capital goods sector within the developing 
economy to produce appropriate technology for the entire economy; 
in fact, Pack and Zodaro (1969) argue that the less developed 
countries should produce their own machinery, copying initially 
the earlier more labour-intensive designs of Western countries. 
This will allow them to direct both the direction and speed of 
technical change, and will leave them unaffected by the capital 
intensive bias of the West. The main conclusion drawn for this 
copying of technology is that in the long-run, economic aspirat- 
ions of developing countries will depend largely on the success- 
ful adoption of a domestic capital goods industry. 
However, it is argued that the ability to develop its own 
technology depends on the way the technology was previously im- 
ported, Stewart (1979, p42) notes that firms that received their 
technology on license contracts were not able to develop their 
own technologies, due to the clauses of the contracts, whereas 
40 
those that acquired technology by direct means were generally 
expected to be able to generate new technology; symbolically 
speaking, ninety seven percent of firms that licensed their tech- 
nology said they would be unable to develop their own technology, 
and seventy three percent of firms which acquired technology by 
other means said they would be able to develop their own technol- 
ogy. 
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The need to develop appropriate technology in developing 
countries is stressed increasingly, Stewart (1974, p97) gives the 
following arguments for such development, first, the learning 
" effects would be generated within the developing nations, second, 
the links between entrepreneurs between developing countries 
will be easier to maintain, and thirdly, the costs and availabil- 
ities will be incorporated in the design of the new technologies. 
A study related with actual existing trade and economic 
relations between the developed and the developing worlds, stipu- 
late that it is difficult to develop efficient appropriate tech- 
nologies in the current environment and that there are no incen- 
tives towards their development, as far as the multinationals are 
concerned. The main constraining factor is the heavy protection 
and monopolistic or oligopolistic position typically enjoyed by 
the multinational firms in the less developed countries, which 
removes pressure upon it to adopt efficient labour intensive 
technologies. Furthermore, their existence as such will directly 
or indirectly affect the policies of developing countries which 
are increasingly dependent on the technologies and know how. 
The arguments of Shumacher and those who support the develop- 
ment of appropriate technologies, seem to avoid the real environ- 
mental sphere where economy operates, they have not taken the 
" 
constraints of developing such technology, rather they seem to 
take the developing economy as an isolated cell and propose more 
efficient methods than the existing ones, and in general, one 
does not know how to go about first taking away the existing 
industry and at which rate it should be replaced, it is the 
whole capitalist methods of production, embodied in the techniques 
that should be questioned. Although these newly proposed methods 
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appear attractive, there remains a widely shared scepticism as to 
whether it could actually be realized, despite all sorts of pres- 
sures. Furthermore, one may wonder what will happen to this tech- 
" nology in an era where the computer is making the breakthrough in 
its technological domain. 
Despite the existence of some appropriate technologies in the 
fields of agriculture, manufacturing industry and construction in 
certain areas, it is recognised that developing economies will 
remain dependent on the imports of technology for some time. 
6. CONCLUSION. 
The transfer of technology is a necessary part of the 
learning process, either by providing an essential input into 
the learning process or by permitting the economy to bypass the 
long process of reinventing a technology. The preceding litera- 
ture examined the terms and conditions of transfer and has 
identified the problems encountered. The issues covered are 
relevant in the sense that one could see the changing pattern 
of transfer. In particular, the developing countries are becoming 
increasingly aware of their bargaining power, and the suppliers of 
technology, the multinationals more specifically, are confronted 
" by an increasingly competitive environment, which may result in 
an alteration of their terms of trade in favour of developing 
economies. 
"' 
CHAPTER THREE 
IDENTIFICATION OF AN INDEX MEASURING 
INTEGRATION OF TECHNOLOGY AND FORMULATION 
OF AN ECONOMETRIC MODEL 
W 
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CHAPTER 3 
1. INTRODUCTION 
Most of the literature on the transfer of technology 
0 bases its analysis on the nature of technology to be trans- 
ferred, this is referred to as intermediate and advanced 
technology, and on the role of the multinationals as they 
represent the main body of transfer. 
Most of the review, as was seen in chapter 2, treats 
the problem theoretically, these approaches appear to be 
missing the realistic environment within which technologi- 
cal transfer operates. 
In the present thesis, a complementary analysis is 
attempted, which consists of a statistical investigation 
of economic and social indicators of a large number of 
developing countries in relation to their assimilation of 
the technology transferred. 
The analysis consists of interpreting the transfer 
of technology in quantitative terms, and relating it, 
within a mathematical framework, to economic and social 
variables. 
The objective is to identify the most important varia- 
bles that affect the integration of technology imported, 
" 
by the use of multiple regression analysis. 
Once those variables are identified, they can be used 
to explain the differences in the way the developing coun- 
tries integrate the imported technology, also, they would 
allow for predicting and forecasting the integration of 
technology as will be seen later. 
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2. ESTIMATION OF A MEASURE FOR THE TECHNOLOGICAL TRANSFER, 
SELECTION OF VARIABLES AND SAMPLE SELECTION 
In this section, an attempt to formulate an index of 
0 measurement of the transfer of technology is made in order 
to be able to manipulate it mathematically with the entered 
variables. 
Criteria for the use of growth of Gross Industrial 
Product (GIP) over imported technology as a percentage of 
GIP as the measurement index of the integration of technolo- 
gy are defined. 
The selection of variables, their definition and calcu- 
lations are described, as well as the selection of the sample 
of countries studied. 
Data sources are indicated and computer programs have 
been written to carry out the necessary calculations re- 
quired. 
The period which the study covers is 1970 - 1977. 
2.1. Identification of an Index of Measurement for the 
Transfer of Technology 
It is generally agreed that the economic, technological 
and industrial state of the developing countries exert press- 
40 
for imports of capital goods from more advanced economies 
to develop their manufacturing industries. 
In other words, developing countries have to rely on 
imported capital goods for industrial development. 
However, the problem related to the imports of goods 
is to know whether the economy will be able to utilize these 
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investments in an efficient manner to attain industrial 
growth. 
A large amount of literature has been concerned with 
" 
the analysis of this point, see in particular Singh (1975) 
and Stewart (1979). 
Most of the analysis is theoretical and, therefore, 
does not allow for a clear representation of the problem 
of the transfer of technology. 
Kim, (1975) suggested two main factors that 
affect the use of capital goods, these are: 
1- The improvement of managerial skills and administra- 
tion, an 
2- The availability of skilled workers. 
These factors seem obvious. Many suggestions of this sort 
can be found in the literature or can be thought of. How- 
ever, the problem does not lie on suggestions about how to 
improve the technological transfer but on how does the tech- 
nological transfer operate and what are the determinant fac- 
tors that hinder or promote it. 
The present study is intended to investigate the deter- 
mining factors and to show how different developing countries 
0 integrate the imported technology. 
As was seen in the review, the transfer of technology 
comprises two parts, the transfer of knowledge and skills 
and the transfer of capital goods. One may use the terms 
disembodied technology to describe the knowledge that can 
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be productively used and embodied technology to describe 
the use of capital goods. It is the embodied technology 
with which one is concerned in the present study, the dis- 
embodied technology, which cannot be quantified in order 
" 
to be used in the present work, is dealt with theoretically 
in the review of technological transfer and also in the 
latter part of chapter five. 
The analysis of technological transfer in the present 
study is mainly based on the transfer of capital goods, that 
are generally produced in a developed nation and bought by 
a developing nation. The user nation may not possess the 
knowledge of how the capital goods function, which leads 
one to suppose that the user nation may economically bene- 
fit. from the embodied technology or may not use profitably 
these machineries. 
The fact that developing countries have to rely on 
imported capital goods for industrial development will be 
used as a hypothesis in this analysis. That is, a develop- 
ing country is not expected to improve its industrial growth 
if it does not import capital goods, which consist mainly 
of machinery and equipment for the production of manufacture 
and industry. 
0 Taking this hypothesis along what has been mentioned in 
A 
the introduction, that is, technology integration is due to 
the economic and social factors of the countries, it is ob- 
vious that political as well as other factors influence strongly 
the technological transfer, however, for lack of appropriate 
data, the study is limited to economic and social factors, 
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comments on these uncovered aspects can be found in the 
last part of the fifth chapter, one may formulate the 
following relationship, which is, industrial growth is 
due to a combination of the imports of technology and 
" 
the socio-economic state of a nation. Also from the 
first statement made in this section, which is that the 
economic, industrial and technological state of developing 
countries exert pressures for imports of capital goods, 
one could derive the following hypothesis; that is the 
importation of technology obviously depends on the in- 
dustrial and technological state of an economy, it could 
also be added that importation of technology depends not 
only on governmental decisions and financial state of a 
country, but also on the socio-economic environment. 
The value assumed by important variables is also de- 
pendent on the history of the economy, for instance, the 
growth of industrial production at year t depends not only 
on the imported technology of year t, but also of years 
t-1, t-2 etc.... As the imports of technology depend on 
industrial production, it could be said that it also de- 
pends on its growth, which may be expressed in the follow- 
ing way: if last year's growth of industrial production was 
0 important, then the industrial product would have accumula- 
ted more and, therefore, one may invest more in the transfer 
of technology. To explain the relationship between growth of 
gross industrial production and importation of technology, 
one needs: 
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1. Measurement of growth in Gross Industrial Product (GIP). 
2. Measurement of Imported Technology (IT). 
3. Relation between growth in Gross Industrial Product 
and Imported Technology. 
" 
a) growth of GIP = f(IT (Lagged)+ Social and economic 
indicators). 
b) IT = f(growth of GIP (Lagged) + social and economic 
indicators). 
Where 3a and 3b take the form: 
growth of (GIP) t= 
ao (IT) 
t+ 
al (IT) 
t-1) 
+ b2 (IT)t_2+ ... +f (social and economic factors) 
Also 
(IT)t = b0 ( GIP)t + b1(IT)t"-1 + b2(IT)t-2 
+ ... + f(social and economic factors). 
Since both the growth of G. I. P. and I. T. are functions 
of the same variables, there will be identification problems 
if both equations are to be estimated simultaneously, it 
would, therefore, be better and certainly simpler to estimate 
c 
the relationship between growth of G. I. P. /I. T. with the social 
and economic variables. This ratio will express the inte- 
0 
gration of technology in developing economies and represents 
the influence that imported technology has on industrial 
growth. 
The measurement of growth of G. I. P. for the period under 
study, which is 8 years, (1970 - 1977), is made by using a 
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least square method presented in section 2.1.1.1. As 
for imported technology, it is not the growth one is 
concerned with, one needs to know how many imports a 
country has transferred for the period of 8 years on 
0 
average. 
The problem at hand being to identify the most im- 
portant factors that hinder or promote the integration 
or the assimilation of technology, this leads one to con- 
sider only the growth of industrial production and the 
technology imported on average for the same period. The 
measurement of growth of G. I. P. for the period under study, 
which is 8 years, (1970 - 1977), is found by using a least 
square method presented in section 2.1.1.1. As for im- 
ported technology, one needs to know how many imports a 
country has transferred during that same period, so an 
average of imports over the 8 years is required. It will 
be shown in section 2.1.2 why the importation of technolo- 
gy is taken as a percentage of G. I. P. 
In order to understand the usefulness of this index, 
one needs to use some representative examples. The growth 
of Gross Industrial Product divided by the amount of im- 
ports gives a figure which is significant in comparative 
" analysis. For instance, if country A's industrial growth 
is 5% and its imports for the industrial sector are 20%, 
the value of the integration ratio would be . 25, if for 
the same amount of growth, country B imports 40% for its 
industrial sector, the ratio would be . 12. 
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These two figures which represent the integration of 
technology show that countries A and B differ very signifi- 
cantly in their assimilation of technology and, therefore, 
in their industrial performance. For country B to assimi- 
" 
late as good a technology as country A, it has to have an 
industrial growth of 10%. It is what makes this difference 
in integrating technology that is the major issue in this 
study. 
A table comprising the industrial growth, imports of 
technology as a percentage of Gross Industrial Product and 
the ratio of technology integration for the 45 countries 
analysed, is provided to allow the reader to get a grasp 
of the utility of the ratio of technological integration, 
see table in Appendix 3 which also contains GIP as a 
percentage of GDP. 
The technology integration ratio appears negative for 
some countries, these countries are known to have political 
problems at the period of investigation. It is decided to 
replace these negative values by a zero, to show that there 
was no technology integration, as a negative value would 
not be suitable for the analysis. 
It was stated that the present analysis concentrates 
0 on the industrial sector only, this is because most of the 
technology transferred is based on industrial machinery and 
equipment which are mainly used in industry. Also, this 
sector represents the predominant area where the technologi- 
cal transfer operates. 
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Following the hypothesis under which the index of 
measurement for the transfer of technology performs, a 
careful examination of the developing countries under 
" study is undertaken. This necessitates the exclusion of 
those countries that have a comparatively developed in- 
dustrial sector, such as Brazil and India among others, 
as will be seen in the section of the countries selection. 
This measure is not appropriate for this group of countries 
as they do not depend heavily on imports of technology for 
their development as others. Also, those countries that 
hardly have an industrial sector are excluded as they are 
not so much dependent on technology transfer, these countries 
live on tourism and agriculture and have a small population 
(under 1 million) in general. To conform to the hypothesis, 
rich oil countries are also excluded as their dependence on 
technology has different forms in the sense that they have 
enough resources to finance their economy. 
Let one first discuss the period over which this study 
has taken place, before the Gross Industrial Product and 
imports of technology are defined and calculated. 
The period over which this study takes place is eight 
years from 1970 to 1977. This is due to the data available, 
" 
also it was intended to analyse the transfer over a period of 
time as it is difficult to see whether any assimilation of 
technology has taken place during one year only. 
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2.1.1. The Gross Industrial Product 
As one is concerned with industrial economic growth 
" 
in this section, an attempt to discuss some theories of 
economic growth is made in order to see the importance 
of using this measure of growth in relation to the in- 
vestments in machinery and equipment. 
The economy of a country is characterized by the 
production of an annual flow of goods and services 
by firms and enterprises through the combination of 
land, capital and labour. 
Capital consists of those aids to production which 
have been made by man ex : machinery, equipment and roads. 
Labour consists of human resources which are partly mental 
and partly physical, and production is the process of making 
goods and services which are measured by the Gross Domestic 
Product (GDP). 
The economic growth, or growth of GDP is characterized 
by the process in which the productive capacity of the 
different economic sectors is increased over time to raise 
the income, Todaro (1981). 
That is, the growth of domestic product is quantitatively 
0 dependent on physical relationships between inputs and out- 
puts, which is due to many causes. Among these are increa- 
sed flows of labours and capital inputs to the production pro- 
cesses, improvements in their productive quality, advances 
in the techniques and organization of production and marke- 
ting. 
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This is purely a mechanistic approach to the pheno- 
menon of economic growth. It may indicate what has happe- 
ned, but not why it happened and consequently be of limi- 
" ted predictive value to the planners of economic develo- 
pment. 
Economic analysis has conventionally conceived gro- 
wth of the gross domestic-product as being fundamentally 
explained either 
1) by additions to the stocks of physical assets and 
human resources or 
2) by improvements in the productive quality of these 
stocks. Elkan (1973) and Meier (1970). 
The contribution to domestic production of additio- 
nal resources is dependent on the available technologies 
whereas the second possibility, raising the quality of 
productive resources may be of greater importance as a 
source of economic growth rather than merely increasing 
the stocks of resources, what is called replicative capi- 
tal accumulation, Rosenberg (1971). 
However, if any growth existed in a developing coun- 
try, it would be more likely that it is due to the first 
factor, that is by addition to the stocks, Myint (1980) 
0 
as well as Samir Amin (1974) among others demonstrated 
that economic growth in the third world accords a foremost 
priority among resource requirements to physical or finan- 
cial capital. 
This view is derived from an explanation of economic 
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growth where the rate of growth of aggregate output depends 
on the proportion of a country's annual output which is 
saved (the saving-output ratio) or allocated to uses con- 
" ventionally classified as investment or capital formation. 
The basic notion for accelerated economic growth 
follows from the process of more saving and investment and 
less consumption. Thus Lewis (1970) shows how saving is 
the central problem in the theory, -of economic growth. 
Shultz (1961) resuscitated the notion of human 
'capital' as an explanation of economic progress. Follo- 
wing these findings, planned investments in human capital 
have provided new areas of specialist activity in manpower 
and educational planning. 
So far, a brief review of economic growth has been 
attempted, emphasizing the concept that economic growth of 
developing countries is mainly due to the addition of phy- 
sical capital rather than technological progress which is 
the case for developed economies. 
Many developing countries do invest in capital goods, 
yet for a major part of these economies, investment in these 
machineries and equipments does not necessarily promote 
capital formation, and therefore economic growth, this seems 
0 
to contradict the classical analysis of economic growth. 
See table in appendix 3 where many countries which seem 
to allocate a large proportion of their industrial product 
to investment in capital goods, have in fact a very low in- 
dustrial growth. 
As will be seen later, emphasis is increasingly made 
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on the socio-economic and political factors of the develo- 
ping economies, as being the main causes of economic develo- 
pment and hence of technology integration. 
0 It should therefore be emphasized that theories of 
development economics have been misleading in these. major 
aspects, which are the essence of economic operations, and 
which should be taken more seriously into the analysis of 
development economics, if awareness of the realistic prob- 
lems concerned with technology, its uses and the benefits 
that can be derived from are of interest. 
Let one describe how the calculations of the gross 
industrial product growth over the period 1970 - 1977 are 
found . 
2.1.1.1 Data and Calculations of Gross Industrial Product. 
As described in the world bank tables (1980a)(from 
where data for the whole analyses were obtained), gross 
industrial product represents a measure of the output of 
the following branches: 
- mining 
"- manufacturing 
- construction 
- electricity - gas and water 
- transport and communications which include roads, 
inland and coastal waterways, sea and air transport, 
including the construction and maintenance of air- 
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ports, and government support for operating the railways. 
A computer program, based on a method given by the 
0 
world bank (1980a, p6)was written in order to obtain the 
growth of gross industrial product. Values for each of 
the five branches for each year from 1970 to 1977 were com- 
puted, the method of least squares regressing the annual 
values of the variables using the following logarithmic 
form was used: 
log Xt= a+bt+et 
where Xt is the value of variable X (which is gross indus- 
trial product) in year t, t is the time measured in years, 
a and b are the coefficients, and e is the error term. The 
average annual growth of X is Iantilog b} - 1, see Appen- 
dix 2.1.1 for the computer program. 
Singh (1975) argues that the volume of machinery 
exports to developing countries in quantitative terms 
rose from $8 billion in 1960 to $19 billion in 1970, con- 
stituting 33.4 percent of all imports by the developing 
countries in 1970, this is constantly rising. 
The increasing rate of demand for capital goods, 
0 according 
to Singh, reflects a stagnation in industrial 
development. Since during the early and intermediate 
stages of industrialization, the demand for capital goods 
usually rises rapidly, tends to stabilize and even declines 
when the home capital goods production competes in inter- 
national markets. 
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This industrial stagnation forces increased dependence 
on technology, hbwever.; the continuing dependence on capital 
goods imports has significant technological, socio-economic 
" 
and political implications as was demonstrated in the seco- 
nd chapter. 
Having briefly discussed the increasing demand for 
technological transfer, the next task is to attempt to 
quantify the technology transferred. It is necessary to 
stipulate that the amount of technology transferred as such 
cannot be used for a comparative study, as the countries 
considered differ in size, in economy, etc.., therefore, 
the imported technology is computed as a percentage of 
the gross industrial product, so that only that proportion 
of technology imported for the industrial sector is con- 
sidered and is used as a fraction of the industrial product, 
that is, instead of saying country X imported a certain 
amount and country Y imported a certain amount of techno- 
logy in money terms, one says country X imported 10 per- 
cent of its gross industrial product, and country Y imported 
15 percent of its gross industrial product, this notion 
of proportion allows for a comparative analysis, whereas 
" the first notion does not make any sense, as one million 
dollars for example means different things to different 
countries, it could mean a high proportion for one country 
and a low proportion of imports for another. 
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2.1.2 The Imported Technology 
The machinery and equipment needed for the production 
0 of certain goods is ýinot available in the developing countries, 
and therefore needs to be transferred or imported from the 
more developed countries. The capital goods which have to 
be imported comprise generally two categories: 
- mechanical equipment, including transport 
- and electrical equipment. 
These are discussed in the second chapter when it 
was shown that the increased tempo of industrialization crea- 
tes an acceleration in demand for capital goods. However, 
it would be useful at this stage, to highlight some of the 
significant trends and implications of such increased dema- 
nds and consequent increases in imports of machinery and 
equipment. This emphasis would stress the importance of 
the hypothesis already outlined for the model, which is 
developing countries are dependent on the technology trans- 
ferred for their development and more specifically, for 
their industrial development. 
The data concerned with the imported technology 
are given and defined by the source of data stated above. a 
At a first stage, the data is presented then the 
calculations to obtain the imported technology as a percen- 
tage of GIP are made. 
2.1.2.1 Data on Imported Technology 
1) Imports of machinery and equipment as a percen- 
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tage of merchandise imports, They include machi- 
nery and transport equipment. 
2)Merchandise imports, they constitute a component 
of imports of goods and non-factor services, it 
is the market value of movable goods the owner- 
ship of which changes from a foreigner to a resi- 
dent. 
3)Exports of goods and non factor services, it 
comprises the value of goods and non factor 
services sold to the rest of the world. Included 
' as goods and non factor services are merchandise 
transport, travel, insurance and other non factor 
services. 
4)Exports of goods and non factor services as a 
percentage of GDP. 
2.1.2.2. Calculations of IT as Percentage of GIP 
As data on the variable imported technology as a 
percentage of GIP is not provided in the data source, some 
calculations were required, it should be mentioned that the 
calculations of this variable are subject to the data avail- 
ability in the data source used and that the person inter- 
ested in the calculations involved should consult the data 
source (World Bank 198Oa) as it will provide an immediate 
In order to relate the imported technology to the gross industrial product, 
this variable is used as it is provided as a percentage of GDP and could be 
obtained as a percentage of GIP. 
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understanding of the steps involved. On the other hand, 
the person interested by the proposed measure of techno- 
logical transfer may have different source of data which 
will have to be manipulated otherwise to reach the desired 
0 variables. Overall, the calculations of the variables 
basically depend on how the data is structured, what is 
provided in values or percentages, and how the available 
data could be related in order to reach the desired mea- 
sures. For the present case, the steps followed were: 
IT 
x 100 
IT 
X 
MI 
X 
EG 
x 100 GIP MI EG GIP 
where IT represents the Imported Technology, 
GIP the Gross Industrial Product, 
MI the Merchandise Imports, 
EG the Exports of Goods ' 
and where 
ýIP"was 
obtained by dividing EG as a percentage 
of GDP by GIP as a percentage of GDP. 
The following procedure shows how the ratios above 
were calculated. 
1) Imports of machinery as a percentage 
of total merchandise imports. The 
data on this variable was only avail- 10 
able for the years 1970 and 1977 and 
not for each year from 1970 to 1977 
as would have been preferred. An 
average of the two years is calculated. 
This value represents the imports of 
machinery as a percentage of total mer- 
chandise imports for the period 1970 - 
1977. 
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2)Merchandise imports, and 
s 
3)Exports of goods and N. F. S. will serve as a nume- 
rator and denonominator respectively in order to 
get the merchandise imports as a percentage of 
exports of goods and N. F. S. 
For both these variables, data was provided for every year 
from 1970 to 1977 (with the exception of few cases where the 
ratio had to be calculated for the number of years given). 
The ratio of merchandise imports over exports of goods was 
calculated by summing the values of the eight years in both 
numerator and denominator, and multiplied by 100. 
4)Gross industrial product as a percentage of GDP. 
A value for each of the five industrial branches 
presented above is given as a percentage of GDP 
at factor cost for the period 1970 to 1977. 
In order to get GIP as a percentage of GDP, the five percen- 
tages were added and divided by the GDP at market price for 
the same period. 
This division was required, because, as will. be seen in the 
" next point, the exports of goods and non factor services are 
given as a percentage of GDP at market price, and the previous 
five values of the industrial sector were given as a percentage 
of GDP at factor cost. 
5)Exports of goods as a percentage of GDP (at current 
market price) having calculated the GIP as a 
*The use of the variable exports of goods as a denominator is 
arbitrary, one could have used instead the imports of goods (as they 
are also provided as a percentage of GDP and could be obtained as a 
percentage of GIP), which leads to the same results. 
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percentage of GDP at current market price. One 
needs to divide the value of the exports of goods 
which is given for the period 1970-77 by the GIP 
0 as a percentage of GDP. This gives the exports 
of goods as a percentage of GIP. 
6)The final step which is the calculation of IT as 
a percentage of GIP consists of the multiplication 
of the three variables that have been calculated 
above which are: 
- Imports of machinery as a percentage of total 
merchandise imports. 
- Merchandise imports as a percentage of exports 
of goods and 
- Exports of goods as a percentage of gross industrial 
product 
2.2 Relationships between GIP and IT as a percentage of GIP 
It is important to note the relationships between 
these two variables which constitute respectively the nume- 
rator and denominator of the ratio used as the integration 
of technology. " 
For this purpose, a correlation analysis of the two 
variables was attempted. A discussion on the technique of 
correlation analysis is discussed in the second part of 
this chapter, its main objective is the measure of the degree 
of association existing between the variables. 
The value of r, the coefficient of correlation is 
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. 10, that is there is only 10 percent association between 
the two variables giving a value of . 01 percent for r2. The 
t. test, which will be discussed in the second part of this 
" chapter, was applied with 43 degrees of freedom. A correla- 
tion coefficient of at least (r =. 33. ) would show a signifi- 
cant correlation at the 5 percent level. See fig. 3.1. 
This correlation shows that there is a very weak 
relationship between the imports of technology for the indus- 
trial sector and its economic growth. Which seems quite 
realistic when one looks at the review on the transfer of 
technology and to the economy of most developing countries. 
Having noted that imported technology and industrial 
growth are not related for the majority of the cases, then 
one may wonder about the factors which affect industrial 
growth and therefore technology integration. 
The present study is aimed at exploring those fac- 
tors which are most predominant in this integration of the 
technological transfer. Once the indicators are identified 
the economists and policy makers will be able to: 
- draw attention to those industrial products that 
need particular improved technology. 
"- predict 
the present as well as future amount of 
integrated technology for one or many countries. 
- it can generally make the planners, economists, 
researchers and politicians aware of the industrial 
strengths and weaknesses of a particular nation. 
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2.3 Selection of Indicators 
The choice of the variables in the analysis is based 
" on the fact that technological transfer operates within a 
socio-economic and political environment. It is nonetheless 
obvious that the political environment as well as other known 
or unknown qualitative aspects cannot be considered in the 
present analysis which is based on purely quantitative measures. 
Some relevant variables to this study have been found 
in the united nations statistical year book (1977) but the 
presentation of data is so badly presented that they could 
not be'included. For example one may have data of one varia- 
ble for one or two years for one country, and one or two dif- 
ferent years for another, some data exist for some countries 
but not for all, the sample of countries on which data is 
available is very small. These variables are: number of 
scientists, engineers and technologists, scientists and 
engineers engaged in research, expenditure for research and 
development per capita, newspapers per thousands, cinema seats 
per thousands etc. 
It is also regrettable that data on valuable indica- 
tors such as rate of output per man-hour of labour, use of " 
mechanical power, use of irrigation and fertilizer, adminis--- 
trative organization and efficiency, education and skills in 
terms of professional and technical personnel as well as many 
other indicators directly related to technological progress, 
cannot be found, It is worth mentioning that even the adva- 
nced countries which are making unprecedented effort on data 
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collection have not got most of the data mentioned above! 
Baster (1972, p16) The existence of such data would, in prin- 
ciple, improve the quality of information, and thus of anal- 
0 ysis and decisions. This study therefore considers the socio- 
economic environment alone. Many theoretical analyses cover- 
ing the political aspects of developing countries have been 
attempted, see Braibanti and Spengler (1961) and Pesmazoglou 
(1977). 
The number of indicators employed in the present 
study is as large as possible so as to give as accurate an 
economic and social profile of the countries as possible. 
These variables will be ; entered in a multiple regression 
function, where the ratio of technology integration represents 
the dependent variable and the entered variables represent 
the independent variables, the best set of variates indicating 
statistical significance is retained as the determinant indi- 
cators of the technology integration. 
The notion of dependence of the technology integ- 
ration on the social and economic variables shows that the 
former tends to increase or decrease according to the latter 
variables, that is, these indicators explain the assimilation 
9 
of technology transferred. 
2.3.1 Previous Analyses on Economic and Social Indicators 
It is intended in this section, to define what is 
meant by indicator and to present a brief review on the use 
of social and economic variables. It should be mentioned 
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that these economic and social variables are used as indi- 
cators of economic development, mainly, as an analogy bet- 
ween technological transfer and economic development is made 
0 clear in. both this study and "the extensive review of the techno- 
logical transfer. One could conclude that economic and so- 
cial variables are both indicators of economic growth and 
technological integration. The originality of this work 
is that, for the first time a conceptual and straightfor- 
ward approach is made to the analysis of the technologi- 
cal transfer. It is not only capable to provide the rea- 
listic environment of the transfer of technology, which is 
made clear by the review, but also to provide statistical 
foundations to show the exploratory abilities as well as 
the validity of the approach. 
An indicator represents some aspect of development 
such as health, equality, and industrialization. It may 
be a direct measure of an economic or social variable in 
the sense that gross national product, for example, mea- 
sures the output of goods and services, or, more often, an 
indirect measure of some non-measurable phenomenon. Most 
of the commonly accepted indicators of levels of living, 
for instance, are indirect measures of different aspects " 
of welfare. However, opinions differ as to the boundaries 
of indicators. Drewnowski (1966) argues that indicators 
should be limited to observable and measurable phenomenon, 
whereas Adelman and Morris (1967)' approach the measurement 
of institutional phenomena in a more flexible way, an 
example of one of the indicators they use is political 
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participation. 
When an economic and social variable is used as an 
indicator, it is not an indicator of itself, and it is not 
0 an operational definition of what it points to. McGranahan 
(1972) gives the following example; the temperature given 
by use of a thermometer is not an indicator of body tempe- 
rature, it defines body temperature, but is actually an 
indicator of sickness. Similarly, mortality rate does 
not simply indicate relative numbers of deaths but may 
indicate public health levels. The school enrolment ratio 
is a measure of the amount of school enrolment but it may be 
used as an indicator of the educational levels of a country. 
Overall, economic and social indicators are not simply 
statistics, and statistics are not ipso facto indicators, 
unless some theory or assumption makes the relation between 
the measure provided by the variables and the phenomenon 
which it could indicate. This is at least the argument in 
borderline. 
Indicators may be disaggregated, composite or 
representative. In the first case, a phenomenon is bro- 
" 
ken down'into a number of components, and indicators are 
selected to represent these different elements, in the seco- 
nd case a single indicator is constructed by combining a 
number of indices. In the third case, a representative 
indicator is selected as a measure of a particular pheno- 
menon on the basis of some criteria such as high correla- 
tion with other indicators of the same phenomenon etc. In 
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all these cases the validation of the indicator depends 
on its accuracy, reliability, and on the consistency of 
its relation to other indicators. 
0 The uses of indicators are needed for a number of 
different purposes. They may be used to describe trends 
and to diagnose a particular situation, they may be used 
for prediction, and they may be used for planning, both 
for measuring targets, and objectives., `Baster (1972). 
The specification of the model in which indicators 
are used can be approached in two ways. One may start 
from existing collections of data and look for systematic 
relations between the variables or start with some analy- 
tical model in mind, before proceeding to the selection 
of indicators and the collection of data. Both methods 
are not unrelated, as they somehow try to identify rela- 
tionships that can be put into practice. 
An increasing amount of effort is being put into 
the collection of statistical data both at the national 
and international level. Data of cross-national data and 
time series going back over a hundred years are being col- 
lected by universities and research institutions. Official 
" government series have tended to concentrate on demogra- 
phic data as well as economic series on trade, production 
and consumption; information concerning public sectors 
where government has administrative responsibility are 
being increasingly recognised as important data, these 
sectors are: transport, education, housing and health. 
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For the developed economies, at least, data on political 
series and social indicators are made. It can be said 
that at an international level, there is an accumulating 
0 wealth of statistical data throwing light on economic, 
demographic, and to a lesser extent, on social and poli- 
tical indicators. However, in the majority of the less- 
developed countries, statistical information systems are 
still in their infancy. 
The review mainly consists of a controversial analy- 
sis between economic and social indicators, it shows on 
which areas the policies usually concentrate for develo- 
pment. Some agree that GNP per head is an adequate mea--- 
sure, others argue that emphasis should be put on social 
indicators. 
2.3.1.1 Analysis of Economic Indicators 
Since economists have tackled the problem of develo- 
pment of the less developed countries, the principal means 
for measurements of economic development have been the 
Gross National Product, its components and their growth. 
The national accounts have continued to be the main 
" 
focus of discussion of growth despite the many problems 
with national accounting of developing countries, and the 
GNP per head is widely accepted as the best single indica- 
tor of development, both historically and for international 
comparisons. 
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The use of national accounting was influenced by 
0 Keynesian economics at the time when increasing attention 
was paid to the developing countries, however, the growth 
rate of GNP is shown to be a misleading indicator of 
development in itself by Ahluwalia and Chenery (1974), 
since it represents mainly the income shares of the rich. 
In the next paragraph, emphasis on social variables 
as economic development indicators, and therefore as 
adequate means of economic measurement is made. 
2.3.1.2 Analysis of Social Indicators 
Having seen that economic variables and specifically 
the growth of GNP per head are the main measurements of 
development efforts in developing countries, it would be 
useful to stress, that increasingly development economists 
have become aware that the growth of income per head or 
the growth of output are most adequate indicators by them- 
selves. 
There has been a growing interest to stress the im- 
0 
portance of social indicators as complementary measures of 
development. 
Streeten (1979), in a paper on basic needs emphasizes 
the need to enquire into the social variables of a develo- 
ping country, this allows for factors such as poverty and 
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income distribution to be taken into account in economic 
decisions. 
This emphasizes and explains the need for the author 
0 
to include social indicators in the analysis of the techno- 
logical transfer. When one deals with the analysis of 
social indicators, it should be kept in mind that they 
are constantly made in relation to the technology integ- 
ration, for example, when one draws on the economics of 
development and their relations to social aspects, he 
should concentrate on the fact that economic decisions 
are made mainly upon economic aspects such as gross 
national product etc.. and that increasingly, at least 
one may hope emphasis is made on social aspects as well, 
it is therefore interesting to see the relevance of 
social indicators in economic analysis so that when a 
social indicator is found to explain technology integ- 
ration, it is immediately related to economic policy and 
government decisions. 
Early thinking on development economics concentrated 
mainly on purely economic factors, This ideology had 
controversial issues from what the experience has shown, 
" which makes emphasis on economic indicators still dominating 
at least for the low income countries, Leipziger and Lewis 
(1980) show that at lower levels of per capita income, 
emphasis on growth is necessary for economic development 
and therefore for progress in basic needs indicators. 
These findings appear consistent with the 'Kuznets 
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hypothesis', which shows that income distribution worsens 
at early stages of growth to improve at later stages, " 
Kuznets (1963), Hicks and Streeten (1979) argue that if 
0 concentration is not made on distribution of income, 
the unequal growth would persist and would be more diffi- 
cult to alleviate.. This view is consistent with the ob- 
servation of Ahluw. alia, Carter and Chenery (1979) who 
state that in the middle-income countries which tend to 
have more rapid growth and less equal distributions, 
emphasis on improved distribution is often more effec- 
tive in reducing poverty than is accelerated growth. 
It is also increasingly recognised that early 
theories concentrating on huge industrial projects and 
on economic aspects alone cause social tensions, and 
therefore slower growth and slower technological advance, 
and that concern with meeting basic needs such as nut- 
rition, education, health and shelter would improve 
social conditions and therefore promote economic growth. 
The new focus on meeting basic needs requires a 
set of indicators able to measure deprivation so that the 
policies can be directed to its alleviation. 
A great deal of work has been undertaken by inter- 
national agencies to compile a set of social indicators, 
among them the united nations (1977) and the world bank 
(1980a). 
Streeten and Hicks (1979) show certain advantages 
of the social indicators. 
a) first they are concerned with ends as well as 
s. 
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means, since they measure the state of the society 
for example variables such as population per phy- 
sician or school enrolment rates attempt to capture 
" the inputs that are nearer to the results desired 
than GNP per head. 
b)'secondly, social indicators can show more about 
distribution that GNP per capita does. An increase 
in literacy reflects also a distributional impro- 
vement. 
c) thirdly, social indicators are capable of catching 
the state of the human, social and cultural costs 
such as diseases, accidents and poverty. In parti- 
cular, they can register some of the shared global 
problems such as cultural dependence and pollution. 
d) and fourthly, it is widely believed that social in- 
dicators present more rigour in inter-country ana- 
lysis. 
With the advantages outlined above, social indicators 
can reduce the false impression that may be created by pure 
economic indicators. 
It is also mentioned that: 
1) Measures such as literacy, access to clean water and 
" 
primary school enrolment can be used to indicate the 
percentage of the population having basic needs de- 
ficiencies. 
2) Measures such as life expectancy, infant mortality 
and average calorie consumption are less informa- 
tive of distribution but indicate the degree to 
0 
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which basic needs have been fulfilled. 
3) Measures such as health, education and nutri- 
tion are valued in their own right, and also as 
0 being the main causes of raising the produc- 
tivity of the workers. 
4) Measures such as doctors or hospital beds per 
1000 or enrolment rate in schools may reflect 
government intentions and efforts to provide 
public services. 
2.3.2 Relationships between Economic and Social Indicators 
Because of the importance of the use of social indi- 
cators in the present work, it is useful to indicate 
through past studies the enormous role social indicators 
play in economic analysis. It is intended to first indi- 
cate the relationships between GNP and social indicators 
in some studies, then to confirm the findings of these 
studies with the more updated present analysis. 
As will be seen later, the results of the present 
work not only stress the previous findings but also 
" show a coherence of the collection of data and therefore 
of the analysis as a whole. 
Several studies and in particular McGrahanam et al 
(1972), the united nations (1975) have found high corre- 
lation between economic and social indicators. Larson and 
Wilford (1979) as well as Hicks and Streeten (1979) found 
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non linear relationships between per capita GNP and life 
expectancy at birth and adult literacy rate. 
The correlation analysis undertaken in the present 
0 
analysis shows the same pattern of correlation found in 
the cited studies. 
The sample consists of 45 developing countries 
as will be shown later in the sample selection, and the 
correlation coefficient r2 is equal to . 47 on average for 
life expectancy and access to water rate with GNP per 
capita. See figure 3.2, figure 3.3 also figure 3.4, 
figure 3.5, figure 3.6, and figure 3.7. 
It should also be emphasized that the plots of 
the actual and more updated present analysis (1970-771 
follow the same non-linear relationships described by 
Hicks and Streeten, and Larson and Wilford. 
Some illustrative figures comprising correlation 
between social indicators and GNP per capita, between 
GNP per capita and other economic indicators, and bet- 
ween social indicators are presented, generally high 
correlations are recorded between economic indicators 
and between social indicators. 
" It is intended to demonstrate the perfect linear 
correlations between economic indicators and the non- 
linear relationships existing between social indicators 
and the main economic indicator. It is also aimed at 
supporting the logic of statistical analysis, hence al- 
lowing for an accurate model of the technological transfer. 
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2.4 The Variables Selection 
2.4.1 Introduction 
0 Having stressed the relevance of economic and 
social indicators for the present analysis, it is now 
intended to describe the variables included in the mo- 
del. 
The number of variables is 30, it is aimed at 
producing through the use of multiple regression a 
linear model. This will be the subject of the next 
section, a reasonable number of variables to indicate 
the most important areas where the technological trans- 
fer operates. 
The data source already mentioned is the world 
bank (1980a)which provides the most recent available 
data to date. 
The variable education expenditure as a percentage 
of gross domestic product was not fully provided by this 
source, and was complemented with data from the United 
Nations Statistical Yearbook (1977) 
As the study takes place over a period of eight 
" years, 
from 1970 to 1977, and as the data on variables 
is provided only for 1970 and 1977, an average of the 
two years is taken in order to get the value of the 
variable considered for the period (1970-77). 
For some countries data on some variables were 
only available for one of these two years 1970 or 1977, 
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in which case, the value was used to represent the value 
of the whole period. 
For some other countries, data on some variables 
0 
were not available at all, in this case, among the five 
methods to estimate missing values, regression method 
was used, as it is best suited to the study, see BMDP 
Computer Programs (1979, p353). 
The total number of missing values is 15. There are 10 
countries with missing values for different var. iables.. 
Some of the variables included in the model are 
not subject to the world bank's classification, as will 
be seen in the next paragraph. They were calculated from 
data of the same source, These additional variables 
which are mainly macroeconomic are classified with the 
other variables according to their nature, some calcu- 
lations are executed by computer and are described. 
These variables are: 
- Gross National Product 
- Gross Industrial Product 
- Gross National Saving as percentage of GDP 
"- GIP as a percentage of GDP 
- Education expenditure-as a, -percentage of-GDP 
- Population 
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2.4.2 Classification of the Variables Included in the 
Model. 
" 
The variables are defined and classified by the 
world bank. They fall into two groups, economic and 
social. 
This classification gives a vague representation 
of the variables. It is intended in the next chapter, 
to group the variables in a more representative number 
of categories. This is achieved by the statistical use 
of factor analysis technique. 
It is useful to mention at this stage that the 
objective of classifying the variables under a certain 
number of categories helps identifying the association 
between variables. A list of variables can be found in 
appendix 5. , 
2.4.2.1 Economic Indicators 
Many variables are taken as a percentage of GDP 
when necessary. This is because they would not allow 
0 
for a comparative study otherwise. If, for instance, 
the variable is education expenditure or gross national 
investment, its interpretation for cross-section analysis 
is meaningless as it does not represent the proportion 
corresponding to the economy but merely a value. 
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9 
Variables such as GNP and population are used in 
values. This allows to compare between the size of 
different economies. 
" The economic variables included are: 
1) Gross National Product in $: This is the measure 
of total domestic and foreign output claimed by the resi- 
dents of a country. The value has been converted from 
the national currency into average 1970-77 U. S. dollars. 
Two stages were involved for the calculation of GNP in $ 
to cover the period of the study. 
i) GNP at current market price had to be added 
for each of the eight years from 1970-1977. 
ii) Then it was divided by the foreign exchange 
rate in dollars for the eight years. 
2) Gross National Product per capita in $: This 
value constitutes the annual income for each person, 
and is thus calculated by dividing the GNP in $ by the 
mean of population for the eight years. 
3) Gross Industrial Product in $: This value was 
calculated in the same manner as the GNP in $ with the 
difference that only the five industrial branches, alrea- 
dy mentioned, were taken. 
4) Gross Industrial Product (GIP) as a percentage 
of GDP. A value of each branch of the industrial sector 
is given as a percentage of GDP at current factor cost. 
It had to be divided by GDP at current market price, as 
the whole analysis is based on current market price values.. 
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5) Gross Domestic Investment (GDI) as a percentage 
of GDP or Gross domestic capital formation,: it measures 
the expenditures for the addition of reproducible capi- 
0 
tal goods to the fixed assets of all the enterprises, 
private and public and to the government. This category 
contains all new items produced domestically or purchased 
from abroad, it also covers expenditures on the improvement 
of durable goods, purchased land and used equipment, 
the government outlays for construction and durable goods 
for military purposes are excluded. This figure is given 
for the period 1970-77. 
6) Gross National Saving (GNS) percentage of GDP: This 
measure represents the amount of Gross domestic capital 
formation financed from national output. It is equal to 
the Gross Domestic Investment plus the net export and 
services. A value of Gross National Saving as a percen- 
tage of Gross Domestic Investment for the period 1970-77, 
it had to be multiplied by the GDI as a percentage of 
GDP to get GNS as a percentage of GDP. 
7) Education Expenditure as a percentage of GDP: It 
comprises the management and support of pre-primary, pri- 
" mary, secondary schools and universities and colleges. 
The expenditure on the general administration, on the 
regulation of the education system, on research and orga- 
nisation are included. For many countries, figures were 
only available for some of the eight years. The values 
available for the number of years of each country were 
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divided by the values of GDP at market price for the same 
number of years, this is in order to find the average value of 
education expenditure for the period. 
8) Industrial Production as a percentage of GDP: This produc- 
tion constitutes the output of the industrial sector which " 
includes mining, construction and public utilities (electricity, 
gas and water). 
9) Production of manufacture as a percentage of GDP: This pro- 
duction comprises chemicals and manufactured goods. 
Data for production of manufacture and other industry was 
combined to constitute the industrial production. 
An average of the values of the two years 1970 and 1977 
was made to obtain the approximate value for the period 1970-1977. 
10) Agricultural Production as a percentage of GDP: This com- 
prises agriculture, forestry, hunting and fishing. 
as 
11) Exports of Manufactured Goods a_percentage of total mer- 
chandise exports, this comprises chemicals, manufactured goods, 
different manufactured articles and commodities. 
12) Imports of manufactured goods as a percentage of total 
merchandise imports: This constitutes the imports of chemicals, 
manufactured goods, diverse manufactured articles and commodities. 
13) Commodity Concentration: This variable is intended to indi- 
cate the degree of export specialisation, more precisely, it 
0 
expresses the current value of the three major-commodities in 
the exports of a country as a percentage of the total current 
value of merchandise exports. t.. 
`pr 
14) Food consumption per capita: This indicator expresses the 
net food supplies available per day at the retail level divided 
by population. 
The variables that follow have the same available data. 
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and are calculated by averaging the data on the two years 
1970 and 1977. This applies to the social indicators as 
well. 
0 15) Energy consumption per capita: this variable expresses 
the annual consumption of commercial energy( coal and 
lignite, petroleum, natural gas, and hydro, nuclear and 
geothermal electricity) in kilogram of coal equivalent per 
capita. 
2.4.2.2. Social Indicators. 
Although a close relationship between economic and 
social development is widely recognised, there has been 
relatively little progress on international scale for the 
collection and analysis of social indicators, the world 
bank (1980, p. 13). 
The variables on which data was available are: - 
16)Population: the population figures which are midyear 
estimates are added up over the period of eight years, 
then divided by the number of years. 
17) Population density per square kilometer of total land. 
18) Urban population as a percentage of total population. 40 
19) Urban population growth rate: this variable is usually 
defined as the growth of inhabitants of city and towns. 
20) Birth rate per thousand: this value represents the 
number of live births in a year per thousand of midyear pop- 
ulation. 
; 21) Death rate per thousand represents the number of deaths 
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in a year per thousand of midyear population. 
22) Life expectancy at birth: this represents'the average 
number of years of life to a newborn child at the time of 
0 birth. 
23) Population per physician is the total population 
divided by the number of practicing physicians qualified 
at university level. 
24) Access to water expresses the percentage of total 
population who have reasonable access to a safe water 
supply. 
25) Adjusted school enrolment ratio comprises the enrol- 
ment of all ages in secondary schools as a percentage of 
the population of secondary school age. 
26) Adult literacy rate comprises the number of adults 
with the ability to read and write expressed as a per- 
centage of the total adult population. 
27) Labour force in Agriculture represents the labour 
force for agricultural activities, including farming, 
forestry, hunting and fishing as a percentage of the 
total labour force. 
28) Labour force in Industry expresses the number of 
" labour force for industrial activities, including mining, 
and quarrying, manufacturing, construction, and public 
utilities (electricity, gas, water and sanitary services). 
29) Radio receivers per thousand expresses the number of 
all types of receivers for radio broadcasts to the gen- 
eral public per thousand of the population. 
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30) Passenger cars per thousand represents the number of 
motor cars seating less than eight persons per thousand 
population. 
0 
2.5. The Sample Selection. 
In order to obtain a representative model for the 
population of developing countries as a whole, the aim 
is to introduce as many developing countries as possible 
into the analysis. 
However some categories of countries have not been 
included, the reasons given below show their antagonism 
with the underlined hypothesis. 
2.5.1. Countries not included in the Analysis. 
1) Oil Exporting Countries. 
These countries are characterised by huge surpluses 
that can finance not only the imports of capital goods 
and consumer goods but also the imports of manpower re- 
quired. 
" Oil production represents the most dominant part 
in these economies, a good and representative table about 
sectoral contribution to the economy can be found in Khouja 
and Sadler (1979, p. 87) . 
Then high dependence on foreign trade and their 
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wealth make their transfer process different from the 
other developing countries. 
According to their GNP per capita, they have been 
0 divided into two groups, see world bank Atlas (1980), 
also world development report (1981). 
i) Countries with a GNP/capita between $3,000 and 
$6999 are Bahrein, and Saudi Arabia. 
ii) Those with a GNP/capita of $7000 and over are 
Kuwait, Libya, Qatar and the United Arab Emirats. 
2) Developing countries possessing a comparatively more 
developed industrial sector. 
These countries are characterised by the fact that 
they produce part of their own machinery and equipment. 
They are not so dependent on foreign technology as 
are most of the other developing countries. 
One can recall The Times quoting on the 18th October 
1973, p 1, "Like a sleeping giant Brazil is awakening to 
a period of industrial expansion and development almost 
unparalleled among countries of the third world. " 
Within a few years of manufacture, some of these 
countries competed in international markets by producing 
0 
and exporting a number of sophisticated machinery prod- 
ucts. Singh (1975). 
Significant examples are the export of complete 
cement plants, heavy electrical equipment and boilers 
from India to other Asian countries. Machine tools and 
heavy equipment exports from Brazil to other Latin Amer- 
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ican countries; Flour Milling equipment from Mexico and 
certain categories of electronic machinery and components 
from Taiwan, Republic of Korea and Hong Kong to various 
0 countries. For more detail see Bhagwatiand Cheh (1972), 
Frank et al (1975). 
These countries are, among others, India, Brazil, 
Mexico, Argentina, Korea (Republic of), Taiwan and 
Singapore. 
3) Centrally Planned Economies. 
The economy of these countries is of protectionist 
nature and not dualistic, where the private and public 
sector coexist as for most of the other developing count- 
ries. 
The imports of their technology is mainly from the 
advanced centrally planned economies. 
The process of their technological transfer is there- 
fore different from the other developing countries as it 
is based on different aspects. 
This category contains, among others, Cuba, Korea, 
" (democratic people, 's republic of) Mongolia, and Yemen 
(people's democratic republic of). 
4) Countries with a relatively small population. 
The criteria for not including these countries in 
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the analysis is that these countries are so small that they 
mainly live on agriculture and tourism, their industrial 
sector scarcely exists making it difficult to relate them 
to other countries for a study on technological transfer. 
2.5.2. Countries Included in the Analysis. 
Apart from the four categories of countries already 
described, most of the remaining countries are represent- 
ative of the hypothesised population of developing countries 
for the present study. 
However, many countries had insufficient data and 
hence, had to be discarded. 
It should be mentioned that the capital deficit oil 
exporters are represented in this analysis as they have 
the same characteristics of the oil importing developing 
countries. They share common interest with the capital- 
surplus oil exporters in that they try to improve the 
returns to their oil exports, and with the oil- importing 
developing countries in having been net importers of 
capital in recent years and being likely to need foreign 
0 capital in the future, see World Development report (1981, 
p. 88), these countries are Algeria, Iran and Nigeria. 
The number of countries included in the analysis on 
which data was available is forty five. A list is provided 
in Appendix ---6. 
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3. METHODOLOGY 
3.1. Formulation of the Model 
" This part is concerned with the elaboration of an 
analytical framework which portrays the functional re- 
lationships existing between the "technology integration" 
indicator and its environmental economic and social indi- 
cators mentioned above. 
The following econometric model defines the under- 
lined relationships: 
3.1 Yt = ß1 ß2 '2t i- ß3X3tý. +, 
,' 
"' ßkXkt + Ut 
Where Yt is the index of technology integration for 
country t, to be explained by k+1 explanatory variables 
X 2t, X3t, ... ' XKt. 
+ß1' 
ß2' " '"" º ßk the parameters that tie the depend- 
ent (Y) variable and the independent variables (Xj ) into 
equation statement, and that have to be measured by the 
appropriate econometric technique. 
Ut is the stochastic disturbance term, which represents 
the numerous other factors that affect the integration of 
technology transfer and that cannot be included. 
" An econometric model can be a single equation or 
a system of simultaneous equations, depending on the nature 
of the relationships existing between the variables and on 
the scope of the study. It should have a priori economic 
foundation either mathematical or theoretical. 
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James and Throsby (1980, p272) wrote: "The 
generation of ideas about how economic systems operate 
may come from theoretical consideration, from observa- 
tion of economic behaviour in the real world, or from 
a combination of these two sources". 
With the absence of theoretical economic models re- 
lated to the technological transfer, the model under in- 
vestigation is based on observation of economic phenomena 
based on the literature of the subject, already discussed 
in chapter 2. 
The procedure of the construction of a model, in order 
to test a theory or to explore a phenomenon may be schematically 
cally represented as in Fig. 3.1, James and Throsby (1980, 
p270). 
Fig. 
-3.6. 
Diagram for Model Construction 
0 
Economic Theory observation of real world 
> Formulation-of hypothesis<. 
Model building 
Data collection 
Parameter estimation 
Testing )- Failure of hypothesis 
Further 
refinements < Prediction or manipulation 
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The presented model deals with economic relationships 
and is, therefore, called an econometric model. The term 
" econometrics is formed of two Greek origin words which 
are economy and measure respectively. 
Econometrics may be considered as the integration of 
economics, mathematics and statistics, as it provides the 
numerical values for the parameters of economic relation- 
ships. For an extensive discussion on econometrics, see 
Malinvaud (1971), Wonnacott and Wonnacott (1970), Theil 
(1978), Gujarati (1978), Johnston (1972), Kmenta (1971) 
and Koutsoyionnis (1981). 
The most important characteristic of economic relation- 
ship is that they contain a random element which is, how- 
ever, ignored by economic theory that postulates exact 
relationships, examples are the production function, the 
consumption and the demand function among others. 
It is quite clear that in the economic environment, 
many more factors may affect the variable under investi- 
gation, such as change in law, migration, an unpredicted 
war and political problems as well as the changing human 
behaviour. 
0 
The influence of these other factors is taken into 
account, in econometrics, by the introduction of a random 
variable, denoted by U, into the economic relationships. 
It is the inclusion of this error term that makes 
econometrics a highly specialised tool of research, which 
goals are analysing and testing the economic behaviour, in 
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the case of explanatory analysis and of economic theory, 
in the case of testing the stipulated relationship by 
0 providing the numerical estimates of the coefficients 
and by using the numerical estimates of the coefficients 
to forecast the future values of economic relationships. 
3.1.1. The Nature of the Stochastic Disturbance Term. 
The disturbance term Ui is a surrogate for all those 
variables that collectively affect Y and are omitted from 
the model for some reasons that will, be seen later. 
These reasons explain why the multiple regression 
model, or the econometric model will not include as many 
variables as possible to attempt to replace the U. These 
are: 
1) Whether it is theory or observation and theoretical 
analysis about a phenomenon, it is difficult to determine 
the behaviour of Y completely, as there is always a possibil- 
ity that one is ignorant or unsure of the other factors 
affecting Y, which makes U suitable to substitute these 
unknown variables or these variables on which data is not 
available, or again, these variables that cannot be quanti- 
0 fied, for example, one could introduce some explanatory 
variables related to the political situation of the coun- 
tries, which will be of valuable relevance, but which are 
omitted because of their non availability. 
2) The joint influence of the variables omitted by the 
regression function, are so small and at best nonsystematic 
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that as a practical matter and for cost consideration it 
does not pay to introduce them into the model explicitly. 
0 However, their combined effect may be treated as a random 
variable U. 
3) Even if one succeeds to introduce all the relevant 
variables, there is bound to be some randomness in the de- 
pendent Y which cannot be explained no matter how one tries 
hard. The U's may well reflect these randomnesscp, 
4) Finally, following Razor (1956) "that descriptions 
be kept as simple as possible until proved inadequate", the 
regression model should be kept as simple as possible. If 
four or five variables explain the model adequately, why 
then introduce more variables. Simple models are appropriate 
and less costly for decision-making, prediction and forecast- 
ing. Needless to say, that important variables should not 
be excluded just to keep the regression model simple. 
The stochastic disturbances U's assume an extremely 
critical role in regression analysis, which is, in fact, based 
mainly on the assumptions of these disturbance terms, as will 
be seen in the following sections. 
0 In this part, the econometric technique used to estimate 
the parameters for the available statistical data and to test 
the hypothesis related to the model are discussed along with 
other aspects of the model which constitute mainly five sec- 
tions, these are: 
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1) The multiple linear regression model. 
2) The objectives of the model. 
0 3) Specification of the model, involving the determi- 
nation of the dependent and independent variable, as well as 
the mathematical form. 
4) Estimation of the model, that is the method applied 
to estimate the parameters and the tests involved for the 
goodness of fit. 
5) Application of computer program in generating 
statistics. 
The other important stages of the model will be the 
subject of the fifth chapter, they are mainly, the evalua- 
tion of the estimates, that is to decide on the basis of 
certain criteria whether the estimates are satisfactory 
and reliable and evaluation of the forecasting validity of 
the model, or to test its application. The econometric tests 
relating to the assumption of the error term as well as prob- 
lems related to the independent variables such as multi- 
collinearity and autocorrelation are also analysed in this 
chapter. 
0 3.1.2. The Regression Equation 
The outlined econometric model consists of regressing 
Y on the X's to determine those explanatory variables that 
explain the largest variance of the dependent variable and 
to measure their parameters. 
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Regression analysis is a branch of statistical theory 
that is widely used in almost all the scientific disciplines. 
" In economics it is the basic technique for measuring 
or estimating relationships among economic variables. As 
will be seen on the estimation section, the method of least 
squares will be used to estimate the parameters. 
Gujarati (1978) defines it as: "Regression analysis 
is concerned with the study of the dependence of one variable, 
the dependent variable, on one or more other variables, the 
explanatory variables, with a view to estimating and, or 
predicting the (population) mean or average value of the 
former in terms of the known or fixed (in repeated sampling) 
values of the latter". 
3.1.2.1. Historical Significance 
Regression analysis was the first applied to random 
samples from approximately normal distributions. The popu- 
lations sampled were biological characteristics of plants, 
animals and human beings, which closeness of association 
was determined by the correlation coefficient. 
Only by the late 1920's did some leaders in biological 
0 statistics start to do controlled experiments whereby values 
of one or more variables subject to human control were fixed 
and only the dependent variable was subject to random varia- 
tions. It then became clear that the dependent variable and 
the independent variable could not form a bivariate normal 
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distribution and that the correlation coefficient proved 
to be less reliable when the X's are fixed. 
" It was not until 1928 that a distinction between 
'correlation models' and 'regression models' came to light 
with the pioneering work of Fisher, see Fox (1968). 
However, this was only relevant to controlled experi- 
ments, as economics deal with changing variables, it was 
not until the 1940's that regression analysis was applied 
to the special problems of economics. 
3.1.2.2. The Purpose of Multiple Regression 
When several variables act in common to produce a single 
result; the interest is to know the separate effect of each 
variable. This enables one to know the impact and the weight 
of each variable on the dependent variable. 
Multiple regression analysis represents one of the stan- 
dard methods whereby such attempts are made. The other method 
being the controlled experiment, which is physically explicit 
and lies outside the realm of statistics, Kane (1969). 
If, for example, one wants to know how the aggregate con- 
sumption (c) in a country would respond to changes in price 
0 (W) and quantity (Z). The linear model would be of the form: 
3.2. C=a+ BW + YZ 
The sample estimates a, b and c for a, ß and Y would 
be found by setting the model as: 
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3.3. A. C =a+bAW+ CYZ 
Where the change on C is seen as dependent on the 
" 
change in W and Z. 
In economics, physical experiments to record the varia- 
tions in all relevant variables are not possible and, there- 
fore, the powerful technique of regression analysis is used 
to identify the effect of change, table 3.1 contains a 
schematic representation of the method. 
Chenery and Syrguin (1980), Shourie (1972) as 
well as Beenstock (1980) among a number of economic analyses 
using multiple regression analysis, enquire into a number of 
economic and social indicators in order to identify and ex- 
plain the phenomenon under study. 
Multiple regression analysis is the generally preferred 
technique for those studies concerned with explanatory analy- 
ses and predictive objective. 
3.2. Objectives of the Model 
Having defined the first objective of the present study 
in the first part, which is the identification of an index 
" measuring the integration of technology, let one outline the 
objectives of the proposed econometric model. 
As was mentioned above, most of the work done on tech- 
nological transfer is theoretical, this is mainly due to the 
complexity of the problem of technological transfer as such 
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and to the nature of the problem, as was seen in chapter 2, 
different countries are ruled by different cultures, tradi- 
0 tions and, therefore, by different values, it is also, how- 
ever, and most importantly, due to the political complexity 
and economic environment within which the transfer of tech- 
nology operates. 
Therefore, the need to test the theoretical literature 
may lead one to question about the main indicators of the 
technological transfer, and urged the author to proceed to 
the present quantitative investigation. 
The determination of. the significant variables leads 
to a further question which is: can one predict the rate of 
technology integration for other countries not considered 
in the analysis or for other periods of time? 
This is precisely what the present model is aimed at, 
let one summarize the main objectives: 
i) This model is aimed at determining the variables that 
have the largest influence on the integration of technology of 
developing countries. As will be seen later, the method used 
in this research employs "subsets regression" programme from 
0 BMD (1979) whereby the computer is let to choose, among a 
number of specified variables N, different sets of 1 to N 
variables, then it chooses the most statistically significant 
set as best subset of variables explaining Y, which is the 
dependent variable. 
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ii) Once the significant indicators are identified and 
the parameters are measured, the researcher, the policy- 
" maker or the economist can predict the rate of technology 
integration for other developing countries not included in 
the analysis because of lack of data, or for a different 
period of time and can forecast the future integration of 
technology for one or many countries. 
iii) The numerical estimates obtained of the coefficient 
of the economic relationships existing between the variables 
may be used for decision making; that is if water supply 
appears to be a relevant indicator then emphasis on this as- 
pect can be made. Working with the model, the policy-maker 
or the analyst can see that an improvement in water supply to 
the population will have a direct effect on the integration 
of technology. For a discussion on forecasting, see Leser 
(1966). 
For a model to be reliable, it should have some desirable 
properties, which are: 
i) Theoretical plausibility, the model should describe 
adequately the economic phenomenon to which it relates. 
ii) Explanatory ability, that is, it should be able to 
is 
explain the observations of the actual world. 
iii) Accuracy in the estimation of its parameters. 
3.3. Specification of the Model 
The specification of the model requires the determination 
-131- 
of dependent and explanatory variables and the mathematical 
form that relates these variables, let one illustrate each 
" aspect in turn. 
3.3.1. Dependent and Explanatory Variables 
On the basis of the literature on the transfer of tech- 
nology, the variable that indicates the integration of tech- 
nology is seen as dependent on the environmental factors which 
have been defined and listed in part 1, this leads to the con- 
struction of the model whereby "integration of technology" or 
Y constitute the dependent variable and the entered variables 
or X's constitute the independent or explanatory variables. 
In the literature the terms dependent variable and ex- 
0 
planatory variables are described in various terms. A list 
to represent these terms is suitable, it is represented as 
follows: - see Gujarati (1978, p17). 
Dependent variable 
\1 
Explained variable 
J, 1 Predictand 
ýI Regressand 
Response 
Explanatory variable 
Independent variable 
'1 
Predictor 
Regressor 
Stimulus 
3.3.2. Mathematical Form of the Model 
The assumed dependency of integration of technology upon 
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the other factors can be written as: 
" 3.4. Y= (X1,, X21 X3..... Xk) 
Where the notation f can be translated as "depends on", or 
is a "function of". 
This statement merely shows a general dependence of Y 
on the X's, it does not tell the way Y depends on the X's, 
therefore, a form to this relationship should be specified. 
It is assumed that the relationship is linear and can 
be approximated by the multiple regression model of the form: 
3.5. Yt = ßo +_ß1X1t. ±. ß2X2t + .... + ßkXkt + Ut 
The choice of the linear form is based on four points. 
1) The scope of the study is aimed at identifying a 
set of explanatory variables which shows that the analysis 
is mainly explanatory and the linear form represents the ade- 
quate form for the purpose of the analysis. 
2) It often happens that the analytic nature of the rela- 
tions between the dependent and the explanatory variables are " 
not always known a priori, therefore, regard for simplicity 
and for want of precise theoretical knowledge of the nature 
of dependence makes a linear form preferable to other mathe- 
matical expressions. Malinvaud (1978) and Blalock (1972) make 
a good attempt on this point. 
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3) Also most of the economic phenomenon have been 
modelled on the basis of the general linear model. Dhrymes(1978) 
4) Some of the data was plotted on two-dimensional 
9 diagrams, taking two variables at a time, the dependent and 
some of the explanatory variables. The examination of some 
scatters threw some light on the form of the function and 
helped in deciding upon the choice of the linear form, other 
logarithmic and exponential forms have been tried but have 
not been appropriate. 
3.3.3. Constituents of the Model 
The elements constituting the model are variables and 
parameters. 
3.3.3.1. Distinction between variables and parameters. 
The variables are economic or-'social quantities-free 
to take any possible value, and the parameters are constants 
which are presumed to have fixed numerical values in any 
observation. In the linear function already stated, Y and 
the X's are the variables, and the ß's are the parameters. 
The parameters indicate the model's structure or the 
9 hypothesized relations among the variables through the equat- 
ion statement. 
The parameters of the present function, are of behav- 
ioural type as they consist of showing how the dependent 
variable or the criterion behave according to the explanat- 
ory variables, other types of parameters can be found in 
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Fox (1968, p. 83) and in Rowan (1968). 
3.3.3.2. Distinction between variables. 
0 Models in general try to explain how certain the quant- 
ities represented by the variables are determined. 
The variables are classified in two groups accord- 
ing to whether they determine the model or whether they 
are determined by the model, they are: 
1) the exogenous variables, which represent the out- 
side force that characterise the external environment, 
and which act upon the dependent variable through the prop- 
erties of the model, these are the independent variables. 
2) the endogenous variables, which are determined 
within the model and are characterised of being defined by 
the relations of the model and the values of the exogenous 
variable, these are the dependent variables, Kane (1969) 
gives a thorough discussion on these types of variables, 
also Koutsoyiannis (1981) and Malinvaud (1978). 
It should be noted that the present model is represent- 
ed by a single equation and therefore it contains only one 
endogenous variable. 
0 3.3.4. Regression and Causation 
Although regression analysis deals with the dependence 
of one variable on other variables, it does not necessarily 
imply causation. Kendall and Stuart (1961) wrote "A statistical 
relationship, however strong and however suggestive, can never 
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establish _causal connection: our ideas of causation must 
come from outside statistics, ultimately from some theory 
or other". 
0 Theoretically and practically, the integration of 
technology is the result of a combination of environmental 
variables, which stipulate the one way relationship causali- 
ty, that is the independent variables X's act on Y. 
The principle of causality is important in the sense 
that reliable results can be obtained by the regression 
methods only if the cause effect relationships is correctly 
specified, this requires that the explanatory variables are 
able to accurately predict the response and control it. 
Causality can be described as the unidirectional lines 
of influence on the endogenous variables provoked by the exo- 
genous variables, see Kane (1969) 4 F'onnacott and Wonnacott 
(1970). 
3.4. Estimation of the Model 
To estimate the parameter of the model, that is to obtain 
numerical estimates of the coefficients, one requires the know- 
ledge of various econometric methods as well as their assump- 
tions. 
" 
The gathering of statistical observations on the variables 
included in the model as well as the sample of countries anal- 
ysed and the period over which the present study takes place 
are clearly stated in part 1 of this chapter. 
The present section is concerned with the choice of the 
appropriate technique to estimate the parameters of the present 
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model. 
The outlined econometric model consists of regressing 
Y on the X's to determine those X's that explain the largest 
" variance in Y. 
The model being a simple phenomenon, satisfactorily 
approximated with a single equation, therefore the method of 
least squares is chosen for its considerable advantages. The 
popularity of ordinary least squares is attributable to its 
low computational costs, its intuitive plausibility, and its 
support by a broad body of statistical inference. The method 
of least squares can be employed on at least three separate 
conceptual levels. It can be applied mechanically, merely as 
a means of curve fitting. Second, 'it provides a vehicle for 
hypothesis testing. Thirdly, and most importantly, it prov- 
ides an environment in which statistical theory, the theory 
of the specified discipline and data may be brought together 
to increase our understanding of complex physical and social 
phenomena. Belsley et al (1980). 
The analysis of equation 3.5. requires the estimation 
of the coefficients ß, 1, ß2... ßk one needs observations on X, 
Y and U, however U is not observed like the other explandt- 
ory variables, and therefore in order to estimate the out- 
0 
lined model some assumptions should be made about the shape 
of the distribution of each U, its mean, variance and co- 
variance with other U's. 
These assumptions being related to the true, but un- 
observable values of Ut. 
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3.4.1. Assumptions of the linear regression model 
As stated above, the linear regression model is based 
on certain assumptions, most of them refer to the random 
" variable U, others to the relationships between U and the 
explanatory variables and the rest to the relationship 
between the explanatory variables. 
The assumptions are classified under stochastic assump- 
tions and others. 
3.4.1.1. Stochastic assumptions of the least squares method 
These assumptions are crucial for the estimates of 
parameters that are to be calculated by the method of least 
squares, the latter being the most commonly used technique 
is especially adaptable to the stochastic nature of economic 
phenomena. 
Assumption 1. Randomness of U. 
The value which U. may take in any observation depends 
on chance. Each value has a probability assumed by U. 
Assumption 2. Zero mean of U. For each value of X, U assumes 
various values so that their mean is equal to zero, E(U) = 0, 
for a profound discussion on this, see Koutsoyiannis(1981, p56). 
04 Assumption 3. Homoscedasticity. 
The variance of Ut about its mean is constant for all 
values of X, that is it has the same variance for all X values, 
this property, equality of variance is called homoscedasticity. 
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For further discussion on this point, see Malinvaud (1978 
p: 84), also Goldfeld and Quandt (1965). 
Assumption 4. Nonautocorrelation of the Us. 
" 
The values of Ut corresponding to Xt are independent 
from the values of any other Uj corresponding to Xj. That 
is knowing the error associated with one observation would 
tell one nothing about error in another. This implies that 
Yt and Yj are also unrelated. 
Assumption 5. Normality of U. 
The errors U have a normal or Laplace-Gauss distrib- 
ution. Under this assumption, together with the precedent 
one, Ut and Uj, as well as Yt and Yj (t#j) are not only un- 
correlated, but independent, see Lindeman (1980, p 16, p95). 
Assumption 6 Independence of Ut and Xt 
The random error is not correlated with the explanat- 
ory variables, that is the Us and the x do not tend to vary 
together, and their covariance is Zero. 
coy (XU) = E{ IXt-E (Xt)} {Ut-E (Ut)} 
}=0 
Assumption 7 No errors of measurement in the Xs 
41 
The disturbance term U is supposed to absorb the in- 
fluence of omitted variables and the errors of measurement 
in the Ys which leaves the variables error-free. 
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3.4.1.2. Other Assumptions of Ordinary Least Squares. 
Assumption 8. The explanatory variables are not perfectly 
" linearly correlated (rxixk*l). 
The regressors are assumed not to be highly correlated, 
therefore they are not multicollinear, this term is used to 
denote the presence of linear relationship. 
Assumption 9. The economic variables should be correctly 
aggregated. 
This point has already been discussed in the specification 
of the model, whereby values such as the Gross industrial prod- 
uct comprised many components that had to be aggregated. 
Assumption 10. The estimated relationship is identified. 
It is assumed that the relationship whose coefficients are 
Y 
to be estimated has a unique mathematical form. This assumption 
is important in the sense that one has to be certain of the 
reliability of the coefficients. 
Assumption 11. The specification of the relationship is 
correct. 
It is assumed that no specification errors have been 
committed in determining the explanatory variables, that is 
all important regressors have been included, and that the 
" 
mathematical form of the model is correct. 
3.4.2. The Least Squares Estimators. 
An estimate is the value of an estimator calculated from 
any set of data. The problem here is to find estimators for 
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the unknown parameters S. which are simply procedures for 
making guesses about the unknown parameters on the basis 
of the known sample of Y and the Xs. 
0 One denotes therefore, the estimates of the parameters 
by b1, b2,... bk in order to estimate the value of Yt by 
Yt = b1+b2Xt2+ ... bkXtk + Ut. 
The difference between the observed and the predicted 
values of Y for each observation is called the residual for 
the tth observation and is the vertical distance between the 
actual observation Yt and the estimated plane, the residual 
is denoted by Ut. 
The method of least squares determines the estimators 
bk under the criterion of minimizing the sum of squared errors. 
For an extensive discussion on the review of the method of 
least squares, a good attempt on the 
theoretical aspect of the least squares method can be found in 
Hanushek and Jackson (1977, p. 29. ) 
One wants to minimize 
TTA 
3.6. E et ,=E 
(Yt. -.. Yt) 2 
" With the least squares criterion, (had it not been for 
the stochastic element U, the least square method is not to 
be used, as the relationships are deterministic and the 
number of equations corresponding to the observations could 
be solved simultaneously in order to determine the ßs. ) a 
6 -l4l- 
minimum deviation between the Y and the Y can be easily 
found. Also under the assumptions mentioned above the estimates 
can be shown to have desirable statistical properties, which 
LS will be discussed later. 0 
Before proceeding, it is worth noting some characteristics 
of the coefficients that are to be estimated by the least 
squares method. 
The as are constant for the whole population, they do not 
change for different cases, moreover, they represent the inde- 
pendent effect of each independent variable on the criterion, 
thus, as was said above, B2 for example is the amount of change 
in Y that corresponds to a unit change in X2, the other variables 
being held constant. 
One shall procede to the development of the coefficients 
estimators using the standard scalar notations first, then the 
normal equations derived are developed in matrix notations. 
As was stated above, in order to determine the coeffic- 
cents estimators, the least squares method is used to minimize 
the sum of squares residuals (SSE) where 
TTTKA3.7. 
' SSE =E e2 =E.. (Y -y )2 _ .E (Y -b- EbX) 
" t=1 
t t=1 tt t=1 t-1 k=2 k tk 
In minimizing SSE, the coefficients estimates, the bk become 
the variables that must be adjusted to find the minimum, and 
the values for Y and the Xk as well as their covariances are 
treated as constants. 
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A number of bk could be used as estimates of the ßk, 
to obtain the best possible estimates, calculus is used acc- 
ording to the least squares criterion to minimize SSE in 
" 
respect to bk. 
Let one set the first partial derivative of SSE with 
respect to each bk equal to zero, to get the minimum value 
of SSE, that is: 
3.8. aSSE _o 
abk 
this yields K linear equations which can be solved for the K 
unknowns bl, b2, ... bk. 
The derivation (2) can be elaborated to 
SSE a(Eet T aet 3.9. E 
abk 
, 
abk 
s t=1 
abk 
giving 
a(e2) a(e2) de de tttt 3.10 
abk aet ab- k 
let dbk 
" For k=1, the derivative is: 
K 
3.11 2et 
dbt= 
let (-1) _ -2 (Yt-bý -iE2bjXti) 
to have ''' II 
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8ze2 K 
3.12 
aabE 
= ab 
t= 
-2E(Yt-bi- E bjXti) 
11 i=2 
For k=i to K, The derivative is 
" 
de 
3.13 let db kt= 
let (-Xtk) _ -2 (Y t- Yt) 
(Xtk) 
by substituting Yt' one gets: - 
K 
3.14 -2 (Yt-Yt) (Xtk)= -2 (Yt-b E, biXti) (Xtk) 
i=2 
and developing 
BSSE TK 3.15 ýE_ -2 E [(Yt-bi- E biXti)(Xtk)] 
k t=1 i=2 
K 
_ -2(EYtXtk - b1 E Xtk 
iE2 
bi E XtiXtk) 
In order to estimate the bk by minimizing the sum of squared 
residuals, one needs to solve the following K simultaneous 
equations for the Kunknown parameters, by setting the deriv- 
atives equal to zero, one gets from b1 to b k: 
aSSE TTTTT 
ab = -2( E- 
Yt- E b1- b2 -E Xt2 -.. - br E xt, ý-.. -bk 
E xtk) =0 
1 
ýý 
't=1 t=1 t=r1 t-1 
ASSE 
_TTT 3.16 -2( E YtXt3- b1E Xt2-... -bk Xtlcxt3-.. -bK XtKxt3) =0 35 3 t=1 t=1 t=1 
ASSE 
_TT -2( EYX -b EX-.. -b EXX-.. - bE X2 )= 0 abk t=1 t tk 1 tk k t_l tk tK k tK 
a 
giving the following normal equations: 
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For b l, 
T T T T 
3.17 E yt = Tb 1+ b2 E Xt2 + ... bk E Xtk+ .. +bk Ex k 
" t=1 t=1 t=1 
t t=1 
and for b2 to bk, 
T 
3.18 E Ytxtk = bl EXtk+ b2 E Xt2Xtk+ ... bk E X2 +.. +b EX X t=1 
To solve these equations, the problem is put into 
matrix notation. See Appendix 11 for matrix algebra. 
The multiple regression model can be expressed in matrix 
form as 
Y=Xß+U 
that is 
Y ii Uý 1 X12 X1k"" X1K 
2 U2 1 X22 "" X2k X2K 
X= = 
[ 
U= X . 
Yt k U 1 X2 Xtk XtK 
T K UT 1 XT2 XTk. XTK 
Where Y is a column vector, X is a TXK matrix, $-a column 
vector of the true coefficients and Ua vector of the true 
disturbance term, the row of one's has been included in 
" the X matrix to allow for its estimation. 
The estimated equation for the T observation in matrix 
form is 
3.19 Y= Xb +e 
Where b is the vector of the estimates of the true coeffic- 
cents and e the vector of the observed residuals. 
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In order to obtain estimates for bk as well as 
informations about the distributions from which the 
" b's are drawn, so that inferences about the true 
parameters, the ß's are drawn, one uses the same 
principle, that is the least squares criterion of 
minimizing the sum of squares. 
T 
3.20 SSE =E et e' e =w (Y-Xb) ' (Y-Xb) 
t=1 
= X'Y - 2b'X'Y + b'X'Xb 
because Yl Xb =b'X'Y' 
by setting the derivative of e'e with respect to each 
bk equal to zero, one gets 
8ý'e 
3.21 ab =-2X'Y + 2X'Xb =Ö 
where X'Xb = X'Y 
It is necessary to recall at this point assumption 
8 which stipulates the rank of X equal to k, implying 
TK and a non-linearity between the explanatory varia- 
bles, it is only when this condition holds, that (X'X)f, 
exists and allows for estimates of b, equation 3.21 can 
be written 
3.22 b= (XIX) ;1 X'Y 
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which represents the set of equations whose solution 
for vector b yields the minimum sum of squared errors. 
0 
3.4.2.1. Properties of Least Squares 
Carl Friedrich Gauss, the originator of the 
approach, has shown that under certain assumptions the 
least squares method produces estimators which are linear, 
unbiased and have minimum variance. 
Statistical methods main task is concerned with 
the estimation of parameters of some population distribution 
and with their test of hypothesis. Generally an estimator 
on the basis of sample information is developed to 
allow for guesses about the true population. It is, 
therefore, important to understand the properties of the 
estimators used. 
The properties of the least squares estimators are 
based on the fact that the estimators themselves are random 
variables, distributed about some mean with a given 
variance. They are random variables because of the error 
term that exists in the observed values of Y. 
The most important distributional parameters are the 
mean and variance of the estimators, under the assumptions 
outlined, the least squares estimators are considered 
as the best linear unbiased estimators (BLUE), 
their two properties, unbiasedness and minimum variance 
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will be seen in turn. 
Let one first state that the mean and variance 
is of the estimated coefficients are bound by substituting 
the true population model in 3.22 giving: 
3.23 b"_ (X'X)-1 X' (X, ß+ U) =ß+ (X' X)-1 X'U 
this development is based on the assumption that the 
X's are fixed for repeated trials. 
1) Unbiasedness 
The means of the coefficients are the first para- 
meters that describe their distribution, by taking the 
expected values of equation 3.23, one has: 
3.24 E(b) = E(ß) +E1 (X' X) 
1. 
X'u} 
since the ß's and the X's are assumed to be fixed. 
3.25 E (b) =ß+ (X1 X) 
1X1E 
(U) 
" and recalling assumption 2, that the means of the errors 
are equal'to zero, one can write 
E (b) =ß 
that is the mean estimate of b tends to equal the true 
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and unknown population values of, ß showing that the 
least squares estimators are unbiased. 
0 The quantity E(b -ß) is the sampling error and 
is called the bias of an estimator, an estimator is 
said to be unbiased when E(b) =. $or E(b) -ß=0, 
that is when the distribution of b is centred on the 
true value of the parameter, the estimator is unbiased. 
2) Minimum Variance 
The estimators in any sample, generally do not 
equal the true values exactly, it is necessary to look 
at their variance, when the variance is small, one can 
think of a high probability that the estimate is close 
to the true parameter. 
Under assumption 5, stating the normal distribution 
of the error term, the variance of the estimator for 
each parameter can be written as E 
11b 
- 
I$ 
} lb - $1 
PI 
giving a matrix which represents the variance of the b's 
on the main diagonal and the covariance between any two 
coefficients-on the off-diagonal. 
According to equation 3.23, one can write 
0 
3.26 b-ß= (X" X)-' X' U 
to have, by replacing 
3.27 (b - ß) (b -ß )" = (X' X)-1 X' U. U1X (X'X)-1 
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before taking the expected value of this expression, 
assumption 3 and 4 are to be considered at this stage, 
" that is each U is drawn from a distribution with the 
same variance (y and that each U is independent of 
another U. 
The variance of the estimator can be written 
3.28 E t(b -ß) (b -ß"))= (X'X) 
-1 
X'E(UU')X(X'X)-' 
=a (X'X)-1 
Given that the X's are fixed, that E (UU ') = Q? I 
that XI =X and that a2 is a scalar. For a further 
discussion on this point, see Hanusek and Jackson, 
1978, p119. 
This expression means that a certain coefficient 
equals a certain diagonal element of (X'X)-' times the 
variance of the true error terms, by substituting b by 
A 
another estimator, say b, one can find that the variance 
of b -is superior to the variance of b, therefore showing 
that the least squares estimates have minimum variance 
among all estimators. 
" 
Having discussed the method to estimate the para- 
meters of the regression model, it is now intended to 
discuss the statistics produced by the computer, the 
higher order econometric tests about the assumptions of 
the linear regression model will be discussed in the 
fifth chapter. 
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These statistics can be grouped under three 
major headings: 
" 1) General Statistics 
2) Correlation-Regression Statistics 
3) Measures Employed in Statistical Inference 
3.5 Statistical Tests and Significance 
3.5.1 General Statistics 
Of the many general statistics generated by the 
computer are the arithmetic mean and the standard 
deviation. 
The value of the arithmetic mean is found by add- 
ing the values of the variables of the observations and 
dividing by the number of variables in the observations. 
It has the following properties: 
i) The algebraic sum of the deviations of the 
values from the mean equals zero. 
ii) An algebraic relationship exists between the 
mean and the values of the variables. 
iii) The sum of the squared deviations is less 
taken around the mean than around any other value. 
"A 
measure of the amount of variation is called a 
measure of dispersion of the many measures available, 
the variance and its square root, the standard deviation, 
are the most important, it indicates the minimum devia- 
tion from the mean and is expressed as: 
3.29 
The standard deviation and the mean provide some 
0 
insight into the characteristics of population from 
which data are gathered. 
3.5.2 Correlation-Regression Statistics 
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n 
E (Xi-X) 2 
i=7 
Sn 
Before considering the measure of goodness of fit, 
let one consider the precision of the least squares 
estimates which is measured by their standard error. 
It is evident that the least-squares estimates 
are a function of the sample data, but since the data 
are likely to change from sample to sample, the esti- 
mates will change as well. Therefore, a measure of 
"reliability" or "precision" of the estimates ß's is 
needed. This is measured by the standard error, given 
the Gaussian assumptions, the standard error of estima- 
tes can be obtained as follows: 
3.30 Var ß ='v 
E(Y-Y)2/(N-2) 
_. / 
SS 
reg 
N-2 
E(X-XI2 ss 
The standard error of estimates can be regarded as 
a standard deviation, the latter measuring the deviation 
around the mean and the former around the regression 
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values Yi. 
It is the standard error which enables one to 
" 
draw inferences about the population parameters, for 
a detailed discussion on this point, see Gujarati (1978) 
and Theil (1978). 
A problem closely related to that of estimation 
of the regression coefficients is 
of fit of the sample regression. 
is measured by the coefficient of 
represents the proportion of the 
ent variable that is explained by 
for the two variable model, r2 is 
the overall goodness 
The goodness of fit 
determination r2 ', which 
variation in the depend- 
the regression model, 
equal to 
(Yi-Y)2 
Sx2 3.31 r2 ._= ß2 ( (yi-Y)2 
Wi 1S 
the multiple coefficient of determination indicates the 
amount of variation explained by the independent varia- 
bles jointly and the strength of the relationships. 
The formula of the multiple correlation is obtained 
by letting one of the independent variables do all the 
" explaining it can before another one is permitted to ex- 
plain what it can of the remaining unexplained variation 
and so on. 
Variation in Y explained by the combined 
linear influence of the independent 
3.32 R2 = variables 
Total variation in Y 
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that is, following the deviation of rein (1) for a 
three variable case, 
" 
3.33 R2. - 
ßl2.31 yiX2i + 013.2 E yiX3i 
Eyi 
R2 indicates the proportion of the total variance 
accounted for by the linear relationship between Y 
and the X's, it ranges from 0 to 1 and an increasing 
number of X's in a regression cannot reduce the value 
of R, therefore an increase in R by the addition of 
variables does not insure its significance. 
Although conceptually very much different from the 
regression coefficients r2 (for the two variables and 
R2 (for more than one independent variable), r and R 
are the measures of degree of association between two 
variables (r) and between Y and all the explanatory 
variables (R). 
r, can be computed either from 
3.34 r= ±v 
" or from its definition 
Exiyj NEXiYi - (EXi)(EYi) 
3.35 r=_ 
17 (Exi Eyi Tr. [NEXT- EXi ][NEY2- EYi) 
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In using a coefficient of correlation, some 
caution must be exercised in that: i) variation 
in either the dependent or independent variable 
" 
may be caused by variation in another variable, 
ii) the correlation of the two variables may be 
due to an unknown factor affecting each in the same 
or opposite ways, iii) the causal:. relationship be- 
tween the two variables may be the result of inter- 
dependent relationships and iv) the correlation may 
be due to chance, that is, there is always a possibili- 
ty that another sample may give significantly different 
results. 
The coefficient of correlation r has the proper- 
ties of: i) being positive or negative, depending on the 
sign of the numerator which accounts for the covariation 
of the two variables, ii) it lies between -1 and 1, 
iii) it is a measure of linear association or linear 
dependence only, it has no meaning for describing non- 
linear relations and, (iv) although it is a"measure 
of linear association, it does not necessarily imply any 
cause and effect relationships. 
0 The three or more variable analog of r, denoted by 
R, which is the coefficient of multiple correlation, differs 
with r only in the fact that it is always taken to be posi- 
' tive, it is equal to the square of R 
explained variation yY 
3.36 R= total variation yY 
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However, in practice R is of little importance, the 
more meaningful quantity is attributed to R2. 
It would be relevant to mention at this stage, the 
" difference between correlation and regression. Correlation 
analysis measures the strength or degree of linear assoc- 
iation between two or more variables, whereas in Regression 
analysis the interest is not primarily focussed on this meas- 
ure, instead it is focussed on the estimate or prediction 
of the average value of one variable on the basis of the 
fixed values of other variables. 
In correlation analysis, any two variables are treated 
systematically whereas in regression analysis the dependent 
and independent variables are treated in an asymetric mann- 
er the dependent variable is assumed to be random or stoch- 
astic, that is, it has a probability distribution, the 
independent variables are assumed to have fixed values. 
It is important to note that the explanatory variables 
0 
may be stochastic, but for the sake of regression analysis, 
their values are assumed to be fixed for repeated sampling, 
which make them nonstochastic. 
3.5.2.1. Partial Correlation 
The correlation coefficient between two variables may 
not reveal the true relationship because of the influence 
of a third variable. It would be necessary to eliminate the 
effect of this third variable in order to assess the relation- 
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ship between the first two variables. Let one make use of 
the multiple regression model to obtain measures of the 
degree of relationships between a dependent variable Y and 
" any of the independent variables X1 and X2. 
In order to do this, a way is to be found such that 
changes in the third variable X2 will not affect the correl- 
ation of Y and Xý. 
This is achieved by regressing Y on X2 and X1 on X2 
whereby the influence of the third variable X3 is elimin- 
ated. 
The two regression equations are: 
3.37 Y= ao + a1 X2 + Vý 
3.38 Xý = bo + b1 X2 + V2 
where V, and V2 are random variables satisfying the least 
squares assumptions already outlined. 
The partial correlation between Y and X1, with X2 
held constant, can be defined as the correlation between 
the residuals of the regressions of Y and X2 and X1 on X2, 
it is merely the product - moment correlation between the 
AA 
" derived variables Y-Y and X1- Y. 1, usually 
denoted by 
ry1.2 for a thorough discussion on partial correlation see 
Blalock (1972) and Lindeman (1980). 
The computation of the partial correlation coefficient 
is used as a function of the bivariate product moment 
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correlation between the three variables considered, the 
formula may be written by substituting Y, X1 and X2 for 
1,2, and 3. 
C" r 
3.39 r= 
12- r 12 r 23 
12.3 (1-r12 (1-r23 
When many variables are involved, adjustment for all the 
control variables is done simultaneously to get a partial 
correlation for any number. 
_ 3.40 r12.345 
r12.34-(r15.34)(r25.34) 
1-r15.34 1-r25.34 
3.5.2.2. Relationships between partial and multiple correlation 
To see the relationship between multiple and partial 
correlation coefficients, one can interpret the partial r'3: 2 
in relation to R2 . 
3.41 r2 _ 
1.23-r12 
13.2 1_ r2 
" 12 
The effect of variable 2 has been taken out of the multiple 
correlation to get the correlation between 1 and 3, with 2 
held constant. 
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The variation unexplained by 2 and 3 can be found by 
using the partial correlation of 3. 
3.42 1- R1.23 - (1-r12)(1-r13,2) 
The multiple correlation CDefficJent can stern. Llarly be 
computed in terms of the correlation coefficient. 
1.43 R1 = 
r12 ' r13 - 2r12 r1.3 r23 
1.23 1-r23 
3.5.3. Inferential Statistics 
3.5.3.1. Test of significance for the sample Correlation 
coefficient and regression coefficients. 
The correlation coefficient r has been derived as an 
estimate of the true correlation coefficient which meas- 
ures the degree of relationship of the variables under 
consideration. 
However, r being a sample estimate only, its statistical 
reliability must be tested by conducting a test of signif- 
icance, which requires the knowledge of the sampling dis- 
UO tribution of r. 
The sampling distribution of r is symmetric and foll- 
ows a normal distribution with a mean equal to zero and a 
standard deviation equal to (1-r ) (n-2) , if the true 
correlation coefficient denoted by p is equal to zero. 
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In order to establish the significance or non-signif- 
icance of the sample estimate r one applies the student's 
t test which value is estimated from the sample correlat- 
0 ion coefficient r by: 
3.44 t=r=r_r 
this test will enable one to establish whether the comp- 
uted correlation coefficient r is statistically significant, 
for a more detailed discussion on the student's t distrib- 
ution see Koutsoyiannis (1981, p547). 
3.5.3.2. The overall test for goodness of fit of the 
regression equation. 
The overall test uses statistical inference to test 
the null hypothesis that the multiple correlation is zero 
in the population from which the sample was drawn. The test 
statistic employed for the overall test is the F ratio which 
is a weighted measure of the relationship between the ex- 
plained and the unexplained variation. Each variance is 
weighted by the inverse of its degrees of freedom. The ex- 
plained variance has one degree of freedom since it is 
based upon the deviations of the Yi values from its mean 
The unexplained variance has (n-k-1) degrees of freedom, 
where n is the total number of observations, and k the 
number of variables in the regression. As it is based upon 
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the deviations of the n values from Yi. Stating the F ratio 
then in algebraic terms: 
" E(Yi-Y)2. = total variance 
E(Y - Y)2 explained variance 
E (Yi-Yý2 '. = unexplained variance 
Where Yi represents the actual values, i the mean, and Y 
the estimated values of Yi. Also: 
explained variance 
3.45 r2 == SSreg 
total variance 
unexplained variance 
3.46 - total variance = 
SSres 
From these components, an F ratio can be computed by using 
the formula ' 
SSE/k 
3.47 F= 
SSR/N-k-1 
(N-k-1)'w. 1... k 
k(1-Rz 
y 
The partition of the total variation shows the effect of the 
correlation, if R is large, most of the variance in the total 
" variation can 
be attributed to the information contributed by 
the regression function. If, on the other hand, R is small, 
little information is contributed by the variables and the 
variation must be explained by other means. 
To determine if the ratio is significant, reference may 
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be made to the F distribution tables, to test the null 
hypothesis at them level (. 05,. 01 or . 001), that the 
population multiple coefficient of determination equals 
" zero, the value of F is compared with the value Fi-a with 
k and N-k. l degrees of freedom. 
The term. number of degrees of freedom means, the 
total number of observations in the sample, that is N, 
less the number of independent restrictions put on the 
regression. 
To obtain the estimate of the parameters ß1, ß2and ß3 
for example, will put three constraints on the analysis 
of residuals. 
3.5.3.3. Test for a specific regression coefficient. 
The overall null hypothesis, Ho: py. ý1.. k= 
0, p being the 
population correlation coefficient, is equivalent to the 
null hypothesis that k number of regression coefficients 
are equal to zero in the population, H013 "" Bk = 0. 2 
Therefore, if the overall null hypothesis is rejected, 
one may conclude that one or more of the population reg- 
ression coefficients has an absolute value greater than zero. 
" 
As the overall test does not indicate which ßi value is non 
zero, an additional test for specific regression coefficients 
is required. 
Such tests may be used to decide whether some variables 
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can be deleted from the regression function or to decide on 
the confidence that can be attributed to the sign of the 
regression coefficient. 
0 The student's t test is used to test the significance 
of a regression coefficient, its formula is given by: 
3.48 t= 
b1 ß1 
SE (b1 ). 
Where Beis the true parameter, b1 the parameter estimate 
and SE(b1 ), the standard error of the estimate. 
If the computed t value exceeds the critical t value 
at the chosen level of significance, one may reject the null 
hypothesis that the coefficient is equal to zero. 
4. CONCLUSION. 
This chapter dealt with the identification of an index 
representing the integration of technology as well as a 
formulation of a model explaining the rate of this integration. 
The next chapter deals with the analysis of variables pres- 
ented in this chapter. 
. 
rý 
CHAPTER FOUR 
ANALYSIS OF VARIABLES 
0 
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1. IlNrROI=Ict1 
0 In this chapter it is intended to present a framework for class- 
ifying the economic and social variables as they relate to the countries' 
characteristics, such a framework makes it easier to adopt a systematic 
approach to the analysis of socio-economic indicators of technological 
transfer, as it provides greater insights into the similarities of the 
variables and indicates their hierarchical relationships. 
Surprisingly little work has been done towards producing a theory 
of socio-economic variables analysis which 1) identifies the linkages 
between variables, and 2) explains haw these various variables inter- 
relate to clarify a profile of the countries' characteristics. 
The proposed analysis is aimed at reaching these two objectives 
which satisfy in their turn the purposes below: 
a) The aim of the model of this thesis discussed in 
Chapter 3 is to select those most important variables 
that possibly explain to what is technological 
transfer mostly related. 
The grouping or classification of variables in this chapter provides 
information on their functional similarities, which allows further 
0 knowledge on the interrelation between the variables. This assists the 
regression model in the choice of variables; that is, a variable can 
be selected or rejected by the analyst on the ground of the dimension 
it explains, if, for instance two selected variables by the regression 
model are known to explain the same dimension by the use of the tech- 
nique in this chapter, then one of the variables should be discarded 
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and only one would be used, see Shen (1977, p. 416). 
Therefore, with the present categoric framework of the classi- 
fied variables as well as their importance, the researcher can test 
" whether his regression model has selected the appropriate variables. 
Also he is more aware of the validity and importance of the variables 
and has a more defined idea of what they represent, and how they 
relate to each other. 
Most important of all, once the variables or indicators are 
identified by the regression model, the grouping helps locate the 
indicators that are fron the same or from a different category from 
the ones retained. This is of relevant importance in the sense that 
application of the model could be performed for cases in which data 
on that variable is unknown, which cannot be achieved by regression 
analysis or other techniques, it should therefore, be stressed that 
the classification of variables is a complementary analysis of 
exploratory ability to multiple regression analysis model. 
b) The present classification analysis is important in 
its own right as it proposes a framework to the analyst 
or researcher who can adopt a comprehensive approach to 
the analysis of socio-economic variables. 
Furthermore, the usefulness of this analysis can be more appreciated 
" when one knows that many variables can be similar in construction 
while they may not be similar in terms of measuring the same char- 
acteristics. 
The method used to determine the empirically based groupings 
of variables is factor analysis. This technique accounts for the 
covariance or correlations of the numerous observed variables in 
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terms of a small number of hypothetical components or factors. 
2. FACTOR ANALYSIS AND THE VARIABLES CLASSIFICATION 
" 
Correlation analysis in the third chapter served as a preliminary 
basis for the analysis of variables, a further analysis based on the 
method of factor analysis is attempted to provide another criteria for 
the classification of the employed set of variables into groups. This 
method is applied to the 30 economic and social indicators of the 45 
developing countries during the period 1970 to 1977. The selection of 
variables as well as the sample selection are discussed in the preceed- 
ing chapter. 
In order to interpret cross sectional analysis as indications of 
historical transformations, one may conceive successive points along 
the statistical fit as successive levels of socio-economic state of a 
typical developing country. More specifically, an n-dimensional space 
corresponding to each country is determined by a set of n variables 
related to the country's stage of social and economic development. 
The method of factor analysis fitted to these points in the m-dimen- 
sional space of conunon factors yields a representation of the average 
relationship among the several factors for the countries in the sample. 
It is intended in this part to discuss the method of factor analysis 
0 
and to oanment on the results in the next part. 
The use of cross section analysis to obtain insight into the 
phenomenon of economic structure of developing countries is necessary 
and requires justification. 
-166- 
2-1 On Factor Analysis 
The technique of factor analysis originated with the work of psy- 
chologists such as Spearman and Thurstone, see Harman (1970), and was 
" 
primarily concerned with mathematical models for the explanation of 
psychological theories of human ability and behaviour. 
Vincent (1953) made an early attempt at a general review based on 
the historical development of factor analysis; a mathematical treatment 
of the technique can be found in Harman (1970), Lawley and Maxwell 
(1971) and Cooley and Lohnes (1962) among others; a less mathematical 
description that may serve as an introduction to the topic may be 
found in Ccmrey (1973). 
Factor analysis is a branch of multivariate analysis, concerned 
with the internal relationships of a number of variables, it enables 
one to see whether some underlying pattern of relationships exist such 
that the data may be condensed to a smaller set of factors, hence the 
information provided about the individual observations by the total 
number of variables originally employed can be obtained from these 
fewer factors. 
An example whereby a factor of "bigness" could be used to account 
for the correlation between height and weight is given by Comrey 
(1973, p. 6) where both height and weight would substantially be 
0 correlated with a factor called "bigness", the correlation of the 
two variables would be accounted for by the fact that they both share 
a relationship to the factor. 
Harman (1970, p. 7) gives a broad classification of disciplines in 
which factor analysis is being increasingly used, apart from psychology, 
these fields are as varied as sociology, geography, meteorology, medicine, 
business, international relations and economics, among many others. 
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An example of the use of factor analysis in economics, Gilbert (1980) 
and among others, Tinter (1965, chapter 6) has suggested that with the 
" application of factor analysis one may answer questions such as: what 
proportion of the total variation of the various quantities produced 
in the different industries is accounted for by an index of industrial 
output. 
Particular reference should be made to Adelman and Morris (1965 
and 1971) where factor analysis was used to study the interaction of 
economic and noneconomic forces in development, it was basically one 
of the first development economics studies to use factor analysis and 
involved one economic variable which is GNP per capita and a broad 
selection of indicators of the social and political structure of 
seventy four less developed countries. According to the dimensions 
they explained the non economic indicators were analysed in conjunction 
with the economic indicator to conclude that the purely economic 
performance of a community is strongly conditioned by the social and 
political setting in which economic operations take place. 
The brief enumeration of the fields in which factor analysis is 
increasingly being used shows the popularity and power of this technique. 
Its use by researchers or investigators is in part due to the following 
" reasons among others. 
1. Factor Analysis as a Descriptive Device. 
One may have measurements on a number of variables for certain obser- 
vations and would be interested to know about the factors that can 
be used to explain the intercorrelations among these variables. It can 
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be simple to interpret the values for each true variable individually, 
but when they all vary together, they may give a confusing picture. If 
the small number of factors that are used to explain a large part of 
0 the variance can be linked with spane meaningful concepts, then factor. 
analysis can act as a powerful descriptive and explorative device in 
explaining the difference between observations. 
2. Factor Analysis as a Ranking Device. 
An economist may be faced with the situation where he has a large 
number of socio-economic variables that he considers are related to a 
factor of success of a developing country, and that he wants to rank 
the countries from the most successful to the least successful, without 
being prepared to consider any variable to be a more important indication 
of the success than any other. He therefore must take some weighted 
index of all these variables in such a way as to form an index that 
distinguishes the countries to the greatest extent possible, that is 
the index must have a maximum variance, the index having the desired 
property is precisely the first factor as will be shown later, Rayner 
(1970) comments on this point, see also Tinter (1965). 
3. Factor Analysis as a Tool for Further Analysis. 0 
As was stated earlier, this technique can be used in order to 
perform further statistical analysis such as regression analysis ox 
discriminant analysis, when the number of variables under study is 
large, it is often convenient to reduce the original number of explan- 
atory variables to a smaller set, which are preferably independent, and 
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which together explain a large proportion of the variance. 
4. Factor Analysis as a Testing Device. 
0 
One may wish to test a theory about the nature and number of fac- 
tor constructs needed to account for the variable he is studying, or 
wish to test previous findings, using a new sample from the same pop- 
ulation or frcen another. 
One may briefly conclude that the main objective of factor analysis 
is to provide a relatively small number of factors or cariponents that 
will serve as satisfactory substitutes for a larger number of variables. 
These factors are even considered as more important than the original 
variables, as Comrey (1973, p. 6) argues: 
"These factor constructs themselves are variables that may 
prove to be more useful than the original variables from 
which they were derived. " 
2.2 The Factor Models. 
The analysis of the structure of correlation matrices fran which 
the factors are derived, can be achieved by two models. The principal 
component analysis, initially proposed by Pearson in 1901, and devel- 
0 oped by Hotelling in the 1930's and the classical factor analysis model 
which originated with the work of Spearman in 1904. 
The object of both methods is to transform linearly a set of k 
observed variables X1, X2, X, in order to produce a new set of k 
standardised variables Z called factors. However, as put forward by 
Harman (1970, P. 14) there exists a distinction between the two object- 
ives, namely that principal component analysis is used to extract the 
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c 
maximum variance and factor analysis is used to "best" reproduce 
the observed correlations. 
The model for component analysis is: 
0 
(4.1) Zj = aj1F1 + aj2F2 + .... + ajnFn 
(j = 1,2,.... n) 
where each of the n observed variables is described linearly 
in terms of n new uncorrelated factors F1, F2, ...., Fn. Even 
though this model is exact from the mathematical and statistical 
point of view, is straightforward and has no assumptions 
involved, it has the disadvantage of extracting n components 
corresponding to n variables, which forces the researcher 
to stipulate only a small number of factors that account for 
most of the variance, therefore to reproduce the correlations 
among all variables would require all components. However, 
this model is widely used as its weakness is overcome by 
specifying the number of factors to be extracted, using some 
criteria, see Lindeman et al (1980, p262); its use is 
frequent in disciplines which have some apriori knowledge 
of the number of factors, or more precisely dimensions that 
account for most of the variance of the observed. '-data. 
Hence, the model used in the present analysis is the 
" classical factor analysis which extracts a small number of 
factors by the process itself; this may be put in the form: 
(4.2) Z. = aj, Fl +, aj2F2 + .... + a. mFm 
+ a. U. 
1,2 
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4 
where Zis a standardized variable i. e. Zý= (xj Sj, 
linearly described in terms of m factors considerably smaller 
than n common factors and a unique factor. The common factors 
account for the correlations among the variables, the unique 
factor accounts for the remaining variance of variable j. 
The model (4-2) can be written for the value of variable 
j for 
(4.3) 
or 
(4.4) 
where 
'. ndividual k as follows: 
Zak = aj1F1k + aj2F2k + .... + ajmFrnk + aj uUjk 
m 
Z. k =Ea. Fk+a uU. k 
(k = 1,2,...., N) J P=1 7P pk7 (j = 1,2,...., N) 
Fpk is the value of a common factor p on observation k 
ajp is a factor loading for variable j on factor p 
dj is a factor loading for variable j on factor U 
and Ujk is the unique factor for observation k on variable j. 
Each A value is a numerical constant called factor load- 
ing, that is found by the process of factor analysis itself. 
It falls between -1 and 1, and represents the extent to which 
variable j is related to factor p, or more precisely it shows 
the weight attributed to that variable on the factors. 
" 
The F scores for observation k on factor p may be com- 
puted as part of factor analysis. This represents the score 
of factor p on all variables, once the dimension of the 
factor is specified, the factor scores could be used as new 
variables, therefore m number of factors could be used 
instead of n number of variables (m< n) 
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Since F and U are standard variables, it can be 
assumed that they have zero means and unit variance. 
Also, the n unique factors are supposed to be independ- 
" ent of each other and independent of the m common factors. 
The problem of factor analysis is to estimate the nm 
loadings that is the a's, whether the principal component 
analysis or the basic factor analysis model is used, the 
procedure is the same; it involves three stages, firstly 
the preparation of the correlation matrix, secondly the 
extraction of the factors which can be achieved by various 
methods for the classical factor analysis model and thirdly, 
the rotation of the factors which also could be performed 
by many methods. Once the factors are rotated, then a mean- 
ingful interpretation of the dimensions they represent is 
attempted. 
2.2.1 Preparation of the Correlation Matrix 
In this section, the variables are standardized and 
their correlations are used for the calculations of the 
factor loadings. See Appendix 11, for, some. matrix algehra. 
Equation (4.3) may be represented in shematic matrix 
form for all values of j and i simultaneously, that is, for 
" 
all data variables and all observations in fig. (4.1). 
The shematic matrix equation in fig. (4.1) may be re- 
presented by the following matrix equation: 
(4.8) Z=AuFu 
0 
0 
. 1""I 
Ö 
H 
Q 
x 
U 
H 
H 
r 
ýr .r 
w 
Ö 
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which shows that, by multiplying Au by Fu, the model (4.3) 
is represented for all observations and for all variables, 
therefore, to reproduce the score on variable i for 
" observation k would involve the multiplication of the ith 
row of matrix A by the kth column of matrix Fu which gives: 
(4.9) Zik = Ai1F1k + a12F2k + ...... + aim Fmk + aiuuik 
The formula for the correlation coefficient in standard 
form is: 
NNNN 
(4.10) rji = Ski/Sis =E XjkXik/ EXk=E Xik =E ZjkZj 
k=1 k=1 k=1 k=1 
where 
Xjk = Xjk Xj ' Xik Xik Xi 
and, 
N 
Zjk = Xjk - Xj E Xýk 
k=1 
" The correlation between a pair of data variables j and 
i could be obtained by multiplying equation '(4.9) by (4.3) 
summing both sides over k from 1 to N observations and 
dividing both sides by N; thus equation (4.10) becomes: 
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0 
(4.1 1) rid _ 
ZZik 
]k = ail aj1 (_Nz 
1k) 
EF2 EF2 
+ ai2aý2( N2k) + .... + aimajm( Nmk) 
+ 2a a. [EF1kF2k]+.... +_2a a [EF(m-l)kFmk] i1. ý1" N (m-1)i mj N 
EF Ujk a, EF1kU U. 
+a il aju[ N 
]+ .... + aimaju[ N]*., 
+ ajlaiu[EFNkuik]+ .... + ajmaiu[EFmkuikI N 
+ a. a. [ 
EUikUJk] 
where the sums without indicated index are on k from 
1 to N. The formula for the variance or the squared 
deviation of a set of standardised variables is: 
I 
0 
EZ2 
(4.12) cri = Nk = 
1.0 
In the orthogonal factor analytic model being consi- 
dered, the factors are assumed, uncorrelated with each 
other, therefore the terms in brackets which represent 
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the correlation between the factors in equation (4.11) are 
equal to zero, furthermore, the terms in parentheses represent 
variances like (4.12) and hence are all equal to 1.0; therefore, 
0 the correlation between any two standardised variables is 
reproduced from the factor pattern (4.3) by the simplification 
of (4.11) to get: 
(4.13) rij ailaj1 + ai2aj2 + """""" + aimajm 
(i/j; i, j=1,2..., n) 
The development above merely states that the correlation 
between any pair of variables is the sum of the products of 
their factor loadings in the common factors; this statement 
has been called "the fundamental factor theorem" by 
Thurstone, 
Equation (4.13) may be put in the following matrix form: 
(4.14) R= AA' 
From equations (4.13) and (4.14) it is apparent that 
only the common factors determine the off diagonal elements 
" 
of R, that is for which i and j are different for an element 
rij of R. However, for the diagonal elements, the rij values 
for which i=j, the unique factor does not make a contribution 
in the correlation matrix, in other words, for the 
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diagonal terms the row by column multiplication gives terms 
like those in (4.12), that is: 
u 
" (4.15) E Zak = Si = aý1 + ..... + aim + aýu =1 k=1 
which represents the variance of any variable, and may be 
divided up as follows: 
(4.16) 1= hý + uý 
where 
(4.17) hý + aý1. + aý2 + ..... + aim 
and 
(4.18) uý = SJ +e 
h is the communality of variable j which represents 
the proportion of the total variance of a variable due to 
common factors, and is equal to the sum of squares of the 
loadings of variable j on the common factors, Uý is the 
" 
uniqueness of variable j, which represents the proportion 
of the total variance that is accounted for by the specific 
and error factors to that variable, it should be noted that 
the term ajuUj in model (4.2), could be decomposed into ajsSj 
and ajeEj, to represent the loadings of each variable on 
its specific and error factors. The reliability of a variable 
can be found by adding the proportion of variance due to the 
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specific factor to the communality, excluding the error 
variance, the reliability of variable j is: 
(4.19) rtt hj + Sj 
7 
0 
Having shown how the factor loadings could be obtained 
from the correlation matrix, according to the principle of 
factor analysis, the concept of factor extraction will now 
be introduced. 
2.2.2 Factor Extraction 
2.2.2.1 Methods of Factor Extraction 
The process of factor extraction starts with a matrix 
of correlations between data variables and ends up with a 
matrix of factor loadings A in order to reproduce the 
correlation matrix R when A is multiplied by its transpose A'. 
Many methods have been developed for this purpose; the com- 
puter package SPSS (1976) contains five methods of which two 
are the most general. The methods of extraction are mainly 
differentiated by the procedure used to determine the diagonal 
of the correlation matrix. Thus, if 1's are put in the diag- 
onal of the correlation matrix R, the extracted matrix of 
factor loadings A is obtained such that AA' reproduces " 
exactly R, this process requires an A matrix the same size 
as R, which extracts as many factors in A as there are 
variables in R, generally only the first factors are kept to 
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account for most of the variance of the variables, in this 
case all the factors are common in that the specific and 
error variance are absorbed by the common factors, this 
first method labelled as PAl by the SPSS is referred to as 
" the principal component method which was discussed earlier. 
The second method which goal is to reproduce the R 
matrix with an A matrix containing as few factors as possible 
is called the principal factor method and labelled PA2 in the 
SPSS. 
This method allows for some discrepancies between the 
computed data correlations and the reproduced correlations 
which are the AAS. To allow for error, communality estimates 
are put in the diagonal of the correlation matrix R to derive 
m factors substantially smaller than n variables. 
This is the method used in the current analysis in that 
it possesses the advantage discussed above and it is the 
only one provided by the available computer package besides 
the method of principal components and three other methods, 
Rao, Alpha and Image which are relatively new and are still 
subject to debate; other methods such as the maximum likeli- 
hood, centroid and Hinres are not available in the computer 
package used. 
" Today, the principal factor method of extraction is the 
most widely used in that it handles most of the factoring 
needs of the user as argued by Comrey (1973, p15), Harman 
(1970, p135) and SPSS (1976, p480). 
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2.2.2.2 The Principal Factor Solution 
This method of factoring is the application of the 
method of principal components to the reduced correlation 
matrix, that is, with communalities instead of the ones in 
(ý the principal diagonal. It was first adapted to the class- 
ical factor analysis model by Thomson (1934) as stated by 
Harman (1970). 
The squared multiple correlation between one variable 
and the rest of the variables is used as initial estimates 
of the communalities, then an iteration procedure is used 
to improve the estimates of the communality. 
From the classical factor analysis model (4.2) the 
common factor coefficients are determined by: 
(4.20) Zj = aj1F1 + aj2F2 + .... 
+ ajmFm (j = 1,2,...., n) 
where the unique factor ajuFu has been omitted. Knowing 
that alp from (4.17) indicates the contribution of the 
factor Pp to the communality of Zj, the principal factor 
method is aimed at selecting the first factor coefficients 
such as to make the sum of the contributions of that factor 
to the total communality a maximum. The sum of the first 
coefficients for all variables represents the proportion of 
the total variance accounted for by the first factor; it is 
called eigenvalue and may be written as: 
(4.21) V1 = all + a21 + .... + ant 
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in which the coefficients aj1 (j=1 to n variables) must be 
chosen such that U1 is a maximum under the conditions of 
equation (4.13); that is: 
m 
(4.22) rij =E aiPajP (i, j = 1,2...... n) 
p=1 
where ri. = rji and rjj is the communality h2 of the standard- 
ised variable Z.. Equation (4.22) implies that the observed 
correlations may be replaced by the reproduced correlations 
to assume no residual. In order to maximise V1 which is a 
function of n variables a. 1 under the }n(n+1) conditions of 
(4.22) among all the coefficients ajp that is: 
nnm 
(4.23) 2T =V-Eµr=V-EEäa. 1 i, j=1 iý iý 1 i, j=1 p=1 
i7 iP ]P 
where uij = µßi are the Lagrange multipliers. The partial 
derivation of (4.23) with respect to aji is set to zero 
n 
(4.24) 
ea = a. i -Eu. iail =0 
ji i=1 
Similarly, the partial derivative in respect t6 any other 
coefficient alp (pi1) is set equal to zero to give: 
n 
(4.25) 
ea. E Ajiaip =0 
ip i=1 
" 
Equations (4.24) and (4.25) may be combined as follows: 
n 
(4.26) 
Da = 1paj1 -E µjiaip =0 (p=1,2 . ,...., 
m) 
ýp i=1 
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where the Kranecker anp=1 
Multiplying (4.26) by aj1 
nn 
(4.27) E a? -E " 1p j=1 31 j=1 
if p=n and 91p=0 if p/1. 
and summing with respect to j gives: 
n 
E pjiajiaip =0 
i=1 
n 
E 4jiaji is equal to According to (4.24) the expression 
'1 n 
ajl, setting 
]E1 
aý1= X1, equation (4.27) may be written 
as follows: 
n 
(4.28) a1Pa1 -E ailaip =0 
i=1 
Multiplying (4.28) by alp and summing for p, this equation 
becomes 
nm 
(4.29) aj1X1 E ail (E ajpaip) =0 
i=1 p=1 
or, applying the conditions (4.22), 
n 
(4.30) 
i=E l 
rjiaii -A aji =0 
expression (4.30) may be represented-for the m following 
equations, for each value of j as: 
(4.31) (h2-X)a11 + r12a21 + .... + r1nan1 =0 
r21a11 + (h2-A)a21 + .... + r2nanl =0 
...................................... 
rn1a11 + rn2a21 + .... + (hn-X)an1 =0 
In order to solve these n homogeneous equations, a necessary 
condition is the vanishing of the aji coefficients such 
that: 
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9 
0 
(4.32) (hj-A) r12 r13 ...... rin 
r21 (h2-X) r23 ...... r2n 
............................................ 
z_ rn1 rn2 rn3 (hn X) 
which is known as the characteristic equation. Some of the 
important properties of this equation are that all roots are 
real and that aq -fold multiple root substituted for X in 
(4.32) would reduce the rank of the determinant to (n-g). A 
set of homogeneous linear equations of rank (n-1) is 
obtained when a simple root of (4.32) is substituted for A 
in (4.31), this set of equations has a family of solutions 
which are proportional to one particular solution. It 
follows that the factor of proportionality is: 
n 
(4.33) al _ 
, 
E1 a2. 
which shows that An is V11 and that V1 is equal to one of 
the roots of the characteristic equation, more precisely, 
the largest root X j- Therefore, the factor loadings or co- 
efficients ahn may be obtained by substituting the largest 
root Al of (4.32) in (4.31) in this set of equations, to 
each eigenvalue correspond a vector (a set of a's) called 
eigenvector. 
=o 
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To satisfy the relation (4.21), these values are divided by 
the square root of the sum of their squares and multiplied 
by n to get: 
" 
(4.34) a. = a. v/ (a +a+.... +a (j=1 to n) j1 ý1 1 11 21 n1 
which are the coefficients or factor loadings on Fn in the 
factor pattern (4.20). The roots (X's) are referred to as 
eigenvalues. 
The first factor may be defined as the best linear relations 
exhibited in the data, the second factor should account for 
the maximum variance of the residual communality; to do 
this, its contribution is removed to find the first factor 
residual correlations, as the process continues until (m-1) 
factors are removed, the residual correlation of rij with S 
factors removed may be written srij, the first factor 
residual is then: 
(4.35) 1rij = rij - ailajl = a12aj2 + ai3aj3 + .... + aimajm 
or more generally, using the R matrix (4.14), the residual 
matrix after extraction of factor 1 is: 0 
(4.36) Rý =R- A1 A 
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where Al represents the first factor vectors a11' a21' ""' amt' 
Then in order to extract the coefficients of the second factor 
F2, it is necessary to maximize: 
0 
(4.37) V2 = a2 12 + a22 + .... + 
ßn2 
which represents the sum of the contributions of the second 
factor to the residual communality. 
Once the factors needed to account for the correlations 
in the R matrix have been extracted, an initial unrotated 
matrix is provided, see Table 4.1. 
The first factor in this table is the largest in the 
sense that the sum of squares of the factor loadings or eigen- 
value on the first column is the largest (12.27) that is 
explaining 40% of the total variance. The following factors 
become progressively smaller with the last one being only 
(. 58), that is explaining about 2% of the variance, see 
table 4.1. The last column contains the communalities which 
represent the extent to which the variables overlap with the 
factors, that is they give the proportion of variance account- 
ed for by the factors, the nearer the communality to 1, the 
more it indicates that the variable overlaps perfectly with " 
the factors in what it measures. If, on the contrary, the 
communality of a variable is near to zero, then it would not 
share anything in common with any of the five factors. When 
0<h2<1 it indicates partial overlapping between the variable; 
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and the factors. 
Although this table gives an acceptable factor solution, 
the factors represented in an unrotated factor matrix are " 
rarely useful. This is because the factor extraction is de- 
signed to extract as much variance as possible with each 
successive factor, which results in a sharp decrease in factor 
size from the first to the last factor. 
These unrotated factors tend to be highly complex to inter- 
pret as they relate to many of the variables rather than to 
just a few. For instance, the first factor in table 4.1 has 
appreciable loadings for most of the variables. The second 
factor has loadings of some importance with about half the 
variables. Seven variables are somehow related to the third 
factor, then three and two variables have significant loadings 
on the fourth and fifth factors respectively. Therefore, the 
unrotated factor matrix is transformed into a new matrix that 
is mathematically equivalent to the original matrix but which 
represents factors that are much more useful for scientific 
purposes than the unrotated factor matrix in the sense that 
each factor is made to overlap with as many of the data varia- 
bles as possible. This process is called factor rotation, it 
0 
consists of rotating the original factor matrix into another 
form so that each factor tends to receive substantial con- 
tributions from as many of the data variables as possible, this 
provides an easier measurement and, therefore, facilitates 
interpretation. 
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2.2.3 Factor Rotation 
The rotational process in factor analysis involves finding 
a transformation matrix so that when it is multiplied by the 
initial unrotated matrix it produces a new set of factor con- 
structs that mathematically accounts equally well for the data 
as the initial factor loadings. 
There exists a number of factor rotation methods of which 
the basis has been expressed by Thurstone's concept of 
simple structure for the case of orthogonal factors. His 
criteria for the transformation matrix is that only one factor 
should contribute substantially to variable j while the other 
factors should not contribute at all. The conditions are; 
see Harman (1970, p98). 
1) Each row of the factor matrix should have at least one zero. 
2) If there are m common factors, each column should have at 
least m zeros. 
3) For every pair of columns, there should be several variables 
with elements equal to zero in one column, but not in the 
other. 
4) For every pair of columns of the factor matrix, a large 
proportion of the variables should have elements equal 
to zero in both columns when there are four or more common 
" factors. 
5) For every pair of columns, there should be only a small 
number of variables with elements not equal to zero in 
both columns. 
The several analytical procedures that were developed 
independently, based on the conditions above may be conveniently 
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0 
put in the following matrix rotation: 
(4.38) B= AT 
A= (ajp) initial factor matrix (j=l to n) 
(p=l to m) 
(4.39) B= (bjp) final factor matrix 
T= (tqp) orthogonal transformation matrix 
in which 
When A is carried into the rotated factor matrix B by 
the orthogonal transformation T, the communality of any 
variable remains constant, that is: 
mm 
(4.40) E b2. =E alp 12,...., n) 
p=1 JP p=1 
The first methods of rotation were mainly graphical and 
required a large amount of labour and experience for their 
operations; the development of more objective methods began 
in the 1950's, it has been greatly aided by the increasing 
availability of computers, Darton (1980) makes an attempt of 
reviewing the different methods of rotation. 
" The two best known methods for rotating the initial 
factor matrix are the quartimax and varimax methods, a number 
of other procedures and criteria have been suggested to obtain 
orthogonal rotated solutions, among them the transvarimax 
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methods. For a discussion of these methods 
see Mulaik (1972, Chapter 10. ) The other methods of factoring 
" are called oblique in which two factors can be notated through 
different angles so that the rotated factors are correlated. 
Quartimax method is aimed at simplifying the rows of the 
factor matrix, the essential idea underlying this approach 
is to rotate in such a way that each variable would have a major 
loading in one and only one factor; in practice, this ideal 
can only be approximated by this method. However, experience 
with the quartimax approach has shown that it tends to give a 
general factor to which virtually all the variables are 
substantially correlated, this undesirable property of the 
quartimax approach and the later appearance of the varimax 
method has led to the preference of the later approach by most 
analysts as shown by Lindeman (1980, p272) , Cornrey (]973, pl73) 
Cooley and Lohnes (1962, p162) and Harman (1970, p311) . 
The varimax criterion of rotation is a development 
of Kaiser (1958) and it involves the simplification of 
columns rather than of rows of the factor matrix, that is, 
it maximizes the variance of the squared factor loadings by 
columns, thus, on any given factor the desired pattern is to 
0 have some high loadings, lots of low loadings and a few 
intermediate sized loadings. This type of solution offers an 
easier interpretability as the variables with high loadings 
are similar to the factor. However, even-though this method 
does not suffer from the tendency to give a general factor, 
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Cattell (1966) states that it still does not pull enough 
variance away from the largest extracted factor; see 
Lawley and Maxwell (1971, p75). 
" The varimax method of rotation is used in the present 
analysis, it has provided some significant solutions which 
will be discussed in the next part; it is first intended 
to outline briefly the method. 
In the notation of (4.39) the object of the varimax 
method is to determine the orthogonal transformation T which 
will carry the initial factor matrix A into a new factor 
matrix B for which the variance of squared factor loadings 
of columns is a maximum. 
Following the development of Kaiser, the simplicity of 
a factor P is defined as the variance of its squared loadings, 
nn 
(4.41) SP =nj! (bý10 2 -n(E býP)2 (p=1,2,...., m) 
The criterion of maximum simplicity of a complete factor 
matrix is defined as the maximization of the sum of these 
simplicities of the individual factors, that is: 
"mmnmn 
(4.42) S2 =E S2 =nEE bo -nE(E b2 )2 
ýp=1_r _P . 
P=1 
_j=1 
jp -ý- : _, , ýP. =1 
j=1 7P 
When the variance is at a maximum, the factor has the 
greatest simplicity in the sense that its loadings (the b's) 
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tend towards the unity of zero. The maximization of (4.42) 
has been called the "raw" varimax criterion by Kaiser, this 
is because of the existence of a bias that is attributed to 
the different weights which are attached to the variables by 
" 
the size of their communalities, each variable contributes 
to (4.42) by the square of its communality as may be seen 
from (4.40). Therefore, the greater the communality of a 
variable, the more it influences the rotation. This problem 
led Kaiser to modify his original approach (4.42) by weight- 
ing the variables equally. This is accomplished by extending 
the vectors that represent the variables to unit length in the 
common factor space, carrying out the rotations, then bringing 
them to their original length. Therefore, the improved factor 
loadings matrix requires the maximization of the function. 
V= nEE (bjp/h. )* -. E( E bhp/hß)2 
~-yp=. 1- j=1 p=1 j=1 
The computing procedure for this solution consists of 
rotating two factors at a time until the value of V no longer 
increases (Kaiser, 1958). 
The final rotated matrix is found by using Kaiser's vari- 
max method, denoted by PA2 in the SPSS Computer package by Nie 
0 et al (1976, p480), it is now necessary to identify the under- 
lying dimensions that each factor represents. 
3 THE FACTOR ANALYSIS: RESULTS AND INTERPRETATION 
The major task of factor analysis is to interpret what each 
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of the factors represents in terms of the original data. 
It is therefore necessary to examine the loadings of the 
individual variables on each factor, so that one 
0 can identify the conmunality and hence meaning in those 
variables. This process consists of trying to identify the nature 
of a factor, Comrey (1973., p224) cites some conditions which 
facilitate this process; 
1) The higher the factor loadings the greater is the 
degree of overlapping true variance between the data 
variable and the factor and the more the factor is 
similar to the data variable. 
2) If a canplex data variable has a substantial loading 
on a given factor, it becomes difficult to determine the 
factor from this information alone. 
3) The greater the number of variables with a substantial 
loading on the factor, the easier it is to isolate what 
the factor represents. 
A question that often arises is that of how high the 
correlation between a data variable and a factor must be in order 
to be significant for interpretive purposes. Guilford (1965, p442) 
suggests that a factor loading of . 90 would indicate a total 
overlap in true variance between the data variable and the " 
factor. Comrey (1973,, p225) states that a coyonly used 
cutoff level for factor loading is . 30, a squared value 
(. 30)2 dives (. 09) which indicates that a correlation 
of . 30 between a data variable and a factor has less than 
10 percent of its variance in comiron with the factor. 
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Besides these statements, several tests have been suggested 
to assess the significance of the loadings, see Koutsoyiannis, 
(1981, p421) for a discussion on these tests. For the present 
analysis, the Burt-Banks test is used as this formula has the 
advantage over the others, of taking into account the number of " 
variables and the order of extraction of factors. This test is 
based on the standard error of the loadings; to do this they 
suggest an adjustment to the standard error of the correlation 
coefficient which can be obtained from table in appendix 9. This 
table is reproduced from Child (1970, _p 
95). The standard 
error of the loadings can be obtained using the formula: 
S(Lm; ) = {S(rxxj)} " k+1-m (i, j=1,2,...., 
k) 
where k is the number of X'. s in the set, and m is the order 
of factors extracted, that is 1st, 2nd factor, etc. 
What magnitude should loadings (Li ) have in order to 
reach significance in the 3rd factor can be found by substitut- 
ing in the Burt-Banks formula; the standard error of rxixj 
is found from the table referred to above, equal to 0.37 
(for 11 = 45) at the 1 percent level of significance, thus: 
0 
S(Li) 
30 
_ . 38 . 37 
30+1-3 
- 
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That is for any loading ( Li) to satisfy the 1 percent 
level of significance in factor 3, its value must be at 
least equal to . 38. The test applied to the 6 factors gave 
0 the following minimum values for the loadings to be significant. 
FACTORS SIGNIFICANT 
LOADINGS 
Factor 1 . 37 Factor 2 . 37 Factor 3 . 39 Factor 4 . 39 Factor 5 . 39 Factor 6 . 40 
Each variable may be assigned to that factor with which 
is shows the closest linear relationship, when a variable loads 
significantly in two or more factors, an example is the variable 
"urban population growth", it is generally assigned to the 
factor with which it has the closest affinity, then it may be 
used for the explanation of the other factors with which 
it has lesser linear relationship but significant enough to share 
in the contribution of that dimension. In fact, these variables 
are attributed special importance as they measure more than 
one dimension. 
0 The results of the rotated factor matrix are presented in 
table 4.2 in which the variables are grouped according to the 
factor with which they have more affinity, the highest loading 
are boxed in order to distinguish them more easily. The 
interpretation of factor loadings may more easily be made in 
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terms of the squares of the coefficients in the factor matrix. 
Each (aip) 2 represents the proportion of the total unit 
variance of variable i which is explained by factor p, after 
0 allowing for the contributions of the other factors. From 
the first row, it can be seen that 8.4 percent of intercountry 
variations in population are explained by factor 1, an 
additional 0.8 percent by factor 2, another 0.15 percent by 
factor 3,52 percent by factor 4,1.25 percent by factor 5 and 0.28 
percent by the last factor. The sum of these squared loadings 
are indicated by the communality given in the right hand column 
as was already shown, the communality indicates the proportion 
of the total unit variance explained by all the common factors 
and is thus anologous to R2 in multiple regression analysis. 
The communality of population for instance is: 
(. 29)2 + (. 09)2 + (. 04)2 + (. 72)2 + (. 11) 2+(. 05)2 = . 62 
That is to say 62 percent of intercountry variations in population 
are associated with the six coirnon factors extracted from the 
thirty economic and social variables incorporated in the 
analysis. It is interesting to note that the communality in 
" 
both tables 4-1 and 4-2 are the same. This indicates the 
mathematical equivalence of the initial unrotated matrix 
and the final matrix for describing the original correlation 
matrix. 
Another important characteristic about the matrix 
of loadings is that the last row of table 4-2 which represents 
-197- 
the eigenvalues of the factors, described earlier, are different 
from the ones in table 4-1. They indicate a different proportion 
of the total variance explained, more precisely, the large 
" 
variance explained by the first factor is, in some ways, spread 
to the remaining factors, even though the degree of variance 
extraction still remains from largest to lowest, these values 
were not provided by the computer output and had to be calculated 
apart, each eigenvalue in the sum of squares of the factor 
loadings of each variable on that factor, therefore one may 
see in table 4-2 that 27.3 percent of the total explained 
variance is accounted for by factor 1, then 14.3 percent by 
factor 2,10 percent by factor 3,9.6 percent by factor 4 
5.3 percent by factor. 5. and only a small proportion of 2.6 
percent by the last factor. 
As stated above, the interpretation of the matrix of 
factor loadings consists of identifying the dimensions 
expressed by the factors by giving a reasonable explanation of 
their underlying forces. The factors may represent a variable 
as such, or indeed an integrated system which underlies 
the process of economic organisations in developing countries. 
Thurstone (1961, p6l) who pioneered the use of factor analysis in 
0 psychology may be quoted to express this point: 
it The derived variables are of scientific interest only 
insofar as they represent processes or parameters that 
involve the fundamental concepts of the science involved. " 
To determine the factors from the functional relationships 
of the variables, it is necessary first to know what the variables 
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to be related are, also it should be realised that all 
possible sets of variables may not be equally good for expressing 
a particular phenomenon: to quote Comrey (1973., p228) 
0" Some sets may be more parsimonious than others. 
Some sets may be more easily integrated into 
unifying theoretical superstructures. Some sets 
of variables may have greater heuristic value than 
others. " 
In the sections below, the factors which are specified in the 
results of the present statistical analysis are identified. 
3.1. The First Factor 
No. 'Variables Factor, 1 
1 Per Capita GNP . 92 
2 Agricultural Production - . 67 
3 Per Capita Food Comsumption . 66 4 Per Capita Energy Consumption . 85 5 Urban Popl. as % of total Popl. . 84 6 Population per Physician - . 45 7 Access to Water . 77 
.8 Percentage of Labour Force in Agric. - . 78 9 Percentage of Labour Force in Indus. . 74 10 Radio Receivers per Thousand . 73 
11 Passenger cars per Thousand . 81 
" 
One of the ideas that emerges from the constituents above 
is that this first factor has a tendency to group the 
consumption variables negatively with variables related to 
agriculture. 
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The consumption indicators which are: per capita gross national 
product, per capita food consumption, per capita energy 
consumption, access to water, radio receivers per thousand 
0 and passenger cars per thousand. One may include the variable 
population per physician as well in this set, as health in a 
way is paid for, and seen within a nation, it could be said 
that the more the population is able to use the health service, 
the more there are physicians. The negative sign of this 
variable in this factor tends to approve its association 
with the consumption variables, that is, the more a society 
has a per capita GNP, the less it has population per physician. 
The above consumption variables are positively related 
to two other important variables of rather similar nature 
which are: urban population as a percentage of total population 
and percentage of labour force in industry. These relationships 
may well explain a logical economic circuit, that is the 
labour force in industry tends to be mainly concentrated in 
urban areas in which the population tends to be more consumer 
oriented than the population is in rural areas. 
This line of reasoning seems even core convincing when 
one analyses this set of variates with the two remaining variables. 
" These are agricultural production and percentage of 
labour force 
in agriculture and they are negatively related to the 
indicators mentioned above. 
This factor clearly shows a process of economic development 
whereby higher per capita Gross National Product as well as 
other consumer indicators are mainly characteristic of urban 
populations where industrial activities exist. 
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3.2 The Second. Factor 
No. Variables Factor 2 
1 Production of Manufacture . 45 2 Urban Population Growth -. 44 
3 Population Density . 52 4 Birth Rate - -. 64 
5 Death Rate -. 84 
6 Life Expectancy . 79 7 Adjusted School Enr. Ratio . 57 8 Adult Literacy Rate . 78 9 Labour Force in Agric. -. 49 
This factor seems to be dominated by demographic variables 
in which birth rate and death rate are opposed to life 
expectancy. These relationships could explain that the higher 
the life expectancy of a society, the lower its birth and 
death rates are. Variables indicating education which are 
adjusted school enrollment ratio and adult literacy rate are of 
the same positive sign as the variable production of manufacture. 
The positive relation between these three variables could 
well explain that an educated population is mainly concentrated 
in areas where the production of manufacture takes place. 
The variable population density is related positively to these 
four variables which shows that densely populated areas are 
0 those where production of manufacture exist along with a higher 
proportion of educated people. In a study concerned with the 
relevance of density and country size effects in trade and 
development, Keesing and Sherk (1971) using trade models 
based on regression analysis found that densely populated 
countries were expected to demonstrate a systematic con*parative 
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advantage in manufactures as against agricultural products. 
Their findings depend on high positive correlations, for any 
large sample of countries, between population density and the 
" combined availability of mineral wealth, arable land and other 
economically useful endowments from nature. Furthermore, 
they found clear evidence of country size and density 
effects, showing that densely populated countries trade 
more of their output internationally, leading to greater 
exports and imports per head, because of these trade capacities 
they continue to argue, these countries are more able to 
concentrate on the imports of capital goods (this relationship 
is emphasized by a previous finding of Chenery (1960) and 
therefore confirm the idea stated above, that is, densely populated 
countries could be expected to specialize in manufacture and 
lightly populated countries in primary products. One may 
question at this stage whether population density does 
have an effect in the process of technological transfer as it 
seems so related to the imports of capital goods, according to 
Keesing and Sherk (1971). The fact that the variables 
population density and production of manufacture are grouped 
in one factor, in this analysis, and positively related could 
well approve the previous findings mentioned above. Furthermore 
0 
in a recent study on the relationship between population 
density and infrastructure Frederiksen (1981) employing 
cross province regressions for the Philippines found that 
there is a strong positive effect of population density on 
i. r rastructure; no further theoretical explanations are 
given, but one may group these results with the previous ones 
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showing that densely populated areas are more expected to 
specialize in manufacture and hence have a higher infrastructure 
basically because of the close relationships between these 
0 two economic branches. 
Eventhough the variable percentage of labour force in 
agriculture is a major component of the first factor, it is 
also considered as an important component of this factor. 
This variable may be said to be an important indicator as 
it contributes to the measurement of more than one dimension, 
see Comrey (1973). Its opposing sign to the variables indicating 
education and to those of production of manufacture and population 
density may show that when a country has less labour force 
employed in agriculture, it is expected to have a larger 
industrial sector, sustainable urbanization depends on 
lowering the agricultural share of the work force as Lipton 
(19W) put it, higher rate of education and population density 
may be characteristics of this type of country. In the 
brilliant and original work of Adelman and Morris (1971) mentioned 
earlier in this chapter, the first factor is partly explained 
by the fact that the growth of cities promotes both the 
specialization of economic activities and the spread of 
communication and education. Hence these modernising influences " 
tend to favour family limitation which reduce fertility rates. 
This factor in the present analysis seems to confirm Adelman 
and Morris's findings. 
The relationships between the variables up to this stage 
show that the constituents gathered in this factor follow a 
logical and regular pattern of reasoning, mainly differentiating 
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agricultural and more or less industrial developing countries 
on the basis of some related economic, demographic and 
educational variables. The meaning of the economic process 
" expressed by this second factor becomes even more interesting 
to investigate when the last variable which is urban population 
growth is analysed along the set. This variable is negatively 
related to most of the variates that show that a country is 
more industrialized, the urbanization phenomenon is a 
problem of developing countries in general, and particularly 
to countries that have a large proportion of traditional 
agricultural societies. As this aspect is greatly related 
to the technology employed, as will be seen later, it is 
analysed in greater depth. 
Generally, urban population growth is due to population 
growth in the cities and to rural migration, following 
Keyfitz argument (1977, p152), supposing that a country is 
three-quarter rural with a three percent natural increase 
both in the city and in the countryside, that each year half 
of the rural natural increase moves to the city, then the one 
percent of the rural population that goes to the city constitutes 
three percent of the city population. When this is added to 
the two percent urban natural increase, it results in a five 
" 
percent total urban increase; these estimations are not far 
from the rate at which the cities of Asia, Africa and Latin 
America have been growing. The preindustrial areas could 
hardly maintain three percent of their populations in cities, 
yet by 1970 twenty five percent of the population of developing 
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countries was urban. The rate of rural urban migration is 
usually said to be determined by a number of major variables, 
ivamely_ý 
40 1. The failure of the rural sector to provide employment 
I 
opportunities, as a consequence of low productivity. 
The traditional rural sector, engaged in peasant 
agriculture uses mainly labour intensive techniques of 
production, that is a large amount of labour is used 
against a relatively small amount of capital, even 
though highly labour intensive techniques are used, 
there remains a relatively abundant labour force as the 
excess of labour does not add much to the productivity 
at a certain level; see Lewis (1954). 
2. The differentials in expected real earnings as between 
rural and urban areas; earnings of modern sector workers 
are often three or four times as the average small farmer 
income which is an important incentive to migrate as 
Turnham and Jaeger (1969, p 36-38) and Todaro (1969, p144) 
among others have shown. 
The job seekers in town and cities face problems of 
unemployment as the formal urban sectors of industry generally 
fail to grow sufficiently fast to absorb the increasing " 
number of available labour as put forward by Harris and Todaro 
(1968). This economic system is indeed shown by the empirical 
analysis of variables presented in this study. The opposing 
relation between urban population growth and production of 
manufacture-may show the existing distortions between the rural 
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and urban sector which have been subjects of great concern to 
economists of development . This factor has raised the 
question within the economics of development, and has surely 
0 contributed to the theoretical foundations concerned with 
technological transfer as will be seen later; this is why the 
problems of urban population growth, and particularly of 
rural-urban migration are analysed in great depth in this 
section. 
The failure of the urban sector to provide employment 
opportunities is due to two main groups of reasons: 
a) Those relating to the product mix in the modern sector and 
the resultant choice of techniques. 
b) Those connected with government policies in the fields of 
industrial promotion and income distributions. 
The points related to each group will be seen in turn in 
order to provide a clear understanding of this important aspect 
that, clearly is able to give segne insights within the problem 
of the transfer of technology. 
a 1) In order to produce modern products, characteristic of the 
urban sector, modern methods of production are required. 
Only capital-intensive methods requiring sophisticated 
machinery are available to developing countries, " 
through the transfer of technology from the developed 
countries where virtually all industrial research and 
development work takes place, see Seers and Joy (1971) 
and Kuznets (1979), some further references are also 
given in the preceeding chapter. There is as was already 
shown, little incentive for machine tool industries in the 
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advanced countries to develop, produce and market a more 
appropriate machinery for the developing countries only. 
a 2) The fact that developing countries have no choice of 
0 technology is emphasized by the fact that they cannot 
compete if outdated technology is used. 
a 3) Therefore, low income countries have no alternative but 
to prefer capital intensive techniques in a new manufacturing 
processes, despite the fact that modern technology has been 
developed in high income countries for their own needs, 
requirements and necessities. 
This first group of reasons affecting the urban sector in 
its incapacity to absorb the new comers, clearly shows that 
the choice of technology, or in other works the transfer of 
technology is somewhat responsible for the urban crises. Again 
one may ask at this stage whether the second factor in the present 
analysis by grouping these variables does not demonstrate 
a process of technological transfer. 
There is a cause to each consequence, and this may well 
show that the second group of reasons that hinder the creation 
of employment is a cause of the first group, that is, 
even if technology conducive to the creation of employment 
opportunities exists, government policies currently appear to " 
encourage the adoption of capital intensive techniques. 
b 1) Preference for capital intensity is often said to be the 
result of the scarcity of managerial and other skilled 
labour, therefore there is a possibility to substitute 
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physical capital for human capital. The lack of skilled labour 
may in turn, be the result of inadequate or inappropriate 
government education and training policies, see Johnston 
(1981) . 0 
b 2) Fiscal policies aimed at encouraging investment such as 
investment grants and accelerated depreciation allowances 
are capital based. 
As a result of these two major factors, it seems realistic 
as Shumachex(l971), argues, that the competitive power of 
large urban capital-intensive enterprises kills off traditional 
economic activities in the countryside, encouraging therefore 
the rural population to migrate which increases the pressures 
on the physical structures of the urban areas, and hence promotes 
the urban crises which in turn aggravates further the problem 
of migration. 
These pressures may represent the other category of 
factors that discourage urban population growth, in particular 
housing and transport, the world bank (1972) thoroughly discusses 
these problems and infra-structure itself, a place which 
might be re-designed for a population of 200 per square mile at 
one time will have to squeeze 1500 persons per square mile 
" 
when urban growth grows at a rate it has been doing for these 
two decades; the result is packing on urban land and emptying 
the rural land, therefore distorting the distribution of the 
population on the available land as Keyfitz (1977) emphasizes, 
then a problem of density arises. 
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Urban population growth which is a characteristic of 
agricultural societies does in fact hinder the well functioning 
of the urban economic sector, it should be remembered that 
" population density as such, should not be mistaken for increasing 
urban cities, which is another problem as the additional 
porportion of population per square mile becomes not only 
unrelated to the arable land and resources as a result of 
overurbanization but also to 
the technology used in the urban sector. 
The grouping of variables in this factor has enabled the 
author to look at a deep economic problem of great concern 
in the present thesis, as it is related to a major area 
concerned with the causes of the success or failure of 
technological transfer. However, this is an area or research 
that is on the frontier of economics, as Johnston (1981, p386) 
states. 
"the important and certainly interesting problems of this 
area extend beyond the boundaries of economics as conventionally 
defined, this leaves many questions unanswered and not 
conceptualized satisfactorily. " 
" 3.3 The Third Factor 
No. Variables Factor 'IV 
1 Gross Domestic Investment . 90 2 Gross National Saving . 60 3 Gross Industrial Product as 
percentage of GNP . 52 4 Agricultural Production - . 59 5 Industrial Production . 74 
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The close relationship between investment and saving is 
well known in economics, the grouping of these two variables in 
this factor confirms the theory, and shows the steadiness of 
0 the data collected as well as the regular pattern of the 
sample of countries under study. The close positive relationship 
between investment and saving as well as industrial production 
and the gross industrial product to a certain extent tends to 
show that, among the countries studied those countries that have 
higher gross domestic investment, and therefore savings, 
tend to have a relatively greater industrial production. The 
dimension expressed by this factor is very relevant to the 
present study, in order to get some insight into these 
relationships, the notion of investment and saving had to 
be seen more deeply. 
"The final output produced by an economy is not restricted 
to the output of goods and services that are used up in the 
accounting period which is a year, but it includes also the 
output of goods and services which may be used over the years, 
the use of this final output, which is desired as a means of 
adding to the economy's wealth is known as investment. " 
Beckerman (1968, p50) 
" Investment 
is therefore that part of the current output 
of goods and services devoted to adding to the stock of capital 
and thus to raising the future potential of a community, it is 
mainly referred to as capital formation. 
The computations of gross domestic investment consist of 
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subtracting the private and general government consumption from 
the gross domestic product and adding the difference between 
exports and imports, that is 
0 
I= GDP -C+X-M 
where I represents the gross domestic investment, C the 
private and government consumption, X the exports and M the 
imports, see the world tables (1980) from which data is taken 
from, also Beckerman (1968, P62). It is well known that 
investment provides a major force to the process of economic 
growth, Agarwala and Singh (1969, p7) argue.. that some of the 
most intractable problems which developing countries have to 
encounter is reaching a take off point with capital formation, 
they include in their book important contributions which 
deal with questions relating to the acceleration of investment 
in developing countries. 
Saving is the difference between income and consumption, 
also the following relationship show how saving and investment 
are so related, see Wai (1972, p6). 
01-S=X-M 
Where I is the investment, S saving, X and M as defined above. 
These relationships are namely based on trade. Chenery and 
Eckstein (1970) argue that an increase in exports is accompanied 
by a rise in the savings ratio since it permits a larger volume 
of investment. See Bbagwati (1978) for an excellent treatment 
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of the relations between trade and saving as well as investment. 
On the other hand, Streeten (1969) shows the repercussions that 
investment and savings have on economic growth when their 
0 level of equilibrium differ, that is, when investment exceeds 
saving and when saving exceeds investment, etc., he emphasizes 
the responsibility of government to maintain an aggregate 
equilibrium between investment and saving in developing 
countries. In emphasizing the need to accumulate capital 
from domestic sources, Lewis's (1970, p 224-25) famous statement 
is: 
"The central problem in the theory of economic growth is to 
understand the process by which a community is converted 
from being a five percent saver to a twelve percent saver - 
with all the changes in attitudes, in institutions and in 
techniques which accompany this conversion. " 
Even though the savings rate is regarded as a key performance 
indicator by development economists, the formulation of 
policies designed to increase the savings propensity has 
suffered from a limited knowledge of the nature of the savings 
function in developing countries as Wai (1972,, p4) Mikesell and 
Zinser (1973, p. 1) point out, a number of alternative savings 
" hypotheses derived mainly from the literature relating to 
developed countries have been formulated, but the lack of 
reliable data has made it difficult to test these hypotheses, it 
would be interesting to review the hypotheses regarding 
national saving related to developing countries. There are, 
in the econanic literature, two broad views expressed about 
the determinants of national savings, one view which stresses 
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interest or the rate of return on savings originates from the 
classical and neo-classical schools, whereas the other which 
stresses income stems from Keynes and other modern economists 
" such as Modigliani and Friedman. 
The interest rate theories are based on the fact that the 
higher rate of interest will increase the amount of savings, as 
interest is the payment for the use of funds and the like, in 
turn the demand for funds is decided by the expected return on 
an investment, which let the interest rate determined by the 
equilibrium point between savings and investments, the rate of 
interest is determined by six sets of equations, see Fisher 
(1954, p505) namely, two opportunity principles which represent 
investment opportunities, two impatience principles and two 
market principles, that is supply and demand for funds, he 
also points out that the rate of interest depends upon very 
unstable influences, which involve not only strictly economic 
considerations. Wai (1972, p74) shows that in developing 
economics the demand and supply of loanable funds are 
influenced by interest rates, which makes the supply of 
savings also influenced by interest rates. However, he 
agrees that changes in interest rate may not cause the supply 
of national savings to increase in developing countriea, giving 
" 
five reasons related to the economic and social structure 
of these economics. 
The Keynesian theory, based on underemployment equilibrium 
made saving a function of income and income a function of investment 
as opposed to the classical view of saving as a determinant of 
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0 
investment, he critisizes the classical theory by putting 
forward that the level of income must be the factor which 
brings the amount saved to equality with the amount invested, 
Keynes (1965, p107-10), he listed eight main motives that 
lead individuals to save, namely, precaution, foresight, cal- 
culation, independence, improvement, enterprise, pride and 
avarice, four other factors, are listed for governments, which 
are enterprise, liquidity, improvement and prudence. 
The Keynesian savings function, in its most commonly 
used form is linear with a constant marginal propensity to 
save, 
S= ao + anYa 
where S is gross domestic saving, Ya is gross national product 
and an is the constant marginal propensity to save, it is 
assumed that ao<", o and o<an<1 such that as the level of 
income rises the average propensity to save will also increase. 
Studies by Chenery and Eckstein (1970) and Mikesell and 
0 
Zinser (1973), applying the keynesian savings function to Latin 
American countries, found that keynesian approach does not hold 
for developing economies. 
Other variants of the influence of income on savings were 
developed, for example Friedman (1957) established a permanent 
income hypothesis, in its most simple form, the linear equation 
is: 
St = ao + a1 Ypt + a2YTt 
I 
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where Ypt is permanent income and YTt is transitory income 
in Year T. Empirical studies for the developing countries 
support the permanent income hypothesis, see Mikesell and 
0 Zinser. Another approach by Modigliani-Brumberg-Ando (1963) 
is based on life cycle hypothesis, they postulate that ind- 
ividuals adopt a planning horizon for their life time con- 
sumption, based on their hypothesis, Leff (1969) regressed 
the gross savings ratio Ln(S/Y), and per capita saving, Ln 
(S/Population) on the following independent variables: per 
capita income Ln (Y/Pop); the rate of increase in per capita 
income a; the percentage of the population age 14 or less, LN 
(Dj); the percentage of the population age 65 or older Ln (D2) 
and the total dependency ratio (Dj+ D2), LnD3. The analysis 
was based on both developing and developed countries to con- 
clude that the high birth rates are among the important fact- 
ors in accounting for the great disparities in saving rates 
between developed and developing countries, and that unless 
birth rates are reduced, there are no prospects for increased 
savings. This well known study of savings is probably the 
most related-to the problems of developing countries, in the 
sense that it classified some of the aspects related to 
" savings. Another equally 
important study related to capital 
inflows in developing countries is made by Rahman (1968), 
where he finds that an increase in foreign funds causes a 
relaxation of government saving and therefore reduces the 
average national saving rate. This aspect is of particular 
importance for developing countries that are dependent on 
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foreign aid, in particular it may make governments conscious 
that contrary to the principle that foreign aid or capital 
imports are expected to supplement and even induce domestic 
" saving and capital formation, it may hinder the nation's national 
savings and thus capital formation. 
3.4 The Fourth Factor 
No. Variables Factor III 
1 Population . 72 2 Gross National Product . 96 3 Gross Industrial Product . 88 
Often population size and gross national product size 
are used as measures of country size. In his attempt to provide 
empirical evidence on the nature of the relationship between 
country size and rate of economic growth and levels of economic 
development, Khalaf (1980) uses multiple correlation analyses 
with two explanatory variables in which level of economic 
development and economic growth are the dependent variables; 
country size, measured in terms of population and gross 
national product and dependence on trade are the two independent 
" variables. 
There are no generally agreed upon measures of 
country size, ý. Belasse (1969) used population 
size and/or usable land areas, had this last variable been 
used in the present analysis, it would have been, most probably 
included with this set of variables, which tend to show a dimension 
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of country size. Other variables such as percentage of labour 
force in industry and gross industrial product as a percentage 
of gross national product as well as per capita energy consumption 
0 and industrial production load over 30 which may help giving 
some further insight to this factor. The positive relation 
between all these variables suggests that the higher the rate 
of gross national product, the more population, industrial 
production and per capita energy consumption are likely to 
exist together; this is in a way what .. Keesings and 
Sherk 
analysis (1971) suggests. 
3.5 The Fifth Factor 
No. Variables Factor V 
1 Exports of manufactured goods - . 65 2 Coinnodity concentration . 71 
Ccritcdity concentration was defined in the preceeding chapter 
as the percentage contribution of the three major connodoties in 
total exports. This factor which accounts for five percent of 
the total variance seems to suggest that countries that 
have higher exports of natural products such as cocoa, copper, 
" 
jute, coffee or rice, have a tendency to export less of 
their manufactured foods. This may, by the same token, 
suggest that countries that have a high rate, of natural producth 
are less expected to specialize in the production of manufacture. 
A further development of this aspect of exports may give a clearer 
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insight to the understanding of the opposing relationships 
oL the variables constituting this factor. 
It is well recognised, among those who are working actively 
0 in economic development, that the growth of exports is an 
essential element of development programmes, trade provides the 
necessary links with the world efficiency, technology and 
administrative standards, and exports particularly provide the 
necessary volume of resources needed to finance the requirements 
of import and debt repayments as well as increasing the flow 
and assimilation of technical and managerial know-hnw. The 
question of whether exports promote growth or growth promotes 
export is a controversy which has fascinated many economists, see 
for a simple treatment of the problem, Kindleberger (1962), some 
believe that exports grow only when the products perform to the 
world standard, others believe that exports are encouraged by 
world demand, thereby, stimulating the domestic economies to 
grow faster. There was no question in the 19th Century that 
trade was an engine to growth, it was a "means whereby a 
vigorous process of economic growth came to be transmitted 
from the center to the outlying areas of the world. " as 
Nurkse (1959, p 14) stated. There is, therefore, no doubt that 
developing economies depend heavily on exports at these early " 
stages of development, however, these countries face 
increasing problems of exports. Nearly one half of their 
exports are primary products and only thirteen percent of 
manufactured products, see united nations (1970, p58) also 
. Klein (1971) found that the trade position of 
developing countries 
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under study export more of their primary products and raw 
materials than manufacture. Even the newly industrializing 
countries such as Taiwan, Mexico and India have very limited 
" exports of manufactured good, Franko (1981) shows that the 
advanced OECD countries have a total penetration of not more 
than two percent of their gross domestic product by the newly 
industrializing countries export of manufacturers; he presents 
an interesting and illustrative table taken from different 
sources of statistics. 
It is often argued, see Malmgren (1971, p9)that while 
exports of developing countries rise as world trade and 
general world economic activity develops, they do not rise 
as fast as the exports of the rich countries, their share in 
world trade has been continuously falling from thirty one 
percent in 1950 to eighteen percent in 1968, whereas, the 
developed economics share rose from sixty percent to seventy 
percent in the same period. This shows that even commodity 
concentration is threatened today, one of the factors 
affecting the reduction of exports is the difficulty to 
penetrate the markets of the developed countries because of the 
measurers taken such as displacing natural conunodities like 
cotton, nylon and polyester, by developing the agricultural " 
sector and by using sophisticated industrialization which 
requires fewer raw materials per unit of highly technological 
output. Maizels (1971) argues that the import restrictions 
of the developed countries act both to limit the rate of 
industrial growth and to reduce the real income of the industrial 
-220- 
countries themselves, since the consumed hone produced goods 
are more costly. The exports of basic manufactured consumer 
products face intense competition to enter the developed 
0 country markets. Nurkse (1959, p26) seems to see the problem 
in a much wider perspective, he says: 
"In a world which (outside the Soviet area) over nine-tenths 
of the manufacturing and over four-fifths of the total 
productive activity are concentrated in the advanced industrial 
countries, the ideas of symmetry, reciprocity, and mutual 
dependence which we associate with the traditional theory of 
international trade are of rather questionable relevance 
to trade relations between the center and the periphery. " 
The problem of exports of developing economics can be looked 
at by a different approach, Devries (1967) in an excellent 
analysis based on government policies, shows how exports may 
differ from one country to another. A distinction between 
inward policy which tends to steer new investments towards 
manufacturing and away from agriculture, and outward policy, 
which consist of avoiding heavy industrialization at the 
expense of agriculture and other primary products, placing 
a greater importance on =exports. He finds that countries with 
inward orientations are experiencing a rapid increase in " 
exports of manufactures, and a reduction in primary exports, 
whereas countries with outward policy tend to experience a 
higher rate of primary products. These findings clearly 
contribute to a great degree to the understanding of the 
opposing relations between corrmiodity concentration and exports 
of manufactured products. 
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3.6 The Sixth Factor 
No. Variable Factor VI 
49 1 Imports of manufactured goods . 60 
It seems clear that this factor presents some diffulties 
for its understanding, as it only comprises one variable. Even 
though the other variables load insignificantly in this 
factor, it would be helpful to look at the signs 
of these variables and especially those that load at least 
more than . 10 in order to try to understand the dimension that 
this factor explains. This variable is generally related 
negatively to investment and saving, to production of manufacture, 
to education and to consumption variables, with the exception 
of per capita gross national product, it is related positively 
with agricultural production, birth rate and commodity concen- 
tration variables. The relation of imports of manufactured 
goods with the other variables seems to suggest that countries 
characterized with agricultural production, with higher 
rates of birth and higher exports of raw materials, tend to 
import more manufactured products. 
" Imports of developing countries in general have been 
increasing, as early as 1913, the total imports represented 
1.9 billion dollars, it increased to 11.2 billion dollars 
in 1955, it would have obviously been more interesting if 
more up to date values could be included to see the pattern 
of change in imports, even though most of the literature on 
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trade suggests a constant increase in total imports of the 
developing areas. In these periods manufactures represented 
the main boost in imports, they increased from forty seven 
0 percent of total imports to sixty one percent. Maizels (1971, p66). 
After 1955 there was a shift from imports in manufacture to 
capital goods, machinery and transport equipment represented the 
largest and fastest growing category of goods exported from 
industrial countties to the third world, it accounted for 
one third in 1955 and forty three percent in 1969, the 
manufactures= which knew a sharp rise during earlier periods, 
declined from one quarter of the total in 1955 to less than 
one fifth in 1969. Wightman (1971,, p3). This shift in imports 
may be explained by the rapid growth in demand for capital 
investment goods at the early stages of industrialization 
which tends to favour these imports as well as chemicals, 
lubricants and other essential raw materials, rather than 
manufactured consumer goods. 
For the purpose of the present analysis, a distinction 
between developing countries that embarked in industrialization 
and those that have less developed their industrial sector 
has to be made, this is in order to know which are the areas 
that import more manufactured products and which import less. " 
In a table based on the composition of imports of third world 
countries by area, Unctad (1968) reports the following. For 
Africa, the imports of manufactured consumer goods represent 
28.8 percent of the total imports in the period 1956-1960 and 
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26.5 percent in the period 1961-1965, Asia's imports were 
22.6 and 21.1 and Latin America's were 17.7 and 16.8 
respectively. Even though all three continents knew a 
0 decrease in these imports, Africa's imports of manufactured goods 
are the highest, with as much as 10 percent more than Latin 
America and 5.4 percent more than Asia. Asia represents 
the second continent in manufactured products imports, and Latin 
America the third and last. 
It is well known that anbng these three continents, Africa 
is mostly constituted of agricultural societies, Asia has 
relatively less agricultural countries and the majority of 
Latin American countries have a developed industrial sector. 
Therefore, one may conclude that agricultural societies tend 
to import relatively more manufactured consumer goods than 
more industrial developing societies. Maizels (1971) in his 
excellent historic analysis of trade makes it clear that 
there is a shift in imports at different economic levels. These 
theoretical and statistical findings contribute immensely to 
the understanding of the relationship of the imports of 
manufactured goods variable and the others. In turn, the 
relationships found in this factor contribute to the understanding 
of the notion of trade and seems to complete the theoretical " 
analysis made on trade for developing countries bringing more 
up to date results. 
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3.7. Differences in the Relationships of Variables in Low 
and Middle Income Countries. 
0 In this section, factor analysis is applied to two sub- 
samples, middle income and low income countries, the separ- 
ation between the two groups is based on a criteria used by 
the world bank (1980a)p. 18. ), that is countries with a per 
capita GNP lower than £360 constitute the low income group 
for which the number of observations is 23, and countries 
with higher per capita GNP than £360 constitute the middle 
income group, for which the number of observations is 22. 
.. - . yew ... ý q. 
This analysis may provide a test of the validity of the 
overall analysis, also it may give some further insights into 
the differences of the characteristics of the low and middle 
income countries. Table 2.3 contains the results for the 
middle income countries and Table 2.4 contains the results 
for the low income countries. The significance of the load- 
ings at the one percent level for the middle income group is 
. 53 for factor 1, . 53 for factor 2, . 54 for factor 3, . 55 
for factor 4, . 56 for factor 5 and . 58 for factor 6. 
" Similarly the significance of 
loadings at the one per 
cent level for the low income group is . 53 for factor 1, . 53 
for factor 2, . 54 for factor 3, . 55 for factor 4, . 56 for 
factor 5 and . 58 for factor 6. 
-225- 
vkhý 
- (D ItM N kO 1- M r- "T 0) CN CO 1- OM 01 eM O 1,0 -rýr co 0) m /o r- T Ov mO mot' MNMco V u1t! 1NM . oNON MLO M q9T ll1eN00MlflNNRT M1% N . -- StV-J! NW0Ln00MLn(y)N(n 000 9--r, LnLnV-LnW -:: V q: V 0CD r- lO --: T C1M 
NON-"-CO -TCOt. ON kO MLr)N NM d'ir -älDM'W ON CD M00- 0000)M 
OOr. -. -. --r OtDN'--. -. --O, OOCD OLO ý--Ný--ý--MN 
.. ". "... ""... """.. ". ".. "". ". "" [v 11111111111111 
0 
tn CO VI O9-Mv-NW Ll. --%D00Mr-"r-t. 0Ln MCC 1,0W M"-1ýqe 00MN 00 pi MOD 00LnWlo LO OD t. p00e-1-CD - lo LnCD v- MO eOU. --Inr-1-N 00 MM 
too 
Lf lM CO mNO -M 01 N -e c% l0 I- 1- 00 u, u. n M 1- O (-) -N -0 l0 Q1 N -zr , CO M t1') MNN l0 OO r- M" l0 MM L11 CO cM Lf 1 Co CO 1- NN . -- 1- NN O r- OOOONNO r- IN Ul Lf 1ONNNOOOO r- OOM 
.............................. L*4 11 IIIIIIIiiIII 
13 
r4 
f-, cm Co c1I-OD LM CO 1-Lnt-VeCD MCD 0"OD MNNMCD -e LncNLn ,0 MN IOO -e N Oýto tf11- NZocoL -w co Lo -To-,, KOCD Ncr00lomlom 
00 NO in MNL! 1 CO N d' ýM '- '- 01 Co M CD m 00 -e -N N l0 Ln -e M vi -T 00 N in. -CD NL1-M OOMCD r-M"-l0NNN VI . -INCO NOOVI N"NCD NN 
ý-r-N OD CD r4 %Or-CD CD r-CD N. -MCD CD 0CD NNr-. --CD . - 
WIII1II11II1 
M 
MMOOcpI- OoOI- CoLnaCLCOMO e CD CD 0m e(DN0-, c, 4 u%Co«e 
l0 Lf1 OD !- O) Ln en OO in O LM 00 NO l0 M r- LO cr Q1 NN ,-M 01 Co al l0 M Q t. 0 ö-, 01mCD I-1-. r- r-i - "Nr- N [-O0MN LnCD00mCD, - in"N O 
Ct Jy 
MeNNON 01 r-- OO O 00 "M 01 Oý eyr O le C% le OO r- " r- r- " sN O l0 
[rý 
CD \ONN. -. -LnNNinNOý--NCD CD N . --"CD CD M-, -NNMfill 
N 
N OD r-" rl\ONI- I- N. --NCDleLn r r-crM00"CD 0NCD NLO Ln00Mle 
tVý 
I, - ONMr- NW -w W CO Mle 00t-11I[ýO)10. --"IýLnt. 0MLn-eLO r, O01ý Rý+ 1.000 t. 0 "MMMCO rn MLOLrlMC%j PODO1$. 0r-L' OD Mlo CD rl "CO1,0 OD M QA C1 OMNOO r- M- O r- NMON e- O' -" NOOO N' MO r- 
X 
Lý+ 11 111I 11 1 
NNNm tfllflle LO el r-NlflCD r-r-ýCD cm r- MQ1lOMN rx NO 0Nen '- LflNN N NCD Ml001Nen0a OD 'O ODIC-- 1, -- NlMlM ý-- 01 -e Co .O e- l0 00 Lf 1 Lfl Lf 1 e- NcimN r- Co N 4.0 M -t N d' in 1 .-O l0 fit' \O rn. -r-"U1«er LnNMLO «PIII00NCD . In -e mot'NMr- et-I-COu1OJ. - e CD CD N, CD ,, wNNCD N Vecrl-MU1CocýCY% -Ln1 oCoCor--e in 
fx I111111 11 I11 
r-I 
ý-1 
,4 
do Q 
In tn 
92 
sv+t~ 
41 44 
MU I~ O rtf 
43N4 
0 
"OO 
ýä>"> JJZ0 (44 _H Z 43 43 4j `öOcO>iro r_9s. ß wC tö --+ CUOU 
b\ 
O .- .ý. H a . -I H cn 2 :1 f0 tC r r. "H C ". 1 ar 
-f-1 C) r-i p4 1-4 r_ H 0) f-1 -ri $4 tn 
4. ) 4j 
2 
04 0 p4 8 0m U) 0k :18 k4 71 
"ý 4ö°(ööö: ýaoýäo ýww 
HQ U) U) n(aO (0 4N. 4 l~HGHU) U) 4J ZJ :j Ov 
. ýJ U) U) U) U) O "rl '. y LI 9J 11ý ' '. 3 c) ZH "4 UI 0000 124 Z N4 ro 
i 
.2 N4 ý4 N4 $4 e-i N4 N4 
c4 w tD rý:: ) rMr äR2a2 ca 
ONM Ln e r- Co 0% O, NM -e U1 l0 l- Co 0% O 
ý--NMcP Ln o -0001. ----. "clgNNNNNNNNNM XXXXXXxxXXXXXXXXXXXXXXXXXXXXXX 
-226- 
tD %D00e LMCq OD %O. -cMl0Or-0%1, M. -Cý00"tD -OOMI-. --00LI nCO L1 
CtL-JJý 
CO 01N-e lf1MNMd'01M-e 1111-'Mi- r- (3%'c1' 00 d'MCO N co in N 
ONMNONMco Nl! 1c%co co 01Q1d' NM co if1MN"--to 010 NLnNN 
25 OOOc1' OMOsi'Lo c: ) -e I-OMMOOO25cD25 OOM 
fý 11111111111111 
N 
" M- - MNMMU1NL(I CýM00Nl0No000LrI OLM00LO00ýMM M"-- M XnlO MM 111Ln r- Ln1. Ln. [- V'r- eO CD ulle u1OD eep Ln[- 0 10e 1.0 
OD NCD "N OD LnC4000ýIOCD N. -00NýýN9- I-N Ln1.0OD r-mN. -M 
(Yl"c3)%MCD -1-t-01N01 eCN %, 0NMI-IOMCM 00,1Lnle e 01010 
"-CD CD CD NNONONLn"-. -rlcl Ln CD CD MCD NOto rýCD CD 
"""""""""""""""""""""""""""""" W11111111111111 
m 
M 
N 
2 
x 
w 
v 
"Q 
le 
IAN 01NMO)MOD "OD MCo 01MCD 1-l0CD NI-CD r-OýOrlgw-MCO Kr 
"e"M c1 r- "NN if , Cý e "WOO N 1,0 CU M In MN l0 N U1 If, lD "N 
O Q-, mM u1 , l0 N -N M LO cM 0% I- Co 01 NO Co ON Ln Q-, r- Q1 "- MM u-) Co 
MLn) DO oCD LO M eLn%, 0"-en IOI-I-NOID CD Nl-MQ%C%NCD d'lYNCD 
C "-- O r- Ný1,0 N 1.0 ONO "- O r- ý 1- 1- M000ý r- O "-- OONM 
[L4 IIIII1III 11 
M 
lOOMNe lO"NMif N, Lfl"I- c%NI- wONMOI- 0olO N'-cOL1 
0%006 e-eco lf1N N'0co co r-NmmN O- MO0N'. 00 Lfl 0N 
eerie :p 01QýCD CD I-in ý -e 1 C, 3 -e r, mC mm o Vi LnL1CD M-. Ol-I-M 
01-, 010[, "e M1-Nln«t-e 0-, mr-L coin -'ON LM LnCD c%cn -00 
00 N 0-1 01 NM Lf1 OO -P O "- OONmýG O'- O O- -MMN r- N 
... ". ".. "...... "".. ".. ". ". ".. 
f4 111111111111 
N 
1: 4 O CO co 0NNO CA - r- -M Ln Co co ko Lf1 N I`N O l0 O QA CO O lO kO l0 M- 
StV-7! Mät! 1 lD N .- CO CO NNO1. M Q1 kO N U1 C1 tl1 01 Lf1 -i' w: r M .-NM tM NN 
IO NNOONN CO LN'. 0 N IO m Ln oo ,, a Ln %-o ,- Ln d' co ON 00 000 ON-00 ý-- 'M If) 00 00 WW C4 V) NN lf) NNNN- CO M 
......... ".... "..... WI11111111111 
I- r-N nO0kDfnL CC)M1-N. N. r-(3) Ln00RT r- V- -en -- LnLn - t-t0 C NCS . -ONco CD 06 f1-, D10aCD , m. --oo, r, 0NCh ,r in -V r- c) LnC1N-T StU7! MN1-41 LO k. 0 lDr- kOCD n 00MOU101rrt-CD MMr-0)d' ChLnCC) "LnM NMOOs1Tco in , in - rco CD co cr N"--. -co 01,0-7'CD co CnLnM0in , N. -rONO'4"-0 in 0 in wcl r, mcr,. 50co r-LICO CD M 
ry .. "". " 11 10 ." 1" 1" 
".. 
10 
". 1" 10 
" 
10 
.". 
1" 
... W1 
. ßr r-q 4J ow 
Ö 
to to 49 rý 
v 
a ývrs 1, 
G1 1 r(U 41 4J 44 4J > 
r8 
b LV a) - 
CC77 CC77 
Öa0 
"ý 
'"ý OÖ +J 
Ö 
4J 
:3 to w 4J (13 1W 4J 
r8 ä>"> :304 44)0. Ji4, ü>1 (t$ 
to 
4J `'°+, )W W 
04 
0 () U 4J 4J 
>1 M 
04 r8 :3M (a r. r- a -ý4 C: 
A4 
M 
rs 
W r8 44 44 a) 0 4J 0 U) 0 $4 C: C: Ell 
'J *, 4 44 W 41 41 4J 0-, ) 41 8 
0 U) U) 0 ro $4 r-4 14 
m a' zHz 
fý 1.1 41 
'ý 
(ý ý., 
W 11 W JS 
CU cn N $4 
:3 En w 4 En tn En En ro ro 14 
A 
r-4 U) En 4J :3:: % 0 a) 
ow 
$4 W $04 0-4 Ww 1-1 
O ý-- NM tM Ll1 l0 N co 01 O r- NMt: N Lf 1 l0 r-- co ß1 O 
. -NM in%D1-00M. -r-r-. . -. . ý. NNNNNNNNNM 
-227- 
3-7-1 The Middle Income Countries 
It can be seen that the general dimensions displayed by the fac- 
" tors for this group of countries parallel in iITIýortant respects those 
for the entire sample. The variables constituting the second factor 
in the previous analysis are grouped in the first factor for this 
group, which may demonstrate that priority is given to production of 
manufacture and education, similarly size variables seem to be given 
greater importance as they constitute the second factor and therefore 
explain a larger proportion of the variance as they did for the whole 
sample, consumer variables are given less weight in this group as they 
constitute the third factor only, investment, saving as well as indust- 
rial production are found in the fourth factor, the fifth factor groups 
positively import of manufacture as well as export of basic raw mate- 
rials, which may signify that middle income countries tend to have a 
relatively developed trade, exports of manufacture which constitutes 
the sixth factor is positively related to consumer variables such as 
access to water, which may explain that this group of countries has 
more access to consumer goods and also tends to export manufactured 
goods. 
While displaying the same pattern of dimensions as the overall 
analysis, the middle income countries seem to give priority for variab- 
0 
les directly concerned with economic activities such as production of 
manufacture and education. 
3-7-2 The Low Inc , -m Countries 
Variables related to education and to population seem to be given 
-228- 
greater importance in this group of countries as they constitute the 
first factor, production of manufacture is related to consumer variab- 
les in the second factor, size indicators are distinctly shown in the 
9 third factor and investment is positively related to industrial produ- 
ction and negatively related to agricultural production in the fourth 
factor, the fifth factor groups negatively labour force in Agriculture 
to labour force in Industry, and the sixth factor which constitutes 
trade variables tends to show that the low income countries tend to 
experience less trade than the middle income countries. 
Even though, production of manufacture is related to consumer 
variables rather than production of agriculture, for this group of 
countries, the direction of relationships remains the same. The rest 
of the factors are also very similar to the overall analysis with the 
exception of the sixth factor which groups all trade variables. 
3-8 Regional Differences in the Relationship of the Socio-economic 
Variahlaa_ 
Another way to test the validity of the relationship displayed in 
the general analysis is the consistency with which it appears in sub- 
samples of the larger population analysed, see Adelman and Morris (1971) 
" who used a similar test of validity. It is also hoped that this classi- 
fication provides a further understanding into the characteristics of 
the different regions. The sample is divided into 24 African countries 
13 Latin American countries and 8 Asian countries. Table 4.5 contains 
the 
results of the African countries, table 4-6 contains the results of the 
Latin American countries and table 4-7 the results of the Asian countries. 
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The significance of loadings at the 1 percent level for the African 
countries is . 48 for factor 1, . 48 for factor 2, . 49 for factor 3, 
. 50 for factor 4, . 51 for factor 5, . 52 for factor 6. For the Latin 
0 American countries it is . 71 for factor 1, . 72 for factor 11, . 73 for 
factor 3, . 74 for factor 4, . 76 for factor 5, and . 77 for factor 6. 
For the Asian countries it is . 71 for factor 1, . 72 for factor 2, . 73 
for factor 3, . 74 for factor 4, . 76 for factor 5, and . 77 for factor 
6. The samples of Latin American and Asian countries may be biased as 
the number of observations are relatively low. Therefore the characte- 
ristics outlined may be more valid had the samples been larger. 
3-8-1 African Countries 
When the order of factors is considered, these countries show more 
similarity to the overall analysis than the middle and low income groups. 
The first factor contains in addition imports of manufactured goods to 
emphasize what has been said earlier, that is the more urbanized and 
consumer society is, the less it imports manufactured goods, the second 
factor displays the relations that have been found in the third factor 
for the overall analysis and in the fourth factor the middle and low in- 
come groups, namely those between investment and industrial production, 
most indicators related to population and education are found in the " 
third factor, these relations were also characteristics of the low in- 
come countries, size variables are clearly shown in the fourth factor, 
the fifth factor seems redundant as it exposes some consumer variables 
which does not give much information and the sixth factor groups trade 
variables showing that African countries are not exporters of manufactured 
goods. - 
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3-8-2 Latin American Countries 
The same variables constituting the first factor in the middle 
0 income group are also found in the first factor for these countries. 
Production of agriculture is negatively related to industrial produc- 
tion in the second factor, size variables are also clearly shown in 
the third factor, Investment and Savings are found with a negative sign 
in the fourth factor, Imports of manufacture constitute the fifth fac- 
tor and exports of manufacture are positively related to a consumer var- 
iable in the sixth factor. 
3-8-3 Asian Countries 
This group of countries differs from the others in that it does not 
have a dimension of country size, most consumer variäbles are found in 
the first factor as for the overall analysis, here again agricultural 
production is negatively related to these variables. The second factor 
shows some relations between urban population growth, labour force in 
agriculture and industry with consumer indicators. An interesting chara- 
cteristic of the Asian countries is displayed in the third factor, that 
is these countries tend to have high birth and death rates and lower 
education, production of agriculture is negatively related to some con- 
40 
sumer variables in the fourth factor, another interesting feature is 
displayed in factor five which shows that these countries are characte- 
rized by a lower rate of production of manufacture together with a lower 
rate of exports of manufacture, imports of manufactured goods is shown 
in the sixth factor with a negative sign which may also demonstrate that 
these countries tend to import less manufactured goods. 
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4. SUMMARY AND CONCLUSIONS 
This Analysis provided an understanding of the relationships exis- 
0 ting between the variables under study. The allocation of some variab- 
les to one factor and of some other variables to another factor permit- 
ted an understanding of the relationships of the variables with the fac- 
tors, thereby explaining economic and social structures of developing 
countries. The analysis based on the review of variables such as invest- 
ment, saving, urban population growth and trade provided a deep under- 
standing of the economic and social problems which are often related to 
the technological transfer. Out of the 30 variables under study, 6 
dimensions accounting for 69 percent of the total variance were found 
to express the main areas of interest, this grouping may help to choose 
the variables for regression analysis in the next chapter, so that the 
variables express different dimensions. 
The regional and income studies clearly support the findings of the 
overall analysis, together by giving the characteristics related to 
each qroup of countries, these subsample studies establish the validity 
of the results. 
0 
0 
CHAPTER FIVE 
RESULTS ANALYSIS AND THEORETICAL INTERPRETATION 
0 
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Chapter 5 
1. Introduction 
Having estimated the parameters, the reliability of these 
" estimates are assessed; econometric tests are applied first in 
order to judge the "goodness" of these estimates. These tests 
provide evidence regarding the validity or the violation of the 
assumptions of the linear regression model; statistical tests 
based on the coefficient of multiple determination (R2), the 
standard errors of the estimates and the related t and F stat- 
istics are also used. These tests are valid only if the assum- 
ptions of least squares, already described in Chapter 3, are 
satisfied. Finally the results are tested within their theor- 
etical perspectives, i. e. the relationships between the inde- 
pendent variables and the dependent variable are analysed by 
taking into consideration the theories and literature covering 
these aspects. 
The first part of this chapter describes the methods used 
for obtaining the results; the second part describes the stat- 
istical and econometric analysis used with descriptions of some 
of the diagnostic techniques used for the examination of resid- 
uals. A preliminary analysis of the results, econometric tests 
and criteria and statistical analysis is also given. The third 
" 
part discusses the economic criteria employed in determining 
whether the variables are compatible with the theory and other 
results in the published literature. Finally, the last part 
presents a discussion of complementary factors that may affect 
technological integration and that could not be incorporated 
in the analysis because of their unquantifiable nature. 
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2. Methods for Selecting Variables 
There are a number of methods used to select the approp- 
" riate variables for multiple regression analysis; detailed 
descriptions are given in Draper and Smith (1980) and Thompson 
(1978). 
The choice of the method used in this analysis is based 
on the objective of the study; as discussed earlier, the aim 
is to determine among a certain number of variables available 
those which are most significant and can best explain the assim- 
ilationof the technology being transferred. 
"All possible subsets regression" is the regression method 
that satisfies most of the requirements of the present study. 
It consists of computing different sets of variables, and identi- 
fying subsets as first best, second best etc., to provide a wide 
range of alternatives to the researcher. This program is con- 
tained in The Biomedical Computer programs, BMD (1979) and is 
called P9R. It will be seen later that "all possible subsets 
regression" provides information mainly on the different combin- 
ations of the variables. Hence, when the set is identified, one 
can proceed to another method of selection called "stepwise" 
labelled P2R, contained in the computer suite of programs BMD. 
0 
This method has the advantage of giving complementary information 
as to how the set of variables chosen was obtained i. e the 
order in which variables enter the equation, also a considerable 
statistical output is provided by this program. The method "all 
possible subsets regression" is discussed first; the "stepwise 
method" is then discussed. 
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2.1. All Possible Subsets Regression 
The procedure used by the BMD programs is based on Furnival 
and Wilson's algorithm (1974), which estimates regression equa- 
tions for "best" subsets of predictor variables. 
Furnival and Wilson use a "leaps and bounds method" which 
computes only significant subsets. The above authors demonstrate 
the method with illustrative trees showing how the important 
combinations are kept, and use particular criteria for select- 
ing the subset considered best. 
A specified number of best subsets (up to ten) is identi- 
fied for a specified number of k exploratory variables, i. e. 
ten best subsets of 1 explanatory variable are identified, then 
ten best subsets of 2,3, etc., explanatory variables are sel- 
ected. Thus, not only the best, but also the second best, third 
best, etc., subsets are identified to provide feasible alter- 
natives for the researcher. 
Best is defined in terms of one of the three following 
criteria: 
a) The sample multiple coefficient of determination or 
R- squared. 
0 
b) The adjusted R- squared which is defined as 
5-1 R2 -p (1 - R2 )/N -P 
Where p is the number of variables included in the regression 
and N the number of observations. 
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c) The Cp statistic of Mallows which is based on the 
standardized total squared error, its estimate is given by 
5-2 Cp = 
RSSp 
- (N - 2p) 
"a 
RSSp is the residual sum of squares for the particular p 
variables, p is the number of variables in the regression and 
a is an estimate of a, which is the residual mean square from 
the complete regression. 
For a full discussion on the criteria, see Garside (1965). 
This gives a procedure for comparing all subsets in a multiple 
regression analysis thereby giving the best subset of a certain 
size in terms of the minimum residual sum of squares. Hocking 
and Leslie (1967) used the Cp statistic of Mallows as a basic 
criterion for comparing regression subsets, their article re- 
views the method and gives examples. See also 
Furnival (1971). Hocking (1972) discusses the validity of the 
criteria used for the selection of variables and similarities 
existing between them. 
One of the three criteria has to be specified in the pro- 
gram for the choice of the best subset. If, for example, the 
R- squared criterion is used, the best subset then is the one 
" with maximum R- squared. 
In the present analysis, the Cp statistic of Mallows is 
used because this is the one most commonly used and preferred 
by other researchers. Mallows has shown that regressions with 
small bias have small Cp's; that is the subset for which the 
residual sum of squares is a minimum, and hence subsets with 
minimal Cp are considered best. 
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The printout of the program BMD gives the above three 
statistics, the regression coefficients together with the t 
statistics for the five best subsets. This program carries out 
0 an extensive analysis of the residuals, it computes the resid- 
ual, predicted residual, standardized residual as well as the 
Mahalanobis and Cook's distances which will be discussed in 
part 2; it also provides graphical output of the standardized 
residual, its normal probability, as well as other plots bet- 
ween variables or variables and residuals. 
The main drawbacks to this method is that it tends to 
provide equations with too many predictors, also, if too small 
a value of k is chosen, an important choice might not be inc- 
luded and information as to how the various subsets were 
obtained are then not available. Therefore, as suggested by 
Draper and Smith (1980, p 305) this method can be carried out 
in conjunction with the stepwise method, which complements the 
first method. 
2.2 The Stepwise Regression Procedure 
This method introduces significant predictor variables into 
regression one by one (forward stepping) and removes any variable 
0 
which subsequently become insignificant (backward stepping), 
until an equilibrium point is reached such that either the 
introduction of a further variable does not lead to a significant 
decrease in the residual sum of squares or the exclusion of any 
one of the variables does not lead to a significant increase in 
the residual sum of squares. For a detailed discussion of the 
-240- 
0 
method one can refer to Thompson (1978). -,. 
3 STATISTICAL AND ECONOMETRIC ANALYSIS 
It is intended to analyse the results in their statistical 
and econometric perspectives, the next section deals with the 
economic implications of the variables and suggests complement- 
ary qualitative variables that affect technological transfer. 
3-1 Diagnostic Techniques for the Examination of Regression 
Residuals. 
It is intended to discuss the diagnostic techniques related 
to major problems in regression analysis such as detection of 
outliers*, which is a basic problem in the sense that individual 
or groups of cases can be influential and yet go undetected 
during the usual analysis of residuals; this is discussed in 
section 3-3. Outliers as well as additional methodologies to 
0 isolate such outlying cases are defined below. 
3-1-1 Outliers 
Traditionally, most of the investigations which used 
multiple linear regression models has centered on the study of 
* It will be seen that the diagnostic techniques used to detect 
outliers provide at the same time information on inhomogeneity 
of variance, normally called heteroscedasticity, and curvilinear 
relationships, if present; these are discussed in subsection 
3-1-1-1. 
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the presence, strength and form of relationships between the 
variables. It is, however, increasingly recognised that least 
squares regression computations can be strongly influenced by 
a few cases, which makes the model reflect unusual features of " 
those cases rather than the overall relationship between the 
response and independent variables. It is of interest, therefore, 
for an analyst to be able to determine influential cases and 
make decisions based upon statistical and theoretical criteria 
concerning their usefulness for a problem at hand. 
A case is judged influential if important features of the 
analysis are altered substantially when it is deleted from the 
data, Draper and Smith (1980, p 152) define this phenomenon as: - 
"An Outlier among residuals is one that is far greater 
than the rest in absolute value and perhaps lies three 
or four standard deviations or further from the mean of 
the residuals. " 
Thus an outlier can be termed as a peculiarity that may 
indicate that a data point is not typical of the rest of the 
data. Its peculiarity may be due to a difference between its 
characteristics and those of the data or simply to causes such 
" as errors in recording the observation. 
The general rule is to remove the corresponding observation(s) 
from the data, after which the data is reanalysed. However, the 
rejection of outliers should be based on careful examinations, 
sometimes the outlier is providing information in an area where 
the ability to take observations is limited. See Cook and Weisberg 
(1980). 
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The following techniques are used to aid in the systematic 
location of data points that are either unusual or inordinately 
influential. 
" 
3-1-1-1. Use of Residuals and Partial Residual Plots. 
The plotting of residuals versus the independent variables 
has been recommended by several authors, the best known being 
Draper and Smith (1980), these plots help to detect outliers, 
to assess the presence or absence of inhomogeneity of variance 
and to determine if a transformation of one or more variables 
is needed. 
Larsen and McCleary (1972) proposed a new method using par- 
tial residual plots, these provide the same information described 
above plus an ability to assess the importance of the ith inde- 
pendent variable, in terms of predicting power for the dependent 
variable, in the presence of the other independent variables, as 
well as assessing the importance of nonlinearity, if it exists 
it enables one to choose transformations required more precisely. 
That is, in addition to the informations provided by the usual 
residual plot on deviations from linearity, the partial residual 
plot shows the extent of the deviation from linearity and the 
" extent and direction of linearity. 
The partial residual of a variable is computed from the 
multiple regression model Y= Xß+e and the fitted model 
Y= Xß. As commonly defined residuals are r= y-Xß. 
let Xi be the ith column of X, then the ith partial residual 
vector is 
A 
5-3 ri =r+ Xißi =Y-EX. ß. 
7#i J7 
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3-1-1-2 Cook's Distance 
It has been suggested that the estimated variances of the 
" residuals contain relevant information beyond that provided by 
residual plots or studentized residual, thus Bbhhken=and 
Draper (1972) statement: 
"A wide variation in the variance of the residuals 
reflects a peculiarity of the X matrix, namely a 
nonhomogeneous spacing of the observations and will 
thus often direct attention to data deficiencies. " 
A measure which may detect this problem is proposed by 
Cook (1977) who suggests that the influence of the ith data 
point be measured by the distance 
AAAA 
ß)'X'X(ß(-i)- ß) 5-4 Di = Ps 
Where X is nxp, 
" after the ith data 
least squares esti] 
provides a measure 
0. (-i) 
is the least squares estimator obtained 
point has been omitted, ß is the usual 
nator and s2 is R'R/(n-p). When Di which 
of the distance between 0(_i)and ßi- is 
compared to F(p, n-p, 1, -a ) for selected a, a large Di denotes 
an influential ith observation. When this measure is written in 
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its equivalent form, it combines information from the studentized 
residuals (the residual divided by its standard error) and the 
variances of the residuals and predicted residuals. 
0 
5-5 Di= ( 
ei 
)2 
rii 1 
s(1- 'T - ii p 
Where ei is the ith residual when full data is used, s2 is 
the estimate of the variance V(Yi = Q2) provided by the 
residual mean square when full data is used, and rii is the 
ith diagonal entry of the matrix R= X(X'X)-1X'. The first 
term is the studentized residual and the second is the ratio 
of the variance of the ith predicted value and the variance 
of the ith residual. A large Di denotes an influential ith 
observation. See also Cook and Weisberg (1980) and Draper and 
Smith (1980) for further discussions. 
0 
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3-1-1-3 Mahalanobis Distance 
This statistic basically measures the distance between the 
outlier and the mean of the population. See BMDP programs (1979, 
et. al "p 
804) and Belsley and Kuh (1980) for further discussion. 
3-2 Preliminary Analysis 
In running all possible subset regression for the 30 
variables of the 45 developing countries (described in the third 
chapter), the following set of explanatory variables was found 
significant in explaining 57% of the total variance of the 
dependent variable, which is technology integration, the regres- 
sion equation and variable definitions are 1 
5-6 ITi = ß1 + a2POPi + a3GDIi + 04IPi + a5ALRi + Ei 
where 
ITi(X31)= The average ratio of technology integration for 
country i over the period 1970 - 1977. 
Pop. 
i(X1)= The average population over the period 1970 - 1977. 
" GDIi(X5)= The average gross domestic investment as a percentage 
of gross domestic product over the period 1970 - 1977. 
IPi(X11)= The average industrial production as a percentage of 
gross domestic product over the period 1970 - 1977. 
AL"R i(X26)=Adult literacy rate, it represents the average percent- 
age of literate population aged 15 and over, for the 
period 1970 - 1977. 
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A full list of variables and countries are given in the 
appendix. 
The ordinary least squares estimates are 
" 
5-7 IT = -19.47 + . 00042 PoP + 1.81GDI - 1.01 IP + . 29 ALR 
(7.85) (. 000096) (. 41) (. 34) (. 082) 
t= (-2.48) (4.43) (4.42) (-2.93) (3.60) 
RZ = . 57 
Where the figures in the first set of parentheses, are the 
estimated standard errors and those in the second set are the 
t statistic for each coefficient. The amount of variation 
explained by the four independent variables is relatively high 
(57 percent) and shows that R2 is significant, the standard 
errors of the estimates as well as the t test are also statisti- 
cally significant. However, where extensive residual analysis 
is performed and Cook's and Mahalanobis' statistics are consid- 
ered, three of these variables raise some problems by either 
violating the statistical and econometric assumptions, or by 
recording wrong signs, which possibly contradict the theory of 
economic reasoning. The maximum value (22.30) of Mahalanobis 
distance occurred among cases for Indonesia, also the maximum 
40 
value of Cook's distance (. 28) occurred for the same case. 
The variables are analysed ih turn below. 
3.2.1. Industrial Production 
This variable appears with a wrong sign which shows 
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inconsistent theoretical results. An initial residual plot can 
be carried out in order to obtain an insight into the extent and 
direction of linearity as well as detecting outliers. This fig- 
" ure displays deviation from linearity caused 
by six cases which 
are: Algeria (1), Iran (17), Zambia (45), Sierra Leone(33), 
Zaire (44) and Jamaica (19), the figures in parentheses represent 
the numbers to which they refer in the plot, see fig. 5-1. 
It was found that because the mining sector is included in 
industrial production, these countries tend to show a high level 
of industrial production compared to the rest of the sample, 
which tend to have a less important mining sector; the main 
reason apparently that these countries are out of range or out- 
liers is that they have a low ratio of technology integration 
and produces the negative sign of this variable. This further 
indicates that countries that have a relatively high mining 
sector are not necessarily integrating better than those with a 
low mining sector technology. A correlation coefficient plot 
between the dependent variable and this variable and which dem- 
onstates the relationships between them is presented in Fig. l. 
Appendix 10 . The mining percentage of industrial production is 
presented in Appendix 7. 
A significant increase, from 5 to 36 percent in the correla- 
0 
tion coefficient is obtained when these countries are not inc- 
luded; however, as these countries are mainly outliers for this 
variable only and as the following analysis will select new var- 
iables where these countries seem to follow the general pattern, 
they are retained in the analysis. 
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3-2-2- Gross Domestic Investment 
The partial residual plot for this variable tends to show 
a curvilinear relationship when analysed with the presence of 
" 
the other three retained variables. A clearly distinct outlier 
is also present in this plot. See-Fig. 5-2. A correlation plot 
was made -. between the dependent variable and gross domestic 
investment in order to see where the outlier lies in the diagram. 
The outlier is Algeria labelled 1, see fig. 2, Appendix Q. 
This variable is also no longer selected by the final regression 
runs. 
3-2-3 Population 
A partial residual plot was performed to test the validity 
of including this variable; it was found that one country, 
Indonesia, is an outlier, see fig. 5-3 and affecting the regres- 
sion estimates by increasing the correlation between the two var- 
iables, from 23 percent, when this country is excluded from the 
analysis, to 42 percent, when it is included. When Indonesia is 
removed from the analysis, the variable population appears rarely 
in the regression subsets whereas when this country 
included, this variable appears in all subsets. 
" Apart from the fact that this country has a much larger 
population than the others in the sample, it also shows that 
contrary to the other countries, it records a high technology 
integration for generally low consumption, infrastructure and 
education variables; there are no clear reasons why this country 
has shown a high technology integration despite its generally 
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low economic and social state, it would be interesting to invest- 
igate in greater detail, the only conclusions that can be drawn 
at present when one examines the various correlation plots (16) 
" in which this country is present, see figures 1,2,3,4 and 5, 
Appendix 10_, is that, besides the characteristics mentioned 
above, it has a low production of manufacture (about 9 percent 
of the GDP), a relatively high industrial production (about 17 
percent of GDP); it is also characterized by a high agricultural 
sector (about 40 percent of GDP), and a low urban population 
growth, when compared with the rest of the sample. This last 
indicator possibly shows that because consumer variables are 
very low, people tend to stay in agricultural areas where prod- 
uction is important, therefore leaving the industrial and manu- 
facturing sectors free from over supply of agricultural labour. 
Eventhough this country may provide some supplementary informa- 
tion regarding technology integration, it is found to be the 
only case in the whole set of 45 countries to have the above 
characteristics; further Cook's and Mahalanobis' distances are 
the largest values obtained. For these reasons it was decided 
to discard this case from the analysis. 
The regression results after removing this case are as 
follows: 
0 
5-8 IT = 9.39 + 1.08 GDI - . 48 IMG + . 48 ALR - . 90 PC 
(16.07) (. 3099) (. 3201) (. 0956) (. 2563) 
t=(. 58) (3.50) (-1.51) (5.04) (-3.53) 
RZ = . 51 
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The new variables entered are: 
IMG = The average imports of manufactured goods as a percentage 
of total merchandise imports over the period 1970 - 1977. 
0 
PC = The average passenger cars per thousand population over 
the period 1970 - 1977. 
To comment briefly on the results, the four indicators 
explain a significant part of the total variance of the dependent 
variable, B2(IMG) has a small t statistic and an insignificant 
standard error; the rest of the parameters are statistically 
significant, however, a major problem is created by b5"(PC) 
which has a negative sign and contradicts economic reasoning. 
The inconsistency shown by this indicator is that the fewer 
passenger cars per thousand population the greater the technology 
integration present. The same analysis as for the variable ind- 
ustrial production was performed, see fig. 5-4, and it was found 
that basically three Latin American countries were falsifying 
the results by causing the negative relation of 8 percent bet- 
ween the ratio technology integration and this variable. These 
countries are Chile (6), Jamaica (19) and Uruguay (43). Also 
the largest value of Mahalanobis distance (18.02) occurred for 
" 
Uruguay and the largest value of Cook's distance (23) occurred 
for Chile. The problem that these cases create is that they are 
characterized by a relatively high rate of consumption, educat- 
ion as well as infrastructure and yet have a very low rate of 
technology integration. See figures 6,7,8 and 9, Appendix 1Q. __ 
This could be explained by the political phases these 
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countries went through. Chile and Uruguay are still governed by 
military regimes; the reason why these countries have a high 
consumption and infrastructure indicators is they both had 
" democratic regimes which may have contributed to the developm- 
ent of their economies before the military coup d'etats took 
place in the 1970's. Jamaica also had a more or less stable 
economy until the 1970's when the country experienced conditions 
of near civil war. 
As purely political factors seem to affect these economies, 
it would appear necessary to discard them from the analysis as 
they would then constitute special cases of developing countries, 
and would not contribute to the understanding of technological 
transfer, in the context of this study. In order to include these 
countries, it would be necessary to introduce political indicat- 
ors which could be quantified and included in the analysis. When 
the above three countries are discarded, together with Indonesia, 
most discrepancies such as wrong signs and biased variables 
disappear. Regression subsets obtained without these, 
_ 
countries 
gave the following explanatory variables as the best subset 
explaining 65 percent of the total variance of the dependent 
variable. Correlation tables for both 45 and 41 countries are reported in 
Appendix 8. 
The results are: 
0 
5-9 IT = 39.34 - . 92 IMG + . 054 PD + . 40 ALR + . 055 RR. 
(11.54) (. 2686) (. 0263) 
t= (3.41) (-3.45) (2.07) 
(. 0849) (. 0299) 
(4.80) (1.87) 
R2 = . 65 
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The new variables entered are: 
PD = The average of population density per square kilometer 
over the period 1970 - 1977. 
0 
RR = The average of radio receivers per thousand population 
over the period 1970 - 1977. 
To comment briefly on the results, all parameters are 
statistically significant, with the exception of b5 (RR) which 
has a small t statistic, R2 is high enough to be significant and 
the variables have correct signs. However, when one looks at the 
results of factor analysis in the preceeding chapter, one finds 
that population density and adult literacy rate are constituents 
of the same factor as was previously discussed, if two or more 
variables selected by the regression model are known to express 
the same dimension, only one of these variables should be kept 
in the analysis. The variable accordingly rejected was populat- 
ion density. Other reasons that contributed to the exclusion of 
this variable, was that when partial plot was performed, see fig. 
5- 5, one country, Mauritius (23), appeared as an outlier and 
increased the positive correlation, also the observations were 
condensed on the left part of the plot showing heteroscedastic- 
ity. This will be discussed further in the next section. Mahal- 
0 
anobis and Cook's distances for this country, Mauritius (23) 
also had the largest values, (24.10) and (. 82) respectively, 
this further shows that this case is definitely an outlier and 
would affect the results of the variable population density if 
retained. 
When this variable is removed from the analysis, the best 
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0 
0 
subset comprises three variables explaining 61 percent* of the 
total variance of the dependent variable technology integration. 
The final results are then: 
5-10 IT = 38.825 - . 9098IMG + . 4740 ALR + . 
0523 RR 
(12.048) (. 2802) (. 0821) 
t= (3.22) (-3.25) (5.77) 
R2 = . 61 R2 = . 58 
The variablesbeing 
IT Ratio of technology integration 
IMG Imports of manufactured goods 
ALR Adult literacy rate 
RR Radio receivers per thousand 
(. 0311) 
(1.68) 
R2 is the adjusted squared multiple correlation 
Because of the low values of the coefficients, the value of the 
dependent variable was arbitrarily multiplied by 100. The results 
are reported in -atrix, forsa in the following: 
* When Indonesia is kept in the analysis R2 drops from 61 levelto 
55 which shows the drop in significance caused by including one 
outlier. 
ýý 
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- Problem in matrix notation 
. 273 1 37.2000 30.500 198.000 U1 
. 375 1 39.800 51.500 78.000 U2 
. 235 1 54.800 67.000 18.500 U3 
. 165 1 44.503 12.000 48.000 U4 
. 187 1 33.000 11.000 16.500 U5 " 
. 456 1 3x". 400 77.000 112.000 U6 
. 311 1 51.250 82.000 73.000 U7 
. 680 1 36.500 67.100 39.000 U8 
. 483 1 40.700 70.950 279.000 U9 
. 366 1 29.650 44.030 135.000 U10 
. 310 1 56.300 61.000 232.000 Uli 
. 127 1 43.506 8.000 6.500 U12 
0.000 1 41.450 30.000 92.500 U13 
. 163 1 48.200 57.000 55.500 U14 
. 304 1 41.800 44.000 171.000 U15 
. 270 1 39.350 20.000 68.500 U16 
. 196 1 39.750 35.000 38.000 U17 
. 034. 1 47.500 44.500 96.000 il u18 
. 311 1 30.250 57.500 118.000 U19 
. 743 1 40.900 80.000 113.500 R2 U20 
. 333 1 23.950 24.500 76.000 x+ U21 
. 272 1 49.550 55. E+00 57.500 E3 U22 
. 562 1 42.000 66.400 51.000 U23 
. 233 1 33.200 20.500 15.000 B4 U24 
. 528 1 28.700 79.500 69.500 U25 
. 320 1 37.800 72.000 132.500 U26 
. 587 1 33.200 84.503 41.500 U27 
0.000 1 48.700 23.000 12.000 U28 
. 128 1 37.600 10.000 69.000 U29 
0.000 1 43.400 15.000 19.000 U30 
. 276 1 37.300 27.500 19.500 U31 
. 335 1 25.100 77.850 38.000 U32 
. 313 1 40.800 17.500 79.000 U33 
. 469 1 36.950 46.500 224.000 U34 
. 095 1 42.200 47.000 15.000 U35 
. 459 1 38.400 80.500 104.500 U36 
. 317 1 33.400 39.500 109.000 U37 
0.000 1 48.550 35.000 21.000 U38 
. 046 1 37.400 5.300 16.500 U39 
0.000 1 40.800 14.000 52.500 U40 
. 130 1 38.100 43.150 19.000 U41 
0 
'r' ' Ii 
(41x1) (41x4) (4x1) 1: 41x1) 
r-) 
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From the preceeding data, one obtains the following matrices and results 
" 
ä'i' ri MATRIX 
413.03oE-41 163.993E+01 183.995E+01 322.953E+31 
163.990E+01 67 5.153E+32 734.449E+02 1-C-8.869E+03 
183.995E+01 734.449E+02 137.459E+03 165.586E+03 
322.90E+01 128.899E+03 165.536E+ee3 42 "9SCE+U3 
Inv(X'X) MATRIX 
961.869E-43 -209.723E-04 -168.655E-05 -291.387E-06 
-2099.723E-04 52e. 229E-06 260.770E-03 601.139E-09 
-168.655E-05 260.770E-03 446.253E-07 -533.705E-03 
-291.387E-06 601.139E-09 -533.705E-08 643.473E-08 
A. 1 MATRIX 
11407. ©E+©E-03 
43788.515E-02 
642113.590E-02 
10895.290E-01 
0 
Bý 
38817.528E-05 
-91007.228E-47 
4746.526E-07 
52325.295E-0E 
.. -. ý--. 
.. ý _r 
ý'ý 
-, 
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3-3 Econometric Analysis 
The statistical criteria used to assess the reliability of 
the parameter estimates are valid only if the assumption of the 
linear regression model stated in the third chapter are satisfied. 
Therefore, in order to consider the importance attached to R2, 
the standard error and the t and F statistics, one should ensure 
that the basic assumptions of least squares are satisfied. If 
these assumptions are violated, the estimates obtained may not 
possess their properties and the statistics used may become un- 
reliable criteria. 
The econometric analysis involving the examination of the 
regression residuals, the e's, which are defined as the n diff- 
erences ei = yi yi' (i = 1,2,... n); where yi is an observation 
and yi is the corresponding fitted value obtained by use of the 
fitted regression model. The e's are therefore the differences 
between what is actually observed and what is predicted by the 
regression function, that is, the amount which the regression 
function has not been able to explain. Thus one may think of 
the e's as the observed errors. When performing regression 
analysis, certain assumptions were made about the errors, see 
section 3-4-1-1 in Chapter 3, yet one or more of the ordinary 
least squares assumptions concerning the errors or disturbances 
may not be valid, that is, they may be non normal or heterosced- 
astic, the exogenous variables may be stochastic or multicollin- 
ear, the functional form of the relationship may be wrongly 
specified, one may also find that relevant exogenous variables 
have been omitted, or irrelevant variables included. These spec- 
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ification errors have clear consequences with regard to the least 
squares estimates of the coefficients and of the variances. A 
number of tests are available to discern a specification error, 
" these will 
be discussed in turn along with the diagnostic tech- 
niques in section 3-1 on the analysis of the final regression 
results of this study. 
3-3-1 The Assumption of Randomness of u 
This assumes that u can take various values in a chance way; 
that is for each value of x, u can assume positive, negative or 
zero values. The term u is introduced in the model in order to 
take into account the effects of errors such as errors of meas- 
urement, of the mathematical form of the model, errors of the 
omitted variables as well as errors inherent in human behaviour. 
For u to be random, the omitted variables should be numerous, 
individually unimportant and change in different directions so 
that their effect on the dependent variable is unpredictable. 
If important variables are excluded, the values of u will not 
show a random pattern as they will reflect mainly the movements 
of these variables. Also the errors of measurement should be 
random, that is they should not exhibit a systematic pattern, 
" see Koutsoyiannis (1981, p 179). 
Since there is no test for the assumption of randomness of 
the u's, as they are not observable, and their estimates, the 
e's, are obtained with the assumption of randomness. The resear- 
cher should attempt to justify this assumption on a priori 
grounds, by making sure that the conditions stated above are 
fulfilled. It is, however generally recognised that important 
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variables are omitted in practice, either because of their non 
availability or to avoid multicollinearity. This point, which 
is related to the assumptions of the disturbance variable u, will 
0 be dealt with further in the conclusion. 
3-3-2 The Assumption of Zero Mean of u 
This assumes that each ui, corresponding to xi, may take 
values which have a zero mean. This assumption is imposed on the 
estimation procedure because of the stochastic nature of economic 
relationships, as the estimates could not be obtained by the 
common rules of mathematics. With this assumption, the expected 
mean value of Y can be written 
5-11 E(Y) = (b0+ b1 X1 )+ E(u). 
= b0+ b1 X1 
Which can be estimated by the rules of mathematics. Geometrically, 
this assumption implies that the observations of X and Y are 
scattered randomly around the estimated line which is 
A 
(Y = b0+ b1X), and which is a good approximation of the true 
line E(Y) = b0+ b1X under the assumption of Zero mean of u if 
" 
the fitted model is E(Y) =00 +0 X1+ ... + BkXk, the equation can 
be written, see Draper and Smith (1980, p 143), 
-2E(Yi- b0- b1X1i- ..... - bkXki) =0 
where i is equal to 1 to n. This reduces to 
5-12 FE (Yi - 
Yi) 
=0 
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Thus 
Ee 
5-13 E ei =i=0 
n 
" 
Eventhough there is no specific test for this assumption, as 
E(u) =0 is set for the estimation procedure and the u's are 
not observable, one may attempt to draw a histogram of the 
observed residuals in order to see if the mean is approximately 
around zero. The studentized residuals are used instead of the 
simple residuals, which is obtained from 
ei 
5-14 ei 
s (i) yf 1-F - -hi 
where ei is the observed residuals, S(i) is the standard devia- 
tion of X, and hi is equal to the number of explanatory variables 
over the number of observations, that is hi = p/n. The student- 
ized residual is preferred because of a number of practical sit- 
uations, see Belsey et al (1980, p 20), in particular ei* is 
distributed closely to the t-distribution with n-p-1 degrees of 
freedom, thus if the Gaussian assumption holds, one can readily 
assess the significance of any studentized residual 
" 
The histogram of the studentized residuals is computed 
using the computer package BMD presented below. 
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I 
Fig 5-6 Histogram of Studentized Residuals 
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While this histogram exhibits slight irregularity, it does not 
appear abnormal and the mean value is situated approximately 
around zero. This histogram can also be used to investigate the 
normality assumption. 
3-3-3 The Assumption of Constant Variance or Homoscedasticity 
C-0 One of the major assumptions of the classical linear reg- 
ression model is that the variance of each disturbance term ui, 
" corresponding to Xi, is some constant number equal to a2. 
that is 
5-15 Var(u) = E(u12) = a2 (i = 1,21 ..., N). 
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This means that the variation of each u. around its zero i 
mean does not depend on the values of X, in other words, the 
variance of each ui remains the same irrespective of whether 
" the explanatory variables have small or large values. Homosced- 
asticity as well as heteroscedasticity are shown diagrammatic- 
ally for the two-variable regression model in Appendix 14. 
Where it could be seen that increasing or decreasing dispersion 
of the observations from the line show inhomogeneous variance or 
heteroscedasticity. 
The assumption of constant variance of the disturbance term 
may be expected not to hold in many econometric applications, 
see for example, the saving function which throws a greater 
variability in the saving behaviour of high income families than 
that of the low-income families, Goldberger (1964, p231). 
There are many reasons to expect the variance of u to vary 
over time or to vary with the explanatory variable, in fact, as 
mentioned by Guja1ati (1978, p 196), the problem of heteroscedast- 
icity is likely to be more common in cross-sectional than time- 
series data, as in the former case one deals with members of a 
population at a certain time, such as firms, countries, consumers 
etc., which may be classified under small, medium or large sizes 
whereas in the latter case, one generally collects the data for 
" 
the same entity over a period of time, which may exhibit a 
smaller variance among the u's. 
As u expresses the influence of the omitted variable as well 
as the errors of measurement of the dependent variable, one of 
the reasons to expect the variance of u to vary with X may be 
that where Y increases, the errors of measurement tend to 
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increase, as it becomes more difficult to check the consistency 
and reliability of the data. Also, part of the omitted variables 
tend to change in the same direction with X, causing an increase 
" of the variation of the observations from the regression line. 
As there are reasons to believe that the assumption of homosced- 
asticity may be isolated in practice, it is important to examine 
the consequences of heteroscedasticity on the parameters estimates. 
If the assumption of homoscedasticity of the disturbance 
term is not fulfilled, the OLS estimates are still unbiased and 
consistent but they are no longer efficient, that is, in repeated 
sampling the OLS estimators are on the average equal to their true 
population values, and as the sample size increases, they tend to 
converge to their true values. However, even with the indefinite 
increase of sample size, their variances are no longer minimum. 
Also, as the variance of the prediction of Y for a given value 
of X includes the variances of u and of the parameters estimates, 
which are not minimal due to heteroscedasticity, the prediction 
based on the estimates b's would have a high variance and would 
not be efficient. See Gujarati's (1978, p 199) and Koutsoyiannis 
(1980, p 184). 
3-3-3-1 Graphical Methods to Detect Heteroscedasticity. 
0 
These methods consist of plotting the residuals, or the 
A, 
squared residuals against the estimated values Yi, against the 
independent variables Xji, for j=1,2,... k, or plotting the 
partial residuals of the ith variable against the explanatory 
variables. This is in order to find out whether the residuals 
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exhibit a certain pattern with the X's or with the fitted values 
Y, that is to assess the presence or absence of inhomogeneity 
of variance. In this study the e's are plotted against each of 
the three retained explanatory variables, then the ith partial " 
residual, already described in section 3-1-1-1 of this chapter, 
is plotted against the values of the ith variable, the uses of 
these plots being to detect outliers and assess the presence or 
absence of inhomogeneity of variance. It should be added that 
the partial residual plot, while displaying in addition the ext- 
ent of deviation from linearity caused by outliers, inhomogeneity 
of variance or curvilinear relationships, shows whether the rel- 
ationships between the dependent variable and each of the explan- 
atory variables is negatively or positively linear, which may 
complement the information on homogeneity of variance as well as 
the true relationship when the effect of the other variables is 
excluded. 
Figures 5-7 and 5-8 appear to indicate that the assumption 
of constant variance is not violated with respect to the variables 
imports of manufactured goods and adult literacy rate. Figure 
5-9 shows constant variance up to a certain point when some 
observations tend to appear as outliers, but it does not display 
any evidence of the variance increasing or decreasing with respect 
0 to the variable radio receivers per thousand population, therefore 
one cannot conclude that the assumption of constant variance is 
violated. The partial residual plot, Figures 5-10,5-11,5-12, 
demonstrate these same results, in addition they give a pictorial 
representation of each variable's effect on the dependent variable, 
see Larsen and McCleary (1972, p 786), Y corrected for the 
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variables adult literacy rate and radio receivers has a definite 
negative correlation with the variable imports of manufactured 
goods, see fig. 5-10 (This variable is negatively related to the 
dependent variable, see fig. 10, APPENDIX 10 ). The dependent variable " 
corrected for the first and third variable has a definite posi- 
tive correlation with adult literacy rate, Fig 5-11. Finally, 
the dependent variable corrected for the first two variables has 
only a very slight positive correlation with the variable, radio 
receivers. Fig 5- 12. 
The assumption of homoscedasticity can also be tested by 
various tests amongst which the Spearman rank- correlation is the 
simplest. 
3-3-3-2 The Spearman Rank-Correlation Test for Homoscedasticity. 
This test may be applied to any sample size and consists of 
ordering the residuals, without their sign and the X values in 
ascending or descending order and computing the rank correlation 
coefficient which is 
r' =1-6 
EDi 
5-16 e. xi nn -1) 
0 (see Koutsoyiannis (1980, p185) also SPSS (1976)). 
Di is the difference between the ranks of corresponding 
pairs of X and e, and n is the number of observations. The rank 
correlation coefficient is computed between e and each one of the 
explanatory variables using the statistical package for the 
social sciences (SPSS). A high rank correlation coefficient 
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suggests the presence of inhomogeneity of variance or heterosced- 
asticity. The rank correlation coefficient between the residuals 
and X26 (adult literacy rate) is . 0328, with X13 (imports of 
manufactured goods) it is . 1111, and with X29 (radio receivers " 
per thousand) it is -. 2022. As these coefficients are low, one 
may argue that the assumption of constant variance is not vio- 
lated in the present analysis. 
3-3-4 The Assumption of Normality of the u's. 
As one is concerned not only with the estimation of the 
parameters but also with influence, the normality assumption of 
the errors is also an important characteristic of the OLS est- 
imators, as one may make inference only when the population from 
which the sample is drawn is normal. The assumption of normality 
is necessary for conducting the t and F statistics for the para- 
meters estimates if this assumption is violated, the estimates 
are still unbiased and best but one cannot assess their statist- 
ical reliability as the tests will not be applicable. The normal- 
ity assumption means that the errors that have small values have 
a higher probability to be observed than those that have large 
values; in other words the extreme values of the disturbance 
" term are more unlikely the more extreme they become. Koutsoyiannis 
(1980, p196). 
Eventhough the e's, which are the estimates of the true 
errors, the u's do not always reflect the true distribution of 
the u's, one may attempt to plot the e's in a normal probability 
plot in order to see whether the residuals follow a normal dis- 
tribution. 
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This plot is performed by the BMD package, which displays the 
standardized residuals (the residuals divided by the standard 
error) as abscissa and the expected normal value as y coordin- 
ates. rWhen this is done the residuals appear to follow the normal 
distribution without displaying outlying cases, see fig. 5-13. 
Fig 5-13 Normal probability plot for standardized residuals 
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3-3-5 The Assumption of Multicollinearity 
Eventhough multicollinearity tends to be a common problem 
in time series data, it is also prevalent in cross-section data, 
40 
as most economic and social variables can be highly intercorrel- 
ated; some of the relationships between the indicators in the 
present study are examined in the third chapter. The term multi- 
collinearity is used to represent the presence of linear relat- 
ionships between independent variables. If these variables are 
multicollinear, that is correlated to a certain degree, the 
parameter estimates become unreliable as the effects of one of 
these variables may be attributed to the other(s), and therefore 
one cannot determine the influence of these indicators on the 
dependent variable. However the exact effects of collinearity 
have not been established theoretically and some arguments may 
be gathered to illustrate this. Fox (1968) showed that increasing 
multicollinearity affects the values of the parameters; it is 
Lk LZ 
often argued that even small intercorrelations between vari- 
ables may lead to non-significance of the parameters due to the 
increase in the standard errors. On the other hand, Klein (1962) 
argues that collinearity becomes a serious problem only when the 
correlation between two explanatory variables (r' x) 
is higher 
ij 
" than the overall multiple correlation coefficient (R2) which 
measures the strength of dependence of Y on the X's. With coll- 
inearity present in all analysis, one runs the danger of mis- 
specifying the model, as one of the collinear variables, gen- 
erally with a large standard error may be rejected, yet it could 
still be an important explanatory variable. 
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It is therefore necessary to test whether multicollinearity 
is present in an analysis. There are two main tests developed 
for the detection of multicollinearity, the Frisch method (1934) 
y" which 
take into account the R2 and studies the effects of each 
new variable on the basis of the values and standard errors of 
the parameter estimates of the first variable(s), and the Farrar- 
Glauber test (1967) which takes into account mainly the simple 
or partial correlation coefficient. Eventhough the Frisch app- 
roach is found to be a more appropriate test for multicollinear- 
ity, it is preferred to use the Farrar-Glauber test, as Frisch's 
method seems more intuitive and time consuming. The Farrar- 
Glauber test is a set of three tests of which the first is the 
most important as it is concerned with the detection of multi- 
collinearity in a function; the last two tests are used to locate 
which variables are multicollinear and which cause the multi- 
collinearity. Therefore, one may not use the second and third 
test if multicollinearity is not detected by the first test, 
which simplifies the procedure of testing. The Farrar-Glauber 
test is first described. 
3-3-5-1 The Far"rar-Glauber test for Multicollinearity. 
" This test is based firstly on the use of a chi-square (X2) 
to test the presence as well as the extent of multicollinearity 
in a function comprising several explanatory variables. The 
hypothesis being tested is that the X's are orthogonal, that is 
rxixj = 0. The variables are standardized for standard deviation 
and sample size; for instance the standardized value of the tth 
observation of the ith variable is 
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" Where Si 
is the standard deviation of X 
equal to 
(Xi-X)2 xi 
5-18 Sx 
n- in 
Ex2 Ex1x2 
Ex1x2 Ex2 
(Xit- Xi) 
5-17 
n (Sxi) 
In matrix terms, this is equivalent to dividing each element 
of the determinant by the square root of the sums of squared 
deviations of the variables of the element. In the two variable 
model, the determinant of the X's is 
where Ex2 is equal to E(X Xi)2 and Ex x is equal to 
E (X1- Xl)2 (X2- Xß)2; that is they represent the deviations from 
the means. 
The standardized form of this determinant is therefore: 
0 
Ex2 
Ex1 x2 
Ex1 x2 
rz =X- V/II: 771 -2 
11 
Ex2 
ly. X2'2 
The elements of this determinant may be written in a 
different form where the diagonal elements are equal to 1 
(rxixi= 1) and the off-diagonal elements are the simple 
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correlation coefficients among the explanatory variables. 
i. e. 
1rx1x2 
" rx1x2 1 
The actual form of the determinant can demonstrate either the 
extreme cases of orthogonality for perfect multicollinearity when 
the determinant takes the form 
1 1 1 r x x 1 2 
= =0 
r x x 1 1 1 1 2 
or where the variables are orthogonal and the determinant becomes 
1 r 1 01 x x 1 2 
_ = 1 
rx x 1 0 1 1 2 
From these statements, it follows that if the value of the 
standardized determinant lies between 0 and 1, there exists some 
degree of multicollinearity in the function. Thus in order to 
detect the strength of multicollinearity, Farrar and Glauber 
suggest an xe tes't given by 
0 
5-19 *X2 _[n_1_ 
6ý2k+5)] loge 
(Value 
of the 
standardized [determinant 
where *x2 is the observed value of x, computed from the sample, 
n is the size of the sample and k the number of explanatory 
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0 
variables. *x2 can be shown to follow x2 distribution with 
v= zk(k-1). The basic hypotheses are, Ho; the are orthogonal, 
Hi; the are not orthogonal. 
The value *x2 is then compared to the theoretical value of 
x2, which may be obtained from the x2 table at the chosen level 
of significance with v=i k(k-1) degrees of freedom. 
The second step to this test is an F test for the location 
of multicollinearity which consists of computing the multiple 
correlation coefficients among the explanatory variables, that 
is R2xi, x2 x3 .. xk, and testing the statistical significance of 
these coefficients with an F test. The observed F* for each 
coefficient is computed as follows 
5-20 F* _ 
(R2 
. x1 x2.. " . xk)/(k-1) 
(1- Rx2 
i. x1 x2 x3... xk)/(n-k) 
The observed F* value can then be compared to the theoretical 
0 
F value from the F table, with V1=(k-1) and V2=(n-k) degrees of 
freedom, at the chosen level of significance. Then the conclu- 
sions are made as usual, that is if F*>F, one accepts that the 
variable Xi is multicollinear, and not if otherwise. 
The third step of the Farrar-Glauber test is at test to 
detect the variables that cause multicollinearity. This consists 
of computing the partial correlation coefficients among the 
explanatory variables and testing their statistical significance 
with the t statistic, the partial correlation coefficients having 
been already defined in section 3-5-2-1 of chapter 3. Their 
significance is tested by computing for each coefficient the 
t* statistic which is 
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5-21 t* _ 
(rxi 
l x2.... xk) 
An --k 
i 1-rX1 
X7. X1, x2.... xk 
" 
where riý: is the partial correlation coefficient between xi 
and Xj. The observed t* is compared to the theoretical t value 
from the student's t table, see table in Appendix 12 with 
v=(n-k) degrees of freedom, at the chosen level of significance. 
If t*>t, one accepts that the partial correlation coefficient 
between the two observed variables is significant and concludes 
that they are the causes of multicollinearity in the function. If 
t*<t one accepts that the two variables considered are not caus- 
ing multicollinearity. 
3-3-5-2 Results of the Test on Multicollinearity. 
For the present analysis, the first test proposed by Farrar 
and Glauber has been used to detect if multicollinearity is pres- 
ent. The observed *X2 value being 4.037 is inferior to the theo- 
retical value of X2 which is 6.25 at 10 percent significance level, 
with 3 degrees of freedom, therefore one may accept the assumption 
of orthogonality; that is one accepts that there is no significant 
multicollinearity in the function. Thus the second and third steps 
10 
of this test are not required. 
3-4 Statistical Analysis 
The statistical criteria used in assessing the reliability 
of the parameters estimates are the coefficient of multiple 
determination or R2, the standard error of estimates and the 
related t and F statistics. 
-277- 
3-4-1 The Test of the Goodness of fit with R2 
In the presentation of regression analysis results, one of 
the most quoted statistics is the coefficient of determination, 
0 R2, which indicates the "goodness of fit". The importance of this 
is often over-emphasized at the expense of other equally important 
indicators. A clear limitation on its usefulness is that a high 
value of R2 can be obtained even when the estimated equation is 
poorly specified in the sense that some coefficients may not be 
significant. 
A test for R2 the coefficient of determination is first 
discussed. 
R2 may be described as a measure of the strength of the 
stochastic relationship between Y and the Xi's. The relationship 
is said to be strong if the conditional expectation of Y is such 
that E(Y/X 1, ... Xk) alters substantially as the Xi's take diff- 
erent values. 
In the present study, the three independent variables explain 
61 percent of the variation in Y, the amount of variation explain- 
ed is quite high for cross-section analyses, Belsley and Kuh (1980, 
p 40) argue that an R2 of . 33 was not uncharacteristically low 
for the 5 variables saving function of the cross-country analysis 
" they attempted. 
One needs to test the null hypothesis that the multiple 
coefficient of determination or R2 is zero in the population from 
which the sample was drawn; the F test, which is described in 
chapter 3 is used for this purpose. It should be recalled that 
the total sum of squares (SST) or the total explained variance 
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0 
ie equal to the explained sum of squares (SSE) and residual sum 
of squares (SSR) that is 
or 
SST = SSE + SSR 
5-22 E Yi 2= E Yi 2+E e12 
ß2 EX2 
+ 
EX2 .... + Eel 
11 2 i2 
0 
The sum of squares and their associated degrees of freedom 
are arranged in the standard form of the analysis of variance 
table below. 
Table 5-1 Analysis of Variance 
Source of variation ' Sum of Squares F Mean sum of squares 
Due to regression(SSE) 8835,2727 3 2945,0909 
(k) 
Due to residuals (SSR) 5584,0375 37 150,9199 
(N-k-1) 
SST 14419,3102 40 
(N-1) 
Using . 
formula F described in chapter 3, one obtains 
2945091 
5-23 F== 19.51 
150,9199 
The critical F value for 3 and 37 degrees of freedom at 
-279- 
0 
a= 0.001 equals 6.60. 
The computed F exceeds this critical 
is accordingly highly significant as 
an R2 equal to zero is less than one 
one rejects the null hypothesis that 
value by a large margin; it 
the probability of having 
in a thousand. Therefore, 
R2 is equal to zero. 
An important property of R2 is that it is a nondecreasing 
function of the number of explanatory variables in the model; 
as the number of explanatory variables increases, R2 almost in- 
variably increases also, this being so, in comparing two or more 
regression models with the same dependent variable, with different 
numbers of X variables, one should be aware when choosing the 
model with the highest R2. Therefore, to minimise the inherent 
bias in R2, one employs the so-called "adjusted R2i; the term 
adjusted means adjusted for the degrees of freedom associated with 
the sums of squares entering into R2. That is 
_2 
Ee' / (N-k) 
5-24 R= 1- N-1 =1- 
(1-R2) 
N-k 
The following table is constructed from the computer print- 
outs, see Appendix 13 
-table of Rs adjusted R and variables 0 Table 5-2 
R2 Adjusted R2 Variables 
. 4717 . 4582 X26 
. 5833 . 5613 X26, X13 
. 6127 . 5813 X26, X13, X29 
. 6261 . 5846 X26, X13, X29, X6 
r 
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It can be seen from this table that up to 3 variables 
the adjusted R2 increases which shows significance up to this 
level the entry of the fourth variable which is gross national 
saving hardly varies the adjusted R2 which shows that it is 0 
superfluous for the present model. The adjusted RZ for the first 
3 variables shows that after taking into account the degrees of 
freedom, X26, X13, and X29 still explain 58 percent of the vari- 
ation in Y. 
One should be aware of choosing a model that gives the high- 
est "adjusted R2", in regression analysis; the objective is not to 
obtain a high "adjusted R2" but rather to obtain dependable est- 
imates of the true population regression coefficients and draw 
statistical inferences about them. Furthermore, it is not un- 
usual in practice, to have a high "adjusted R2" with insignificant 
regression coefficients. Therefore, one should be more aware of 
the theoretical relevance of the explanatory variables in relation 
to the dependent variable and their statistical significance. 
3-4-2-1 The Standard Error Test 
The statistical reliability of ß1, ß21ß3, ß4 should be 
listed since they are the sample estimates of the true para- 
" meters bl, b2, b3 and b4. This is in order to measure the size 
of the sampling error and determine the degree of confidence in 
the validity of the estimates. 
There are several tests for this purpose, for this analysis, 
the standard error test will be used, as it is the most popular 
in applied econometric research. This test helps decide whether 
the estimates ß1, ß2, ß3 and ß4 are significantly different from 
0 
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zero, in other words, whether the sample from which they have been 
estimated may be drawn from a population whose true parameters are 
zero. 
0 
Table 5-3 The Standard Error of Estimate 
Variable name Regression Coefficient Standard Error 
Intercept ß1 = 38.82 12.04 
X 13 ß2 =- . 9098 . 2802 
X 26 ß3 = . 4740 . 0821 
X 29 ß4 = . 0523 . 0311 
The standard errors of the parametersß1, ß2, ß3, and ß4 are less 
than half the numerical values of their parameter estimates, which 
shows that the estimates are statistically significant. Therefore 
one rejects the null hypothesis that the parameters are equal to 
zero. 
The acceptance or rejection of the null hypothesis has a def- 
" finite economic meaning, namely that rejection of the null hypoth- 
esis that bl, b2, b3 and b4 =0 implies that the explanatory vari- 
ables to which these estimates relate do influence the dependent 
variable and should be kept in the function, since the conducted 
standard error test provided evidence that changes in the X's will 
definitely affect y; put simply there is a relationship between Y 
and the three explanatory variables. 
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These statements are accompanied by the level of signific- 
ance tested with the student's t test. 
3-4-2-2- The Student's t test. 
9 
Given the stochastic assumptions about the values of u, 
the estimates are normally distributed and hence one may apply 
the t test. It can bestated that the t test which is the stand- 
ard normal distribution (or Gauss Normal Curve) is applicable 
only if the true population variance is known, irrespective of 
the sample size, or providing'the size of the sample is suffic- 
iently large, in which case the sample estimate of the variance 
is a satisfactory approximation of the unknown population 
variance. 
Having rejected the null hypothesis that the parameters are 
equal to zero, one may test their level of significance using, 
the student's t test. Generally a test of significance is a 
procedure by which sample results are used to verify the truth 
or falsity of a null hypothesis; the test of significance is 
based on a test statistic or estimator and the sampling dis- 
tribution of such a statistic under the null hypothesis. The 
acceptance or rejection of the null hypothesis is made on the 
basis of the value of the test statistic obtained from the sam- 
pie data. The formula for 
transformed ß's in at distribution are given in (3-48). 
The following table is obtained from the computer print- 
outs, see Appendix' 13- 
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0 
Table 5-4 : The t-Statistic 
Variable Regression 
Coefficient 
T-Statistic 2 tail 
Sigma 
Intercept 38.82 3.22 . 003 
X 13 - . 9098 -3.25 . 002 
X 26 . 4740 5.77 . 000 
X 29-- . 0523 1.68 . 102 
t, c=0.05 -2.021 & 2.021 
In Econometrics, it is customary to choose the two-tail 
critical region and to test at the 5 percent level. Each tail 
will correspond to half the chosen level of significance. With 
(n-2) degrees of freedom the critical values of t are formed 
from the t table. 
t1 = -2.021 and t2 = 2.021 
Thus the acceptance region is 
-2.021 '< t<2.021 
" The acceptance and critical regions for 40 degrees of 
freedom are shown in figure 5-14 
Fig. 5-14 The 95 percent confidence interval for t(40 dF) 
0.025 0.025 
p 
^Aw_o21 -t 
= -2.021 =. 
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The t statistics of the 4 parameters reported in table 5-4 
fall outside the acceptance region which is -2.021 .<t<2.021, 
therefore one rejects the null hypothesis and concludes that the 
regression coefficients are significantly different from zero. " 
This test suggests that there is at most 5 percent probability 
that the values of the ß's be insignificant. The two-tail sigma 
test in table 5-4 provides the confidence level for each coeffic- 
ient. 
3-4-2-3 Confidence Intervals for the True Parameters 
Rejection of the null hypothesis does not mean that the 
estimates are the correct estimates of the true population 
parameters, therefore, one needs to define how close the true 
parameters are to their respective estimates, this leads one to 
construct confidence intervals for the true parameters, so that 
one can establish limiting values around the estimates within 
which the true parameters are expected to lie with a certain 
"degree of confidence. " 
This degree is selected by choosing a probability which is 
referred to as the confidence level. Usually the 95 percent con- 
fidence level is used, which means that the confidence limits 
computed from the sample would include the true population par- 
ameter in 95 percent of the cases. 
Using the t statistic, the confidence interval of bi is 
bi ßi ± t0.025 (Sßi) 
Where bi is the ith true parameter, ßi the ith parameter 
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estimate and Sßi, the ith standard error, further details can be 
found in Gujarati (1978). 
The 95 percent confidence interval for bi is 
0 
ßi - t0.025(S$i) < bi < ßi + t0.025 (Sßi) 
Recalling the regression function with the standard errors in 
parentheses, one gets 
5-25 Y= 38.82 - . 9098 X13 + . 4740 X26 + . 0523 X29 +u 
(12.04) (. 2802) (. 0821) (. 0311) 
With n-k degrees of freedom, that is (41-2) for each 
parameter, the value of t0.025 from the t table is ± 2.021, 
hence the 95 percent confidence interval for the parameters is: 
i) for b1 
b1 = 38.82 ± (2.021) (12.04) = 38.82 ± 24.33 
ii) for b2 
b2 = -. 9098 ± (2.021) (. 2822) = -. 9098 ± . 5703 
0 
iii) for b3 
b3 = 4140 ± (2.021) (. 08,21) = . 4740 
± 
. 16.59 
iv) for b4 
ý. -- -ýýý 
b4_ _ ý: 0523,. E (2.021) (. 0311) _. 0523- ±, . 0628. 
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From the above statements, one can conclude that the intercept 
b1 will lie between 14.49 and 63.15, similarly the true parameter 
b2 will lie between -1.48 and-. 339., b3 between . 308 and . 639, and 
finally b4 will lie between -. 010 and . 1151. This means that if " 
100 samples of size 41 are selected and 100 confidence intervals 
like ßk± t0.025Se(ßk) are constructed, where k represents 
the kth parameter estimate, one would expect that 95 percent of 
the samples contain the true parameter 0 k. 
3-4-2-4 Testing the Incremental Contribution of each explanatory 
17- -L., - 
On the basis of separate t tests for the parameter estimates, 
one knows from table 4-2-4 that the coefficients of X2, X3 and X4 
are statistically significant. Also, the F test given in (5-23) 
shows significance of the regression function itself. But how 
does one know that each of the three variables is required in the 
model. In empirical investigations, one may not be completely 
sure whether it is worth adding one or more explanatory variables 
to the model, therefore one must test the contribution of each 
variable. 
" Let one first regress Y on X26 and assess its significance, 
then add X13 and X29, one by one, in order to test their respective 
contributions. The order in which the three variables are entered 
can be reversed, but for simplicity, one introduces the variables 
correspondingly to the order in which they have been entered in 
the regression function; see the computer outputs in Appendix IV-4. 
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The regression of Y (Integration of technology) on X26 
(Adult literacy rate) is 
5-26 Y= ß+ ßRl 226 
0 
Y=4.35 + . 52X26 
t=(. 96) (5.90) 
r2 . 47 
From the above results, it can be seen that the estimated 
t value of R2 being equal to 5.90 is highly significant at the 
5 percent confidence level with N-2 degrees of freedom, therefore 
X26 significantly affects Y. 
The following Analysis of variance (AOV) table allows for the 
calculation of the F ratio of 
/ the first variable. The F ratio is calculated in order to examine 
its relationship with the t statistic, when there is one degree 
of freedom; also the incremental contribution of the additional 
variables is tested with the F ratio. 
Table 5-5 AOV Table for Regression 
0 
Source of variation Sum of 
squares 
Degrees of 
freedom 
Mean sum of 
squares 
SSE (due to X26) 6801,6414 1 6801,6414 
SSR (residual) 7617,6688 39 195,3248 
Total 14419,3103 40 
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Under the assumptions that the disturbances ui are normally 
distributed and the null hypothesis that ß2 = 0, one gets: 
6801.641 
" 
5-27 F= 195.3248 - 
34.82 
which follows the F distribution with 1 and 39 degrees of freedom 
2 
and shows high significance; it can be noted that t=F. 
When X13 (Imports of manufactured goods) is added to the 
model, the regression function becomes 
5-28 Y= 41.19 + . 51 X26 - . 91 X13 
Similarly, when X29 (Radio receivers per thousand) is 
entered, the regression function becomes 
5-29 Y= 38.82 + . 47 X26 - . 90 X13 + . 05 X29 
What is then the incremental contribution of X13 knowing 
that X26 is significantly related to Y, if the contribution of 
X13 is found relevant to the model, what is then the incremental 
contribution of X29 provided X26 and X13 are already computed in 
the regression function, are these contributions statistically 
0 significant and what is the criteria for their inclusion ? 
These questions can be answered by The Analysis of Variance 
(AOV) table for assessing the incremental contribution of explan- 
atory variables, the following table is constituted from the 
basic references already referred to, see in particular 
Gujarati (1978, p 134). 
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5-6- AOV Table for Assessing the Incremental Contribution of 
the Variables 
0 
0 
Source of Variation Sums of Squares F Mean Sum of Squares 
ESS due to X26 Q1= ß2 Ex26 1 
Q 
1 
ESS due to the Q2 
addition of X13 Q2 Q3 Q1 1 1 
ESS due to X26 
E 
Q 
and X13 yiX2 Q3 = 
02 2 
2 
ß3Eyix13i 
RSS for X26 and 
X13 Q4 = Q5 - Q3 N-3 
Q 4 
N 3 
Total Variation 
of X26 and X13 Q5= EYi N-1 
ESS due to the Q6 
addition of X29 Q6 Q7 Q3 2 2 
ESS due to X26 Q 7 X13 and X29 Q7 =ß eE yix26i+ 3 2 
+a3EyiX13i+ß41: ix29 RSS (for X26, Q9 
X13 & X29) Q8 = Q9 - Q7 N-4 N-4 
Total variation 
of X26, X13 & X29 Q9 = Eyi N-1 
Using the results of the computer outputs from Appendix 
one can replace the sum of squares and the mean sum of squares 
by their corresponding quantities, Q1, Q3 and Q7 being given, 
the quantities to calculate are therefore Q2 and Q6 as well as 
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part of the mean sum of squares. Following the steps given in 
the preceding table, one gets: 
" Table 5-7 AOV Table to Assess the Contribution of X13 and X29 
0 
Source of variation SS dF MSS 
ESS due X26 6801.6414 1 6801.6414 
ESS due to the 
addition of X13 1408.4343 1 1408.4343 
ESS due to X 26 
and X13 8410.0757 2 4205.0378 
RSS for X and 26 x 13 6009.2345 38 158.1377 
Total variation 
due to X26 & X13 14419.3102 40 360.4827 
ESS due to the 
addition of X29 435.197 2 217.5985 
ESS due X26'X13 
and X29 8835.2727 3 2945.0909 
RSS for X'X 26 13 
and X29 5584.0375 37 150.9199 
Total-variation 
due to X 'X1 26 3 
and X29 14419.3102 40 360.4827 
The incremental contribution of X13 to the regression 
already comprising X26 can be assessed by the following F ratio, 
using the values of table 5-7. 
-291- 
0 
5-30 F 
Q2 /dF 
1Q 
1408.4343 
8.90 
158.1377 
The value of F with 1 and 38 degrees of freedom, at the 
1 percent level is 7.31, it is obvious that the observed F 
value for the incremental contribution of the explanatory 
variable X13 is significant at the 1 percent level of signifi- 
cance; that is the addition of X13 to the regression model sig- 
nificantly reduces the variation due to residuals (RSS), hence 
increasing the R2 value. Therefore X13 should be added to the 
model. 
Similarly, the incremental contribution of X29 to the 
regression model already comprising X26 and X13 can be assessed 
by the following F value 
46/dF 217.5985 
5-31 F2 =Q1.44 
150.9199 
Consulting the F table already referred to, with 1 and 37 
0 
degrees of freedom, the F value at the 10 percent level is 
equal to 2.84. The observed F value being 1.44, it can be 
concluded that the contribution of X29 is not particularly 
important. 
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4 THEORETICAL INTERPRETATION OF THE RESULTS 
Having discussed the results in their statistical and 
econometric perspectives, one will now deal with their economic 
0 implications. As was already mentioned the three main indicators 
found in this analysis to explain the variation in the process 
of technology integration are adult literacy rate, imports of 
manufactured foods and radio receivers. 
It is not surprising that a variable related to education 
has been entered as a first important indicator of technological 
integration in the regression equation. The following-discussion will attempt 
to show the relevance of this variable in relation to the econ- 
omics of development in general and to the problems of assimilat- 
ing the transferred technology in particular. The other two vari- 
ables will be considered later. 
4-1 Adult Literacy Rate 
This variable expresses the number of adults with the ability 
to read and write as a percentage of the total adult population 
aged 15 and over. It basically indicates the educational level 
of a country. It is selected as the first variable entering the 
regression function and is positively related to the dependent 
" 
variable integration of technology, explaining 47 percent of its 
total variance. 
In the variables analysis in the preceeding chapter, this 
variable was a constituent of the second factor, together with 
other social and economic variables which were significant in 
explaining a good proportion of the total variables variance. 
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When one is dealing with the analysis of technological 
transfer, one is not only interested in the general educational 
level of societies but mainly with the technological education. 
" 
However, more often than not, when the term education is used in 
development economics, it usually denotes general as well as tech- 
nological education, thus the definition of Murthy and Ranganath 
(19771p145) is of interest: 
"Education is a process by which society preserves its 
cultural heritage and pattern, and perhaps provides for 
improvement of that pattern. Technological education 
which is a part of education is concerned with maintain- 
ing and improving technological services to the society. " 
Why is education such a determinant factor of technological 
transfer? There is evidence (World Bank 1980b, p44) that education 
increases the productivity of workers, as educated workers are 
more achievement-oriented, more self-reliant, more adaptive to 
new situations and more trainable. This implies that education 
has a direct positive effect on the uses of machinery as well as 
on their productivity. It is however well known that developing 
countries have considerably expanded their rate of education 
during the last twenty years with a slightly less than expected 
0 improvement in their economies. It may be useful to report 
some figures, from 1960 to 1975, the enrolment of primary school 
children increased from 46.8 percent to 61.8, and university 
level enrolment increased from 2.6 million in 1960 to 12.5 
million in 1976. UN (1974ýp59). Yet, the increase in edu- 
cation did not seem to solve development problems as was naively 
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thought by the politicians and economists of that time, who 
implied that educational growth would not only contribute to 
economic development but would also equalize opportunities and 
" income distributions between social classes and develop a more 
employable labour force, see Carnoy (1982) as well as D'Aeth 
(1975, p9). 
It should be noted that the great expansion of education in 
the sixties did not reduce illiteracy, which is, as usual, more 
widespread in rural areas and among women, in fact forty percent 
of rural females in Latin America are illiterate, Jallade (1978, 
p62), the world bank sector policy paper (1980, p59) show that 
despite the expansion in education facilities, one third of the 
children of primary school age are not enrolled in school. This 
may be explained by the fact that population increases have been 
greater than educational growth. Also as some sociologists see it, 
the core of the problem is that in most developing economies, 
education is class based and class reproductive, and tied to a 
social division of labour which is characteristic of the capital- 
ist development process, Carnoy (1977). This may explain why in- 
come distribution became more unequal, as Adelman and Morris (1973) 
show it, unemployment increased and poverty is no longer charac- 
teristic of rural areas, but has been transferred to urban areas 
0 
as well, and above all there is no integration of 'know-how' and 
technologies. One may question whether the present educational 
system of these countries is not one of the major factors affec- 
ting the economic growth in general and the technological integ- 
ration in particular. 
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Most developing economies tended to take the shortest and 
most expensive route in order to develop economically, namely 
the building of a so-called "modern" sector requiring high cap- 
" ital investments, where the production techniques were charac- 
terized by technologists transferred from technically advanced 
countries; these technologies are mainly capital-intensive and 
labour-saving. The educational systems were therefore geared to 
respond to the development strategy, that is by producing highly 
skilled manpower that only secondary and higher education could 
provide. Although these programmes have contributed to some extent 
to the economy, they have nevertheless created a number of neg- 
ative consequences, which should be considered seriously by 
economists and planners. 
Jallade (1978, pp69-71) in a study on education for Latin 
American countries, gives some reasons of the failure of the 
present educational system and its consequences on the general 
economic and social health of these countries. He first suggests 
that continuing expansion of secondary and higher education is 
less and less in line with the needs of the economy, as it is 
increasingly difficult for educated people to find jobs. Secondly 
because of the importance accorded to higher education, primary 
and adult education, as well as vocational training for small- 
0 
scale industries are neglected, and thirdly, education in rural 
areas is neglected at the expense of orientating education to- 
wards the urban industrial sector. This policy will continue to 
maintain the dualism between the modern and the traditional 
sectors and adds to the already existing problems of unemployment. 
One of the world bank studies (1974) puts the problems created 
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by this educational approach in simpler terms: 
"Central to this new approach is the widespread inability 
of the modern sector of developing economies to make full 
" use of the resources available to it - above all, human 
resources. A number of countries, therefore, are consid- 
ering a strategy based on a broader deployment of scarce 
capital throughout the economy, and a fuller use of avail- 
able human resources. Translated into development object- 
ives, this means that the creation of productive employ- 
ment is being recognised as an economic goal as important 
as the growth rate of GDP. " 
Another preeminant factor which should have been emphasized 
in Jallade's paper is that developing societies, which are still 
non-industrial do not have a satisfactory system of technical 
education, moreover, the situation is getting even more compli- 
cated when these countries have to continuously adapt to the 
increasingly sophisticated technologies of the developed count- 
ries. It is also widely recognised that the educational system 
in most developing countries is weak and do not provide critical 
and scientific thinking, and lacks practical experience. Young 
(1966) in studying the methodological aspects of management 
" education in developing countries notes that the education rec- 
eived by students in local universities is essentially classical, 
designed to serve another purpose. Often, students who have 
university degrees seem unable to see the relationship between 
what they have mastered and how they can apply it in everyday 
work. Similarly, in their study of one case of developing 
countries, India, Murthy and Ranganath found that despite the 
-297- 
great expansion in the number of technical institutions and the 
number of students, the structure of technical education was 
characterized by serious weaknesses and lack of effective co- 
ordination. They propose further points where they show that " 
engineering and technological manpower in some developing count- 
ries represent only a fraction of total manpower, which may show 
that even those countries that had some potential in manpower in 
the early 1960's were not as yet prepared for technological ad- 
vances and innovations. A table based on their analysis is presen- 
ted below, it is however realised that data is not up to date, but 
this point seems relevant to the argument made, also one may at 
least see the problem in its historical perspective. 
Table 5-8 Scientific and Technological Manpower in Different 
Countries. 
0 
Country 
(1) 
Year 
(2) 
Total 
Manpower 
(3) 
Engineers and 
technologists 
(4) 
Ratio 
3/4 
(5) 
India 1965 561,000 95,000 5.90 
U. S. A. 1963 1,272,000 925,600 1.37 
U. K. 1965 211,231 120,912 1.75 
U. S. S. R. 1965 2,735,500 1,630,800 1.68 
Argentina 1965 101,003 20,000 5.05 
Philippines 1965 85,883 21,170 4.05 
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The high ratios of total technical and scientific manpower 
to engineers and technologists in India, Argentina and the 
Philippines show that the number of engineers and technologists 
" employed in the economy as a proportion of the total manpower is 
very small compared to those employed in developed economies. It 
seems that the more industrial a society gets the more engineers 
and technologists are needed. It would be extremely useful to 
compare these data with more recent ones for the same countries, 
as this not only enables one to compare the present ratio of 
developing economies with the first ones, which may give a great 
deal of information concerned with technological education and its 
uses in the economy, but also one may see the extent of the gap 
in the production and use of technological education between the 
developed and developing countries. There is evidence from a 
study made on Zaire recently by Siggel (1983, -p98) that the ed- 
ucational system has produced far too many academics in the 
social sciences and far too few technicians, business administrat- 
ors and engineers. 
It may be concluded that the present educational process has 
not enabled the developing societies to operate in a harmonious 
socio-economic and political environment which provides them with 
the facilities and incentives to adapt the transferred know how 
0 
and technologies to their needs as well as innovate and create 
their own technologies. 
The arguments concerned with education in developing econ- 
omies may well clarify the economic and social crisis they are 
experiencing; the positive relationship between education and 
technological integration may well find its explanation within 
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these arguments, as despite the complexities and inadequacies of 
the present educational system, the economy is certainly better 
off with an increasing rate of any education, even if it is not 
" optimally appropriate, rather than little or decreasing education. 
The present discussion was intended to clarify the concepts be- 
hind education in developing economies, its problems and its re- 
lationships with the adoption of technology. Although the educa- 
tional system attracted sharp critics, it is recognised that the 
more educated societies are more able to adapt and change; this 
is clearly emphasised by the present study, which is based on 
realistic data and situations. 
4.2 Imports of Manufactured Goods. 
The negative relationship between this indicator and the 
dependent variable integration of technology shows that the less 
a country imports manufactured goods the more it tends to integ- 
rate the imported technology. This variable explains 11 percent 
of the variation in technology integration. In order to see the 
implications of these relationships, one should review as well as 
analyse the patterns of imports of manufactured goods in some 
cases of developing countries and their influence on the economy. 
" Protection of the domestic industries and the encouragement 
of import situations* as well as the possible gains and losses 
from trade restrictions have played an important part in the re- 
cent literature on international trade and economic development. 
Over the past two decades, import substitution in both do- 
mestic agriculture and industry have been the basic development 
---------------------------------------------------------------- 
* import substitution is the replacement of imports by domestic 
production. Morley and Smith (1971, pl23). 
-300- 
policies of most developing nations. These policies may be adopted 
under different circumstances. As a desire to restructure foreign 
exchange difficulties, often inherited from a colonial past, as a 
" means of 
initiating structural change and development, or simply 
as a result of gradual industrialization as for the case of Brazil. 
The main objective being to reduce the increasing reliance on the 
foreign trade sector as well as a means of economic development. 
One may quote some points relevant to the different causes of 
implementing import substitution in developing countries. In a 
study of trade protection in Pakistan, Lewis and Guinsinger (1968, 
p1173) explain how the country adopted import substitution polic- 
ies after having experienced catastrophic balance of payments 
problems in the 1950's. 
"At that time a severe balance-of-payments crisis developed, 
and a rigid system of quantitative import restrictions was 
adopted. The terms of trade shifted sharply against the 
domestic agricultural sector, while the manufacturing 
sector was heavily protected, not only by the tariff 
structure but also, and primarily, by the system of quan- 
titative restrictions. The industrial policy was one of 
manufacturing domestically almost anything that physically 
could be produced internally. The policy of banning im- 
0 
ports once domestic producers said that they could supply 
all domestic requirements was a dominant part of the 
protective system. " 
Brazil, amongst other more industrial developing countries 
experienced a different motivation for the use of import 
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substitution, one may quote Morley and Smith (1971, p121) 
"With the new industrialization of the 1950's and 1960's, 
Brazil turned explicitly to a 'strategy' of growth based 
0 upon policy-induced import substitution in industry. " 
They argue that there are two different strategies of import 
substitution, forced import substitution, that is with protection 
of the industry and natural import shares as a result of econ- 
omic growth in a country, as growth improves the competitive power 
of domestic products. The latter strategy is mainly developed by 
Maizels (1971) in his historic work on world trade, where he 
implies that primary-producing countries may follow the trade 
path of the industrial countries which experienced a natural re- 
duction of imports of manufactured goods as a result of increasing 
industrialization. He emphasizes though that much caution is 
needed before drawing conclusions from the analogy. 
In Pakistan, Brazil, Sri-lanka and Ghana, countries on which 
information could be found, import substitution seemed to bring 
relief to the economy, despite well known difficulties. There 
were substantial changes in the composition of imports and exports, 
showing a sharp fall in manufactured goods imported and a rise in 
the imports of machinery and equipment. 
0 In Pakistan domestic production in most manufacturing in- 
dustries rose more rapidly than imports and import substitution 
was a major source of growth in most industries. The growth was 
due to the incentives provided by import licensing and tariff 
decisions and to the fact that consumer-goods industries had a 
domestic raw-material base than did most intermediate and capital 
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goods industries. On the other hand, the exports of some raw 
materials such as jute and cotton fell by half over a period of 
ten years, while new manufacturing exports and a few new primary 
" exports rose substantially. 
Similarly, Brazil's strategy of industrialization through 
import substitution was highly successful. One result of its 
development policies was a strong association between sectoral 
rates of import substitution and growth after adopting the latter 
policies. However Brazil's industry rested heavily upon foreign 
firms, which counted for at least 53 percent of import substitut- 
ion and 40 percent of growth. The main factors explaining the 
pattern of foreign penetration are technology and brand-name 
advantages as well as the lack of experience of Brazilian firms 
in some sophisticated plants such as drugs and cosmetics. This 
resulted in domestic production by foreign firms with the ex- 
ception of government enterprises, which are usually inefficient 
for new products. 
Athukoralage (1981) reports that despite the lack of careful 
planning and defined priorities, the industrial sector as well as 
the agricultural sector of Sri-lanka indicated an above average 
growth, which was particularly prominent in manufacturing and 
agriculture based on import substituting activities. The abrupt 
0 
reduction in imports of a wide range of manufactured consumer 
goods created for the first time, a well protected and attractive 
market for the domestic manufacturer of similar goods; besides 
both the private and the public sectors were promoted and encour- 
aged by government. 
The implications of import substitution policies for Ghana 
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are discussed by Steel (1972). This country experienced great 
difficulties during the early stages of implementation; the main 
problems were caused by the accelerating rate of government and 
" current expenditure which pushed the country to turn to foreign 
suppliers in order to finance the projects. The repayment periods 
were relatively short, which did not allow the investments to 
pay for themselves. The debt burden, therefore, brought Ghana to 
a virtually financial collapse with great balance of payments 
difficulties. The foreign exchange debt increased the pressure to 
restrict imports, other than capital goods, by tariff measures, 
with low duties on capital goods (two percent), nine percent for 
inputs into production of intermediate and capital goods. The 
consumer goods branches had higher tariff rates, sixteen percent 
for consumer goods industries, twenty five percent for consumer 
durables, fifty five percent for consumer non-durables and as 
much as one hundred and twenty eight percent for luxury goods. It 
is argued that this is the type of structure generally associated 
with import substitution policies resulting from balance of 
payment difficulties. 
The low tariffs on manufactured goods stimulated rapid 
expansion of the manufacturing capacity, a slow and clear trend 
toward substituting domestic production for imports was recorded. 
0 
The main problems encountered in countries adopting restric- 
tions of manufactured goods imports are the restriction of con- 
sumption in order to shift from private to public sector and to 
protect domestic production. Other factors could be attributed 
to the dominance of corruption and personal favour for the allo- 
cation of licence allocation decisions rather than by evaluation 
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of economic productivity; also it often happens that the system 
uses contradictory measures such as permitting imports of goods 
to satisfy the demand while these goods are, or could be, prod- 
" uced domestically; this runs counter to 
import substitution 
policies and discourages internal production. A problem often 
encountered in developing economies fostering import substitution 
is that the prices of so-called luxuries increase at an exagger- 
ated rate. Seers (1972, p26), for instance remarks that while 
prices of food and clothing may be comparable between poor and 
rich countries, prices of refrigerators, radios, cars etc., are 
above absurdity. 
Krueger (1979) attempts to establish the differences between 
commercial policies chosen by a developing country and their im- 
pact on the rate of economic growth. The trade policies are group- 
ed within two categories, import substitution policies for the 
protection of domestic production and export promotion, mainly 
based on traditional exports. 
She shows that export promotion policies are more beneficial 
to growth performance than import substitution policies. The main 
criticisms of the latter are that domestic markets are extremely 
small in most developing countries. Attempts to replace imports 
result in the construction of plants requiring and encouraging 
0 
capital intensive activities, which operate inefficiently while 
the activities of the former policy tend to operate with small 
size plants, which generally do not require capital intensive 
means of production. * Also the system of licensing and control, 
---------------------------------------------------------------- 
* This is clearly an issue of technological transfer itself based 
on the choice of capital intensive technologies and labour 
intensive technologies. 
-305- 
often related to import substitution entails delays, other costs 
and bureaucratic regulations. It is also argued that import 
substitution retards the growth of exports, this does not seem to 
" 
fit in with the practical findings of Athukoralage who shows that 
for Sri-lanka, despite the import control regime and the numerous 
detrimental consequences on the resource allocation of the economy; 
it provided a strong stimulus for basic structural changes in the 
traditional export economy. It seems that the weaknesses of pro- 
tecting the internal economy by reducing imports of manufactured 
goods are well recognised in the literature on trade, which is 
often based on a quantitative and realistic analysis of the econo- 
mies. However, it is also recognised that criticisms of import 
substitutions are more attributable to the environment and the 
conditions in which these policies operate. For instance, Steel 
shows that Ghana developed rapidly foreign exchange problems and 
economic stagnation at a certain stage of implementation because 
of a 'big push' on all fronts for production. This study shows 
that import substitution would have been more successful in 
utilizing resources more efficiently and in laying a gradual 
foundation for sustained economic growth. Krueger (1979, p 291) 
recognises that the failure of import substitution did not result 
from the choice of trade policy, but that it was mainly due to 
0 
the excesses of the particular ways in which import substitution 
policies were administered, that is the excesses of the ways in 
which domestic production was encouraged. 
It was shown that despite the weaknesses of this strategy, 
or rather, of its imperfect use, that it was beneficial for Brazil 
Pakistan, Sri-lanka and even Ghana, which experienced a replace- 
ment of imports by domestic products only at a later stage of 
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implementation. 
It is, therefore, well substantiated that import substitution 
policies are profitable to the economy in the sense that develop- 
ing countries decide to reduce their overwhelming dependence on " 
imported manufactured goods from the economically developed nat- 
ions as well as acquiring the confidence of satisfying their own 
needs; thereby encouraging their own economic development. The 
relationship between the variable imports of manufactured goods 
and integration of technology may well be explained within these 
perspectives. In particular an increase of machinery imports 
accompanied by a decrease of manufactured goods imports is more 
likely to lay a foundation for economic prosperity and prepare a 
general industrial atmosphere for a perceptive environment. The 
problems encountered by countries adopting import substitution 
policies would gradually improve the experience of policy makers 
as well as that of managers, technicians and engineers for a 
preparation of a more profitable use of foreign technology; that 
is a better integration of technology. 
If these measures (despite their problems) are not undertaken 
a developing economy may find itself encouraged by the internat- 
ional market to concentrate on the exports of raw commodities 
and of traditional products, and remain dependent on the foreign 
0 
market for the imports of manufactured goods for the increasing 
and more sophisticated demand of the nation. This trade policy 
obviously reinforces the traditional note of dependent economies, 
which does not stimulate the developing economies in creating 
their own industry. Besides, reference to the analysis of the 
variable which constituted the seventh factor in the third 
chapter, makes it clear that traditional or agricultural societies 
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tend to import more manufactured consumer goods than more indust- 
rially based developing societies. The main conclusion drawn was 
that there is a shift in imports of manufactured goods at differ- 
ent economic levels. 
0 
4.3 Radio Receivers. 
There is a positive relationship between this indicator and 
the dependent variable integration of technology, this shows that 
a greater availability of a certain type of consumer goods affects 
the attitudes and motivations of the population, which in turn 
affects the productivity and therefore technological integration. 
This indicator explains two percent of the variation in technology 
integration. As this variable is basically a social indicator, it 
is proposed to comment about the usefulness as well as the recent 
and increasing importance given to the inclusion of social indic- 
ators in econometric models. The main emphasis is to show the 
advantages this consumption variable has over the usual consump- 
tion indicator GNP per capita. 
In the analysis of variables in the fourth chapter, this 
variable was found in the first factor related to other consumer 
factors such as passenger cars, per capita food and energy consum- 
ption, per capita GNP, etc., the variables in this factor were " 
highly significant in explaining the whole set of variables 
variance. 
The measurement of economic improvement has generally focus- 
sed on the growth of GNP per head. Economists have nevertheless 
become aware that income growth by itself is not an adequate 
indicator of the economic and social situation of a developing 
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economy. This is mainly because GNP per capita fails to consider 
the equal or unequal distribution of welfare per capita GNP may 
grow considerably and poverty, unemployment as well as inequality 
" may be growing at the same time, which results 
in a worse situat- 
ion as noted by Seers (1972). Seers' main intention was to show 
that economic growth is not a sufficient condition for the improve- 
ment of welfare and that there is a difference between income and 
satisfaction of needs. Drewnowski (1966) for instance, notes that 
development should be measured in terms of the final aims of dev- 
elopment that is in terms of an improvement of level of living, or 
welfare. The levels of living indicators are defined by the United 
Nations (1971) as education, health, nutrition, housing and social 
welfare of which clothing, transportation and communications are 
seen as both determining factors and end results in development. 
Othik (1983) who researched into the historical study of 
human welfare, joins the argument by noting that the central 
concern has now become the distribution of the material benefits 
of growth and that social development has become an urgency. 
It is within these perspectives that radio receivers as a 
social indicator finds its relevance to the present study. Of 
course, one is not straightforwardly saying that a society that 
has more access to radios is more able to integrate the technol- 
0 
ogy, but mainly, that an increasing number of radios for use in 
a society shows that this community has satisfied its basic needs 
such as health, education etc., and has the capacities to buy 
physical necessities, which in turn enables the society to work 
and produce. A good explanation of how indicators should be inter- 
preted is given by McGranahan (1972); he remarks that the temp- 
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erature obtained by the use of a thermometer defines body temper- 
ature but is also an indicator of sickness or death rates, it may 
not indicate relative numbers of deaths but may indicate public 
" health levels. Similarly, the present variable, radio receivers, 
may indicate the economic situation of a country by showing the 
availability of consumer products, * their distribution and the 
level of consumption. In fact, a study made by Beckerman and Bacon 
(1966) used this variable among other social indicators to predict 
the real private consumption per head. Seers (1972, p32), shows 
that the most important use of indicators such as this, is to 
provide the targets for planning. 
Having noted the significance of this indicator, which 
consists of determining the welfare of society, one may conclude 
that this indicator has shown that social welfare is an important 
aspect, in the sense that a society with a better social welfare 
is more capable to assume productive activities than one with a 
low level of welfare and hence more capable to integrate the 
technology. 
5. UNQUANTIFIABLE FACTORS AFFECTING THE TRANSFERENCE OF TECHNOLOGY. 
The process of technological transfer is a complex phenomenon 
" which combines not only economic and social factors, but also 
institutional, cultural and political transformations interacting 
in complicated relationships. Therefore, the study of technolog- 
ical transfer should be concerned with these disentangling forces 
as they impinge upon each other and upon the capacity of the 
system to generate either its success or failure. In historical 
---------------------------------------------------------------- 
* The difficulty of finding consumer goods in developing countries 
is dealt with in section 4.2 of this chapter. 
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studies of economic development, Myrdal (1957) shows that the 
search for the causes of economic stagnation often forces the 
investigator outside the purely economic framework. 
" Having found in the present analysis of technological trans- 
fer that quantifiable factors such as education, trade and con- 
sumption are determinant factors of the integration of transferred 
technology in a country, explaining a significant sixty one per- 
cent of its variance, it is now intended to discuss the factors 
that may affect technological transfer and that could not be 
included in the statistical analysis because of their qualitative 
and therefore unquantifiable nature. * These indicators may well 
be complementary factors expressing the unexplained proportion of 
variance, already referred to as u in the econometric analysis. 
The problems to be analysed are basically related to the 
factors that affect the implementation of projects, as implement- 
ation is the basic process of technology integration itself. These 
project implementations operate not only in the industry, region 
and country but in perspectives without boundaries, which may 
be classified under spatial environment as well as political and 
managerial ones; the socio-economic aspects (very much related to 
these environments) have already been investigated in this chapter. 
Although these factors are extremely interrelated, in the 
0 
sense that they affect the transference of technology in a com- 
bined way, either directly or indirectly, an attempt is made to 
discuss each aspect at a time. The spacial aspects are discussed 
first as they constitute the global and international environment 
------------------------------------------------------------------- 
* Irma A. and Morris C. T. (1966) attempted to quantify as well as 
use these factors (often referred to as qualitative) in an analy- 
sis of economic growth of developing countries. However, despite 
their well known break up in this domain, economists are still 
suspicious of the reliability of these measurements. Often these 
phenomena are dealt with theoretically. 
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in which economic and political activities take place. It is then 
shown how political decisions and actions of the developing econ- 
omies themselves may affect the implementation of projects. Lastly, 
" the problems occurring in the field work which are mainly related 
to the functioning of management are discussed. In this section 
it is intended to trace the difficulties encountered when imple- 
menting projects as well as their causes. Some proposals are also 
made, when necessary, for efficient project implementation. 
5.1 World Factors. 
This environment is basically dominated by namely two con- 
tradictory forces, on the one hand, the developing countries, in 
importing technology, are trying to speed up their industrializ- 
ation process, in response to growing awareness and demands for 
a better level of life, on the other hand, the transnational 
firms which provide them with the technology and control the 
technological market, are basically concerned with their own 
interests and are able to dominate and manipulate the precarious 
economic and political balance of most developing countries. 
Legorreta (1975) shows how the commercial interchange and capital 
investment is dominated by transnational firms, whose power is 
" progressively increasing. The operations of the multinationals 
result in an intense dependence of most developing countries 
mainly on Japanese and American capital. Japan only invested 
2,000 million dollars abroad between 1951 and 1968; about 71 
million dollars were oriented towards manufacturing by trans- 
ferring to South East Asia the weak industrial sector of Japan, 
which is dominated by textile industries. This is due to the 
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relatively slow technological development of the textile industry 
in Japan and the exploitation of cheap manpower. On the other 
side of the Pacific, the United States investments in Latin 
" America, represent 17 thousand million dollars; the debt of the 
whole area with the United States is continuously increasing 
which results in a growing dependence. Most African countries 
are also experiencing the same investment dependence from most 
developed countries. One may quote Legoretta (1975, p6) to show 
the effects of these investments: 
"We should wonder if these projects are not creating a 
better structuring of the subregional communications 
benefiting ultimately the two commercial superpowers. " 
Moreover, it is increasingly recognised that economic and 
social preoccupations do not prevail over strategic and military 
ones in most developing economies, for instance, the military 
expenses for some countries represent as much as twenty percent 
of the GNP, see table presented by Legoretta (1975, p15). 
Although the discussion on this complex phenomena has not 
been thorough enough, basically because of lack of space as well 
as information, especially those regarding African countries; 
also if this aspect is to be covered, it necessitates in depth 
" 
research. One may however conclude that the multinational in- 
vestments, which are often used as profitable ends for the invest- 
ors, may not be an encouraging and contributing factor to the 
development of technology integration in developing countries. 
Also the increasing programmes of defence in most developing 
countries tend to orientate the objectives of a country more 
towards problems of political security than towards the 
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production of goods for the nation. It is essential for developing 
countries to establish national objectives allowing effective con- 
trol for the capital and technology bought from or invested by 
" multinationals, as new approaches are urgently needed for the 
lessening of dependence. 
5.2 The Political Factor. 
Having dealt with the global factors that basically represent 
a dilemma of interests between the developed and developing count- 
ries, one now deals with the political problems encountered within 
the boundaries of developing nations. 
Most developing countries held special hopes for the better- 
ment of living conditions in the 1960's decade and planning was 
regarded as the pillar of development. However, many events were 
unfavourable to the implementation of these plans, arising mainly 
from the political structure of the countries. The basis of these 
problems can be found within the proper traits of developing 
nations in general, which are characterized by a diversity of lan- 
guage, culture, religion, etc. At the earliest stage of social and 
economic development. It is often recognised, see Organski (1965), 
that the greater the initial cultural and ethnic heterogeneity of 
"a community, the less likely modern integrative mechanisms such 
as education and mass communication will lead to an effective 
unified policy. Usually, the initial effects of urbanization and 
industrialization may intensify the awareness of cultural, racial 
and religious differences which produce social tensions that 
create, at least in the short run, additional obstacles to socio- 
economic and political development. Also, as Hagen (1962) points 
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out, at the early stages of transformation of a traditional 
society, the increasing awareness of the possibility of change 
creates dissatisfaction and discontent that may lead to political 
" problems if the economic achievements are not sufficient enough 
to allow satisfaction of the rising aspirations of the population. 
Historically, as countries have become more urbanized and indust- 
rialized, the closer agglomerations of the population, the greater 
geographic mobility as well as the greater extent of literacy and 
the wider spread of communication means have tended to promote 
the gradual development of common languages and an increase in 
cultural homogeneity. Therefore, there is evidence from the advan- 
ced countries that political instability may be expected as a 
phase in the transition to modern society and that cultural as 
well as religious homogeneity favour economic development. 
This implies that, in the long run, social and economic dev- 
elopment tends to be accompanied by a process of gradual transfer- 
ence of social and political values, from traditional to a modern 
structure, more compatible with industrialization, and hence with 
successful plans implementation. 
A factor which is frequently present in most developing 
economies is that often officials capture for themselves a portion 
of the value they allocate to projects. This phenomenon of corrup- 
0 
tion has been so exaggerated that it has become a usual routine. 
Wade (1982, p287) quotes a report made by the ministry of Home 
Affairs of India: 
"The tendency to subvert integrity in the public services 
instead of being isolated and aberrative is growing into 
an organised, well planned racket... It was reported to 
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us that corruption has increased to such an extent that 
people have started losing faith in the integrity of 
public administration. " 
0 Wade recalls that historically, a similar attitude was 
familiar in the public bureaucracies of seventeenth and eight- 
eenth century Europe. 
The problem of corruption is a phenomenon which affects 
administation, business, education, as well as a number of other 
areas and should be dealt with as a major problem by policy makers. 
Scott (1972) shows how so little is written about this aspect 
which is so obvious and known to exist in most developing 
economies. 
Shen (1977) points out that private initiative can be 
inhibited by uncertainty and instability, and that most causes of 
implementation failure lie outside the competence of the planners 
and that the suitability of development planning for countries in 
the early stages of economic and political development was no 
longer taken for granted. He continues arguing that improvement 
in planning procedure does not hold much promise for significant 
improvements in implementation plans unless the general environ- 
ment becomes more stable and therefore more predictable. 
It was shown how some political characteristics may be a 0 
significant source of implementation failure and how most present 
developed countries experienced a similar political pattern. 
5.3 The Managerial Factor. 
Apart from the most global factors affecting the projects 
implementation and hence technology integration there are other 
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factors of similar importance that may affect greatly the functi- 
oning of production. These are attributable to management pro- 
cedures in developing countries. 
" It is well recognised that while improvements in planning 
have generally occurred in these countries, they have not done so 
for implementation. The projects that can upset most the techno- 
logical efficiency and development programmes are those encount- 
ered by large scale industrial projects of important size. The 
medium and small size projects which are equally important to 
national development have the same problem of implementation, but 
to a lesser extent. 
Implementation problems do not differ greatly between private 
and public projects, the former may experience greater difficult- 
ies in obtaining approvals and allocations while the latter may 
suffer more from organizational confusion and delays in decisions. 
Also the implementation problems are characteristic of most count- 
ries as their origins are the same and are formed in the very 
definition of "developing countries" as Kilbridge (1970, p43) 
remarks. 
Development plans generally start with a set of objectives 
referred to as technological improvement, full employment, growth 
and hence economic independence. The pre-implementation phase 
" 
consists of deciding to invest for the production of a specific 
product, on the general process, scale, market, financing method, 
location and government approval. The implementation procedure 
may be divided into three phases, see Kilbridge (p43), namely the 
planning of the project, which consist of site selection, detailed 
engineering design and cost estimating, the method of control and 
finally the construction and production process. 
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The contracting methods are numerous and vary from turn-key, 
including start-up, to delivery of equipment only, the method of 
contract may depend on previous experience in the type of project 
" 
involved, the availability of technical and managerial personnel, 
the need for specialized equipment, the time allocated to the 
project, the technical complexities as well as the desire for 
training local managers and technicians. 
Some difficulties may be encountered at the start of the 
project, the machines bought may not be useful as the accessories 
cannot be found and pieces of equipment may be difficult to put 
together unless expert technicians are available and unless the 
buyer has some control over the seller until the machines have 
been put into production. Contracting procedures require special 
consideration as they may lead to inefficient and costly start-up 
if they are poorly undertaken. 
There are a number of factors that make project implementat- 
ion inefficient. Shen (1977) attributes the failure to lack of 
will and competence as well as inconsistencies, errors and faulty 
forecasts in the plans. Kilbridge tends to see the scarcity of 
skills, lack of foreign exchange and dependence on foreign equip- 
ment at the source of implementation problems. He also presents 
some other factors such as the frugal use of capital, especially 
0 foreign exchange, overcapitalization, failure to estimate the 
market correctly and the economic consequences of locating the 
project in unsuitable place, other factors such as shortage of 
managers assuming full involvement and responsibility, deficient 
control procedures as well as low levels of technical efficiency 
are also reported, see Page (1980). One important point seems to 
dominate in Kilbridge's research and that is related to the 
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inadequate estimating procedures. As cost estimating is a complex 
process, it is important to consider the relationship between the 
cost of the project and the costs caused by the delays in its 
" 
implementation. Some aspects of the list provided on the sources 
of underestimation are presented here, see p43: 
a) Additional costs of remote sites, including power source, 
other utilities, freight costs and roads; 
b) Higher cost of first time effort as a result of learning 
effect; 
c) Difficulty of anticipating at the time of estimate all 
the installations required for the project; 
d) Labour estimates not adjusted to productivity; 
e) Strikes and other work stoppages; 
f) Possibility of devaluation; 
g) Adverse climatic conditions; 
h) Difficult maintenance of equipment; need for spares 
inventory; 
. i) Cost of delays caused by need to import equipment 
includ- 
ing customs clearance. 
One may quote Repetto (l967)* to illustrate the above points. 
"In many developing countries, one encounters large sums 
tied up in projects with extended gestation periods, widespread 
---------------------------------------------------------------- 
* quoted by Kilbridge (1977, p48). 
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and considerable lags in project completion, and 
substantial under-utilization of both new and existing 
facilities. These represent a large loss to the nation 
0 in potential 
income and potential savings for reinvestment. " 
Shen refers to a transmission difficulty whereby when a 
target is missed, the implementation failure is transmitted to 
the other targets. Other problems shared by most researchers on 
this area agree that many physical conditions under which manage- 
ment operate, are caused by the most simple convenience that are 
taken for granted in most advanced countries. For instance, there 
are often difficulties in making a telephone call, inconsistent 
transport services, lack of secretarial assistance and repro- 
duction facilities for documents, the inability to obtain essent- 
ial spare parts for machines as well as the frustration experien- 
ced when the raw materials are difficult to obtain. 
Young (1966) whose work is more concerned with management 
education, attributes the managerial problems in developing 
countries to four aspects, namely physical conditions, already 
discussed above, local attitudes, cultural aspects as well as the 
incompatibility between educational theory and practice. * 
The local attitudes, very much related to the cultural 
" heritage constitute an important factor in the sense that they 
often determine the physical conditions, they may be expressed as 
"laisser-aller" and things do not get done when they should be 
done, or are only done partly, information is not given a prior 
importance and may be inaccurately provided, also absenteeism is 
------------------------------------------------------------------ 
* This point has already been discussed in the section on 
education. 
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quite a frequent factor which restrict continuity in work. This 
lack of discipline and motivations affect the whole attitude of 
mind of the people and frequently defeat those competent managers. 
Some factors that may be relevant to note here are related 0 
to managerial training; Young notes that many of the top managers 
controlling enterprises have arrived at the top without passing 
through the competitive management field, which provides them 
with the required experience, they often attend these posts by 
virtue of their family or cultural and financial status. 
Some propositions for efficient management techniques for 
developing countries are made by Young. 
These are: 
a) Adaptation as against adoption of management techniques. 
b) The development of managerial capacities through 
increased technical knowledge and the improvement 
of appropriate attitudes. 
Kilbridge proposes ways to avoid implementation problems 
such as meticulous project planning and attention to the cost 
of time, the use of powerful methods such as 'critical path 
scheduling' which is the application of network analysis to 
" planning and control schedule. 
Adelman and Morris (1965, p565) who are more concerned on 
the habits and attitudes of people write: 
"Fundamental to the processes of both socio-economic and 
political change is a transformation of basic attitudes affecting 
the habits, beliefs and emotions of the individual members of a 
society. It is this transformation of individual outlook which 
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tends to generate not only the receptivity to technical change, 
enterprise and initiative..., but also the acceptance of the 
breakdown of ascriptive traditional norms. " 
0 
0 
0 
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CHAPTER SIX 
CONCLUSIONS AND PROPOSITIONS FOR FURTHER RESEARCH 
Development economists are increasingly becoming aware 
" 
that approaches to the problems of developing countries differ 
from those of the developed world because of social, economic 
and political reasons. However, efforts to develop and extend 
analyses that include these environmental factors are hampered 
by the absence of empirical knowledge about the manner in which 
they operate. Suitable methods to study the multiple interactions 
of economic and other forces would require cooperative research 
by interdisciplinary teams of economists, statisticians and 
econometricians. Unfortunately, few non-economists have shown 
an interest in such empirical investigations. Accordingly, it 
may be desirable for development economists, in addition to 
explanatory, to initiate these exploratory approaches and stimu- 
late empirical research in these areas. 
Consequently, the transfer of technology being part of these 
areas, should not be viewed merely as the flow of machinery or 
of physical tools and information, but should rather involve the 
whole environmental and societal attitudes in relation to the 
assimilation of the transfer. As an initial investigation, the 
0 present study of technology transfer was treated within these 
broader issues. The main aim was to contribute to the understand- 
ing of technological transfer, by gaining a quantitative insight 
relating it to empirical data. 
1. MAIN CONCLUSIONS. 
The current study's attempt was to find out the main socio- 
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economic characteristics that affect the rate of technology 
transfer and integration. The results of the multiple regression 
model are encouraging and suggest that countries with the 
" 
following characteristics are more able to absorb and integrate 
foreign technologies, than those which are deficient in those 
characteristics. 
These are: - 
i) Relatively high educational level. 
ii) A comparatively low import rate of manufactured goods. 
iii) Availability of certain types of consumer goods. 
The indicators representing the above characteristics are 
respectively: 
- Adult literacy rate. 
- Imports of manufactured goods. 
- Radio receivers per thousand population. 
These were identified by the regression analysis as accurate 
indicators of the rate of technology integration and explain a 
significant sixty one percent of its total variance. 
0 The education indicator explains a proportion of forty 
seven percent; it is not surprising to find that such an indicator 
has so high a significance in relation to the rate of techno- 
logical absorption, as it complements and provides theoretical 
foundations; it also demonstrates the validity and appropriate- 
ness of the current approach. 
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The second indicator shows that reducing the reliance on 
foreign trade in importing less manufactured goods is an import- 
ant factor in technology assimilation; more specifically, there 
" is then a tendency to develop and encourage local industries, 
which will generally result in a healthier economy. 
Although the third indicator explains a lower proportion of 
the variance, it is still statistically significant and shows 
the usefulness of social indicators. It basically suggests that 
a greater availability of a certain type of consumer goods 
affects the attitudes and motivations of the population; this 
necessarily affects productivity and hence technology integration. 
It also shows that societies that attain this stage can afford 
more than basic necessities. 
The above indicators afford an empirical investigation of 
current data and provide further evidence that the factors that 
affect the assimilation of technological transfer could usefully 
be further investigated in further research and planning studies. 
2. PROPOSALS FOR FURTHER RESEARCH. 
Further empirical studies should be carried out to validate 
the present study and conclusions, in particular: 
" 
i) The reliability and accuracy of the present model should 
be assessed by using different sets of corresponding 
data for different countries and for different periods 
of time. 
ii) Other indicators, more representative of developing 
countries' economies such as the productivity of a man's 
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hour work should be investigated together with manager- 
ial capacitites. Again political facets that can be 
quantified such as stability of regimes etc., could 
0 usefully be explored. 
iii) As an attempt to measure any phenomenon, and as many 
measurements could exist and represent this phenomenon, 
one may attempt to give a quantifiable measure to the 
technological assimilation, as was attempted in the 
current study. This may either improve the present 
approach used to quantify the aspect, or suggest improved 
alternative measures. 
iv) Measures of technological transfer applicable at enter- 
prises sector level etc., should be developed. These 
would generally require more specific information about 
policies, wages, employment, output, etc. 
v) Other measures related to the type of technology imported 
i. e. whether it is capital or labour intensive in con- 
junction with their quantity and output, should be 
investigated. This would require a comparative study 
between two or more types of technology; the results 
0 would elucidate further facets of technological transfer. 
vi) The appropriateness of other statistical and econometric 
methods and models such as input-output analysis could 
usefully be investigated. 
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APPENDIX 1 
Tables on industrial activities for some countries. 
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APPENDIX 2 : COMPUTER PROGRAMME -335- 
le REM THIS PROGRAM EVALUATES THE DIFFERENT GROWTH MEASURES AND INDICES OF TEC 
HNOLOGY INTEGRATION 
20 REM AND CORRELATES THESE VARIABLES TOGETHER 
30 REM 
40 REM 
50 REM THE VARIABLES ARE DIMENSIONED 
60 REM 
70 DIM A(6), I(8,5), Ex(2,8), Gip(8), Gipl<8), Im(2), An(8), Ana2$C100), Var$C10©], Gdp 
(40), Imp_tech(40), Trendgip(50), Trendgdp(50), Igip(50), Igdp(50), Rgip(50>, Rgip2(50) 
80 DIM Rgdp(50), Anal$1100], Ncount(50) 
90 DISP " N. OF COUNTRIES "; 
100 INPUT NO 
110 REM 
120 REM THE DATA IS READ AND THE INDICES OF TECHNOLOGY INTEGRATION CALCULATED 
" 130 REM 
140 CALL Read(Coun$, R(*), I(*), E, Ex(*), Im(*), Gip(*), Gipl(*), NO, An(*), Trendgip(*) 
, Trendgdp(*), Igip(*), Igdp(*), Rgip(*), Rgip2(*), Rgdp(*), Ncount(*)) 
150 REM 
160 REM THE CORRELATION OF THE TWO INDICES IS ESTIMATED 
170 REM 
180 Anal$="RATIO : GIP / IMP. TECH. % GIP" 
190 Ana2$ "RATIO ; GDP i IMP. TECH. % GDP" 
200 CALL Find(Rgdp(*), NO, Xmin, Xmax, 10) 
210 CALL Correlation(Rgip(*), Rgdp(*), H0, S. lope, Inter, R) 
220 CALL Find(Rgip(*), NO, Ymin, Ymax, 2) 
230 CALL Plot(Rgdp(*), Rgip(*), Xmin, Ymin, Xmax, Ymax, Slope, Inter, R, NO, Ana2$, Ana1$, 
Ncount(*)) 
240 REM 
250 REM THE CORRELATION OF THE COMPONENTS OF INDICE I IS ESTIMTED 
260 REM 
270 Ana1$="TREND IN GIP" 
280 Ana2$="IMPORT OF TECHNOLOGY % GIP" 
290 CALL Correlation(Trendgip(*), Igip(*), t10, S1ope, Inter, R) 
300 CALL Find(Igip(*), N0, Xmin, Xmax, 10) 
310 CALL Find(Trendgip(*), tlO, Ymin, Ymax, 10) 
320 CALL Plot(Igip(*), Trendgip(*), Xmin, Ym, in, Xmax, Ymax, Slope, Inter, R, NO, Ana2E, An 
al$, Ncount(*)) 
330 REM 
340 REM THE CORRELATION OF THE COMPONENTS OF INDICE 2 IS ESTIMATED 
350 REM 
360 Anal="TREND IN GDP" 
370 Ana2$="IMPORT OF TECHNOLOGY % GDP" 
380 CALL Find(Igdp(*), N0, Xmin, Xrnax, 10) 
390 CALL Correlation(Trendgdp(*), Igdp(*), H0, S1ope, Inter, R) 
400 CALL Find(Trendgdp(*), NO, Ymin, Ymax, 2) 
410 CALL Plot(Igdp(*), Trendgdp(*), Xmin, Ymin, Xmax, Ymax, Slope, Inter, R, N0, Ana2$, An 
al$, Ncount(*)) 
420 STOP 
430 END 
440 SUB Correlation(F(*), E(*), NO, S1ope, Inter, R) 
450 REM 
460 REM COMPUTATION OF CORRELATION COEFFICIENT & REGRESSION FUNCTION 
470 REM 
. 480 FOR 1=1 TO NO 
490 Ysum=Ysum+F(I) 
500 Xsum=Xsum+E(I) 
510 Xysum=Xysum+F(I)*E(I) 
520 Y2sum=Y2sum+F(I)^2 
530 X2sum=X2sum+E(I)^2 
540 NEXT I 
550 R=(N©*Xysum-Xsum*Ysurn)/SQR((N6*X2surn-Xsum^2)*(N4*Y2sum-Ysum^2)) 
560 Slope=(tU©*Xysum-Xsum*Ysum)i(N4*X2sum-Xsum^2) 
570 Inter=Ysumitl©-Slope*(Xsurn/NO> 
580 SUBEXIT 
59© SUBEND 
600 SUB Plot(E(*), F(*), Xmin, Ymin, Xmax, Ymax, Slope, Inter, R, t10, Var$, Ana$, Ncount(*) 
610 REM 
620 REM PLOTTING OF DATA & REGRESSION FUNCTION 
630 REM 
640 PLOTTER IS 13, "GRAPHICS" 
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650 DEC 
660 GRAPHICS 
670 Xstep=(Xmax-Xmin)/10 
680 Ystep=(Ymax-Ymin)/10 
690 X1=100*MAX(1,1*RATIO) 
700 Y1=100*MAX<1,1, RATIO) 
710 LOCATE . 2*X1,. 9*X1,. 2*Y1, '. 8*Y1 
720 SCALE Xmin, Xmax, Ymin, Ymax 
730 AXES Xstep, Ystep, Xmin, Ymin 
740 CSIZE 2 
750 LDIR -90 
760 LORD 2 
770 FOR N2=Xmin TO Xmax STEP Xstep 
" 780 MOVE N2, Ymin 
" " 790 LABEL USING MDD. DDD, X ; N2 
800 NEXT N2 
810 LDIR 0 
820 LORG 8 
830 FOR P2=Ymin TO Ymax STEP Ystep 
840 MOVE Xmin, P2 
850 LABEL USING "MDDDD. DD, X"; P2 
860 NEXT P2 
870 LORD 5 
880 FOR 12=1 TO NO 
890 MOVE E(12), FCI2) 
900 IF Ncount(I2)>9 THEN 940 
910 LABEL USING 920; Ncount(I2) 
920 IMAGE D 
930 GOTO 960 
940 LABEL USING 950; Ncount(I2) 
950 IMAGE 2D 
960 NEXT 12 
970 FOR X=Xmin TO Xmax STEP (Xmax-Xmin)/100 
980 Y=Inter+Slope*X 
990 PLOT X, Y 
1000 NEXT X 
1010 CSIZE 3,. 5 
1020 LORG 5 
1030 MOVE Xmin+(Xmax-Xmin)/2, Yrnax+2.5*Ystep 
1040 LABEL USING "K"; "GNP PLOT " 
1050 MOVE Xmin+(Xmax-Xmin)'2, Ymax+. 833*Ystep 
1060 CSIZE 2.5 
1070 LABEL USING 1080; R 
1080 IMAGE "CORRELATION COEFFICIENT", 3D. DD 
1090 MOVE Xmin+(Xmax-Xmin)i2, Ymin-2.5*Ystep 
1100 LABEL USING "K"; TRIMt(Var$) 
1110 LDIR 90 
1120 MOVE Xmin-2.15*Xstep, Ymin+(Ymax-Ymin)/2 
1130 LABEL USING "K"; TRIM$(Ana$) 
1140 DUMP GRAPHICS 
1150 SUBEXIT 
1160 SUBEND 
-1170 SUB Find(X(*), HO, Xmin, Xmax, K) " 1180 REM 
1190 REM FIND MINIMUM & MAXIMUM OF A RANGE OF VALUES 
1200 REM 
1210 Xmin=X(1) 
1220 Xmax=X(1) 
1230 FOR 13=1 TO NO 
1240 IF X(I3)>Xmin THEN 1260 
1250 Xmin=X(13) 
1260 IF X(I3)<Xmax THEN 1280 
1270 Xmax=X(13) 
1280 NEXT 13 
1290 Xmax=Xmax+(Xmax-Xmin)/K 
1300 Xmin=Xmin-(Xmax-Xmin)'K 
1310 SUBEXIT 
1320 SUBEND 
1330 END 
1340 SUB Read(Coun$, A(*), I(*), E, Ex(*), Im(*), Gip(*), Gipl<*), tt©, An(*), Trendgip(*), 
Trendgdp(*), Igip(*), Igdp<*), Rgip(*), Rgip2(*), Rgdp<*), Ncount(*)) 
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1350' REM 
1360 REM READING OF THE DATA AND, EVALUATION OF GROWTH MEASURES AND INDICES OF T 
ECHNOLOGY INTEGRATION 
1370 FOR I1=1 TO NO 
1380 REM 
1390 REM READ COUNTRY NAME 
1400 REM 
1410 READ Coun$, Ncount(I1) 
1420 PRINT Coun$ 
1430 REM 
1440 REM IND SECTORS % GDP, GDP CURRENT PRICE % GDP 
1450 REM 
1460 FOR 1=1 TO 6 
1470 READ A(I) 
1480 NEXT I 
1490 REM 
1500 REM GIP % GDP CURRENT PRICE 
1510 REM 
1520 Gipp=(R(1)+A(2)+A(3)+R(4)+A(5)), A(6) 
1530 PRINT "GIP % GDP ="; Gipp*100 
1540 REM 
1550 REM READ IND SECTORS (CONSTANT PRICE) 
1560 REM 
1570 S=8 
1580 IF Count="RWANDA" THEN S=6 
1590 FOR 1=1 TO 5 
1600 FOR J=1 TO S 
1610 READ I(J, I) 
1620 NEXT J 
1630 NEXT I 
1640 REM 
1650 REM SUM OF IND SECTORS < GIP CONSTANT PRICE) 
1660 REM 
1670 MAT Gip=ZER 
1680 FOR I=1 TO S 
1690 FOR J=1 TO 5 
1700 Gip(I)=I(I, J)+Gip(I) 
1710 NEXT J 
1720 NEXT I 
1730 REM 
1740 REM TAKE LOG OF GIP(CONSTAMT PRICE) 
1750 REM 
1760 FOR 1=1 TO S 
1770 Gipl<I)=LOG(Gip<I)) 
1780 An(I)=I 
1790 NEXT I 
1800 REM 
1810 REM CALL SUB TO CALCULATE TREND USING RECRESSIO14 
1820 REM 
1830 CALL Correlation(Gip1(*), An(*), S, S1ope, Inter, R) 
1840 REM 
1850 REM TREND=EXP OF SLOPE -1 
1860 REM 
1870 Trendgip<I1)=<EXP<S1ope)-1)*100 " 
1880 PRINT "TREND OF GIP ="; Trendgip (Il) 
1890 REM 
1900 REM READ GDP GROWTH 
1910 REM 
1920 READ Trendgdp(I1) 
1930 PRINT "TREND OF GDP ="; Trendgdp(II) 
1940 REM 
1950 REM READ EXPORT % GDP (CURRENT PRICE) 
1960 REM 
1970 READ E 
1980 N10=8 
1990 IF Count="ZAIRE" THEN N10=6 
2000 REM 
2010 REM READ MERCHANDISE IMP. & EXPORT OF GOODS 
2020 REM 
2030 FOR I=1 TO 2 
2040 FOR J=1 TO N10 
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2050 READ Ex(I, J) 
2060 NEXT J 
2070 NEXT I 
2080 Mer=O 
2090 Exp=0 
2100 REM 
2110 REM ADD MERCHANDISE IMPORT OVER 8 YEARS SAME FOR EXPORT OF GOODS 
2120 REM 
2130 FOR I=1 TO N10 
2140 Mer=Mer+Ex(1, I) 
2150 Exp=Exp+Ex(2, I) 
2160 NEXT I 
2170 REM 
2180 REM MERCHANDISE IMPORT : EXPORT OF GOODS 
2190 REM 
2200 Meri=Mer/Exp 
2210 PRINT "MACH. IMP. % TOTAL EXP. ="; Meri*100 
2220 REM 
2230 REM READ MACHINERY & EQUIPEMENT IMPORT % MERCHANDISE IMPORT 
2240 REM 
2250 READ Im(1), Im(2) 
2260 REM 
2270 REM MEAN OF MACHINERY & EQUIPEMENT IMPORT 
2280 REM 
2290 Imp=CIm(1)+Im(2))/2 
2300 REM 
2310 REM COMPUTATION OF EXPORT : GIP 
2320 REM 
2330 Igipl=E/Gipp 
2340 REM 
2350 REM COMPUTATION OF EXP % GDP 
2360 REM 
2370 Igdpl=E/(100/R(6)) 
2380 REM 
2390 REM COMPUTATION OF IMPORT OF MACHINERY :: GIP 
2400 REM 
2410 Igip(II)=Igipl*Meri*Imp/100 
2420 PRINT "IMP MACHI % GIP ="; Igip(11) 
2430 REM 
2440 REM COMPUTATION OF IMPORT OF MACHINERY % GDP 
2450 REM 
2460 Igdp(11)=Igdpl*Meri*Imp/100 
2470 PRINT "IMP MACHI : GDP ="; Igdp(Il) 
2480 REM 
2490 REM COMPUTATION OF RATIO : GIP GROWTH / IMP % GIP 
2500 REM 
2510 Rgip(I1)=Trendgip(I1)'Igip(I1) 
2520 PRINT "RATIO : GROWTH GIP / IMPORTED TECH. GIP ="; Rgip(Il) 
2530 REM 
2540 REM COMPUTATION OF RATIO ; GDP GROWTH i IMP GDP 
2550 REM 
2560 Rgdp(Il)=Trendgdp(Ii)/Igdp(Ii) 
2570 PRINT "RATIO : GROWTH GDP i IMPORTED TECH. GDP ="; Rgdp(II) 
2580 REM 
2590 REM COMPUTATION OF RATIO; GIP GROWTH /IMP : GDP 
2600 REM 
2610 Rgip2<I1)=Trendgip(11)'Igdp(I1) 
2620 PRINT "RATIO : GROWTH GIP / IMPORTED TECH. % GDP ="; Rgip2(11) 
2630 PRINT USING 2640 
2640 IMAGE / 
2650 NEXT 11 
2660 SUBEMD 
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APPENDIX 4 
The list of data that follows corresponds respectively 
to the list of variables provided in'Appendix S. That is 
" 
the first value (15401.38) represents the value for the 
variable population for the country Algeria, the second 
value (720.16) represents the value of GNP/Capita, etc. 
The last value represents the variable: 
GIP. GROWTH 
IT % GIP 
that is the measure of technological integration. The 
countries, for which a list is provided in Appendix 7, 
are reported at the end of their corresponding set of 
data. 
9 
r 
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DATA FOR THE 41 COUNTRIES 
15401.380 720.160 11091.500 6186.220 46.200 38.670 
21.800 3.425 10.150 13.100 37.050 2.700 
37.200 74.150 2125.000 602.000 6.450 6.500 
51.400 48.500 14.500 54.500 6725.000 77.000 
15.000 30.500 42.500 16.300 198.000 14.450 
" . 278 ALG 
4710.130 415.190 1955.590 754.920 20.700 17.490 
38.000 3.200 17.200 13.500 16.000 3.100 
39.800 69.100 2128.500 294.000 4.150 4.500 
29.200 45.500 17.000 50.000 2210.000 33.500 
27.000 51.500 58.000 22.050 78.000 2.800 
. 375 BOL 
29227.500 103.590 3027.600 488.020 11.300 9.240 
15.800 1.500 42.800 10.000 2.850 1.600 
54.800 74.600 2189.000 59.000 3.850 43.500 
24.000 39.500 16.000 50.500 7190.000 17.500 
21.500 67.000 57.500 17.200 18.500 1.100 
. 235 BUR 
7310.000 235.300 1720.030 431.140 18.600 13.750 
24.300 3.400 32.800 12.350 7.250 4.500 
44.500 58.350 2419.500 106.500 6.800 15.500 
23.750 42.550 20.500 44.000 19970.000 26.000 
13.000 12.000 74.850 6.150 48.000 6.900 
. 165 CAM 
3912.380 101.380 396.630 50.320 13.500 38.000 
12.500 2.400 52.750 7.600 3.450 3.700 
38.000 62.300 1946.000 24.000 6.800 3.000 
12.900 44.900 22.500 42.500 52020.000 26.500 
2.500 11.000 88.550 4.950 16.500 1.250 
. 187 CHA 
22890.130 499.760 11439.59.0 3714.190 20.300 19.200 
31.900 3.300 30.300 18.800 7.900 11.900 
36.400 75.400 2229.000 663.000 4.550 20.500 
62.650 33.000 9.500 60.250 1995.000 63.500 
29.000 77.000 34.450 22.000 112.000 13.750 
. 456 COL 
" 1894.000 895.900 1696.840 546.980 23.800 13.590 
31.000 5.700 22.300 18.900 6.750 19.050 
51.250 63.550 2485.000 513.000 3.750 37.500 
40.500 34.900 6.500 68.500 1590.000 75.500 
35.500 88.000 33.400 28.700 73.000 26.700 
. 311 COS 
4507.040 604.040 2722.410 1006.950 22.000 15.380 
. 
35.900 1.700 22.000 18.650 9.000 10.700 
36.500 66.350 2046.000 381.500 7.100 93.000 
42.850 41.000 10.500 58.500 1985.000 46.000 
-344- 
21.500 67.100 59.600 15.000 39.000 13.000 
. 680 DOM 
6615.880 493.320 3263.740 1288.580 25.600 22.430 
38.400 4.000 23.950 16.600 12.650 1.650 
40.700 67.150 2091.500 368.000 4.300 23.000 
40.700 42.000 11.500 57.800 2220.000 37.000 
34.000 70.950 48.500 23.000 279.000 5.700 
. 483 ECU 
" 
35063.250 266.830 9355.820 2757.740 20.400 12.360 
30.100 4.900 29.800 22.750 5.850 25.600 
29.650 53.850 2661.000 371.000 3.050 36.000 
43.100 38.000 14.000 53.000 1550.000 66.000 
37.000 44.000 52.700 22.400 135.000 5.200 
. 366 EGY 
3837.380 421.540 1617.630 436.670 19.300 16.040 
26.900 5.800 30.850 16.700 4.850 26.100 
56.300 67.850 1937.000 232.000 3.150 183.000 
39.500 41.500 10.500 60.500 3744.000 47.000 
21.000 61.000 50.700 13.850 232.000 10.500 
. 310 ELS 
27780.000 88.020 2445.220 469.730 10.600 9.230 
19.021 2.300 53.850 9.350 5.100 1.600 
43.500 76.500 1846.500 26.000 6.550 23.000 
10.800 49.500 25.500 38.500 87925.000 6.000 
5.000 8.000 82.500 6.400 6.500 1.900 
. 127 ETH 
9583.880 535.620 5133.360 1203.850 8.900 7.920 
23.200 2.800 42.350 10.400 8.050 2.600 
41.450 87.350 2111.000 170.000 4.850 40.000 
30.600 48.500 18.500 46.500 11575.000 35.000 
30.000 30.000 56.200 17.850 92.500 5.600 
. 000 GHA 
2962.880 330.650 979.690 285.380 20.100 11.260 
28.187 3.600 32.650 15.050 8.750 8.850 
48.200 60.150 2151.000 271.000 5.350 26.000 
30.350 48.000 14.000 55.000 3505.000 40.000 
13.000 57.000 64.750 13.600 55.500 5.000 
. 163 ot . ý, HON 
31447.750 1223.550 38477.780 21916.880 27.100 37.340 
" 56.274 3.500 14.350 12.900 35.400 2.650 
41.800 81.000 2821.000 1281.000 5.000 19.000 
43.150 42.500 15.000 51.000 2900.000 43.000 
37.000 44.000 43.000 30.100 171.000 14.250 
. 304 IRA 
6208.250 473.020 . 2936.610 930.040 23.600 16.850 29.000 5.900 25.300 12.500 8.300 5.350 
39.350 73.350 2478.500 292.000 8.400 19.500 
30.150 49.500 20.500 44.000 15270.000 19.000 
14.000 20.000 83.250 3.300 68.500 12.500 
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. 270 No 
12862.250 201.970 2597.740 639.970 22.200 16.670 
23.644 4.600 35.800 12.350 7.500 11.750 
39.750 53.050 2191.000 138.000 6.800 22.000 
11.000 50.500 14.500 52.500 8335.000 16.000 
12.000 35.000 80.500 8.000 38.000 8.150 
. 196 KEN 
" 7418.000 183.270 1359.470 358.430 14.600 8.760 
25.700 2.400 34.000 13.550 5.400 5.100 
47.500 50.650 2473.000 73.500 4.700 13.000 
15.650 45.000 20.000 44.000 11085.000 18.500 
12.500 44.500 86.700 4.350 96.000 6.200 
. 034 MAD 
11827.000 517.970 6126.030 2111.470 23.100 24.210 
33.800 5.900 30.250 14.950 13.050 7.900 
30.250 57.200 2570.500 601.000 4.150 36.000 
28.500 30.800 6.400 65.500 4443.500 62.000 
39.500 57.500 48.700 17.350 118.000 16.220 
. 311 MAL 
866.880 508.230 440.570 143.070 23.000 25.230 
30.952 3.900 24.000 17.150 9.600 2.300 
40.900 77.800 2501.500 303.500 2.950 425.000 
44.050 27.500 7.000 65.500 3320.000 60.500 
41.000 80.000 32.150 24.800 113.500 19.050 
. 748 MAU 
16598.880 430.400 7144.120 2196.720 23.900 16.970 
31.500 5.700 18.400 16.050 14.050 14.850 
28.950 33.350 2506.500 236.500 4.200 37.500 
36.000 46.500 15.000 53.500 11875.000 53.000 
15.000 24.500 54.950 18.200 76.000 17.600 
. 338 MOR 
2149.880 599.620 1289.100 442.020 22.100 13.280 
33.000 2.600 23.850 20.000 5.800 15.900 
49.550 56.350 2451.500 479.000 4.350 16.500 
48.700 47.150 14.900 52.700 1800.000 70.000 
19.500 55.000 47.650 14.750 57.500 16.500 
. 272 << `. NIC 
72388.250 281.380 20368.380 9176.190 24.100 25.180 
40.931 3.800 41.200 8.000 25.200 . 800 " 42.000 80.900 2317.500 79.500 4.650 79.000 
17.200 50.500 19.000 45.500 17670.000 16.290 
7.000 65.886 59.050 15.900. 51.000 1.550 
. 562 '=r NIG 
67376.380 157.360 10602.020 2830.380 16.200 9.330 
27.015 . 500 34.700 15.750 7.100 56.100 33.200 24.550 2262.000 134.000 4.050 84.000 
25.650 46.000 16.500 49.500 4045.000 25.000 
15.500, 20.500 58.450 19.350 15.000 2.900 
. 233 PAK 
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2548.130 469.070 1195.250 309.170 21.400 17.270 
25.600 1.500 33.100 16.900 5.000 11.100 
28.700 37.650 2808.500 170.000 3.150 6.500 
37.500 40.000 9.000 62.000 1765.000 12.000 
18.500 79.500 52.000 19.100 69.500 7.000 
. 528 PAR 
14892.500 665.140 9905.640 2625.630 16.500 10.070 
" 30.348 7.600 20.300 19.200 12.100 1.400 
37.800 54.050 2297.000 632.500 4.750 12.000 
60.100 40.950 13.350 54.350 1750.000 41.000 
39.500 72.000 42.400 20.050 132.500 17.300 
. 320 PER 
40595.880 315.070 12790.630 4787.500 26.900 23.030 
37.300 1.800 27.750 23.600 8.500 15.300 
33.200 47.650 2136.000 321.500 3.650 135.500 
32.000 39.000 10.000 58.500 3150.000 39.000 
53.000 84.500 52.950 15.300 41.500 8.450 
. 587 PHI 
3959.130 105.540 417.830 64.400 12.400 3.860 
15.306 2.000 59.500 8.850 5.600 1.100 
48.700 68.350 2245.500 14. -; 00 5.400 152.000 
3.450 51.000 20.500 44.000 48625.000 35.000 
2.000 23.000 92.600 2.300 12.000 1.300 
. 000 RWA 
4800.380 286.000 1372.900 418.550 17.700 8.710 
29.800 3.500 26.300 14.550 8.200 14.700 
37.600 48.500 2262.000 157.000 2.900 24.500 
23.950 47.650 23.000 41.000 16545.000 37.000 
10.500 10.000 78.350 7.800 69.000 9.100 
. 128 SEN 
2941.250 174.740 513.960 169.230 14.200 7.870 
32.011 3.200 34.050 5.550 19.400 61.400 
43.400 36.000 2177.000 118.500 5.550 41.500 
19.650 46.000 20.500 44.000 17110.000 12.000 
10.000 15.000 69.750 16.400 19.000 7.600 
. 000 SIE 
3384.250 85.810 290.420 84.550 28.700 5.310 
29.015 4.800 27.150 8.400 13.850 2.100 
37.300 28.300 2204.000 67.500 5.200 4.500 
" 25.000 47.500 21.000 41.500 18350.000 24.000 
3.500 27.500 83.850 6.450 19.500 -2.550 
. 276 r "Eý '. SOM 
13282.500 163.160 2167.210 593.860 16.300 14.120 
27.281 3.200 36.600 13.700 6.350 7.050 
25.100 77.700 2230.000 133.500 4.000 203.000 
23.100 28.000 6.500 68.000 6230.000 20.500 
54.000 77.850 54.550 14.700 38.000 6.900 
. 335 SRI'. 
-ý 
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15453.500 249.240 3851.620 852.870 13.800 4.530 
22.602 1.200 41.350 7.850 7.000 . 200 40.800 71.000 2235.500 147.500 6.900 6.500 
18.000 45.000 20.000 44.000 11710.000 46.000 
10.000 17.500 80.500 8.900 79.000 2.000 
. 313 SUD 
7023.750 548.920 3855.510 1294.840 28.000 16.070 
34.100 10.900 20.550 13.050 12.750 25.500 
" 36.950 68.550 2545.500 742.000 4.750 38.000 
45.100 46.500 14.000 55.500 3185.000 74.000 
44.000 46.500 50.000 21.900 224.000 6.600 
. 469 SYR 
14773.880 143.960 2126.870 463.410 19.700 12.900 
21.454 3.100 45.550 9.850 5.800 10.850 
42.200 50.950 2089.500 63.500 7.400 15.500 
8.050 47.500 17.500 49.000 19583.500 26.000 
3.000 47.000 85.000 5.500 15.000 2.600 
. 095 TAN 
39580.250 299.870 11868.750 3744.110 24.800 21.150 
31.400 3.600 28.200 17.500 8.900 13.550 
38.400 41.350 2103.500 287.000 3.550 76.500 
13.500 37.000 10.000 59.000 8395.000 19.500 
22.000 80.500 78.450 7.000 104.500 5.700 
. 459 THA 
5479.630 574.790 3149.630 975.670 26.200 19.410 
30.556 6.900 18.850 9.900 17.900 25.500 
33.400 43.000 2388.500 395.000 3.700 34.000 
46.000 35.500 13.000 55.500 5370.000 59.500 
21.500 39.500 46.400 22.000 109.000 15.500 
. 317 TUN 
10884.630 215.450 2345.110 243.680 8.400 10.460 
11.082 3.094 64.600 6.950 2.950 . 450 48.550 90.100 2192.000 65.000 7.400 46.500 
8.050 45.000 15.500 51.000 18770.000 28.500 
6.500 35.000 84.950 5.300 21.000 2.700 
. 000 1 .. .< UGA 
5171.750 97.480 504.120 116.160 23.400 6.290 
24.322 2.500 44.350 12.300 5.700 3.200 
37.400 42.250 1933.500 18.000 4.450 19.000 
7.150 48.000 23.000 41.000 77279.000 10.000 
" 1.500 5.000 85.400 9.750 16.500 1.300 
. 046 UPP 
23439.380 121.260 2842.260 1048.360 26.400 15.440 
33.900 -5.524 20.900 8.100 22.050 6.600 
40.800 80.050 2276.500 76.000 5.200 10.000 
32.600 46.000 20.000 44.000 30040.000 13.500 
11.000 14.000 77.650 11.900 52.500 3.250 
. 000 ýý. ZAI 
4617.750 440.470 2033.980 1112.030 31.300 30.140 
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55.600 5.800 12.050 13.950 33.750 . 300 38.100 97.050 1968.000 489.000 5.400 6.500 
32.000 50.000 18.500 45.750 11945.000 39.500 
13.500 43.150 70.900 9.900 19.000 16.000 
. 130 f - f I ZAM 
0 
0 
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APPENDIX 5 
List of Variables 
X1 Population 
X2 GNP/Cap 
X3 Gross National Product 
X4 Gross Industrial Product 
X5 Gross Domestic Investment 
X6 Gross National Saving 
:- X7 GIP as % GDP 
X8 Education Expenditure 
X9 Agricultural Production 
X10 Production of Manufacture 
X11 Industrial Production 
X12 Export of Manufactured Goods 
X13 Import of Manufactured Goods 
X14 Commodity Concentration 
X15 Food Consumption/Cap. 
X16 Energy Consumption/Cap. 
X17 Urban Population Growth 
X18 Population Density 
X19, Urban Population as % of Total 
X20 Birth Rate 
X21 Death Rate 
X22 Life Expectancy 
X23 Population per Physician 
X24 Access to Water 
X25 Adjusted School Enrolment Ratio 
X26 Adult Literacy Rate 
X27 Labour Force in Agriculture (% total) 
X28 Labour Force in Industry (% total) 
X29 Radio Receivers per Thousand 
X30 Passenger Cars per Thousand 
0 
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APPENDIX 6y 
List of countries 
1. Algeria 
2. Bolivia 
3. Burma 
4. Cameroon 
5. Chad 
" 6. Chile 7. Colombia 
8. Costa Rica 
9. Dominican Republic 
10. Ecuador 
11. Egypt 
12. El Salvador 
13. Ethiopia 
14. Ghana 
15. Honduras 
16. Indonesia 
17. Iran 
18. Ivory Coast 
19. Jamaica 
20. Kenya 
21. Madagascar 
22. Malaysia 
23. Mauritius 
24. Morocco 
25. Nicaragua 
26. Nigeria 
27. Pakistan 
28. Paraguay 
29. Peru 
30. Philippines 
31. Rwanda 
32. Senegal 
33. Sierra Leone 
34. Somalia 
35. Sri Lanka 
36. Sudan 
37. Syria 
38. Tanzania 
39. Thailand 
40. Tunisia 
41. Uganda 
42. Upper Volta 
" 43. Uruguay 
44. Zaire 
45. Zambia 
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APPENDIX 7 
percentage of the mining Mining 
sector. - 
1. Algeria 27.7 
2. Bolivia 12.1 
3. Burma 0.9 
4. Cameroon 0.3 
5. Chad 0.7 
" 6. 7. 
Chile 
Colombia 
6.3 
1.4 
8. Costa Rica 
9. Dominican Republic 2.8 
10. Ecuador 11.1 
11. Egypt 
12. El Salvador 0.2 
13. Ethiopia 0.2 
14. Ghana 2.3 
15. Honduras 2.4 
16. Indonesia 17.4 
17. Iran 35.3 
18. Ivory Coast 0.2 
19. Jamaica 10.3 
20.. Kenya 0.4 
21. Madagascar 0.5 
22. Malaysia 7.3 
23. Mauritius 0.1 
24. Morocco 6.3 
25. Nicaragua 0.4 
26. Nigeria 32 
27. Pakistan 0.7 
28. Paraguay 0.2 
29. Peru 6 
30. Philippines 2.2 
31. Rwanda 2 
32. Senegal 2.8 
33. Sierra Leone 14.9 
34. Somalia 6.3 
35. Sri Lanka 1.3 
36. Sudan 0.3 
37. Syria 8.5 
38. Tanzania 0.8 
39. Thailand 1.7 
40. Tunisia 8.6 
41. Uganda 0.7 
42. Upper Volta 0.1 
" 43. Uruguay 
44. Zaire 14.9 
45. Zambia 30.2 
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APPENDIX 8: CORRELATION MATRIX FOR THE 41 COUNTRIES 
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CORRELATION MATRIX FOR THE 45 COUNTRIES 
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APPENDIX 9 
Critical valucs for the significance of Pearson correlation coefficients 
Sam le 
Critical values of correlations required for significance 
p 
size 
-- - 
at 5% level at 15 level 
5 0.755 0.875 
10 0.576 0.714 
15 0.483 0.605 
20 0.425 0.538 
25 0.380 0.488 
30 0.338 0.440 
35 0.320 0.417 
40 0.300 0.394 
45 0.28' 0.370 
50 0.262 0.346 
60 0.243 0.328 
70 0.233 0.308 
80 0.220 0.290 
90 0.216 0.272 
100 0.194 0.255 
150 0.158 0.209 
200 0.137 0.182 
250 0.125 0.163 
500 0.088 0.115 
Source: D. Child. Essentials of l ae'tor Ana! vsis, 1970, p. 95. 
S 
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APPENDIX 10 
Correlation figures 
Fig. 1 TECHNOLOGY INTEGRRTION FIND IND. PROD. ti GDP 
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Fig. 2 TECHNOLOGY INTEGRATION AND GDI % GDP 
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Fig-3 7ECMOLOGY INTEGRATION RND MRNU. PROD. % GDP 
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Fig. 4 TECHNOLOGY INTEGRRTION RND AGRI. PROD. % GDP 
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Fig. 5 TECHNOLOGY INTEGRATION AND URBAN POP. GROWTH RATE 
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Fig. 6 TECHNOLOGY INTEGRATION AND ACCESS TO WATER i POP. 
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Fig. 7 TECHNOLOGY INTEGRATION AND RADIO PER OOO'S 
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Fig. 8 TECHNOLOGY INTEGRATION AND CAR 00 'S 
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Fig. 9 TECHNOLOGY INTEGRATION AND ADULT LITERACY RATE 
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APPENDIX 11 
MATRIX ALGEBRA 
This appendix summarises essentials of matrix algebra used 
in chapters 3 and 4. 
0 
1. Definitions. 
Matrix: A matrix is a rectangular array of numbers or 
elements arranged in rows and columns. More 
precisely, a matrix of order M by N (written as 
MXN) is a set of MXN elements arranged in M rows 
and N columns. 
Order: The order of a matrix is the number of rows and 
columns. 
Column Vector: 
A matrix consisting of M rows and-only one column 
is called a column vector. 
Row Vector: 
A matrix consisting of only one row and N columns 
is called a row vector. 
Transposition: 
The transpose of an MXN matrix A, denoted by A' 
" 
(read as A prime or A transpose) is an NXM 
matrix obtained by interchanging the rows and 
columns of A; that is the ith row of A becomes 
the ith column of A'. 
-361- 
2. Matrix Operations. 
Matrix addition: 
let A= [aid] and B= [bid]. If A and B are of 
" the same order, one defines matrix addition as: 
A+B=C 
Where-C is of the same order as A and B and is 
obtained as cij = aij + bij for all i and j; that 
is, C is obtained by adding the corresponding 
elements of A and B. 
Matrix subtraction: 
Matrix subtraction follows the same principle as 
matrix addition except that C= A-B; that is, one 
subtracts the elements of B from the corresponding 
elements of A to obtain C, provided A and B are of 
the same order. 
Matrix multiplication: 
Let A be MXN and B be NXP. Then the product AB is 
defined tobe a new matrix C of order MXP such that: 
Ni=1,2,..., M 
cij aikbkj j 
" That is, the element in the ith row and the jth 
column of C is obtained by multiplying the elements 
of the ith row of A by the corresponding elements 
of the jth column of. B and summing over all terms. 
-362- 
Matrix division: 
The division of matrix is first performed by 
calculating the inverse of the divising matrix and 
then multiplying this inverse matrix by the matrix " 
to be divided. The inverse of A is denoted by A- 
It should be noted that the inverse of A exists 
only when A is a square matrix and nonsingular, 
that is (JAI t 0). 
Matrix inversion: 
An inverse of a square matrix, denoted by A-1 
(read A inverse), if it exists, is a unique square 
matrix such that: 
AA 
1= 
A-'A =I 
Where I is an identity matrix whose order is the 
same as that of A. 
example: 
A=24 
68 
then 
A-1 _ 
-1 Z 
" 
for AA-1 = rl =I 
01 
9- 
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3 Determinants: 
To every square matrix A, there corresponds a number 
(scalar) known as the determinant öf the matrix, which is 
" 
denoted by det A or by the symbol BAI , where 1 means "the 
determinant of". 
The process of finding the value of a determinant is 
known as the evaluation, expansion or reduction of the 
determinant. This is done by manipulating the entries of the 
matrix in a well-defined manner. 
A 2x2 determinant can be evaluated by 
A= aa.,.., 
[a,, 
az 
Its determinant is evaluated as follows: 
IAI = aýY a=Q 
Qza. Qºa. Q 
0 
Which is obtained by cross multiplying the elements on 
the main diagonal and subtracting from it the cross multiplication 
of the elements on the other diagonal of matrix A, as indicated 
by the arrows. 
" 
4 Matrix differentiation. 
If a' = [a1a2... anI is a row vector of numbers, 
1x, 
and x= xi. is a column vector of the variables xl, x2,... x 
ýxýJ 11 
11) 
-364- 
0 
then the derivative with respect to a is: 
r al 8 (a'x) 
ax -a= 
Ia2I 
a n 
L- J 
Considering the matrix x'Ax such that: 
all a12 ... aln 
x'Ax = 
1x1 
x2 ... xn} a21 a22 ... a2n 
Uni 
an2 ... ann 
then, 
a (XAX) 
=2Ax ax 
which is a column vector of n elements, or 
a (x 'Ax) 2 x'p, " 8x 
which is a row vector of n elements. 
X1 
(X2 
Xn 
9 
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APPENDIX 12. 
Percentage Points of t Distributions 
Example 
" 
Pr (t > 2.086) a 0.025 
Pr (t > 1.725) - 0.05 for df = 20 0.05 
Pr (It I> 1.725)=0.10 
0 1.725 
df 
Pr 0.25 
0.50 
0.10 
0.20 
0.05 
0.10 
0.025 
0.05 
0.01 
002 
0.005 
0.010 
0.001 
0.002 
1 1.000 3 078 6.314 12.706 31.821 63.657 318.31 
2 0.816 1.886 2.920 4.303 6.965 9.925 22.327 
3 0.765 1638 , 2.353 3.182 4.541 5.841 10.214 4 0741 I533 1 2.132 2.776 3.747 4.604 7.173 
5 0.727 1476 2.015 2.571 3.365 4 032 5.893 
6 0.718 1.440 1943 2.447 3.143 3.707 5.208 
7 Q711 1.415 1895 2.365 2.998 3.499 4.785 
8 0.706 1: 397 1860 , 2.306 2.896 3.355 4.501 9 0.703 1.383 1833 2.262 2 821 3.250 4.297 
10 0.700 1.372 1812 2 228 2.764 3.169 4.144 
11 0 697 1.363 1.796 2.201 2.718 3.106 4.025 
12 0.695 1.356 1.782 2.179 2.681 3.055 3.930 
13 0.694 1.350 1.771 2160 2.650 3.012 3.852 
14 0.692 1.345 1.761 2.145 2624 2.977 3.787 
I5 0691 1.341 1.753 i 2.131 2.602 2.947 3.733 
16 0 690 1.337 1.746 2.120 2,583 2.921 3.686 
17 0.689 1.333 1.740 2.110 2.567 2.898 3.646 
18 0688 1.330 1.734 2.101 2.552 2.878 3.610 
19 0688 1.328 1.729 2.093 2.539 2.861 3.579 
20 0687 1.325 1.725 2.086 2.528 2.845 3.552 
21 0.686 1.323 1.721 2.080 2.518 2.831 3.527 
22 0686 1.321 1.717 2.074 2.508 2.819 3.505 
23 0.685 1.319 1.714 2.069 2.500 2.807 3.485 
24 0.685 1.318 1.711 2.064 2.492 2.797 3.467 
25 0.684 1.316 1.708 2.060 2.485 2.787 . 3.450 26 0.684 1.315 1.706 2.056 2.479 2.779 3.435 
27 0684 1.314 1.703 2.052 2.473 2.771 3.421 
28 0 683 1.313 1.701 2.048, 2.467 2.763 3.408 
29 0 683 1.311 1.699 2.045 2.462 2.756 3.396 
30 0.683 1.310 1697 2.042 2.457 2.750 3.385 
40 0681 1.303 1.684 2.021 2.423 2.704 3.307 
60 0.679 1.296 1.671 2.000 2.390 2.660 3.232 
120 0.677 1.289 1658 1.980 2.358 2.167 3.160 
ao 0.674 1.282 1643 1.960 2.326 2.576 3.090 
S 
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APPENDIX 14 
Diagrammatically, the two variable regression model 
homoscedasticity can be shown in fig. a, where Y represents 
" the savings and X represents income. This figure shows that 
the conditional variance of Yi (which is equal to Ui) 
conditional upon the Xi, remains the same regardless of the 
values taken by the variable X. 
Fig. a Homoscedastic disturbances 
ä Y 
"ý 
X 
Fig b, in contrast, shows that the conditional variance 
of Yi increases as X increases, therefore the variances of Yi 
are not the same and there is heteroscedasticity. 
Fig. b Heteroscedastic disturbances 
0 
D 
'nCo .X 
D 
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