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RESUMO
Apresenta-se um procedimento simples e direto para a obte~
ção de. valores singulares de matrizes uniformes definidas não neg~
tivas, através do uso das matrizes de Helmert. Esse procedimento é
sugerido aos professores de cursos iniciais em estatística ofereci
dos a alunos com pequenos conhecimentos em algebra de matrizes.
SUMMARY
IEMMA, A.F. The singular value decomposition of a uniform matrix.
1982. Ciência e Natura (4):21-26.
In this paper is presented a simple procedure for determ~
nation of singular value of uniform non negative matrices. This pr~
cedure is recommended for teachers of elementary courses in statis
tics to students with small basis in matrix algebra.
INTRODUÇJ\O
Os valores singulares de matrizes têm sido fundamentais p~
ra a demonstração de muitos dos teoremas relacionados com a estatí~
tica. Conforme pode ser constatado em BOX (2), GRAYBILL (4) ,SCHEFFt
(9) e SEARLE (10), dentre outros, uma importante aplicação dos val~
res singulares é feita no estado das formas quadrãticas associadas
aos quadrados médios utilizados na anãlise de vari ânci a. Sabe-se da teori a
geral, por exemplo, que sob certas condições, uma soma de quadrados
do resíduo pode ser escrita como SQR ; E Ài xj.(p), onde Ài são valores
singulares positivos da matriz de covariâncias V e x~ (p) são qui-qu~
drados centrais com p graus de liberdade. Nesse contexto, torna-se
desnecessário ressaltar a importância dos valores singulares. No en
tanto, sua determinação geralmente é trabalhosa e muitas vezes re
quer o uso de computadores. Neste artigo é apresentado um processo
simples e direto de obtenção dos valores singulares de matrizes de
covariâncias do tipo uniforme, através do uso das matrizes de Helmert.
DESENVOLVIMENTO TEORICO
Segundo GEISSER (3) , uma matriz uni forme de covari ânci a, é
do tipo [ "' p02 '"]V; ~~: 02 p02
p02 p02 02 (a.l)
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onde 02 e p são respecti vamente a vari ãnci a e o coefi ci ente de cor
relação constante.
Em situações experimentais a identificação das estimativas
V das matrizes uniformes é feita através dos testes de homogeneid~
de e uniformidade como, por exemplo, aqueles de WILKS (11) e BOX(l).
Matrizes de covariâncias desse tipo são de grande uti1id~
de, mormente nos ensaios que sugerem "sp1it-p10t", no tempo, para
os quais a condição de uniformidade pode indicar a alternativa mais
correta de análise dos dados, entre um procedimento uni variado usual
e um procedimento mu1tivariado como a anã1ise de perfil.
SEARLE (10), com base nas idéias de LANCASTER (7), define
a matriz de He1mert, de ordem ri, por:
onde h' é um vetor linha de n componentes iguais a __1_m
e H é uma matriz
nha é obtida de
[ 1 p' (r),Ir(r+l )
h' =[~ , 1 l~, ---m m (a. 2)
de (n - 1) 1inh as e n colunas, na qual a i-ésima li
-r <P(n-r-1) x (1)]; r=1,2, ... ,n-1
sendo p' (r) um vetor linha com r componentes iguais a 1.
Notadamente as matrizes de He1mert são ortogonais e su~
tentam as propriedades necessárias para a decomposição ortogont1 de
matri zes definidas não negat"ivas.
Por outro lado, um processo amplamente abordado na 1itera
tura, e que tem sido usado em alguns "pacotes" computacionais, para
a obtenção de valores singulares consiste na resolução da equação
caracteristi ca:
<5(V-H)=O (a. 3)
onde <5 é o determinante, vé uma estimativa da matriz de covariâncias,
À é o vetor dos valores singulares desconhecidos e I é uma matriz
identidade com as mesmas dimensões de V. Esse processo pode aprese~
tar-se inconvenientemente quando <5 for de ordem elevada.
A decomposição por valores singulares pode apresentar os
mesmos inconveni entes, se na obtenção da ma tri z ortogona 1 P, tal que
P' V P = diag Ü1,À2' ••• ,Àk} (a.4)
onde Àj (j = 1, 2, ... , k)'são os valores singulares, for usado a1
gum processo que envolva determinantes.
Considerando-se o estreito relacionamento existente entre
as matrizes ortogonais P e as matrizes H(n) de Helmert, propõe-se
aqui a substituição de P por H'(n)' em (a.4), resultando:
Naturalmente a uniformidade de V garante sua simetria. Por outro la
do, considerou-se neste estudo apenas o caso em que V é positiva de
finida.
Como as matrizes H(n) apresentam uma consistente lei de
formação, (a.2), que depende apenas de n, então elas podem ser fa
cilmente obtidas, tornando imediato o processo de obtenção dos val~
res singulares. Uma identificação mais imediata de H(n) pode serfei
ta em (a.6). Assim, efetuando-se os produtos sugeridos em (a.5) v~
rifica-se que V tem dois valores singulares:
Àl = [1 + (n-l) p] ô2 e À2 = (1-p)ô2, (multiplicidade n-l)
(a.7)
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(a.5)
Desse modo, se a matriz de covariância é do tipo uniforme
tem-se aqui, dois critérios para a obtenção de seus valores singul!
res, a t ra vês de (a.5) ou (a.7):
(a.6)
..l- ..l- i ...L ...L ...L
rn rn rn rn /i'i rn
_ 1_ __ 1_
,Il.2 /l:i
_ 1_ _1_ - _2_
,'U 12.3 12.3
H(n)
_ 1_ _1_ _1_ _ _3_
13.4 13.4 13.4 13.4
(n-2)
/(n-2}(n-l)l(n-2)(n-1) I( n-2)( ,,-1){(n-2l Ln--Ll.'(n-2) (n-1)
1
~
1
~
__ 1 ~
~~
__ 1__
lf"ii"'TlTrJ
(n) (n)
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APRESENTAÇAO DE UM EXEMPLO
Seja a matriz uniforme A, de dimensão 4, onde
aij =G:::
os valores singulares de A, assim definida, podem ser obtidos facil
mente de (a.5):
.i. 1 1 1 2 1 1 1 1
l1r l1r l1r l1r l1r I"Z Iõ m
1 1 O O 2 1 _-l 1 1---
I"Z I"Z l1r I"Z Iõ m=>
1 1 2 O 2 1 O 2 1
Iõ Ib Ib l1r Ib m
1 1 1 3 2 1 O O 3m m m vrz l1r m
[5~O
O O O
= 1,0 O O di ag 0'1 5; À 2 1: (m 3)}
O 1,0 O
O O 1,0
ou, diretamente através de (a.7)
- P ij2 1
p=-- 0,5
ij2 2
À I = [1 + (4- 1) 0,5] 2 5,0 e À2 (1-0,5) 2
UMA APLICAÇAO A ESTATfsTICA
Seja um experimento do tipo "Split-plot" no tempo, para o
qual, após os testes de homogeneidade e uniformidade obteve-se a se
guinte estimativa·de matriz uniforme de covariâncias:
[ '.6380
2,7828 2,7828
2''''J_ 2,7828 4,6380 2,7828 2,7828V = 2,7828 2,7828 4,6380 ,7828
2,7828 2,7828 2,7828 4,6380
1,0
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OBS: I = 2 tratamentos, J = 4 tempos, k = 6 repetições.
Sabe-se, conforme IEMMA E CAMPOS (6), dentre outros, que
para experimentos desse tipo, a decomposição usual para a análisede
variãncia é aquela que consta da Tabela I, onde f" f, e f, são fu~
ções não negativas dos parãmetros. Desse modo, as somas de quadrados
para os residuos (a) e (b) ficam bem determinadas, sem que se efetue
a análise de variãncia:
SQ Res(a)
SQ Res(b)
[1 + (J - 1) pJâ'= 12,9864
(1 - p)â'= 1,8552
TABELA I. OECOMPOSIÇAO USUAL PARA A ANALISE DE VARIANCIA DE EXPERI
MENTOS TIPO "SPLIT-PLOT" NO TEMPO, COM MATRIZ UNIFORME DE
COVARIANCIAS.
Tratamentos (t)
Residuo (a)
G. L. E [Q~
I - 1 [1 + (J - 1 ) p] a' + f,
I (k - 1 ) [l+(J-l )pJ a'
J - (1 _ pIa' + f,
(I - 1) (J - 1 ) (1 _ pIa' + f,
I (J - 1 ) (k - 1) (1 _ p )0'
Variações Consideradas
Tempos (t')
t x t'
Residuo (b)
Desse modo, as comparações multiplas podem ser efetuadas
da simples substituição nas respectivas fõrmulas, de SQ Res(a) e SQ
Res(b) por À, e À" obtendo-se assim as variãncias desejadas.
CONCLUSOES
A decomposição de matrizes simétricas por valores singul~
res, pode ser muitas vezes trabalhosa e exigir conhecimentos razoá
veis sobre álgebra linear e matricial. Neste estudo verificou-seque
se a matriz de interesse é do tipo uniforme, então a simples subst~
tuição das matrizes ortogonais, obtidas dos autovetores normaliza
dos dessa matriz, pelas matrizes de Helmert constitui-se num proces
so imediato de obtenção dos valores singulares. Uma aplicação ã es
tatistica ã apresentada, enfatizando a importãncia do uso dos valo
res singulares e do método proposto.
BIBLIOGRAFIA CITADA
1. BOX,G.E.P. A general distribuition theory for a class of like
lihood criteria. Biometrika, 36: 317-346, 1949.
2. BOX,G.E.P. Some theorems on quadratic forms applied in the study
of analysis of variance problems, 11. Effects of inequality
of variance and correlation between errors in a two way clas
26
sification. Ann. Math. Stat, 25: 484-498, 1954.
3. GEISSER,S. Mu1tivariate ana1ysis of variance for a specia1 case.
JASA, 8: 660-669, 1963.
4. GRAYBILL,F.A. Theory and App~ication oi the Linear Mode~s.Duxbury
Press, Massachussets, 1976.
5. IEMMA,A.F. Aná~ise de experimentos em parce~as subdivididas com
tratamentos principais dispostos em b~ocos incomp~etos ba~an
ceados. ESALQ/USP, Piracicaba, 145 p. (Tese de Doutoramento),
1981.
6. IEMMA,A.F. e H. CAMPOS. Variãncia dos contrastes c1ãssicos nosex
perimentos com parcelas subdivididas em blocos incompletos b~
1anceados. Ciência e Natura, 3: 21-27, 1981.
7. LANCASTER,H.O. The He1mert matrices. Am. Math. Month~y, 72(1): 4-12,
1965.
8. RAO,C.R. Advanced Statistica~ Methods in Biometric Research. Mac
Mi11an Pub1ishing to, New York, 1952.
9. SCHEFFt,H. The Analysis of Variance. John Wiley, New York, 1959.
10. SEARLE,S.R. Linear Models, John Wi1ey, New York, 1971.
11. WILKS,S.S. Samp1e criterion for testing equa1ity of means, equa
1ity of variances, and equ}lity of covariances in a normal mu.!.
tivariate distribution. AJ. Mat. Stat., 17: 257-281, 1946.
Recebido em dezembro, 1982; aceito em dezembro, 1982.
