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1. Introduction 
Following a paper on spatial patterning by Ludwig, Aronson and Weinberger [5], Smoller and 
Wasserman [8], using phase plane analysis, studied the bifurcation of steady-state solutions of a 
reaction-diffusion equation 
u,=U~x+U(1-u)(u-a ), 0<a~<½, (1.1) 
subject o the boundary conditions 
u( -L , t )=u(L , t ) - -b ,  bconstant, (1.2) 
and the initial condition 
u(x, 0) = u0(x). 
For each value of L, the bifurcation parameter, Smoller and Wasserman obtained the exact 
number of steady-state solutions of (1.1) subject to the Dirichlet boundary conditions (1.2). In 
particular they showed that there are at most three solutions to the Dirichlet problem for each 
value of L. The stability of such steady-state solutions is dealt with by Maginu [6] and Conley 
and Smoller [2]. 
In the present paper, we aim to obtain estimates for the critical engths of the domain at which 
bifurcation occurs in the cases b = 0, a, and 1, and to carry out time-dependent numerical studies 
for a range of values of b in order to test these findings and also those of Smoller and 
Wasserman. The numerical results, of course, also give approximations to the actual steady state 
solutions themselves, which in most cases so far have eluded analytical studies. 
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2. Est imat ions of  critical lengths 
Let us put V= u - b in (1.1) and (1.2) to obtain 
v,= Vxx + g(V), 
V(x,O)=uo(x) -b ,  - L<x<L,  (2.1) 
V( -L , t )= V(L,t)=O, t>O,  
where Uo(X ) is the original initial condition, and 
g(V)=-V3+( l+a-3b)V2+(2ab-3b2+2b-a)V+b(1-b) (b -a ) .  (2.2) 
We begin by establishing some a priori estimates for the critical length L at which bifurcation 
occurs. For this purpose we introduce the following 'norm' conventions: 
,w(,),'= f {w(x, ,w(,),L= f {w(x, ))'dx, 
=/:. I. 0x dx. 
If we multiply (2.1) by V and integrate with respect o x over the interval [ - L ,  L] then we obtain 
L (~)Vdx+IV( t ) I~+HV(t )H4L  + (a - 2ab - 2b + 3b2)l]VH 2= 
-- ( l+a-  3b) fL_LV'(x, t)dx + b(1-  b) (b-  a )L  LLV(x, tldx 
or (2.3) 
,4  
½ dillV(t)l l  2 + IV(t)l 2 + IlV(t)ll~., + (a - 2ab - 2b + 3b2)llVII 2 = 
L 3 
= (1 + a-  3b)LLV (x, t)dx + b(1 - b)(b-  a)J_LV(X, t)dx. 
rL 
In order to establish a useful estimate for the right-hand side of (2.3) consider the inequality 
i.e., 
{½( l+a 3b)V-V2} 2 - >/0, 
( l+a-3b)V  3 ~ V 4 + ~(l +a-  3b)2v 2 
or  
(1 + a-- 3b)fLLV3dx_ ~< llV(t)]l~ + 
Similarly if we consider the inequality 
{vr~v_ b (1 -b) (b -a )12  
2¢-~ >10 
(1 + a -- 3b) 2 
4 IIVII2" (2.4) 
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for any c > 0, then 
fLb(l_ - b )( b - a )Vdx  ~ cl[V(t) l[ 2 + Lb2(1 - b2c)2( b - a )2 (2.5) 
I 
Using (2.4) and (2.5) in (2.3) we obtain the inequal ity 
d 
dtllV( t )ll 2 + [V(t)l 2 + IIV(/)ll 2, + ( a - 2ab - 2b + 3bE)llVl[ 2 ~< 
L b2( l _b )2(b_a)2  (2.6) ~< IlV(t)ll~, + ¼(1 + a -  3b)211VII 2+ cllVll 2 + 
provided .b ~: 0, a, 1. If b = 0, a, 1, then (2.5) is unnecessary and use of (2.4) gives 
d 
dt l lV ( t ) l l  2 + IV(t)l 2 ÷ IIV(t)ll 4, +(a  - 2ab  - 2b  + 3b2)llVII 2 ~< 
~< IIVII 4, + ¼(1 + a - 3b)21lVll 2. (2.7) 
Now from Poincar6's inequal ity we have 
IV(t)[ 2 >/(~2/4L2) I IV( t ) I I2  
and if we let 
r= - (a -  2ab-  2b + 3b 2) + ¼(1 + a -  3b) 2= ¼-½a + ½b + ¼a 2 + ½ab-3b  z, 
then (2.6) can be rewritten as 
( r  , ~-S~r2) Lb2 dtlIVII2 ~ + ItVII 2 +-T/-c (1 - b)E(b - a)  2. (2.8) 
Similarly if b = 0, a, 1, then (2.7) becomes 
½ dtllVll2 < ( r _  ~r2 . - )  Ilmll 2 (2.9) 
Use of Gronwal l 's  inequal ity or direct integrat ion of (2.8) gives 
{ Lb2(1 -b)2(b -a )2  I 
[IV(t)1[ 2 ~< [[V(O)[[ 2 - 2~274"~-~- - -F - -~ i  exp{ - 2('rr2//4L 2 - -  r -¢ ) t  } 
Lb2(1 -b )2 (b -a )  2 
+ (2.10) 
2c (~2/4L  2 -  r -  c) 
for all t >~ 0. If b = 0, a, 1 then we obtain the est imate 
IIV(t)ll 2 ~< IIV(0)[I 2 exp{ -- 2('rrE/4L 2 - r ) t} .  (2.11) 
We now observe that if 
r + c < ~r2/4L 2 (2.12) 
for some c >/0, then in all cases IIV(t)ll is uni formly bounded for all t > 0. In part icular if (2.12) 
holds with c = 0, then IIV(t)ll --' 0 as t --, ~ for b = 0, a, 1. Thus  
(i) when b = 0, u(x, t) ~ 0 as t ~ oo, if 
r = (1 - a )2 /4  < ¢rE/4L 2, i.e. if L < ~r/(1 - a) .  (2.13) 
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(ii) when b = a, u(x, t) ~ a as t ~ ~,  if 
r = ¼ < 'rr2/4L 2, i.e. if L < ,rr. (2.14) 
(iii) when b = 1, u(x, t) ---, 1 as t ~ o~, if 
r = ¼a 2 < 'rr2/4L 2, i.e. if L < ~r/a. (2.15) 
3. Asymptotic solutions 
Before carrying out numerical calculations based on the time-dependent problem (1.1) and 
(1.2), we look at some analytic results for the steady-state problem 
Uxx+U(1-u)(u-a)=O,  u ( -L )=u(L )=b,  0<a~<½,-L<x<L.  (3.1) 
Introducing the new variable x /L  = X, (3.1) can be rewritten as 
Uxx+L2u(1-u) (u -a )=O,  u( -1)=u(1)=b,  0<a~<½,- I<X<I .  (3.2) 
By direct verification, we can show that 
1 3a{~(2-a)(½-a)  cosh( fa -LX)+( l+a)}  -1, 0<a<½,  (3.3) 
[ LX, .  ) (3.4) 
[ -~+asn t - - -~t -~-a  ) , -~ --_ -a2 ~ -~ ' a = ½ ,
satisfies the equation in (3.2), where sn(G, k) denotes the Jacobi elliptic function of argument G 
and modulus k, and 0 < a < ½. We now introduce into (3.3) the boundary conditions given in 
(3.2) and discuss the possible cases for various choices of b. 
(i) b -- 0 ~* L -- oo. This is of no interest o us in the present study. 
(ii) 0 < b < a or a < b < 1. Here L is given by the equation 
cosh( faL )  = (3a/b-  1 - a){ (2 -  a ) (½-  a)} -,/2, (3.5) 
provided that 
3b 2 -  4b(1 + a) +6a >I O. (3.6) 
(iii) b = a. L is obtained from 
~ (2 -a )  
cosh(C~'L)= (½ a) '  0<a<½.  (3.7) 
(iv) b = 1 =~ a = ½, and the only possible solution is 
u==l. 
(v) b > 1. No solution of the form (3.3) is possible. 
Turning now to the periodic solution (3.4), we can write it as 
1 fl ( LX  ) 
u(X)=~+ j82)a/2 sn ,fl O<f l< l  (3.8) V~'(1 + 2(1 "[- ~2)  1/2 ' ' 
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and the period is given by 4K where 
dO (3.9) 
K=f°~/2 (1 - ~2  sin20)l/2" 
The steady-state solution (3.3) will be used to characterize some of the numerical results that 
appear in the following sections. 
4. Numerical method 
The numerical solution of (1.1) is based on the continuous in time Galerkin method where the 
weak solution u ~ Ha( -L ,  L) × (t > 0), (subject to u ( -L )  = u(L) = b) satisfies 
= - -  w +( f ,w)  (4 .1 )  
~X 2 ' 
where (-, -) denotes the L 2 inner product and f= u(1 -  u)(u- a). The solution u is approxi- 
mated by U given by 
N 
U(x,/)= E U,(t)q~i(x), (4.2) 
i+1 
where { qh (x) }, i = 1,2 . . . .  , N are suitable basis functions and U~ (t), i = 1,2 . . . . .  N are time-depen- 
dent coefficients. Substitution of (4.2) into (4.1), followed by integration by parts, leads to 
(3U..~_,~_i) (3U+ 3x' 3xa~'l=(f''J)'] j -1 ,2  .... . N. (4.3) 
The term (f(U), ,~j) is evaluated by putting 
N 
f (U)= Y'. f~(U~(t))q~i(x ), (4.4) 
i=1 
a technique known as product approximation [1]. Discretization in time of (4.3) is carried out by 
the three-level formula 
-~(U '-U"),q,: + 2 +O(U "+1-2U"+U'-')  , Ox ]= 
,q,j , j=1 ,2  . . . . .  N,n=l ,2  . . . . .  (4.5) 
where k is the time step, and U", n = 2,3 . . . . .  are computable from (4.5), once U ° and U a are 
known. The extra starting value U ~ is obtained from the predictor-corrector pair 
. ox :-(:I"°).+,) , 
= ), 
where U ° is obtained from the initial condition. 
(4.6) 
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In all the numerical experiments, discretization in space in (4.5) and (4.6) is carried out by 
taking the basis functions (ep~(x)), i = 1,2 . . . . .  N, to be piecewise linear functions with a support 
of 2h (see [7,p.2]). The numerical procedure overall has a local error estimate of order O( h 2 .q_ k 2) 
and we choose 0 = ~ in order to make the high frequency components of the solution U" die out 
rapidly as n increases. (See [4]). 
5. Numerical results 
In all calculations, unless stated otherwise, we choose 
(i) the problem given by (1.1) and (1.2) to be in non-dimensional form in space (cf (3.2)), 
(ii) the initial condition 
u(X ,O)=uo(X)=(b-H)X :+H (H  > 0), (5.1) 
(iii) the parameter a in f (u )  to take the value 
a=~.  (5.2) 
The numerical calculations give the following results: 
(i) b = 0. It is observed that u(x, t)-* 0 as t becomes large, if L < ~r/(1-a), whatever the 
value of H. However this asymptotic behaviour persists for ¢r/(1 - a) < L < ~r/(1 - a) + 8, where 
8 ( > 0) is small, although for L in this range, ut(0, t) increases for an interval of time before it 
eventually decreases. This appears to suggest a slight slackness in the estimate (2.13). For 
L > ¢r/(1 - a )+ 8, we get two completely different solutions depending on the initial data u0(x), 
either u(x, t) --, 0 as t becomes large or u(x, t) tends to a positive non-constant solution with a 
maximum (H~, say) at x = 0, (compare [2,Theorem 4.1 and Proposition 4.6]). Table 1 gives the 
values of H~ for different lengths L when H = 0.5. It appears from the table that H= --, 1 as 
L--* o0. 
(ii) 0 < b < a. Again we observe a critical length L1, such that for any L < L 1 we get a positive 
non-constant solution with a minimum at x = 0 for any initial condition Uo(X) given by (5.1), 
whereas for L > L1 there are two possible positive non-constant solutions (one with a minimum 
and the other with a maximum at x - -0 )  depending on the initial condition Uo(X ) (see Fig. 1). 
Our numerical experiments suggest hat when b = 0.1, L 1 lies in the range 4.25 < L 1 < 4.50 for all 
values H in the initial data. This is illustrated in Table 2 where we present he values of H~ 
(steady-state solution at x = 0) for a range of values of L when H = 0.5 in (5.1). 
We now attempt to use the asymptotic solution (3.3) to classify the steady-state solutions 
obtained from the time-dependent calculations. When b = 0.1, and a = 0.25, (3.6) is satisfied and 
Table 1 
L 5.5 6.0 7.0 8.0 10.0 
H,o 0.9330 0.9582 0.9830 0.9929 0.9987 
Table 2 
L 2.0 3.0 4.0 4.25 4.5 10.0 
H,~ 0.0751 0.0522 0.0331 0.0293 0.8694 0.9991 
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tl 
0.24 
O. 22 
O. 20 
0.18 
0.16 
0.14 
0.12 
0. t0 
0.08 
0.06 
0.04 
0.02 
0.00 
t-O 
0-8 -6 -4 -2 0 2 4 6 8 
U 
0.8 
0.6 
0.~ 
0.2 
0.0 
X -10 -8 -6 -4 -2 0 2 4 6 8 X 
Fig. 1. Sub- thresho ld  behav iour ;  (a) a non-constant  so lut ion with a min imum at x = 0. b = 0.1, a = 0.25, L = 10.0 and  
H = 0.2; (b) a non-constant  so lut ion with a max imum at x = 0. b = 0.1, a = 0.25, L = 10.0 and  H --- 0.5. 
(3.5) is solved to give 
L = 5.87 (> (5.3) 
The symmetric urve C given by (3.3), where L is obtained from (5.3), has an area under it given 
by 
ac= 1.550. (5.4) 
This appears to be the threshold parameter which determines whether the initial condition given 
by (5.1) gives a steady-state solution with a minimum or a maximum. If the area under the initial 
data curve, A x, is less than A o we get the former, and if greater than A o we get the latter. This is 
illustrated in Table 3. 
(iii) b = a (= 0.25). In this case the critical length is ~r, as given by (2.14). For L < or, we 
observe from the numerical calculations that u(x,  t) --* a for large t and for any initial condition 
of the type (5.1). When L > or, however, as in (ii), there are two possible non-constant solutions 
(one with a minimum and the other with a maximum at x = 0) depending on Uo(X). Again as in 
(ii), for the length corresponding to the solution of the form (3.3), the threshold parameter is the 
Tab le  3 
H A I H~ 
0.20 0.979 0.0130 
0.30 1.370 0.0130 
0.39 1.732 0.9658 
0.50 2.153 0.9658 
Tab le  4 
L 3.26 3.5 4.5 6.0 10.0 
H~ 0.6729 0.7772 0.9242 0.9806 0.9994 
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area under  the curve given by (3.3). In Table 4 we give some values of H~ obta ined for a variety 
of lengths exceeding ,rr. In all these cases H in (5.1) equals 0.5 and, as predicted by the above 
considerations, a max imum is attained at x -- 0 as t ---) ~ .  
(iv) a < b < 1. For  b = 0.5, with a = 0.25, we find that irrespective of the value of H in (5.1) 
there exists only one non-constant  posit ive solution (with a max imum at x = 0) for a given L. For  
example when 
L = 2.0, H~ = 0.6802 (see Fig. 2) 
and when 
L = 10.0, H~ = 0.9997. 
U 
O. 65 
0.60 
0.55 
O. 50 
0.45 
0.40 
0.35 
0.30  
0.25 
O. 20 
O. 15 u , , , ,  0.2 
0.10 
' ' ' O' i ' ' -2 .0 -1 .5 -1 .0 -0 .5  .0 0 5 1.0 1.5 X 
Fig. 2(a). The non-constant solution with a maximum at x = 0. b = 
LI 
O. 78 
0.76 t-O 
0.74 
O. 72 
0.70 
0.68 
0.66 
0.64 
0.62 
0.60 
O. 58 
0.56 
0.54 
0.5"2 
I I o.5o . -oi o io -2 .o - ) . , -1  o 5 o.o .s 1 1.s 
0.5, a = 0.25, L = 2.0. 
U 
0.95 
0.90 
0.85 
O. 80 
O. 75 
O. 70 
O. 65 
O. 60 
0.55 
O. 50 
O. 45 
O. 40 
U 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
o .1  , to  , ~, - o . z  
0-8 -6 -4 -2  0 2 4 6 8 x -1 , -~-6 - ; . -~  6 ~ 4 6 8 x 
F ig .  2(b) .  The  non-constant  so lu t ion  w i th  a max imum at  x = 0. b = 0.5,  a = 0 .25,  L = 10.0.  
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Table 5 
h k K L 2 L:¢ 
0.01 0.01 1021 4.68 × 10 -5 5.01 × 10 -6  
0.01 0.04 258 3.00 × 10- 5 2.84 × 10- 6 
0.01 0.10 132 8.62 x 10- 5 8.79 × 10-6 
0.02 0.10 144 1.11 × 10 -4 1.52 × 10 -5 
0.10 0.10 102 1.71 × 10 -3 4.97 × 10 -4 
Table 6 
0 L 2 L~ 
H = 0.25 1 /16  1.7138 x 10 -3 4.9723 x 10 -4 
h = k = 0.10 1 /8  1.7144 x 10 -3 4.9737 x 10 -4 
1 /4  1.7139 × 10 -3 4.9726 × 10 -4 
We now consider the case a = 0.4, b = 0.5, values of the parameters which satisfy (3.6) and so 
permit us to obtain 
L = 2.48 
from (3.5). For this particular value of L all numerical solutions, irrespective of the value of H in 
the initial data (5.1), converge in time to the theoretical solution given by (3.3), restricted of 
course to the range -L  ~< x ~< L. This rather emarkable result is demonstrated in Table 5, where 
the L 2 and L~ norms of the difference between the theoretical solution (3.3) and the computed 
solution, steady in time after K time steps, is shown for H = 0.25 in (5.1), and a variety of values 
of the grid sizes, h in space and k in time. Another observation here from numerical results is that 
the choice of 0 ( ~: 0) in (4.5) does not seem to affect the result significantly (see Table 6). 
However, for these parameter values (i.e. a = 0.4, b = 0.5), when L >~ 5.0 we see that two 
non-constant solutions are possible (as in the earlier cases) depending on Uo(X ). Extensive 
numerical experiments with different sets of values for the parameters a, b allow us to assert he 
following. 
For a given b, there exists an a 0 satisfying the equality of (3.6) such that for every a ~< a 0 and a 
given L only one non-constant solution (with a maximum) is possible for any value of H in (5.1). 
L" 
O 
Fig. 3. The curve of critical lengths. 
I 
1 
I 
I 
I 
I 
I 
Io4, I vt o, 
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U 
1.0 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
U 
1.55 
1.50 
1.45 
1.40 
1.35 
1.30 
1.25 
1.20 
1.15 
1.10 
1.05 
I. O0 
O. 95 
O. 90 
Fig. 4. The constant solution u = 1. b = 1.0, a = 0.25, L = 10.0. 
t t  
H=0.2  
t t i t t r t i t 
0-8 -6 -4 -2  0 2 4 6 8 
tim 1.5 
i i i i 
; 2 4 6 ; x 
However,  if a > a0, then there exists a critical length L* such that if L < L* only one 
non-constant  solution (with a maximum) is possible and if L > L* two non-constant  solutions 
(one with a max imum and the other with a min imum) are possible. Fig. 3 shows how the critical 
lengths L* vary with a for a given b. 
It should be pointed out that whenever a solution of the form (3.3) is possible the correspond-  
ing length is always less than the respective L* and hence there is only one solution, which is (3.3) 
itself. 
II 
1.4 
1.2 
1.0 
0.8 
0.6 
0.4 
0.2 
-I0 -8 -6 
i . 
i i i i i i i i i 
-4 -2 0 2 4 6 8 X 
U 
2.0 
1.8 
1,6 
Fig. 5. The non-constant solution with a minimum at x = 0. b = 1.5, a = 0.25, L = 10.0. 
1.4 
1.2 
1.0 
H-2 .¢  
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(v) b = 1. The numerical solution we obtain in this case is u(x ,  t )=  1 for large values of t 
whatever the values of H (in (5.1)) and L. This is not at variance with the analytical estimate 
(2.15), where the steady solution u(x)  = 1 if L < ~r/a and is bounded otherwise. Fig. 4 illustrates 
the cases H = 0.2, 1.5, when L = 10. 
(vi) b > 1. In this case for a given L, as t becomes large, we get a non-constant solution with a 
min imum at x = 0 for any H. Fig. 5 illustrates the cases H = 0.2, 2.0 when b = 1.5 and L = 10. 
6. Concluding remarks 
The numerical results go a long way to verify the findings from phase plane analysis of Smoller 
and Wasserman regarding the number  and general behaviour of solutions of the Dirichlet 
problem for the cubic model of reaction-diffusion. The estimates of the critical lengths at which 
bifurcation occurs obtained in Section 2 of the present paper for b = 0, a, and 1 are also verified 
numerically. Furthermore steady state solutions are obtained for a complete range of b (>f 0) 
values. These solutions are either constant or non-constant,  some of the latter being characterized 
by the theoretical solution (3.3). 
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