Abstract. We study the following fractional Schrödinger equation
Introduction and main results
In this paper, we consider the fractional Schrödinger equation 1) where N > 2s, s ∈ (0, 1), V is continuous function, ǫ > 0 is a small parameter, p ∈ (2, 2 * s ), 2 * s = 2N/(N − 2s). Problem (1.1) is from the study of time-independent waves ψ(x, t) = e −iEt/ǫ u(x) of the following nonlinear fractional Schrödinger equation
This equation has a wide application in Physics, for example, the Einstein's theory of relativity, phase transition, conservation laws and fractional quantum mechanics, for more physical background, we refer the readers to [18, 22, 23] . Equation (1.1) in the local case s = 1 has been studied extensively in recent years, see [1-3, 10, 11, 14, 15, 17, 24, 25] and their references therein for example. It is worth mentioning that the Ambrosetti-Malchiodi conjecture in [4] which asks about the existence of solutions to (1.1) in the local case s = 1 when lim |x|→∞ V (x)|x| 2 = 0.
In [7] [8] [9] , this conjecture was solved partially and, in [27] , it was solved completely. Considering the nonlocal case 0 < s < 1, a natural conjecture analogue to Ambrosetti-Malchiodi conjecture then arise:
Is there a solution to (1.1) when lim |x|→∞ V (x)|x| 2s = 0 with 0 < s < 1? (C) 1 To our best knowledge, there is no any answer to the problem (C) up to now. Our aim of this paper is to settle the problem (C) completely, i.e., to find a solution u ǫ to (1.1) for all potentials that decay faster than |x| −2s . For s ∈ (0, 1), the fractional Sobolev space H s (R N ) is defined as Like the classical case, we define the spaceḢ s (R N ) aṡ
Generally, the fractional Laplacian (see [18] for example) is defined as (−∆) s u(x) = C(N, s)P.V. u(x) − u(y) |x − y| N +2s dy, but, for the sake of simplicity, we define for every u ∈ H s (R N ) the fractional (−∆) s as
Our work will use the following weighted Hilbert space:
Assuming that V ∈ C(R N , [0, ∞)) and (A) There exist open bounded sets Λ ⊂⊂ U with smooth boundaries ∂Λ, ∂U, such that
We have the following main result:
and there exists an α ∈ (2s/(p − 2), N − 2s) such that
where C is positive constant.
Our argument in proving Theorem 1.1 also works well to problem 1.1 with the nonlinear term "|u| p−2 u" being replaced by more general nonlinear term "f (u)", see Section 5 for details.
Note that any decay rate of V even the case that V is compact supported are admissible in our results. Hence we solve the fractional Ambrosetti-Malchiodi conjecture (C) completely.
A difficulty of this paper is that
when V has compact support. To overcome it, the usual method is to take the penalized ideas to cut off the nonlinearity. The first creation of this method is in [14] [15] [16] , where equations (1.1) with local case s = 1 and nonvanishing case inf R N V > 0 were considered. Successively, also in the local case s = 1, it was developed into the vanishing case lim |x|→∞ V (x) = 0, see [6, 27, 28] and the references therein for example. Recently, this method in the nonlocal case 0 < s < 1 and vanishing case lim |x|→∞ V (x)|x| 2s > 0 was established in [5] . We truncate the nonlinearities by a special function(see (2.1)) and then get a penalized solution u ǫ (Lemma 2.4). There are two difficulties in proving u ǫ solves the origin problem (1.1). Firstly, we need to linearize penalized equation (2.2) that comes from the concentration phenomenon in Lemma 3.3. But, for the concentration phenomenon, the most important thing is establishing the lower bounds of energy(Lemma 3.1). Actually, the problem is still nonlocal after truncating, which makes us have to the the global L 2 -norm information of u ǫ . Secondly, we need to construct super-solutions to the linearized equation (4.1). This steps is very difficult since for a function f one can not compute (−∆) s f (0 < s < 1) as precise as −∆f . The global L 2 -norm information of u ǫ can not be obtained by using the term R N V (x)|u ǫ | 2 < +∞ like before(see [5] for example). Skillfully, we obtain it by using the fractional Hardy inequality in [21] , which says that there exists a positive constant C N,s such that
see Remark 3.2 for more details. The solvability of the second difficulty above is also based on inequality (1.4), see the construction in Section 4 for more details.
The paper is organized as follows: in Section 2, we establish the penalized scheme and obtain a penalized solution u ǫ . In Section 3 we study the concentration phenomenon of u ǫ . In Section 4, we prove the penalized solution u ǫ solves the origin problem by constructing a special penalized function. In Section 5, we give a short proof to Theorem 1.1 that with more general nonlinear term.
The penalized problem
In this section, we establish the penalized scheme, which is to cut off the nonlinear term "|u| p−2 u" by a suitable function. We first introduce the fractional version of Sobolev embedding theorem. 
Moreover, on bounded set, the embedding is compact ( see [18] ), i.e.,
. According to the fractional Hardy inequality (1.4), we choose a family of penalized potentials P ǫ ∈ L ∞ (R N , [0, ∞)) for ǫ > 0 small in such a way that
where κ > 0 is a small parameter. Note that when ǫ > 0 is small enough, we will have
where C N,s is the constant in (1.4). Such kinds of estimate will be largely involved in subsequent proofs.
With the prescribed penalized function P ǫ at hand, we define the penalized nonlinearity
Following, we define the penalized superposition operators g ǫ and G ǫ as
Following, we define the penalized functional
The Hardy inequality (1.4) implies that J ǫ is well-defined on H s V,ǫ (R N ). Now we prove that J ǫ is C 1 and satisfies the (P.S.) condition.
Proof. We only need to show the nonlinear term
is C 1 . Noting that for every ϕ ∈ C ∞ c (R N ) and 0 < |t| < 1, we have
then the existence of first order Gateaux derivative follows by Dominated Convergence
. By Remark 2.2, the construction of P ǫ , (1.4) and Dominated Convergence Theorem, we deduce that for ϕ ∈ H
Now we prove that J ǫ satisfies (P.S.) condition, i.e., to prove that any sequence (
It is standard to verify using the fact p > 2 and the construction of
. On the other hand, one has, for every σ > 0, by the fractional Hardy inequality in (1.4), for R > 0 large enough,
Since σ > 0 is arbitrary, this proves the lemma. 
can be achieved by a positive function u ǫ satisfying the following penalized problem:
where
Proof. It is easy to check that J ǫ owns Mountain Pass geometry, this and lemma 2.3 imply c ǫ can be achieved by a nonnegative function u ǫ . By the regularity argument in [20] , u ǫ is C 1,α for some α ∈ (0, 1). Hence, we can conclude by contradiction that u ǫ is positive.
Concentration phenomena of penalized solutions
In this section, we prove that the penalized solutions u ǫ obtained by Lemma 2.4 will concentrate at the local minimum of Λ as ǫ → 0. This plays an essential role in linearizing the penalized equation 2.2, see (4.1) below.
We first give the lower estimate on energy.
Lemma 3.1. Let (ǫ n ) n∈N be a sequence of positive numbers converging to 0, (u n ) be a sequence of critical points given by Lemma 2.4 , and for
where C(a) with a > 0 is the ground energy of the equation (−∆)
Note that C(·) : (0, +∞) → (0, +∞) is continuous and increasing.
In the proof of this lemma, we will omit some tedious details that are similar to Proposition 3.4 in [5] . We will pay more attention on the difference caused by the nonlocal operator (−∆)
s and the vanishing of V (compact support), see (3.3) for more details.
Proof. For j ∈ {1, . . . , k}, the rescaling function v
n + ǫ n y) satisfies weakly the rescaled equation
. By the regularity assertion in Appendix D of [20] , the Liouville-type Lemma in Lemma 3.3 of [5] , we conclude that there exist x
Since v j * ≥ 0, we see
where C > 0 is a constant. In order to study the integral outside
Since u n is a solution to the penalized problem (2.2), we have by taking ψ n,R u n as a test function in the penalized problem (2.2) that
Now we estimate R n . A change of variable tells us
where the function β l n and α l n are defined skillfully as
Following, we have
n .
By the choice of η and lim
n . Also, for large n,
Using the fractional Hardy inequality in (1.4) and letting R = R N+1 N , we have lim sup
For R (11) n , by the estimates of R (i2) n , we have lim sup
Similarly, we get 
Remark 3.2. The big difference when V has compact support embodies in the estimate of (3.3). One one hand, the nonlocal effect make us have to obtain the L 2 estimate of v l n (y). But, here the potential V may has support, which makes the potential cannot offer the L 2 information anymore. Thanks to the fractional Hardy inequality in [21] , we multiply v l n (y) by |y| −2s and then obtain our estimate by choosing special R.
With the lemma above at hand, we are going to prove that the penalized solution u ǫ in 2.4 concentrating at local minimum of V as ǫ → 0. 
Proof. It is easy to verify using the construction of
Then by the regularity assertion in Appendix D of [20] , we get the existence of x ǫ ∈Λ. We assume that x ǫ → x * .
By Lemma 3.1, it holds lim inf
Hence by the monotonicity of
Arguing by contradiction, if (iii) is false, we will have
which is a contradiction.
As a result, we complete the proof of this lemma.
Back to the original problem
In this section we prove that u p−2 ǫ ≤ P ǫ on R N \Λ via comparison principle. Using the assumption on P ǫ , the concentration phenomenon in Lemma 3.3 and the regularity assertion in [20] , we can easily get the following linearized equation:
Our next aim is to construct a suitable sup-solution to the linearized equation above. For the sake of intuitive, we convert the equation (4.1) as follows. Letting v ǫ (x) = u ǫ (ǫx + x ǫ ), it is easy to check that
where 
Proof. For x ∈ R N \B 2R (0), letting β > 0 be small enough, we have
When x ∈ B 2R (0)\B R (0), by the construction of η β and the computation above, we have
, where C β is a positive constant depending only on β.
For K β α , by Change-Of-Variable Theorem and the decreasing ofη β , we have
where C α is a constant depending only on α. Noting that in the special case that α = N−2s, we have C N −2s > 0.
Now by the computation above, we conclude that if R is large enough and ǫ is small enough, there hold
for every x ∈ R N \B R (0), where Λ ǫ = {x : ǫx + x ǫ ∈ Λ}. This completes the proof.
At the last of this section, we prove Theorem 1.1 Proof of Theorem 1.1. Let 6) where the function f β α is that in Proposition 4.2. It is easy to check that P ǫ satisfies the assumption (2.1). By Proposition 4.2, letting the constant C > 0 above be large enough andṽ
Then, sinceṽ ǫ ∈Ḣ s (R N )(when α is closed to N − 2s), testing the equation above against withṽ − ǫ (x), by the fractional Hardy inequality in (1.4), we findṽ
As a result, u ǫ solves the origin problem. This completes the proof.
Further results
In this section, we will consider (1.1) with general nonlinearity, i.e.,
where the potential V (x) is the same as before, the nonlinearity f : R → R is assumed to satisfy the following properties: (f 1 ) f is an odd function and f (t) = o(t 1+κ ) as t → 0 + , whereκ = α+ν 2s+2κ
> 0 with ν > 0 is a small parameter and κ is the parameter in (4.6).
is increasing on (0, +∞).
We have the following result which is same as Theorem 1.1. Proof. We define the penalized nonlinearity asĝ ǫ : R N × R aŝ g ǫ (x, s) := χ Λ f (s + ) + χ R N \Λ min{f (s + ), P ǫ (x)s + }.
In the sequel, we denote G ǫ (x, t) = t 0ĝ ǫ (x, s)ds and define the penalized superposition operatorsĝ ǫ and G ǫ aŝ g ǫ (u)(x) =ĝ ǫ (x, u(x)) and G ǫ (u)(x) = G ǫ (x, u(x)).
Accordingly, the penalized functionalĴ ǫ : H s V,ǫ (R N ) → R is given bŷ
By conditions (f 2 ) and (f 3 ), we can verify using the same argument in the proof of Lemma 2.3 thatĴ ǫ is C 1 and satisfies (P.S. As a result, using (f 1 ) to linearize (5.2), we have,
Then, by the same argument in Section 4, we havê
where α is the same as that in (4.6). Following, for every x ∈ R N \Λ, since ακ > 2s + 2κ, we have f (û ǫ ) u ǫ ≤ (û ǫ )κ ≤ Cǫ ακ |x| ακ ≤ ǫ 2s+2κ |x| 2s+κ = P ǫ (x).
As a result, we haveû ǫ solves the origin problem (5.1). This completes the paper.
