Nonnegative Ricci curvature, almost stability at infinity, and structure
  of fundamental groups by Pan, Jiayin
ar
X
iv
:1
80
9.
10
22
0v
2 
 [m
ath
.D
G]
  3
1 J
an
 20
19
NONNEGATIVE RICCI CURVATURE, ALMOST STABILITY AT
INFINITY, AND STRUCTURE OF FUNDAMENTAL GROUPS
JIAYIN PAN
Abstract. We study the fundamental group of an open n-manifold M of
nonnegative Ricci curvature with additional stability condition on M˜ , the Rie-
mannian universal cover of M . We prove that if any tangent cone of M˜ at
infinity is a metric cone, whose cross-section is sufficiently Gromov-Hausdorff
close to a prior fixed metric space, then π1(M) is finitely generated and con-
tains a normal abelian subgroup of finite index; if in addition M˜ has Euclidean
volume growth of constant at least L, then we can bound the index of that
abelian subgroup in terms of n and L. In particular, our result implies that if
M˜ has Euclidean volume growth of constant at least 1− ǫ(n), then π1(M) is
finitely generated and C(n)-abelian.
In Riemannian geometry, one of the most important problems is to study the
interplay between curvature and topology. For example, a classical Bieberbach
theorem states that the fundamental group of any complete flat n-manifold contains
a normal free abelian subgroup of index at most C(n), a constant only depends on
n. For open n-manifolds with non-negative Ricci curvature, a longstanding problem
is the Milnor conjecture raised in 1968: any open n-manifold of nonnegative Ricci
curvature has a finitely generated fundamental group [Mi]. This conjecture remains
open today. The Milnor conjecture has been partially confirmed under various
conditions; see [An, Li, Liu, Pan1, Pan2, Sor, Wu].
To understand the fundamental group of a manifold M , it is natural to consider
the Riemannian universal cover of M , where the fundamental group acts as isome-
tries. For instance, since any flat n-manifold has Riemannian universal cover Rn,
the standard Euclidean space, to study the fundamental group of a flat manifold,
it is equivalent to study isometric actions on Rn. As one of the consequences of the
main result of this paper, we describe the fundamental group of an open manifold
of nonnegative Ricci curvature, whose Riemannian universal cover is close to Rn in
terms of volume growth.
Theorem A. Given n ∈ N, there are positive constants ǫ(n) and C(n) such that
the following holds.
Let (M,x) be an open n-manifold of Ric ≥ 0. If (M˜, x˜), the Riemannian uni-
versal cover of (M,x), has Euclidean volume growth of constant at least 1 − ǫ(n),
that is,
lim sup
r→∞
vol(Br(x˜))
vol(Bnr (0))
≥ 1− ǫ(n),
then π1(M) is finitely generated and contains a normal free abelian subgroup of
index at most C(n).
1
2In fact, we will prove that a similar conclusion holds for a class of manifolds
under a much weaker condition in terms of the geometric stability of M˜ at infinity
(see Theorem B).
The first part of Theorem A partially confirms the Minor conjecture. It is
worth mentioning that in Theorem A, the number of generators can be uniformly
bounded by some constant C(n); this follows from finite generation and the work
of Kapovitch and Wilking [KW]. Our proof uses the strategy introduced in [Pan2]:
studying the stability of fundamental group action on M˜ at infinity via equivariant
Gromov-Hausdorff convergence, which we will explain in details later. In [Pan2],
we studied an open manifold of nonnegative Ricci curvature, whose universal cover
M˜ is k-Euclidean at infinity, and showed that the fundamental group is finitely
generated. The k-Euclidean at infinity condition means that any tangent cone of
M˜ at infinity is a metric cone splitting of a maximal Euclidean factor Rk. However,
this cannot be applied to Theorem A, where tangent cones of M˜ may not have the
same maximal Euclidean factor.
The second part of Theorem A generalizes the classical Bieberbach theorem.
By [Mi, Gro2], if M has nonnegative Ricci curvature, then any finitely generated
subgroup of π1(M) contains a nilpotent subgroup of finite index (also see [KW]).
Recall that for any open manifold of non-negative sectional curvature, Cheeger and
Gromoll demonstrated that the fundamental group is always virtually abelian [CG];
later we will see that our main result also generalizes this one (see Theorem B(2,3)).
However, an open manifold of non-negative Ricci curvature may admit a torsion
free nilpotent non-abelian group, which does not contain any abelian subgroup of
finite index, as its fundamental group [Wei]. Thus one can only expect the virtually
abelian structure to be true with additional conditions (see Corollaries 4.2 and 5.2).
To state our main result in full generality, we introduce an almost stability
condition below. We denote M(n, 0) as the set of all Gromov-Hausdorff limit
spaces coming from a sequence of complete n-manifolds (Mi, pi) of Ric ≥ 0; we
denote dGH as the Gromov-Hausdorff distance.
Definition 0.1. Let ǫ > 0 and let C(X) ∈ M(n, 0) be a metric cone. For an
open n-manifold M of Ric ≥ 0, we say that M is (C(X), ǫ)-stable at infinity, if
any tangent cone of M at infinity is a metric cone (C(Z), z) with vertex z and
dGH(Z,X) ≤ ǫ.
Roughly speaking, this almost stability condition requires that all tangent cones
of M at infinity are alike metric cones. If M˜ satisfies the volume growth condition
in Theorem A, then by [CC1] any tangent cone of M˜ at infinity is a metric cone
(C(Z), z) with vertex z and dGH(Z, S
n−1) ≤ ǫ′ for some ǫ′ > 0, where Sn−1 is the
n− 1 dimensional unit sphere; in other words, M˜ is (C(Sn−1), ǫ′)-stable at infinity.
IfM has nonnegative sectional curvature, or M˜ has Euclidean volume growth with a
unique tangent cone at infinity, then M˜ also satisfies Definition 0.1 with ǫ = 0 since
any M˜ has a unique tangent cone as a metric cone at infinity [BGP, CC1]. Also
note that Definition 0.1 does not require that all tangent cones at infinity have the
same dimension. For example, metric cones C(S21) and C(S
2
1 × S
2
ǫ ) have Gromov-
Hausdorff close cross-sections when ǫ is small, where S2r is the round 2-sphere of
radius r. Even when all tangent cones of M˜ at infinity have dimension n, the almost
stability condition allows these tangent cones to have non-homeomorphic cross-
sections (see examples in [CN2]). We also compare Definition 0.1 with k-Euclidean
3at infinity condition in [Pan2], which describes the stability of Euclidean factor at
infinity. While the k-Euclidean condition and the almost stability condition share
some overlap (for example, unique tangent cone at infinity as a metric cone), only
the later one can be applied to manifolds in Theorem A, where M˜ may have different
dimensions of maximal Euclidean factors at infinity.
We state our main result.
Theorem B. Given a metric cone C(X) ∈ M(n, 0), there is a constant ǫX > 0
such that the following holds.
Let M be an open n-manifold of Ric ≥ 0 and let M˜ be the Riemannian universal
cover of M . If M˜ is (C(X), ǫX)-stable at infinity, then the followings hold.
(1) π1(M) is finitely generated.
(2) π1(M) contains a normal abelian subgroup of finite index.
(3) If in addition M˜ has Euclidean volume growth of constant at least L, then the
index in (2) can be bounded by C(n, L), a constant only depending on n and L.
We will prove that Theorem B(2,3) holds for the k-Euclidean condition as well
(see Corollaries 4.2 and 5.2).
As indicated, Theorem A is a special case of Theorem B.
Proof of Theorem A by Theorem B. Let S be the unit (n − 1)-dimensional sphere
and ǫS > 0 be the corresponding constant in Theorem B. The metric cone C(S)
is the standard n-dimensional Euclidean space Rn. By [CC1], we can choose a
constant ǫ(n) > 0 such that for any complete manifold (N, q) with RicN ≥ 0, if
vol(B1(q)) ≥ (1− ǫ(n))vol(B
n
1 (0)),
then
dGH(B1(q), B
n
1 (0)) ≤ ǫS .
With this constant ǫ(n), relative volume comparison, and the volume growth con-
dition on M˜ , we see that
dGH(r
−1Br(x˜), B
n
1 (0)) ≤ ǫS .
for all r > 0. For any sequence ri →∞ and the convergence
(r−1i M˜, x˜)
GH
−→ (Y, y),
the limit space (Y, y) is a metric cone (C(Z), z) with vertex z [CC1]. We also obtain
that dGH(Z, S) ≤ ǫS from the convergence. Applying Theorem B, we conclude that
π1(M) is finite generated and contains a normal abelian subgroup of index at most
C(n). To see that this abelian subgroup is torsion free, we further shrink ǫ(n) if
necessary so that the volume growth condition guarantees that M˜ is diffeomorphic
to Rn [CC1]. Since Rn does not admit a nontrivial finite group action as covering
transformations [Bre], the result follows. 
Based on Theorems A and B, we propose the following conjecture.
Conjecture 0.2. Given n ∈ N and L ∈ (0, 1], there exists a constant C(n, L) such
that the following holds.
Let M be an open n-manifold of Ric ≥ 0. If the Riemannian universal cover
of M has Euclidean volume growth of constant at least L, then π1(M) is finitely
generated and contains a normal abelian subgroup of index at most C(n, L).
4Establishing the equivariant stability at infinity is the key to prove Theorem B.
More precisely, for any sequence ri →∞, passing to a subsequence if necessary, we
study the equivariant Gromov-Hausdorff convergence [FY]:
(r−1i M˜, x˜, π1(M,x))
GH
−→ (Y˜ , y˜, G),
whereG acts effectively on Y˜ by isometries. We call (Y˜ , y˜, G) an equivariant tangent
cone of (M˜, π1(M,x)) at infinity. In general, (Y˜ , y˜, G) depends on the scaling
sequence {ri}. To study the set of all equivariant tangent cones at infinity, we
use the structure results of Ricci limit spaces developed by Cheeger, Colding, and
Naber [CC1, CC2, CC3, CN1], especially the result that the isometry group of any
Ricci limit space is a Lie group [CC2, CN1]. The key is to show that under such a
geometric stability condition at infinity, G-action has certain equivariant stability
at infinity as well. In [Pan2], we showed that if M˜ is k-Euclidean at infinity and
π1(M) is abelian, then the projection of G-action on the maximal Euclidean factor
in Y is independent of the sequence {ri}.
Theorem 0.3. [Pan2] Let M be an open n-manifold of Ric ≥ 0. Suppose that
π1(M) is abelian and the universal cover M˜ is k-Euclidean at infinity. Then there
exist a closed abelian subgroup K of O(k) and an integer l ∈ [0, k] such that the
following holds.
Let
(Y˜ , y˜, G) = (Rk × C(Z), (0, z), G)
be an equivariant tangent cone of (M˜, π1(M,x)) at infinity, where diam(Z) < π.
Then the projected G-action on Rk-factor (Rk, 0, p(G)) satisfies p(G) = K×Rl with
K fixing 0 and the subgroup {e}×Rl acting as translations in the Rk-factor, where
p : Isom(Rk × C(Z))→ Isom(C(Z)) is the natural projection.
In particular, it follows from Theorem 0.3 that the limit orbit G · y˜ is always
an l-dimensional Euclidean subspace regardless of the scaling sequence {ri}. By
Lemma 2.5 in [Pan1] and Wilking’s reduction [Wi], the connectivity of the orbit
G · y˜ confirms the Milnor conjecture when M˜ is k-Euclidean at infinity.
When M˜ is (C(X), ǫX)-stable at infinity, since different tangent cones of M˜ at
infinity may have different maximal Euclidean factors, one can not expect that they
have the same projection of G-action to the maximal Euclidean factor. Nonetheless,
we show that the limit orbit at the base point is independent of the scaling sequence:
it is always an l-dimensional Euclidean subspace.
Theorem 0.4. Let C(X) ∈ M(n, 0) be a metric cone and let ǫX > 0 be the constant
in Theorem B. For any open n-manifold M with Ric ≥ 0, suppose that its universal
cover M˜ is (C(X), ǫX)-stable at infinity and π1(M) is nilpotent, then there exists an
integer l ∈ [0, n] such that any equivariant tangent cone of (M˜, π1(M,x)) at infinity
(C(Z), z, G) has orbit G · z as an l-dimensional Euclidean subspace of C(Z).
As pointed out, Theorem 0.4 implies Theorem B(1). A more detailed description
of G-action on C(Z) will be given in Section 3 as Theorem 3.1. In fact, in order to
prove Theorem 0.4, it is essential to know about the G-action other than its orbit at
z, for example, the isotropy subgroup at z. To understand the stability among these
isotropy subgroups in different limits, we need to look for certain stability among
group actions on a family of alike metric cones with possibly different Euclidean
factors.
5In Theorem 0.4, we assume that π1(M) is nilpotent. Though it is sufficient to
consider abelian fundamental groups to prove finite generation with the help of
Wilking’s reduction [Wi], the nilpotent situation will be applied to prove Theorem
B(2,3). By Theorem B(1) and [KW], π1(M) contains a normal nilpotent subgroup
of index at most C(n) under the assumptions of Theorem B. Hence in order to
prove Theorem B(2,3), we are free to assume that π1(M) itself is nilpotent. The
equivariant stability at infinity restricts the behavior of any element in π1(M,x)
with sufficiently large displacement at x˜. Indeed, we show that such an element γ
behaves almost as a translation at x˜, in the sense that d(γ2x˜, x˜) is close to 2d(γx˜, x˜)
(see Lemma 4.5). This is the key geometric input to prove Theorem B(2).
We indicate our proof of Theorem 0.4. To understand the equivariant stability
at infinity, we study Ω(M˜,Γ), the set of all equivariant tangent cones of (M˜,Γ)
at infinity, which is a compact and connected set with respect to the equivariant
Gromov-Hausdorff topology. Two technical tools are developed in [Pan2] to achieve
this goal. The first one is an equivariant Gromov-Hausdorff distance gap between
different isometric group actions on a fixed closed Riemannian manifold (see Propo-
sition 3.1 in [Pan2]). The second one is a critical rescaling argument (see Sections
2 and 4 in [Pan2]). To make use of these tools to prove Theorem 0.4, we further
improve them based on some new ideas.
We explain why new improvements are crucial. For the k-Euclidean case as
Theorem 0.4, it is sufficient to apply the distance gap to isometric actions on the
unit sphere Sk−11 , which is the cross-section of R
k. Essentially, we deal with group
actions on a fixed metric cone Rk = C(Sk−11 ) after some reductions. However, for
the (C(X), ǫ)-stable case, we have to deal group actions on a family of metric cones
with alike cross-sections. We develop an equivariant Gromov-Hausdorff distance
gap among isometric actions on alike cross-sections. For a model cross-section
X and a cross-section Z with dGH(Z,X) ≤ ǫ, we show that when ǫ is sufficient
small, any isometric H-action on Z naturally corresponds to a unique isometric
G-action on X (see Proposition 1.12). We call (X,G) as the X-mark of (Z,H).
For example, considering X = S21 as the model space and Z = S
2
1 × S
2
ǫ with small
ǫ, for a S1 × S1 rotational action on Z, we can naturally correspond it to a S1
rotational action on the model X ; thus (Z, S1 × S1) has S21 -mark (S
2
1 , S
1). We use
this X-mark to compare group actions on spaces being close to X and establish
the equivariant Gromov-Hausdorff distance gap (see Theorem 1.17). Note that the
X-mark may not distinguish different actions on Z: for example (S21×S
2
ǫ , S
1×{e})
and (S21 × S
2
ǫ , S
1 × S1) have the same S21 -mark. To handle this ambiguity when
proving Theorem 0.4, we also need to largely modify the critical rescaling argument
(see Section 3 for more details).
We organize the paper as below. In Section 1, after briefly recalling some basic
facts on equivariant Gromov-Hausdorff convergence, we develop a method to study
isometric actions on spaces that are very close to a fixed space; we also prove the
equivariant Gromov-Hausdorff gap mentioned before (see Theorem 1.17). We study
certain isometric actions on metric cones with special properties in Section 2, as
preparations to prove a detailed version of Theorem 0.4 by using critical rescaling
arguments in Section 3 (see Theorem 3.1). We prove Theorem B(2) and (3) in
Sections 4 and 5 respectively, with the k-Euclidean case included (see Corollaries
4.2 and 5.2).
6Contents
1. Stability of isometric actions among alike cross-sections 6
2. Isometric actions on metric cones 12
3. Proof of equivariant stability at infinity 15
4. Virtually abelian structure 21
5. Euclidean volume growth and bounded index 25
References 28
The author would like to thank professor Xiaochun Rong for his encouragement
and numerous helpful discussions. The author would like to thank professor Guo-
fang Wei for her suggestions when preparing the paper.
We use the notations below throughout the paper:
· (M,x) a pointed complete Riemannian manifold.
· (M˜, x˜) the Riemannian universal cover of (M,x).
· π1(M,x) the fundamental group of M at x.
· Isom(X) the isometry group of a metric space X .
· (X, x,G) a pointed metric space (X, x) with a closed subgroup G ⊆ Isom(X). In
particular, this means that G-action is effectively on X .
· G · x the G-orbit at x.
· IsoxG the isotropy subgroup of G at x.
· C(Z) the metric cone over a compact metric space Z.
· M(n, κ) the set of all Ricci limit spaces coming from a sequence of complete n-
manifolds (Mi, pi) of Ric ≥ (n− 1)κ.
· M(n, κ, v) the set of all Ricci limit spaces coming from a sequence of complete
n-manifolds (Mi, pi) of Ric ≥ (n− 1)κ and vol(B1(pi)) ≥ v.
· Mcs(n, 0) = {Z | C(Z) ∈M(n, 0)}.
· Mcs(n, 0, v) = {Z | C(Z) ∈M(n, 0, v)}.
·
H
−→ Hausdorff convergence.
·
GH
−→Gromov-Hausdorff convergence or equivariant Gromov-Hausdorff convergence,
depending on the context.
· dGH Gromov-Hausdorff distance or equivariant Gromov-Hausdorff distance, de-
pending on the context.
· Ω(M,G) the set of all equivariant tangent cones of (M,x,G) at infinity, endowed
with equivariant Gromov-Hausdorff topology.
· [α, β] = αβα−1β−1 the commutator of two elements α and β in a group.
· C1(G) = [G,G] the subgroup of G generated by all commutators.
· Ck+1(G) = [Ck(G), G], k ≥ 1.
· Z(G) the center of G.
· [G : H ] the index of subgroup H in G.
1. Stability of isometric actions among alike cross-sections
In this section, we fix a cross-section X ∈Mcs(n, 0) as a model space. Note that
by splitting theorem [CC1], diam(X) ≤ π for all X ∈Mcs(n, 0). The main interest-
ing case is diam(X) = π, though it is not necessary to assume so. If diam(X) < π,
7then Theorem B(1,2) holds trivially. In fact, we can choose ǫX > 0 sufficiently
small so that diam(Y ) < π for all Y with dGH(Y,X) ≤ ǫX . With this ǫX , if M˜ is
(C(X), ǫX)-stable at infinity, then M˜ is 0-Euclidean at infinity. As a result, π1(M)
is finite by Proposition 1.9 in [Pan2].
For any Ricci limit space, its isometry group is always a Lie group [CC2, CN1].
This plays a crucial role in our proof.
Theorem 1.1. [CC2, CN1] For any X ∈ Mcs(n, 0), Isom(X) is a Lie group.
Remark 1.2. For C(Y ) ∈M(n, 0), when diam(Y ) = π, C(Y ) contains at least one
line. Thus C(Y ) splits isometrically as Rk ×C(Z), where k ≥ 1 and diam(Z) < π.
Due to this splitting, the isometry group of the cross-section Y also splits:
Isom(Y ) = O(k) × Isom(Z).
We begin with some preparations on equivariant Gromov-Hausdorff topology
[FY]. For any isometric G-action on some metric space Y , we always assume that
G-action is effectively and G is a closed subgroup of Isom(Y ).
Definition 1.3. Let Yj be a compact metric space with isometric Gj-action (j =
1, 2). We say that (Y1, G1) is equivalent to (Y2, G2), if there is an isometry F :
Y1 → Y2 and a group isomorphism ψ : G1 → G2 such that F (g1 ·y1) = ψ(g1) ·F (y1)
for any g1 ∈ G and y1 ∈ Y1.
Remark 1.4. For a compact metric space Y with an isometric G-action, G carries
a natural bi-invariant metric coming from its action on Y :
dG(g1, g2) = max
y∈Y
dY (g1y, g2y).
It is clear that in Definition 1.3, ψ : (G1, dG1)→ (G2, dG2) is an isometry.
Remark 1.5. For any isometry F : Y1 → Y2, it induces a group isomorphism
CF : Isom(Y1) → Isom(Y2) by conjugation, that is, CF (g) = F ◦ g ◦ F
−1. It is
direct to check that CF satisfies CF (g) · F (a) = F (g · a) for any a ∈ Y1 and any
g ∈ Isom(Y1). This implies that the group isomorphism ψ in Definition 1.3 must
be the conjugation map CF . Indeed, consider the composition id = F
−1 ◦ F , then
CF−1 ◦ ψ satisfies
CF−1 ◦ ψ(g) · a = g · a
for all a ∈ X1 and g ∈ G1. This shows that ψ = (CF−1)
−1 = CF .
One way to define the Gromov-Hausdorff distance is using approximation maps.
Recall that a map F : Y1 → Y2 between two compact metric spaces is called an
ǫ-GH approximation, if
(1) |dY1(y, y
′)− dY2(F (y), F (y
′))| ≤ ǫ for all y, y′ ∈ Y1,
(2) F (Y1) is ǫ-dense in Y2.
Definition 1.6. Let Y1 and Y2 be two compact metric spaces with isometric G1
and G2 actions respectively. We say that
dGH((Y1, G1), (Y2, G2)) ≤ ǫ,
if there a triple of maps (F, ψ, φ) such that
(1) F : Y1 → Y2 is an ǫ-GH approximation,
(2) ψ : G1 → G2 is a map such that d(F (gy), ψ(g)F (y)) ≤ ǫ for all g ∈ G1 and
y ∈ Y1,
8(3) φ : G2 → G1 is a map such that d(F (φ(g)y), gF (y)) ≤ ǫ for all g ∈ G2 and
y ∈ Y1.
Remark 1.7. Using triangle inequality, it is direct to verify that
(1) ψ : G1 → G2 is an 5ǫ-GH approximation with respect to metrics in Remark 1.4,
(2) ψ : G1 → G2 is almost a group homomorphism, that is,
dG2(ψ(gg
′), ψ(g)ψ(g′)) ≤ 5ǫ
for all g, g′ ∈ G1.
In general, F and ψ above may not be continuous. In [MRW], using center of
mass technique, it was proved that when isometry groups are Lie groups and ǫ is
sufficiently small, we can slightly modify the map ψ : G1 → G2 to a Lie group
homomorphism.
Proposition 1.8. [MRW] Let G be a Lie group with left-invariant Riemannian
metric. Then there exists a constant ǫ(G) > 0 such that if ψ : H → G is a map
from a Lie group H to G such that
d(ψ(h1h2), ψ(h1)ψ(h2)) ≤ ǫ < ǫ(G)
for all h1, h2 ∈ H, then there is a Lie group homomorphism ψ¯ : H → G with
d(ψ¯(h), ψ(h)) ≤ 2ǫ for all h ∈ H.
We formulate a definition for convenience.
Definition 1.9. Let (Y1, G1) and (Y2, G2) be two compact metric spaces with
isometric actions, where G1 and G2 are Lie groups. We say that ψ : G1 → G2 is a
δ-approximated homomorphism, if
(1) ψ is a Lie group homomorphism, and
(2) there is a δ-GH approximation f : Y1 → Y2 such that
d(f(gy), ψ(g)f(y)) ≤ δ
for any y ∈ Y1 and any g ∈ G1.
Corollary 1.10. [MRW] Let Yi be a sequence of compact metric spaces with iso-
metric Lie group Gi-actions. Suppose that
(Yi, Gi)
GH
−→ (X,G).
If X is compact and G is a Lie group, then there is a sequence of δi-approximated
homomorphisms φi : Gi → G for some δi → 0. Moreover, φi are δi-GH approxi-
mations between Gi and G with respect to the metrics in Remark 1.4.
Remark 1.11. The maps φi in Corollary 1.10 may not be injective nor be surjective.
For a fixed space X ∈Mcs(n, 0), when Y ∈Mcs(n, 0) is sufficiently close to X ,
we can apply Corollary 1.10 to project any isometricH-action on Y to a subgroup of
Isom(X) via the approximated homomorphism. We show that this map is canonical
up to conjugations.
Proposition 1.12. Given X ∈ Mcs(n, 0), there exists positive constants ǫX , ζX
and a positive function δ(ǫ) with lim
ǫ→0
δ(ǫ) = 0 such that for any space Y ∈ Mcs(n, 0)
with dGH(X,Y ) = ǫ ≤ ǫX , the following properties holds:
(1) There exists a δ(ǫ)-approximated homomorphism
ψ : Isom(Y )→ Isom(X).
9(2) Let H be a closed subgroup of Isom(Y ) and φ : H → Isom(X) be a ζX -
approximation homomorphism, where H is a closed subgroup of Isom(Y ), then φ
and ψ|H are conjugate.
(3) ζX ≥ 2δ(ǫ) for any ǫ ∈ (0, ǫX ].
(4) ψ|O(k) is injective, where O(k) is the subgroup of Isom(Y ) in Remark 1.2.
To prove Proposition 1.12, we need the following stability result on subgroups
of a Lie group by Grove and Karcher [GK].
Proposition 1.13. [GK] Let µ1, µ2 : H → G be two Lie group homomorphisms of
compact Lie group H into the Lie group G with a bi-invariant Riemannian metric.
There exists ǫ(G) > 0 such that if d(µ1(h), µ2(h)) ≤ ǫ(G) for all h ∈ H, then the
subgroups µ1(H) and µ2(H) are conjugate in G.
Remark 1.14. Proposition 1.13 is stated with respect to a bi-invariant Riemannian
metric d0 on G. However, in practice we can apply this to any bi-invariant distance
function d1 on G. This follows from the fact that given any ǫ > 0, there is ǫ
′ > 0
such that d0(g1, g2) ≤ ǫ whenever d1(g1, g2) ≤ ǫ
′ for all g1, g2 ∈ G.
We prove Proposition 1.12 as below.
Proof of Proposition 1.12. (1) follows directly from Corollary 1.10 and a standard
contradiction argument. Suppose that (1) fails, then we would have a contradict-
ing sequence Yi ∈ Mcs(n, 0) with dGH(Yi, X) → 0. Passing to a subsequence if
necessary, we obtain
(Yi, Isom(Yi))
GH
−→ (X,G).
By Theorem 1.1, G ⊆ Isom(X) is a Lie group. Applying Corollary 1.10 to the
above sequence, we result in the desired contradiction.
(2): We may further shrink the constant ǫX that we just obtained from (1).
To prove (2), we argue again by contradiction. Suppose that there are sequences
ǫi, ζi → 0 and a sequence (Yi, Hi) with the conditions below:
(i) dGH(Yi, X) ≤ ǫi → 0;
(ii) a sequence of δi-approximated homomorphisms ψi : Hi → Isom(X), where ψi
is given by (1) and δi = δ(ǫi)→ 0;
(iii) a sequence of ζi-approximated homomorphisms φi : Hi → Isom(X) such that
(X,ψi(Hi)) and (X,φi(Hi)) are not equivalent.
We prove that (X,ψi(Hi)) and (X,φi(Hi)) are indeed equivalent for i large, a con-
tradiction, by showing that ψi and φi are point-wise close up to an automorphism
of Isom(X) (see Proposition 1.13).
By assumptions, we have
dGH((Yi, Hi), (X,ψi(Hi)) ≤ δi → 0, dGH((Yi, Hi), (X,φi(Hi)) ≤ ζi → 0.
Thus passing to some subsequences, all three sequences (Yi, Hi), (X,ψi(Hi)), and
(X,φ(Hi)) all converge to the same limit space (X,H∞). Therefore, there is Lie
group isomorphisms αi and βi, as conjugations in (Isom(X), d), such that
αi ◦ ψi(Hi)
H
→ H∞, βi ◦ φi(Hi)
H
→ H∞.
We claim that αi ◦ ψi and βi ◦ φi are point-wise close, then the result would
follow from Proposition 1.13. Suppose that there is a sequence hi ∈ Hi and d0 > 0
such that for all i
d(αi ◦ ψi(hi), βi ◦ φi(hi)) ≥ d0.
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With respect to the equivariant convergence of (Yi, Hi), we obtain
(Yi, Hi, hi)
GH
−→ (X,H∞, h∞).
So do (X,ψi(Hi), ψi(hi)) and (X,φi(Hi), φi(hi)) Hausdorff converge to the same
limit (X,H∞, h∞). This implies that αi ◦ ψi(hi) → h∞ and βi ◦ φi(hi) → h∞. In
other words,
d(αi ◦ ψi(hi), βi ◦ φi(hi))→ 0.
We apply Proposition 1.13 to conclude that (2) holds.
(3) Since δ(ǫ)→ 0 as ǫ→ 0, clearly we can shrink ǫX further so that δ(ǫ) ≤ ζX/2
for all ǫ ∈ (0, ǫX ].
(4) Recall that O(k) acts on the Euclidean factor of C(Y ) as seen in Remark 1.2.
Because any subgroup H of O(k) has displacement at least 1/20 on Y , the image
ψ(H) has displacement at least 1/20− δ(ǫ) on X . Further shrink ǫX if necessary,
we can assume that δ(ǫ) < 1/40 for all ǫ ∈ (0, ǫX ]. This guarantees that ψ(H) can
not be trivial. 
With Proposition 1.12, we define the notion of X-mark, which provides a way
to compare isometric actions on alike spaces.
Definition 1.15. Given X ∈ Mcs(n, 0) and the corresponding ǫX in Proposition
1.12. For a space (Y,H) with dGH(X,Y ) ≤ ǫX , we call (X,ψ(H)) in Proposition
1.12 as the X-mark of (Y,H). Note that Proposition 1.12(2) assures that the
X-mark of (Y,H) is unique in the equivariant Gromov-Hausdorff topology.
For the remaining of this section, we always denote ǫX > 0 as the constants
in Proposition 1.12. Next we show that the notion of X-mark is compatible with
equivariant Gromov-Hausdorff convergence, in the sense of that the convergence of
spaces implies the convergence of X-marks.
Theorem 1.16. Let (Yi, Hi) be a sequence of spaces with Yi ∈ Msc(n, 0) and
dGH(Yi, X) ≤ ǫX , the constant in Proposition 1.12. Suppose that
(Yi, Hi)
GH
−→ (Y,H)
and each (Yi, Hi) has X-mark (X,Gi). Then
(X,Gi)
GH
−→ (X,G),
where (X,G) is the X-mark of (Y,H).
Proof. We put ǫi = dGH(Yi, X) and δi = δ(ǫi) as given by Proposition 1.12. We
first note that the statement is trivial when Y = X . In fact, when Y = X it is clear
that the limit space (X,H) has itself as its X-mark. By Proposition 1.12, for each i
there is δi-approximated homomorphism ψi : Hi → Gi = φi(Hi) with δi → 0. This
implies that the sequences {(Yi, Hi)} and {(Xi, Gi)} share the same limit (X,H).
For the remaining proof, we assume that limit space Y is not isometric to X , that
is, ǫi ≥ ǫ0 > 0 for some ǫ0. For each (Yi, Hi), there is a δi-approximated Lie group
homomorphism ψi : Hi → Isom(X) with ψi(Hi) = Gi. Also let ψ : H → Isom(X)
with ψ(H) = G be a δ-approximated Lie group homomorphism that marks the
limit space (Y,H). From Corollary 1.10 and the convergence
(Yi, Hi)
GH
−→ (Y,H),
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we know that for each i large there is an ηi-approximated Lie group homomorphism
fi : Hi → H
for some ηi → 0. Passing to a subsequence if necessary, we obtain
(X,Gi)
GH
−→ (X,G∞),
or equivalently, the Hausdorff convergence
Gi
H
−→ G∞
in Isom(X). We need to show that (X,G∞) is equivalent to (X,G).
Note that ψ ◦fi gives a (δ+ηi)-approximated Lie group homomorphism from Hi
to ψ ◦ fi(Hi) ⊂ Isom(X). For i large, ψ ◦ fi is ζX -approximated because ζX ≥ 2δ
and ηi → 0, where ζX is the constant in Proposition 1.12. We see that (X,Gi) is
equivalent to (X,ψ ◦ fi(Hi)) for i large from Proposition 1.12(2,3).
For simplicity, we introduce a notation here: for two subgroups K1 and K2 in
Isom(X), we write K1 ∼ K2 if they are conjugate in Isom(X). From the discussion
above, we have
Gi ∼ ψ ◦ fi(Hi) ⊆ ψ(H) = G.
Recall that fi is an ηi-approximation fromHi toH . Consequently, the image fi(Hi)
is ηi-dense in H . Through ψ : H → ψ(H), ψ ◦ fi(Hi) is η
′
i-dense in ψ(H) for some
η′i → 0. In other words, we have Hausdorff convergence
ψ ◦ fi(Hi)
H
−→ ψ(H) = G.
Together with
ψ ◦ fi(Hi) ∼ Gi
H
−→ G,
we conclude that G∞ ∼ G and complete the proof. 
With Theorem 1.16, we show that given (X,G), there is a uniform gap between
any space with X-mark (X,G) and any space with higher dimensional X-mark.
Theorem 1.17. Let (X,G) be a space with X ∈ Mcs(n, 0). There exists a constant
η > 0, depending on (X,G), such that the following holds.
For any two spaces (Yj ,Kj) (j = 1, 2) satisfying
(1) Yj ∈Mcs(n, 0) and dGH(Yj , X) ≤ ǫX , the constant in Proposition 1.12,
(2) (Y1,K1) has X-mark (X,G),
(3) (Y2,K2) has X-mark (X,H) with dim(H) ≥ dim(G).
If
dGH((Y1,K1), (Y2,K2)) ≤ η,
then (X,H) is equivalent to (X,G).
Theorem 1.17 generalizes the theorem below in [Pan2], which considers group
actions on a fixed space X . Although the statement of Proposition 3.1 in [Pan2]
only covers the case X as any compact Riemannian manifold, its proof actually
works for any space X ∈Mcs(n, 0) through verbatim since the proof only requires
that Isom(X) is a compact Lie group (see Remark 3.5 in [Pan2]).
Theorem 1.18. [Pan2] Let (X,G) be a space with X ∈ Mcs(n, 0). There exists a
constant η > 0, depending on (X,G), such that the following holds.
For any isometric H-action on X with dim(H) ≥ dim(G), if
dGH((X,G), (X,H)) ≤ η,
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then (X,H) is equivalent to (X,G).
Proof of Theorem 1.17. We argue by contradiction. Suppose that the statement
fails, then we would have two sequences {(Yi,j ,Ki,j)}i (j = 1, 2) satisfying the
conditions below.
(1) Yi,j ∈Mcs(n, 0) and dGH(Yi,j , X) ≤ ǫX for all i, j;
(2) (Yi,1,Ki,1) has X-mark (X,G) for each i;
(3) (Yi,2,Ki,2) has X-mark (X,Hi) with dim(Hi) ≥ dim(G), but (X,Hi) is not
equivalent to (X,G);
(4) dGH((Yi,1,Ki,1), (Yi,2,Ki,2))→ 0.
Passing to a subsequence, we obtain the equivariant convergence of two sequences
with the same limit:
(Yi,1,Ki,1)
GH
−→ (Y,K),
(Yi,2,Ki,2)
GH
−→ (Y,K).
By conditions (1,2) and Theorem 1.16, the limit (Y,K) has X-mark (X,G). Apply
Theorem 1.16 again with condition (3), we conclude that
(X,Hi)
GH
−→ (X,G).
Then the desired contradiction follows from Theorem 1.18 and the assumption that
dim(Hi) ≥ dim(G). 
For our application, we will actually use a slightly different version of Theorem
1.17 (see Proposition 3.3).
2. Isometric actions on metric cones
This section serves as preparations for Theorem 0.4. We study some special
isometric actions on metric cones.
Recall that for a metric cone (C(Z), z) ∈M(n, 0) with vertex z, it splits isomet-
rically as
(C(Z), z) = (Rk × C(Z ′), (0, z′)),
where diam(Z ′) < π. As a result, the isometry group of C(Z) also splits:
Isom(C(Z)) = Isom(Rk)× Isom(C(Z ′)) = (O(k) ⋉Rk)× Isom(Z ′).
With this splitting, we write every element in Isom(C(Z)) as (A, v, α). Also, ele-
ments in Isom(Z) = O(k) × Isom(Z ′)) can be written as (A, 0, α).
Property (P) was introduced in [Pan2] for abelian group actions on Rk. We
naturally extend it here to the nilpotent group actions on metric cones.
Definition 2.1. Let (C(Z), z) ∈M(n, 0) be a metric space with vertex z. We say
that a nilpotent isometric G-action on (C(Z), z) satisfies property (P), if
(P) for any (A, v, α) ∈ G, (A, 0, α) is also in G.
We also introduce the notion of property (Q) for G-action on a metric cone C(Z)
with dGH(Z,X) ≤ ǫX , where X ∈ Mcs(n, 0) is a fixed model space and ǫX is the
constant in Proposition 1.12. Let (C(Z), z) ∈ M(n, 0) be a metric cone with vertex
z and isometric G-action, we denote (C(Z), z, G∞) as the equivariant tangent cone
of (C(Z), z, G) at infinity:
(j−1C(Z), z, G)
GH
−→ (C(Z), z, G∞).
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Definition 2.2. Let (C(Z), z) ∈ M(n, 0) be a metric cone with vertex z and
dGH(X,Z) ≤ ǫX . We say that a nilpotent isometric G-action on (C(Z), z) satisfies
property (Q) (with respect to C(X)), if
(Q) (Z, IsozG) and (Z, IsozG∞) have the same X-mark.
Proposition 2.3. (C(Z), z, G) satisfies property (P) if and only if G-action fulfills
the conditions below:
(1) G admits decomposition G = IsozG× R
l × Zm.
(2) Any element in the subgroup {e} × Rl × Zm is a translation in the Euclidean
factor of C(Z).
It is clear that (1) and (2) implies property (P). Also, Proposition 2.3 shows that
property (P) implies property (Q). For abelian G-action, Proposition 2.3 is clear;
for nilpotent one, we need the lemma below.
Lemma 2.4. Let G be a nilpotent subgroup of Isom(Rk). Let (A, x) and (B, y)
be two elements of G. Then (A, x) and (B, y) commutes if and only if A and B
commutes.
Proof. The proof is linear algebra. We include the proof for readers’ convenience.
By direct calculation, we have
[(A, x), (B, y)] =(A, x) · (B, y) · (A, x)−1 · (B, y)−1
=([A,B],−[A,B]y −ABA−1x+Ay + x).
Clearly if (A, x) and (B, y) commutes, so does A and B.
Conversely, if A and B commutes, then
[(A, x), (B, y)] = (I,−y −Bx+Ay + x),
which is a translation. We denote this vector as w = −y −Bx+Ay + x.
Since G is nilpotent, after l times of commutator calculation, we result in
[(A, x), [..., [(A, x), (I, w)]]] = (I, 0).
It is easy to verify that the left hand side equals to (I, (A− I)lw). Thus
(A− I)lw = 0
for some l. With the fact that A ∈ O(k), we have
(A− I)lw = 0 if and only if (A− I)w = 0.
Therefore, Aw = w. Similarly, we have Bw = w. Since A and B commutes, they
share the same eigen-space decomposition. We define a subspace E as
E = {v ∈ Rn | Av = v = Bv}
and decompose Rn as E + E⊥, where E⊥ is the orthogonal complement of E. We
write x = x1 + x
⊥ and y = y1 + y
⊥ according to this decomposition. Then w can
be written as Ay⊥ − y⊥ + x⊥ − Bx⊥, which is a vector in E⊥. Together with the
fact that w ∈ E, we conclude that w = 0 and complete the proof. 
Proof of Proposition 2.3. Let K = IsozG be the isotropy subgroup at z, that is, the
subgroup consisting all elements of G with form (A, 0, α). Let T be the subgroup of
G consisting all elements of G with form (I, v, e). It is clear that K∩T = {(I, 0, e)}.
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It is not difficult to see that G = TK. In fact, for any (A, v, α) ∈ G, by
assumptions, we have (A, 0, α) ∈ G. Thus
(A, v, α) · (A−1, 0, α−1) = (I, v, e) ∈ G.
Hence we can write (A, v, α) as a product (I, v, e) · (A, 0, α).
Also, note that any two elements (A, 0, α) ∈ K and (I, v, e) ∈ T must commute
due to Lemma 2.4. This shows that G is isomorphic to K × T . To complete the
proof, recall that T is a subgroup consisting of translations, thus T = Rl × Zm for
some integers l and m. 
Lemma 2.5. Let (C(Z), z) be a metric cone with vertex z and isometric G-action.
We consider the equivariant tangent cone at y, or at infinity (ri →∞):
(riC(Z), z, G)
GH
−→ (C(Z), z, Gz),
(r−1i C(Z), z, G)
GH
−→ (C(Z), z, G∞).
Then both (C(Z), z, Gz) and (C(Z), z, G∞) satisfy property (P).
Proof. Let K be the subgroup of G fixing x. It is clear that
(riC(Z), z, G)
GH
−→ (C(Z), z,K × Rl),
where l is the dimension of the orbit G · z in the Euclidean factor of C(Z), and
{e} × Rl acts as translations.
Next we check that (C(Z), z, G∞) satisfies property (P). Let (A, v, α) be an
element in G∞ with v 6= 0. Due to the convergence, this means that there are a
sequence (Ai, tivi, αi) ∈ G with Ai → A, ti/ri → 1, vi → v and αi → α. For each
fixed integer j,
(r−1i C(Z), z, (Aj , tjvj , αj))
GH
−→ (Rk, 0, (Aj , 0, αj)).
Thus (Aj , 0, αj) ∈ G∞. Since Aj → A and αj → α as j →∞ and G∞ is closed, we
conclude that (A, 0, α) ∈ G∞. Therefore, (C(Z), z, G∞) satisfies property (P). 
Lemma 2.6. Let (C(Z), z) = (Rk×C(Z ′), (0, z′)) ∈M(n, 0) be a metric cone with
vertex z, diam(Z ′) < π, and dGH(X,Z) ≤ ǫX . Let ψ : Isom(Z)→ Isom(X) be the
map in Proposition 1.12. Suppose that (C(Z), z, G) satisfies property (Q). Then for
any (A, v, α) ∈ G, G contains (A, 0, β) with ψ|Isom(Z′)(αβ
−1) = e. In particular,
(Rk, 0, pZ(G)) satisfies property (P), where pZ : Isom(C(Z)) → Isom(R
k) is the
projection.
Proof. It is clear that IsozG is a subgroup of IsozG∞. It follows from the definition
that (Z, IsozG) and (Z, IsozG∞) have the same X-mark, thus
ψ(IsozG∞) = ψ(IsozG).
For any (A, v, α) ∈ G, note that (A, 0, α) must be in G∞. Then there is (B, 0, β) ∈
IsozG such that
ψ(A, 0, α) = ψ(B, 0, β).
That is,
ψ(AB−1, 0, αβ−1) = e.
By Proposition 1.12(3), ψ|O(k) is injective. It follows that A = B. Therefore, for
any (A, 0, α) ∈ G we have (A, 0, β) ∈ IsozG with ψ(I, 0, αβ
−1) = e. 
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Lemma 2.7. Let (C(Zi), zi, Gi) be a sequence of spaces with dGH(Zi, X) ≤ ǫX and
property (Q). Suppose that
(C(Zi), zi, Gi)
GH
−→ (C(Z), z, G).
Then the limit space (C(Z), z, G) also satisfies property (Q).
If in addition each (Zi, IsoziGi) has the X-mark (X,Ki), then
(X,Ki)
GH
−→ (X,K),
where (X,K) is the X-mark of (Z, IsozG).
Proof. We consider the following convergent sequences:
(Zi, IsoziGi)
GH
−→ (Z,H),
(Zi, Isozi(Gi)∞)
GH
−→ (Z,L).
It is clear that
H ⊆ IsozG ⊆ IsozG∞ ⊆ L.
Since (Zi, IsoziGi) and (Zi, Isozi(Gi)∞) have the same X-mark for each i, by The-
orem 1.16, we conclude that (Z,H) and (Z,L) also share the same X-mark, which
is also the X-mark of (Z, IsozG) and (Z, IsozG∞). 
3. Proof of equivariant stability at infinity
With the preparations in Section 2, we prove our main goal, equivariant stability
at infinity, in this section.
Theorem 3.1. Let X ∈ Mcs(n, 0) be a metric space and ǫX > 0 be the constant
in Proposition 1.12. Then the following statement holds.
Let (M,x) be an open n-manifold with Ric ≥ 0. Suppose that π1(M) is nilpotent
and M˜ is (C(X), ǫX)-stable at infinity. Then there exist an integer l and a closed
subgroup K of Isom(X) such that any equivariant tangent cone of (M˜, π1(M,x)) at
infinity (C(Z), z, G) satisfies that
(1) property (Q) holds,
(2) (Z, IsozG) has X-mark (X,K),
(3) the orbit G · z is an l-dimensional Euclidean subspace in C(Z).
We compare Theorem 3.1 with the result below, which regards the case that M˜
has unique tangent cone at infinity as a metric cone (see Remark 4.15 in [Pan2]).
Theorem 3.2. Let (M,x) be an open n-manifold with Ric ≥ 0. Suppose that π1(M)
is nilpotent and M˜ has unique tangent cone at infinity (C(Z), z) as a metric cone
with vertex z. Then there exist an integer l and a closed subgroup K of Isom(X)
such that for any equivariant tangent cone of (M˜, π1(M,x)) at infinity (C(Z), z, G),
property (P) holds with G = K × Rl (see Lemma 2.3).
We have seen in Section 2 that property (Q) is weaker than (P) (see Proposition
2.3 and Lemma 2.6). Therefore, compared with Theorem 3.2, the conclusion in
Theorem 3.1 allows more flexibility. More technically speaking, this comes from
the fact that the map ψ in Proposition 1.12 may not be injective. If one assume
that M˜ has Euclidean volume growth and is (C(X), ǫX)-stable at infinity, then
X ∈ Mcs(n, 0, v) for some v > 0; in this case, one can apply Theorem 0.8 in [PR]
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to show that ψ in Proposition 1.12 is injective, which will improve Theorem 3.1(1)
from property (Q) to (P).
We first follow the idea in Section 1 to establish an equivariant Gromov-Hausdorff
gap for metric cones with property (Q).
Lemma 3.3. Let K be an isometric action on X ∈ Mcs(n, 0). Then there exists
η(X,K) > 0, such that the following holds.
For any two metric cones (C(Zj), zj, Gj) with the conditions below
(1) dGH(X,Zj) ≤ ǫX , the constant in Proposition 1.12 (j = 1, 2),
(2) (C(Zj), zj , Gj) satisfies property (Q) (j = 1, 2),
(3) (Z1, Isoz1G1) has X-mark (X,K),
(4) (Z2, Isoz2G2) has X-mark (X,H) with dim(H) ≥ dim(K) and (X,H) not equiv-
alent to (X,K),
then
dGH((C(Z1), z1, G1), (C(Z2), z2, G2)) ≥ η.
Proof. Suppose that there are two sequences of metric cones:
{(C(Zij), zij , Gij)}i (j = 1, 2)
such that for all i,
(1) dGH(X,Zij) ≤ ǫX ;
(2) (C(Zij), zij , Gij) satisfies property (Q);
(3) (Zi1, Isozi1Gi1) has X-mark (X,K);
(4) (Zi2, Isozi2Gi2) has X-mark (X,Hi), with dim(Hi) ≥ dim(K) and (X,Hi) not
equivalent to (X,K);
(5) dGH((C(Zi1), zi1, Gi1), (C(Zi2), zi2, Gi2))→ 0 as i→∞.
After passing to some subsequences, this gives convergence
(C(Zi1), zi1, Gi1)
GH
−→ (C(Z), z, G),
(C(Zi2), zi2, Gi2)
GH
−→ (C(Z), z, G).
Since each (C(Zij), zij , Gij) satisfies property (Q), by Lemma 2.7, the limit space
(C(Z), z, G) also satisfies property (Q). Moreover, (Z, IsozG) has X-mark (X,K)
due to condition (3). Applying Lemma 2.7 again, we also see that
(X,Hi)
GH
−→ (X,K)
with dim(Hi) ≥ dim(K) and (X,Hi) not equivalent to (X,K), which contradicts
Theorem 1.18. 
We prove a key lemma to Theorem 3.1 using the critical rescaling argument.
Lemma 3.4. Let M be an open n-manifold with the assumptions in Theorem 3.1.
Then for any two spaces (C(Zj), zj , Gj) ∈ (M˜,Γ) with property (Q) (j = 1, 2),
(Z1, Isoz1G1) and (Z2, Isoz2G2) have the same X-mark.
Definition 3.5. For a compact Lie group K, we define
D(K) = (dimK,#K/K0).
For two compact Lie groups K and H , with D(K) = (l1, l2) and D(H) = (m1,m2),
we say that D(K) < D(H), if l1 < m1, or if l1 = m1 and l2 < m2. We say that
D(K) ≤ D(H), if D(K) = D(H) or D(K) < D(H).
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Proof of Lemma 3.4. We argue by contradiction. Suppose that there are two spaces
(C(Zj), zj, Gj) ∈ Ω(M˜,Γ) (j = 1, 2)
with property (Q) but (Z1, Isoz1G1) and (Z2, Isoz2G2) having different X-marks.
We also choose (C(Z1), z1, G1) so that its isotropy subgroup at z1, Isoz1G1, has the
minimal D(K1) among all spaces in Ω(M˜,Γ) with property (Q). We will derive a
contradiction by using the critical rescaling argument and Lemma 3.3.
Let (X,Kj) be the X-mark of (Zj , IsozjGj). Let ri → ∞ and si → ∞ be two
sequences such that
(r−1i M˜, x˜,Γ)
GH
−→ (C(Z1), z1, G1),
(s−1i M˜, x˜,Γ)
GH
−→ (C(Z2), z2, G2),
Passing to a subsequence if necessary, we assume that ti := (s
−1
i )/(r
−1
i )→∞. Put
(Ni, qi,Γi) = (r
−1
i M˜, x˜,Γ),
then we have
(Ni, qi,Γi)
GH
−→ (C(Z1), z1, G1),
(tiNi, qi,Γi)
GH
−→ (C(Z2), z2, G2).
By assumptions, (C(Zj), zj, Gj) satisfies property (Q) (j = 1, 2); also, D(K1) =
(m1,m2) ≤ D(K2), and (X,K1) is not equivalent to (X,K2).
We choose η = η(X,K1) > 0 as follows: by Lemma 3.3, there is η > 0 such that
for any (C(Yj), yj, Hj) ∈ Ω(M˜,Γ) (j = 1, 2) satisfying
(1) (C(Yj), yi, Hj) satisfies property (Q),
(2) (Y1, Isoz1H1) has X-mark (X,K1),
(3) (Y2, Isoz2H2) has X-mark (X,K) with dim(K) ≥ dim(K1),
(4) dGH((C(Y1), y1, H1), (C(Y2), y2, H2)) ≤ η,
then (X,K) is equivalent to (X,K1).
For each i, we define a set of scales
Li := { 1 ≤ l ≤ ti | dGH((lNi, qi,Γi), (C(Y ), y,H)) ≤ η/3
for some space (C(Y ), y,H) ∈ Ω(M˜,Γ)
such that (C(Y ), y,H) satisfies property (Q);
moreover, D(K) ≥ (m1,m2) but (X,K)
is not equivalent to (X,K1), where
(X,K) is the X-mark of (Y, IsoyH)}.
Since ti ∈ Li for all i large, Li is non-empty. We choose li ∈ Li so that inf Li ≤
li ≤ inf Li + 1/i.
Claim 1: li → ∞. Suppose that li → B < ∞ for some subsequence, then for
this subsequence,
(liNi, qi,Γi)
GH
−→ (B · C(Z1), z1, G1).
By the fact that li ∈ Li and the above convergence, we know that there is some
space (C(Y ), y,H) ∈ Ω(M˜,Γ) with the properties below:
(1) (C(Y ), y,H) satisfies property (Q),
(2) D(K) ≥ (m1,m2) but (X,K) is not equivalent to (X,K1), where (X,K) is the
X-mark of (Y, Isoy(H)),
(3) dGH((B · C(Z1), z1, G1), (C(Y ), y,H)) ≤ η/2.
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Since (C(Z1), z1, G1) satisfies property (Q), so does (B ·C(Z1), z1, G1). By Lemma
3.3 and the choice of η, we derive a contradiction to the condition (2) above. We
have verified Claim 1.
Passing to a subsequence if necessary, we consider the convergence
(liNi, qi,Γi)
GH
−→ (C(Z ′), z′, G′).
We draw a contradiction by ruling out all the possibilities of G′-action. Let (X,K ′)
be the X-mark of (Z ′, Isoz′G
′).
Claim 2: D(K ′) ≥ (m1,m2). In fact, if D(K
′) < (m1,m2), we pass to the
equivariant tangent cone of (C(Z ′), z′, G′) at z′:
(jC(Z ′), z′, G′)
GH
−→ (C(Z ′), z′, G′z′).
The limit space (C(Z ′), z′, G′z′) satisfies property (P), thus property (Q). Since
Isoz′G
′
z′ = Isoz′G
′, (Z ′, Isoz′G
′
z′) has X-mark (X,K
′) with D(K ′) < (m1,m2).
We know that this can not happen since we chose (C(Z1), z1, G1) so that K1, the
X-mark of Isoz1G1, has the minimal D(K1) among all spaces in Ω(M˜,Γ) with
property (Q).
Claim 3: (C(Z ′), z′, G′) satisfies property (Q) and D(K ′) = (m1,m2). We
already know that D(K ′) ≥ (m1,m2) from Claim 2. Suppose that Claim 3 fails,
then after we passing to the equivariant tangent cone of (C(Z ′), z′, G′) at infinity:
(j−1C(Z ′), z′, G′)
GH
−→ (C(Z ′), z′, G′∞),
the limit space (C(Z ′), z′, G′∞) must satisfies D(K
′
∞) > (m1,m2), where (X,K
′
∞)
is the X-mark of (Z ′, Isoz′G
′
∞). Also, (C(Z
′), z′, G′∞) satisfies property (Q) by
Lemma 2.5. We choose a large integer J such that
dGH((J
−1C(Z ′), z′, G′), (C(Z ′), z′, G′∞)) ≤ η/4.
Hence for all i large, we have
dGH((J
−1liNi, qi,Γi), (C(Z
′), z′, G′∞)) ≤ η/3.
This implies that li/J ∈ Li for all i large, a contradiction to our choice of li with
inf Li ≤ li ≤ inf Li + 1/i..
Claim 4: (X,K ′) is equivalent to (X,K1). Suppose not, then we consider the
sequence li/2:
(li/2 ·Ni, qi,Γi)
GH
−→ (1/2 · C(Z ′), z′, G′).
Claim 3 tells us that (C(Z ′), z′, G′) satisfies property (Q); it follows that after a
change of scale (1/2 · C(Z ′), z′, G′) also satisfies property (Q). This means that
li/2 ∈ Li for i large, a contradiction to the choice of Li.
We sum up the results from Claims 1 to 3: for the convergence
(liNi, qi,Γi)
GH
−→ (C(Z ′), z′, G′),
the limit space (C(Z ′), z′, G′) satisfies property (Q); moreover, (X,K ′), theX-mark
of (Z ′, Isoz′G
′), is equivalent to (X,K1). Together with Lemma 3.3, these lead to
the ultimate contradiction: Because li ∈ Li, there is some space (C(Y ), y,H) ∈
Ω(M˜,Γ) satisfying the conditions (1)(2) in the proof of Claim 1, and
dGH((C(Z
′), z′, G′), (C(Y ), y,H)) ≤ η/2,
which contradicts Lemma 3.3. 
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With Lemma 3.4, we are ready to prove Theorem 3.1(1,2).
Proof of Theorem 3.1(1,2). We show that any space (C(Z), z, G) ∈ Ω(M˜,Γ) satis-
fies property (Q), then by Lemma 3.4, the X-mark of (Z, IsozG) would be indepen-
dent of (C(Z), z, G).
Suppose that property (Q) fails for some (C(Z), z, G) ∈ Ω(M˜,Γ). We consider
its equivariant tangent cone at z and at infinity respectively:
(jC(Z), z, G)
GH
−→ (C(Z), z, Gz),
(j−1C(Z), z, G)
GH
−→ (C(Z), z, G∞).
By Lemma 2.5, the above two limit spaces satisfy property (P), thus property (Q).
We also know that the X-marks of (Z, IsozG) and (Z, IsozG∞) are not equivalent
since property (Q) fails on (C(Z), z, G). Together with the fact that IsozGz =
IsozG, we now have two spaces in Ω(M˜,Γ): (C(Z), z, Gz) and (C(Z), z, G∞) with
property (Q) but the X-marks of (Z, IsozGz) and (Z, IsozG∞) being not equivalent.
This is a contradiction to Lemma 3.4. 
Remark 3.6. We have shown that any space (C(Z), z, G) ∈ Ω(M˜,Γ) satisfies prop-
erty (Q). Together with Lemmas 2.6 and 2.3, it is clear that the orbit G · z is an
(Rl × Zm)-translation orbit. To prove Theorem 3.1(3), it remains to show that
m = 0 and l are the same among all spaces in Ω(M˜,Γ). Note that Ω(M˜,Γ) always
contains spaces with Rl-translation orbit (without Zm-factor): this can be done by
passing to the tangent cone of any (C(Z), z, G) ∈ Ω(M˜,Γ) at z. With these obser-
vations, it remains to rule out the case that (M˜,Γ) have two spaces (C(Zj), zj , Gj))
(j = 1, 2) satisfying
(1) the orbit G1 · z1 is an l-dimensional Euclidean subspace,
(2) the orbit G2 · z2 contains an (l+ 1)-dimensional Euclidean subspace, or G2 · z2
contains an l-dimensional Euclidean subspace E and an extra orbit point q with
d(E, q) > 0.
Scaling (C(Z2), z2, G2) down by a constant if necessary, we can replace (2) by:
(2’) the orbit G2 · z2 contains an l-dimensional Euclidean subspace E and an extra
orbit point q with d(E, q) ∈ (0, 1].
Lemma 3.7. Given X ∈ Mcs(n, 0), there exists η(X) > 0 such that the following
holds.
For any two metric cones (C(Zj), zj, Gj)) (j = 1, 2) satisfying
(1) dGH(Zj, X) ≤ ǫX,
(2) property (Q) holds,
(3) the orbit G1 · z1 is an l-dimensional Euclidean subspace,
(4) the orbit G2 · z2 contains an l-dimensional Euclidean subspace E and an extra
orbit point q with d(E, q) ∈ (0, 1].
Then
dGH((C(Z1), z1, G1), (C(Z2), z2, G2)) ≥ η.
Proof. Suppose that the contrary holds, then we have two sequences of metric cones
{(C(Zij), zij , Gij)}i (j = 1, 2) such that
(1) dGH(Zij , X) ≤ ǫX ,
(2) property (Q) holds for all i,
(3) the orbit Gi1 · zi1 is an l-dimensional Euclidean subspace,
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(4) the orbit Gi2 ·zi2 contains an l-dimensional Euclidean subspace Ei and an extra
point qi with d(Ei, qi) ∈ (0, 1],
(5) dGH((C(Zi1), zi1, Gi1), (C(Zi2), zi2, Gi2))→ 0 as i→∞.
Passing to a subsequence if necessary, these two sequences converge to the same
limit:
(C(Zi1), zi1, Gi1)
GH
−→ (C(Z), z, G),
(C(Zi2), zi2, Gi2)
GH
−→ (C(Z), z, G).
Since the orbit Gii · zi1 converges to the orbit G · z in the limit space and each
Gi1 · zi1 is an l-dimensional Euclidean subspace, the limit orbit G · z must be an
l-dimensional Euclidean subspace as well. On the other hand, the orbit Gi2 ·zi2 has
an extra Z-orbit with generator having displacement ≤ 1. Passing this property to
the limit, we see a clear contradiction. 
With Lemma 3.7, we use the critical rescaling argument one more time to finish
the proof of Theorem 3.1.
Proof of Theorem 3.1(3). As pointed out in Remark 3.6, it suffices to rule out the
case that Ω(M˜,Γ) have two metric cones:
(C(Z1), z1, G1) and (C(Z2), z2, G2)
with the conditions below:
(1) the orbit G1 · z1 is an l-dimensional Euclidean subspace,
(2) the orbit G2 · z2 contains an l-dimensional Euclidean subspace E and an extra
orbit point q with d(E, q) ∈ (0, 1].
We also choose (C(Z1), z1, G1) so that its orbit G1 · z1 has the smallest dimension
among all spaces in Ω(M˜,Γ).
Let ri →∞ and si →∞ be two sequences such that
(r−1i M˜, x˜,Γ)
GH
−→ (C(Z1), z1, G1),
(s−1i M˜, x˜,Γ)
GH
−→ (C(Z2), z2, G2).
Passing to a subsequence, we assume that ti := (s
−1
i )/(r
−1
i )→∞. We put
(Ni, qi,Γi) = (r
−1
i M˜, x˜,Γ),
then
(Ni, qi,Γi)
GH
−→ (C(Z1), z1, G1),
(tiNi, qi,Γi)
GH
−→ (C(Z2), z2, G2).
Let η > 0 be the constant in Lemma 3.7. For each i, we define a set of scales
Li := { 1 ≤ l ≤ ti | dGH((lNi, qi,Γi), (W,w,H)) ≤ η/3
for some space (C(Y ), y,H) ∈ Ω(M˜,Γ) such that
the orbit H · y contains an l-dimensional Euclidean
subspace E and an extra point with d(E, q) ∈ (0, 1]. }
We know that ti ∈ Li for i large. We choose li ∈ Li of inf Li ≤ li ≤ inf Li + 1/i.
Claim 1: li →∞. If li → B <∞, then
(liNi, qi,Γi)
GH
−→ (B · C(Z1), z1, G1).
21
The space (B · C(Z1), z1, G1) satisfies property (Q), and the orbit G1 · z1 is an
l-dimensional Euclidean subspace. Since li ∈ Li, by the definition of Li and the
convergence, we have
dGH((B · C(Z1), z1, G1), (C(Y ), y,H)) ≤ η/2
for some (C(Y ), y,H) ∈ Ω(M˜,Γ) with the prescribed conditions. This is a contra-
diction to Lemma 3.7.
Next we consider convergence
(liNi, qi,Γi)
GH
−→ (C(Z ′), z′, G′).
Claim 2: The orbit G′ · z′ is an l-dimensional Euclidean subspace in C(Z ′).
Indeed, because (C(Z ′), z′, G′) satisfies property (Q), we know that the orbit G′ ·z′
is a translation (Rl
′
×Zm
′
)-orbit. If l′ < l, then we pass to the equivariant tangent
cone of (C(Z ′), z′, G′) at z′. In such a limit space, the orbit is an l′-dimensional
Euclidean subspace with l′ < l, which contradicts with our choice of (C(Z1), z1, G1).
If l′ > l, or l′ = l but m′ 6= 0, then the orbit G′ · z′ contains an l-dimensional
Euclidean subspace E′ and an extra orbit point q′. Let d > 0 be the distance
between E′ and q′. If d ≤ 1, then li/2 ∈ Li. If d > 1, then li/(2d) ∈ Li. In either
case, we see a contradiction to our choice of li. Hence Claim 2 holds.
We derive the desired contradiction: li ∈ Li so by the definition of Li and the
convergence,
dGH((C(Z
′), z′, G′), (C(Y ), y,H)) ≤ η/2
for some space (C(Y ), y,H) ∈ Ω(M˜,Γ) with the prescribed conditions, a contra-
diction to Lemma 3.7. 
4. Virtually abelian structure
The goal of this section is the theorem below, which implies that π1(M) is
virtually abelian if M˜ is (C(X), ǫX)-stable at infinity or k-Euclidean at infinity.
Theorem 4.1. Let (M,x) be an open n-manifold with Ric ≥ 0 and a finitely
generated nilpotent fundamental group Γ = π1(M,x). Suppose that
(1) any tangent cone of M˜ at infinity (Y, y) is a metric cone with vertex y,
(2) for any equivariant tangent cone of (M˜,Γ) at infinity
(C(Z), z, G) = (Rk × C(Z ′), (0, z′), G),
where diam(Z ′) < π, the projection of G-action to the maximal Euclidean factor
(Rk, 0, pZ(G)) satisfies property (P).
Then the Z(Γ), the center of Γ, has finite index in Γ.
Corollary 4.2. Let M be an open n-manifold of Ric ≥ 0. Suppose that one of the
following conditions is true:
(1) M˜ is (C(X), ǫX)-stable at infinity for some X ∈Mcs(n, 0) and the correspond-
ing constant ǫX > 0 as in Proposition 1.12; or
(2) M˜ is k-Euclidean at infinity.
Then π1(M) contains a normal abelian subgroup of finite index.
Proof. Under the condition (1) or (2), we know that Γ = π1(M,x) is finitely gener-
ated. By the work of Milnor and Gromov [Mi, Gro2], Γ contains a normal nilpotent
subgroup N of finite index. For this subgroup N , we apply Theorem 3.1 and
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Lemma 2.6 for condition (1), or [Pan2] for condition (2). It follows that under ei-
ther condition, for any equivariant tangent cone of (M˜,N) at infinity (C(Z), z, G),
assumption (2) in Theorem 4.1 is fulfilled. Thus by Theorem 4.1, Z(N) has finite
index in N . Consequently, Z(N) is a normal abelian subgroup of Γ with finite
index. 
We start with some commutator computations.
Lemma 4.3. Let α, β be two elements in a group G. Then for any integer l ≥ 2,
(1) [αl, β] =
(∏l−1
j=1[α, [α
l−j , β]]
)
· [α, β]l,
(2) [α, βl] = [α, β]l ·
(∏l−1
j=1[[β
j , α], β]
)
.
Proof. It is straight-forward to verify that
[αβ, γ] = [α, [β, γ]] · [β, γ] · [α, γ].
In fact,
RHS =α[β, γ]α−1[β, γ]−1 · [β, γ] · [α, γ]
=α[β, γ]α−1 · αγα−1γ−1
=αβγβ−1γ−1 · γα−1γ−1
=(αβ)γ(αβ)−1γ−1 = LHS.
We use this identity repeatedly to prove (1):
[αl, β] =[α · αl−1, β]
=[α, [αl−1, β]] · [αl−1, β] · [α, β]
=[α, [αl−1, β]] · [α, [αl−2, β]] · [αl−2, β] · [α, β]2
=

l−1∏
j=1
[α, [αl−j , β]]

 · [α, β]l.
(2) follows from (1):
[α, βl] =[βl, α]−1
=



l−1∏
j=1
[β, [βl−j , α]]

 · [β, α]l


−1
=[β, α]−l ·

l−1∏
j=1
[β, [βl−j , α]]


−1
=[α, β]l ·
l−1∏
j=1
[β, [βj , α]]−1
=[α, β]l ·
l−1∏
j=1
[[βj , α], β].

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For the remaining of this section, we always assume that Γ = π1(M,x) is nilpo-
tent with the assumptions in Theorem 4.1.
Lemma 4.4. Let α ∈ Γ and β ∈ Ck−1(Γ). Then for any integer k
[αl, βl] = [α, β](l
2) · h
for some element h ∈ Ck+1(Γ).
Proof. First note that for any α ∈ Γ and β ∈ Ck−1(Γ), the terms
l−1∏
j=1
[α, [αl−j , β]],
l−1∏
j=1
[[βj , α], β]
in Lemma 4.3 are elements in Ck+1(Γ). Also note that Ck+1(Γ) is normal in Γ, thus
for any γ ∈ Γ and any h ∈ Ck+1(Γ), we have h · γ = γ · h
′ for some h′ ∈ Ck+1(Γ).
With these observations and Lemma 4.3, we calculate [αl, βl] as follows:
[αl, βl] = [αl, β]l ·

l−1∏
j=1
[[βj , αl], β]


=



l−1∏
j=1
[α, [αl−j , β]]

 · [α, β]l


l
· h
= (h′ · [α, β]l)l · h
= [α, β](l
2) · h′′,
where h, h′, h′′ are elements in Ck+1(Γ). 
For simplicity, we write |γ| = d(γx˜, x˜) for any element γ ∈ Γ. We show that if
|γ| is sufficiently large, then γ behaves almost as a translation at x˜.
Lemma 4.5. There exists R0 > 0 such that for any γ ∈ Γ, if |γ| ≥ R0, then
|γ2| ≥ 1.9 · |γ|.
Proof. We argue by contradiction. Suppose that there are a sequence of element
γi ∈ Γ such that ri = |γi| → ∞, but
|γ2i | < 1.9 · |γi|.
We consider the tangent cone of M˜ at infinity coming from the sequence r−1i → 0:
passing to a subsequence, we have
(r−1i M˜, x˜,Γ, γi)
GH
−→ (C(Z), z, G, γ∞).
(C(Z), z) splits isometrically as (Rk × C(Z ′), (0, z′)) with diam(Z ′) < π. Since
(Rk, 0, pZ(G)) satisfies property (P), according to Lemma 2.3, we know that
pZ(G) = Iso0pZ(G) × T,
and the subgroup {e} × T acts as translations in the Rk-factor. Due to our choice
of ri, γ∞ has displacement 1 at z. Therefore, we can write pZ(γ∞) as
pZ(γ∞) = (A, v) ∈ Iso0pZ(G)× T,
where v is a vector of length 1. Note that pZ(γ
2
∞) = (A
2, 2v), then we see that
d(γ2∞ · z, z) = 2.
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On the other hand, because |γ2i | < 1.9 · |γi|, γ
2
∞ should satisfy
d(γ2∞ · z, z) ≤ 1.9,
a contradiction. 
Corollary 4.6. Let R0 be the constant in Lemma 4.5. Suppose that γ ∈ Γ with
|γ| ≥ R0, then for any integer m, we have
|γ(2
m)| ≥ 1.9m · |γ|.
Lemma 4.7. For k ≥ 1, if Ck+1(Γ) is finite, then Ck(Γ) is also finite.
Proof. We claim that every element in Ck(Γ) of form [α, β] has finite order, where
α ∈ Γ and β ∈ Ck−1(Γ). If this claim holds, then Ck(Γ) is generated by elements
of finite order. Recall that for a finitely generated nilpotent group, all elements
of finite order form a finite subgroup of Γ, known as the torsion subgroup Tor(Γ).
Hence Ck(Γ), as a subgroup of Tor(Γ), must be finite as well. It remains to verify
the claim.
We argue by contradiction. Suppose that there are α ∈ Γ and β ∈ Ck−1(Γ) such
that [α, β] has infinite order. Because Γ acts freely and discretely on M˜ , we can
choose a large integer l such that
|[α, β](l
2)| ≥ R0,
where R0 is the constant in Lemma 4.5. By Lemma 4.4,
[αl, βl] = [α, β](l
2) · h
for some h ∈ Ck+1(Γ). We put g1 = α
l, g2 = β
l and γ = [α, β](l
2), then we have
[g1, g2] = γ · h
for some element h ∈ Ck+1(Γ). To derive a contradiction, we continue to raise the
power. For any integer p, we have
[gp1 , g
p
2 ] = [g1, g2]
(p2) · h′
= (γ · h)(p
2) · h′
= γ(p
2) · h′′,
where h′ and h′′ are certain elements in Ck+1(Γ). We estimate the length of each
sides when p = 2m. The left hand side has length
|[g
(2m)
1 , g
(2m)
2 ]| ≤ 2
(
|g
(2m)
1 |+ |g
(2m)
2 |
)
≤ 2m+1 · (|g1|+ |g2|) .
Due to Lemma 4.6, the right hand side has length
|γ((2
m)2) · h′′| ≥ |γ(2
2m)| − |h′′| ≥ 1.92m|γ| − |h′′| ≥ 1.92m|γ| −D,
where D = maxh∈Ck+1(Γ) |h| <∞ because Ck+1(Γ) is finite.
As a result, it follows that
1.92m|γ| −D ≤ 2m+1 · (|g1|+ |g2|)
for any integer m > 0. Since |γ|, D, |g1| and |g2| all have fixed values, we see a clear
contradiction when m is sufficiently large. This verifies the claim and completes
the proof. 
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Proof of Theorem 4.1. Let k be the nilpotency length of Γ. We apply Lemma 4.7
inductively starting from Ck+1(Γ) = {e}; we conclude that C1(Γ) = [Γ,Γ] is finite.
For any finitely generated group, [Γ,Γ] being finite implies that the center of Γ has
finite index in Γ, which is a standard result in group theory. In particular, Γ is
virtually abelian. For completeness, we include the proof as below.
Let g1, ..., gm be a set of generators of Γ. Let Z(gj) be the subgroup that consists
of elements in Γ commuting with gj . It is clear that Z(G) = ∩
m
j=1Z(gj). Thus it
suffices to show that each Z(gj) has finite index in Γ, or equivalently, there are
only finitely many elements in Γ conjugating to gj . Indeed, for any γ ∈ Γ, the
conjugation of gj under γ is
γgjγ
−1 = [γ, gj ] · gj,
which only has finitely options since [Γ,Γ] is finite. This shows that [Γ : Z(gj)] <∞
for each j and [Γ : Z(Γ)] <∞ follows. 
5. Euclidean volume growth and bounded index
In this section, we show that in Corollary 4.2 if in addition M˜ has Euclidean
volume growth, then the index can be uniformly bounded in terms of n and volume
growth constant. From the proof in Section 4, we see that the key is showing the
finiteness of [Γ,Γ] for a finitely generated nilpotent fundamental group. We prove
that when M˜ has Euclidean volume growth, the finiteness of [Γ,Γ] turns into a
uniform bound on its number.
Theorem 5.1. Given n ∈ N and L ∈ (0, 1], there exists a constant C(n, L) such
that the following holds.
Let M be an open n-manifold of Ric ≥ 0. Suppose that
(1) M˜ has Euclidean volume growth of constant at least L,
(2) Γ = π1(M,x) is finitely generated and nilpotent with nilpotency length ≤ n,
(3) #[Γ,Γ] is finite.
Then #[Γ,Γ] ≤ C(n, L).
Corollary 5.2. Given n ∈ N and L ∈ (0, 1], there exists a constant C(n, L) such
that the following holds.
Let M be an open manifold of Ric ≥ 0. Suppose that M˜ has Euclidean volume
growth of constant at least L and one of the following conditions is true:
(1) M˜ is (C(X), ǫX)-stable at infinity for some X ∈Mcs(n, 0) and the correspond-
ing constant ǫX > 0 as in Proposition 1.12; or
(2) M˜ is k-Euclidean at infinity.
Then π1(M) contains a normal abelian subgroup of index at most C(n, L).
Proof. By [KW], Γ = π1(M,x) contains a normal nilpotent subgroup N of index
at most C1(n) and of nilpotency length at most n. It suffices to bound [N : Z(N)]
in terms of n and L.
By the proof of Theorem 4.1, it is easy to see that [N : Z(N)] can be bounded
by a constant only involving #[N,N ] and the number of generators of N . Since we
can uniformly bound the number of generators by some constant C2(n) [KW], the
result now follows from Theorem 5.1. 
To prove Theorem 5.1, we again investigate equivariant tangent cones of (M˜,Γ)
at infinity. We need a quantitative version of the no small subgroup property for
isometry group of any non-collapsing Ricci limit space [PR].
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Proposition 5.3. [PR] Given n, v > 0, there exists a positive constant δ(n, v) such
that for any Ricci limit space (X, x) ∈M(n,−1, v) and any nontrivial subgroup H
of Isom(X), we have
D1,x(H) ≥ δ(n, v),
where
D1,x(H) = sup
y∈B1(x),h∈H
d(hy, y).
Lemma 5.4. Let M be an open n-manifold with the assumptions in Theorem 5.1.
For any sequence ri →∞, we consider
(r−1i M˜, x˜, [Γ,Γ],Γ)
GH
−→ (C(Z), z,H,G).
Then
(1) #H = #[Γ,Γ];
(2) H ⊆ [K,K], where K = IsozG.
Proof. (1) Since [Γ,Γ] is a finite group, its limit H must be a finite group fixing z.
Let m = #[Γ,Γ]. By Proposition 5.3,
D1,x˜(g) ≥ δ(n, ωnL)/m
for all g ∈ [Γ,Γ] on any r−1i M˜ , where ωn is the volume of a unit ball in R
n. This
implies that H also has order m.
(2) Because [Γ,Γ] is a finite group, we can write each gj ∈ [Γ,Γ] as
gj =
lj∏
t=1
[αtj , βtj ]
for some αtj , βtj ∈ Γ. Passing to a subsequence if necessary, for each αtj and each
βtj , we have convergence
(r−1i M˜, x˜, αtj , βtj)
GH
−→ (C(Z), z, α∞tj , β
∞
tj ), t = 1, ..., lj, j = 1, ...,m,
where α∞tj and β
∞
tj are elements in K. It is clear that H consists of elements
g∞j =
lj∏
t=1
[α∞tj , β
∞
tj ] ∈ [K,K], j = 1, ...,m.

From Lemma 5.4, we see that if we can find a uniform bound C(n, L) so that
#[K,K] ≤ C(n, L), then we would have the desired bound for #[Γ,Γ]:
#[Γ,Γ] = #H ≤ #[K,K] ≤ C(n, L).
Also note that K is a closed nilpotent Lie subgroup of Isom(Z) with nilpotency
length at most n, where Z ∈ Mcs(n, 0, ωnL). Hence Theorem 5.1 follows directly
from the lemma below.
Lemma 5.5. Given n, v > 0, there exists constants C1(n, v) and C2(n, v) such that
the following holds.
Let Z ∈ Mcs(n, 0, v) be a space and let K be a closed nilpotent Lie subgroup of
Isom(Z) with nilpotency length at most n. Then
(1) [K : Z(K)] ≤ C1(n, v),
(2) #[K,K] ≤ C2(n, v).
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To prove Lemma 5.5, we recall a classical result in group theory: Schur’s Lemma.
Lemma 5.6. (Schur) Let G be a group. If [G : Z(G)] = k is finite, then [G,G] is
a finite group of at most C(k) = k(2k
3) many elements.
We also need a structure result for compact nilpotent Lie groups.
Lemma 5.7. Let G be a compact nilpotent Lie group, then G0, the identity com-
ponent of G, is central in G.
Proof. The proof is standard in group theory. We include the proof for the conve-
nience of readers.1
Recall that G0, as a connected compact nilpotent Lie group, must be a torus. We
put F = G/G0, which is a finite group. For every γ ∈ F , we have an automorphism
of G0 derived by conjugation of γ, and thus an automorphism of the Lie algebra
Lie(G0) = R
l. This provides a representation of F on Rl
φ : F → GL(l,R).
Let V be the subspace of Rl where (F, φ) has trivial representation:
V := {v ∈ Rl | φ(γ)v = v for all γ ∈ F}.
It is not difficult to show that V 6= {e} because G is nilpotent. In fact, notice that
the set
{[h, t] | h ∈ G, t ∈ G0}
is connected and is a subset of G0, thus [G,G0] is connected. By the same reason,
each [G, [..., [G,G0] is connected. Together with the fact that G is nilpotent, we
can find a circle subgroup lying in the center of G. This verifies that V 6= 0.
Since the representation (F, φ) is completely reducible, Rl splits as V ⊕W , where
W is a complement of V and is invariant under φ(F ). The invariance of W shows
that
L := {−w + φ(γ)w | w ∈W,γ ∈ F}
is a φ(F )-invariant subspace of W . If W 6= 0, then L 6= 0. Consider the connected
subgroup T = exp(L) in G0. By the nilpotency of G and the same argument that
we showed V 6= 0, we verify that L ∩ V 6= 0. This contradicts with W ∩ V = 0.
Therefore, W = 0, V = Rl and this finishes the proof. 
Proof of Lemma 5.5. (1) We argue by contradiction. Let Zi be a sequence of spaces
inMcs(n, 0, v), and for each i let Ki be a closed nilpotent Lie subgroup of Isom(Z)
with nilpotency length at most n. By Lemma 5.7, we know that [Ki : Z(Ki)] is
finite for each i.
Suppose that [Ki : Z(Ki)]→∞ as i→∞. Passing to a subsequence if necessary,
we obtain equivariant convergence
(Zi,Ki)
GH
−→ (Z∞,K∞)
for some limit space Z∞ ∈Mcs(n, 0, v).
Since K∞ is a compact Lie group, we can apply Corollary 1.10 to obtain a
sequence of ǫi-approximated homomorphisms ψi : Ki → K∞ for some ǫi → 0. Let
Hi be the kernel of ψi, then
(Zi, Hi)
GH
−→ (Z∞, {e}).
1The author would like to thank user YCor on Mathoverflow site for providing this proof.
http://mathoverflow.net/questions/255976/compact-non-connected-nilpotent-lie-subgroup-of-on.
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Hi must be the trivial for all i large. Otherwise, by Proposition 5.3, there is δ > 0
such that D(Hi) ≥ δ for all i, where D(Hi) is the displacement of Hi on Zi; thus
Hi can not converge to {e}. This shows that ψi is injective for all i large. With
these maps and the fact that (K∞)0 is central in K∞, we see a uniform bound
[Ki : Z(Ki)] ≤ [Ki : ψ
−1((K∞)0)] ≤ [K∞ : (K∞)0] <∞
for all i. We obtain the desired contradiction and complete the proof.
(2) follows directly from (1) and Schur’s Lemma. 
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