Harnack and Shmul'yan pre-order relations for Hilbert space contractions by Badea, Catalin & Suciu, Laurian
ar
X
iv
:1
51
2.
01
99
0v
3 
 [m
ath
.FA
]  
17
 Ju
l 2
01
7
HARNACK AND SHMUL’YAN PRE-ORDER RELATIONS FOR HILBERT
SPACE CONTRACTIONS
CATALIN BADEA AND LAURIAN SUCIU
Abstract. We study the behavior of some classes of Hilbert space contractions with respect
to Harnack and Shmul’yan pre-orders and the corresponding equivalence relations. We give
some conditions under which the Harnack equivalence of two given contractions is equivalent
to their Shmul’yan equivalence and to the existence of an arc joining the two contractions
in the class of operator-valued contractive analytic functions on the unit disc. We apply
some of these results to quasi-isometries and quasi-normal contractions, as well as to partial
isometries for which we show that their Harnack and Shmul’yan parts coincide. We also
discuss an extension, recently considered by S. ter Horst [J. Operator Th. 72(2014), 487–
520 ], of the Shmul’yan pre-order from contractions to the operator-valued Schur class of
functions. In particular, the Shmul’yan-ter Horst part of a given partial isometry, viewed as
a constant Schur class function, is explicitly determined.
1. Introduction
Preamble. Let H be a complex Hilbert space and let B1(H) denote the unit ball of the
C∗-algebra B(H) of all bounded linear operators on H. Following the usual terminology of
operator theory, elements of B1(H) are called contractions. One tool in the study of the (hy-
perbolic) geometry of B1(H) is the use of order relations such as the Harnack and Shmul’yan
pre-orders. Both pre-order relations have nice geometric and analytic interpretations. Al-
though these two pre-orders have been around since 1970s and 1980s [1,5,15–17,20,24], their
structure is to date not completely understood, and in recent years there has been an increase
in interest for this topic [2, 7, 8, 10,12,13,18,19,23].
The aim of this paper is to study the behavior of some classes of Hilbert space contractions
with respect to the Harnack and Shmul’yan pre-orders, and the corresponding equivalence
relations. We look at contractions that also have certain commutativity properties, for in-
stance we consider the cases where two operators are commuting, doubly commuting or when
the operators are themselves quasi-normal or hyponormal. The case of partial isometries is
thoroughly analyzed and the role of commutativity properties is discussed.
Notation and basic definitions. In this paper T, T ′ ∈ B(H) will be linear contractions
acting on the complex Hilbert space H. Also, V acting on K ⊃ H and V ′ acting on K′ ⊃ H′
will denote the minimal isometric dilations of T and T ′ respectively. Recall (see [25]) that
V is a minimal isometric dilation of T if V is an isometry on K =
∨
n≥0 V
nH satisfying
2010 Mathematics Subject Classification. Primary 47A10, 47A45; Secondary 47A20, 47A35, 47B15.
Key words and phrases. Harnack pre-order; Shmul’yan pre-order; Hilbert space contractions; asymptotic
limit; quasi-normal operators; partial isometries; Toeplitz operators.
1
2 C. BADEA AND L. SUCIU
PHV = TPH, where PH is the orthogonal projection of K onto H. The symbols N (T ) and
R(T ) stand for the kernel and respectively the range of T , while IH denotes the identity
operator on H. We simply use I if the Hilbert space is clear from the context. From time to
time we will consider the more general case of contractions between different Hilbert spaces.
For such a contraction T ∈ B1(H1,H2) between two Hilbert spaces H1 and H2 we denote by
DT = (IH1 − T
∗T )1/2 the defect operator and by DT = R(DT ) the defect space of T . With
some abuse of notation, we will view the defect operator DT either as an operator on H1, on
DT , from H1 into DT or from DT into H1, always using the symbol DT . The precise meaning
will be clear from the context, or otherwise be made explicit.
Let A be a self-adjoint operator. Then A ≥ 0 indicates that A is a positive operator in the
sense that 〈Ax, x〉 ≥ 0 for each x ∈ H. If B is also a self-adjoint operator, then A ≤ B, or
B ≥ A, is short for B − A ≥ 0. For A ∈ B(H) we denote by ReA the self-adjoint operator
ReA = (1/2)(A +A∗). The spectrum of A is denoted by σ(A).
Two operators A,B ∈ B(H) commute if AB = BA and they are said to be doubly commut-
ing if A commutes with B and its adjoint B∗. We say that A is quasi-normal if A commutes
with A∗A, that A is a partial isometry if AA∗A = A and that A is a quasi-isometry if
A∗A = A∗2A2. Finally, A is said to be a hyponormal operator if AA∗ ≤ A∗A.
A review of the Harnack and Shmul’yan pre-orders. The Harnack pre-order and
equivalence relation have been introduced by Ion Suciu [16, 17] in the 1970s based on some
operator inequalities for Hilbert space contractions, which generalize the classical Harnack
inequality for positive harmonic functions in the unit disc. The corresponding equivalence
classes are called Harnack parts. Recall that a pre-order is a binary relation which is reflexive
and transitive; see for instance [14, Definition 5.2.2]. It is well-known that given any pre-order
≺ on B1(H), if one defines a binary relation ∼ on B1(H) × B1(H) by A ∼ B if A ≺ B and
B ≺ A, then ∼ is an equivalence relation (cf. [14, Proposition 5.2.4]).
More specifically, we say that T is Harnack dominated by T ′ (notation T
H
≺ T ′) if there
exists a positive constant c ≥ 1 such that for any analytic polynomial p verifying Re p(z) ≥ 0
for |z| ≤ 1 we have
(1.1) Re p(T ) ≤ cRe p(T ′).
We say that T is Harnack dominated by T ′ with constant c whenever we want to emphasize
the constant. Thus T and T ′ are Harnack equivalent if T
H
≺ T ′ and T ′
H
≺ T ; we also say in
this case that T and T ′ belong to the same Harnack part. We denote by ∆(T ) the Harnack
part containing the contraction T . The classical Harnack inequality for positive harmonic
functions implies that a strict contraction T (i.e. a contraction with ‖T‖ < 1) is Harnack
equivalent to the null operator 0H. It was proved in [5] that ∆(0H) coincides with the class
of all strict contractions.
We refer to [10, 17, 19] for several characterizations of T
H
≺ T ′. For further use we recall
here the following result.
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Theorem 1.1. For c ≥ 1 and two contractions T, T ′ ∈ B(H) with minimal isometric dilations
V ∈ B(K) and respectively V ′ ∈ B(K′), the following statements are equivalent:
(i) T is Harnack dominated by T ′ with constant c2;
(ii) There is a unique operator A ∈ B(K′,K) such that A(H) ⊆ H, A | H = I, AV ′ = V A
and ‖A‖ ≤ c.
For fixed T , T ′ and c, the operator A from (ii) intertwining the minimal isometric dilations
V ′ and V of T ′ and T will be called the Harnack operator associated with (T, T ′).
The Shmul’yan pre-order has been introduced in [15] and studied in [10] under the name
O-pre-order. More precisely, the Shmul’yan domination can be defined in the more general
case of the unit ball of contractions acting between two Hilbert spaces H1 and H2. Namely,
if A,B ∈ B1(H1,H2), then according to [10] we say that A Shmul’yan dominates B if B =
A+DA∗XDA for some X ∈ B(DA,DA∗). We write in this case B
Sh
≺ A. Also, we say that A
and B are Shmul’yan equivalent whenever each of them Shmul’yan dominates the other, while
the corresponding equivalence classes, in B1(H1,H2), are called Shmul’yan parts. We denote
by ∆Sh(T ) the Shmul’yan part of T . It was proved in [10, Proposition 1.6 and Corollary 3.3]
that the Shmul’yan equivalence relation in the closed unit ball of B(H) is stronger than the
Harnack equivalence relation. The following theorem is inferred from some results in [7,10,15]
Theorem 1.2. For two contractions A,B ∈ B1(H1,H2) the following statements are equiv-
alent:
(i) B
Sh
≺ A, i.e. B = A+DA∗XDA for some X ∈ B(DA,DA∗) ;
(ii) I −B∗A = DAY DA for some Y ∈ B(DA);
(iii) there exists r > 0 such that (1− ε)A+ εB ∈ B1(H1,H2) for every ε ∈ C with |ε| ≤ r;
(iv) there exists r > 0 such that (1− ε)A+ εB ∈ B1(H1,H2) for every ε ∈ C with |ε| = r.
Furthermore, the following statements are equivalent:
(a) A and B are Shmul’yan equivalent;
(b) B = A+DB∗X˜DA for some X˜ ∈ B(DA,DB∗);
(c) I −A∗B = DAY˜ DB for some Y˜ ∈ B(DB,DA).
Recently, the Shmul’yan pre-order relation has been extended in [7] from contractions
to functions in the operator-valued Schur class, that is to the contractive operator-valued
analytic functions on D. More precisely, let E and E ′ be two separable Hilbert spaces and
let H∞(E , E ′) be the Banach space of all norm bounded analytic functions on D with values
in B(E , E ′). We denote H∞ = H∞(C). If H∞1 (E , E
′) is the closed unit ball of H∞(E , E ′)
and F ∈ H∞1 (E , E
′), then the associated Toeplitz operator is the contraction TF between the
vector valued Hardy spaces H2(E) and H2(E ′) defined by
(TF g)(λ) = F (λ)g(λ) (g ∈ H
2(E), λ ∈ D).
For F,G ∈ H∞1 (E , E
′) we say that F is Shmul’yan-ter Horst dominated by G, in notation
F
∞
≺ G, whenever TF
Sh
≺ TG, i.e. TF is Shmul’yan dominated by TG in B1(H
2(E),H2(E ′)).
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We denote by ∆∞(F ) the equivalence class of F for the equivalence relation induced by the
Shmul’yan-ter Horst pre-order.
Organization of the paper. The plan of the paper is as follows. The undefined terms
will be defined later on.
In Section 2 we show that two commuting contractions T and T ′ with T
H
≺ T ′ have the
same C1·-part in their canonical triangulation, while the C0·-parts are in the same relation
of Harnack domination (Theorem 2.1). Also, we study the relation between the reducing
isometric parts (Theorem 2.6). We exhibit some commuting conditions under which the
Harnack equivalence of two given contractions T, T ′ ∈ B(H) with T quasi-normal is equivalent
to their Shmul’yan equivalence and also to the existence of an arc joining T and T ′ in the
class of B(H)-valued contractive analytic functions on the unit disc (Theorem 2.9). As a
consequence, we obtain in Corollary 2.12 that if T and T ′ are doubly commuting contractions
on H such that T is quasi-normal and T
H
≺ T ′, then T and T ′ are Shmul’yan equivalent. This
fact generalizes and improves a result from [1], which asserts that two commuting normal
contractions in Harnack domination are, in fact, Harnack equivalent. In Section 3 we describe
the Shmul’yan equivalence of two contractions acting between two Hilbert spaces in terms
of Schur class functions and of the Kobayashi pseudo-distance (Theorem 3.1). We apply
this result to some classes of contractions to obtain necessary and/or sufficient conditions for
Shmul’yan equivalence. We discuss here partial isometries, quasi-isometries and quasi-normal
contractions (Propositions 3.5, 3.7 and 3.14). Also, we show that the corresponding Harnack
and Shmul’yan parts of a partial isometry coincide (Theorem 3.8).
In Section 4 we study some properties of the Shmul’yan-ter Horst relation. In Theorems
4.1 and 4.3 we give a description of the corresponding equivalence class ∆∞(T ) of a partial
isometry T , viewed as a constant function in H∞(E , E ′).
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2. Commuting contractions and Harnack domination
Canonical triangulations. Let T be a contraction acting on a Hilbert space H. The
asymptotic limit ST ∈ B(H) of the contraction T acting on a Hilbert space H is the strong
limit of the sequence {T ∗nT n}n∈N; see, for instance, [9, Chapter 3]. The asymptotic limit
ST is a positive contraction and ‖ST ‖ = 1 whenever ST 6= 0. Notice that N (I − ST ) =⋂
n≥1N (I − T
∗nT n) is the maximal T -invariant subspace of H on which T is an isometry,
called the invariant isometric part of T in H.
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We say that T is strongly stable if the sequence {T n}n∈N is strongly convergent to 0 in
B(H). Also, we say that T is of class C0· (respectively, C·0) when T (T
∗) is strongly stable.
In terms of the asymptotic limit this means that ST = 0 (respectively, ST ∗ = 0). We say that
T is of class C00 if it is of class C0· and of class C·0 and that T is of class C1· (respectively,
C·1) if T
nh9 0 (respectively T ∗nh 9 0) for each non-zero h ∈ H. Also, T is of class C11 if
both T and T ∗ are of class C1·.
Following the terminology of [25], the canonical triangulation of T is the matrix repre-
sentation of T with respect to the decomposition H = N (ST ) ⊕R(ST ). Here N (ST ) is the
maximum invariant subspace for T on which the operator T is of class C0·, while R(ST ) is
the maximum invariant subspace for T ∗ on which T ∗ is of class C·1. In terms of the operator
T itself, the latter condition means that the contraction PT |
R(ST )
is of class C1·, where P
is the orthogonal projection onto R(ST ). The canonical triangulation is not preserved by
the Harnack domination, more precisely it is possible to have T
H
≺ T ′ and N (ST ) 6= N (ST ′).
However, the classes C0·, C·0 and C00 are preserved in both senses by the Harnack domina-
tion (see [2, Theorem 5.5]). On the other hand, the class C11 (hence C1· and C·1) are not
preserved by the Harnack equivalence (see [2, Propositions 5.9 and 5.10]).
In the following result we show that under the condition of commutation TT ′ = T ′T the
C1·-part in the canonical triangulation is uniquely determined.
Theorem 2.1. Let T and T ′ be commuting contractions on H such that T is Harnack dom-
inated by T ′. Then the canonical triangulations of T and T ′ have the form
(2.1) T =
(
Q R
0 W
)
, T ′ =
(
Q′ R′
0 W
)
,
where Q,Q′ are of class C0· on N (ST ) = N (ST ′) with QQ
′ = Q′Q and Q
H
≺ Q′, and W is of
class C1· on R(ST ) such that QR
′ −Q′R = (R′ −R)W .
Moreover, we have ST = S
2
T if and only if ST ′ = S
2
T ′. In this case ST = ST ′, W is an
isometry and R = R′ = 0; in addition T and T ′ are Harnack equivalent if and only if Q′
H
≺ Q.
To proceed, we need the following auxiliary result.
Lemma 2.2. Let T and T ′ be two contractions on H and suppose that TT ′ = T ′T and
T
H
≺ T ′. If T is of class C·1 or of class C1·, then T
′ = T .
Proof. Suppose that TT ′ = T ′T and T
H
≺ T ′. It is known from [17] and [10] that there exists
an operator B ∈ B(l2N(DT ′),H) such that
T = T ′ +BJ ′DT ′ , BS
′ = TB,
where J ′ is the canonical inclusion of DT ′ into l
2
N(DT ′) and S
′ is the unilateral forward shift
on l2N(DT ′). Then multiplying the first relation by T
n−1 for n ≥ 1 we infer
T n = T n−1T ′ +BS′(n−1)J ′DT ′ ,
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or equivalently
T ∗n = T ′∗T ∗(n−1) +DT ′J
′∗S′∗(n−1)B∗.
Since S′∗n → 0 strongly we have (T ∗ − T ′∗)T ∗(n−1) → 0 strongly on H. Using the commu-
tativity of T and T ′ we get
T ∗(n−1)(T ∗ − T
′∗) = DT ′J
′∗S′∗(n−1)B∗.
Using again that S
′∗n → 0 strongly, we obtain ST ∗(T
∗ − T ′∗) = 0. This relation shows that
if T is of class C·1, that is N (ST ∗) = {0}, then T = T
′. Similarly, the same conclusion holds
if T is of class C1· because T
∗
H
≺ T ′∗ and T ∗ commutes with T
′∗. 
Proof of Theorem 2.1. We notice that the commutativity condition TT ′ = T ′T implies that
the subspace N (ST ) = {h ∈ H : T
nh → 0} is invariant for both T and T ′. Therefore, the
matrix representations of T and T ′ with respect to the decomposition H = N (ST ) ⊕R(ST )
are of the form
T =
(
Q R
0 W
)
, T ′ =
(
Q′ R′
0 W ′
)
,
where QQ′ = Q′Q, WW ′ = W ′W and QR′ + RW ′ = Q′R + R′W . Clearly, the matrix of
T is just its canonical triangulation. Since the joint closed invariant subspaces conserve the
Harnack domination (see [2, Lemma 2.2]), one has Q
H
≺ Q′ and W ∗
H
≺ W ′∗, hence W
H
≺ W ′.
Also, Q′ is of class C0· because Q is such (see [2, Theorem 5.5]). Therefore N (ST ) ⊂ N (ST ′).
Lemma 2.2 implies that W = W ′ since W is of class C1· by the properties of the canonical
triangulation. Keeping in mind the inclusion N (ST ) ⊂ N (ST ′), the condition W =W
′ forces
the equality N (ST ) = N (ST ′). Therefore we have R(ST ) = R(ST ′). Hence the above matrix
representation of T ′ is exactly its canonical triangulation. The first assertion of theorem is
proved.
Let us assume now that ST = S
2
T . Then ST is an orthogonal projection onto R(ST ) =
N (I−ST ), a subspace which is reducing for T . SinceW |R(ST ) is an isometry and T
′∗T ′ ≤ I, it
follows that R′ = 0 in the block matrix (2.1) of T ′. So R(ST ) also reduces T
′ and T = Q⊕W ,
T ′ = Q′ ⊕W . As Q and Q′ are of class C0·, we have ST ′ = S
2
T ′ = ST .
Conversely, suppose that ST ′ = S
2
T ′ . Then from (2.1) we have that W = T
′|R(ST ) is an
isometry. ThereforeN (I−ST ) ⊂ R(ST ) = N (I−ST ′). As the reverse inclusion also holds (we
use here the relation T
H
≺ T ′ and [2, Lemma 5.1]), we obtain N (I−ST ) = R(ST ) = N (I−ST ′).
We conclude that ST = S
2
T and, in this case, the relation of Harnack equivalence between T
and T ′ reduces to the relation Q′
H
≺ Q. This ends the proof. 
We infer the following consequence, completing Lemma 2.2.
Corollary 2.3. Let T and T ′ be commuting contractions on H such that T is Harnack
dominated by T ′. If T ′ is of class C1· or of class C·1, then T
′ = T .
Proof. If T ′ is of class C1· (or C·1), then the conclusion T = T
′ follows from the assertion of
Theorem 2.1. Indeed, in this case T ′ =W = T on H = R(ST ′) = R(ST ). 
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Remark 2.4. A different proof of Theorem 2.1 can be given starting from the canonical
triangulation of T ′ with respect to the decomposition H = N (ST ′)⊕R(ST ′). Indeed, in this
case N (ST ′) is invariant for T , and using Theorem 2.1, the operator T will have a matrix
representation of the form given in Theorem 2.1. As Q
H
≺ Q′ and Q′ is of class C0·, Q will
be also of class C0· on N (ST ′) (see [2, Theorem 5.5]). Therefore N (ST ′) ⊂ N (ST ). But
T ∗ = T ′∗ =W ∗ on R(ST ′) ⊃ R(ST ) and W is of class C1·, so N (ST ) = N (ST ′).
Corollary 2.5. Let T and T ′ be commuting contractions on H such that T is Harnack
dominated by T ′. Then N (I − ST ) = N (I − ST ′) if and only if N (I − ST ) is invariant for
T ′. This occurs, in particular, when T ′ and ST commute.
Proof. As we have already mentioned, the inclusion N (I − ST ′) ⊂ N (I − ST ) always holds
and T = T ′ on N (I − ST ′). Now if N (I − ST ) is invariant for T
′, then the relation T
H
≺ T ′ is
also true on this subspace, while by the assertion of Lemma 2.2 we have T = T ′ on N (I−ST ).
So, T ′ is an isometry on this subspace, which shows that N (I−ST ) = N (I−ST ′). The other
implication is obvious. 
Reducing isometric and unitary parts. Let T be a contraction on H. Recall that the
subspace Hu = N (I − ST ) ∩ N (I − ST ∗) is the maximal reducing subspace for T ∈ B(H) on
which T is unitary, called the reducing unitary part of T (see [9]). The reducing isometric part
in H of T , denoted Hi, is the maximal reducing subspace for T on which the operator T is an
isometry. The existence of Hi is a consequence of Zorn’s Lemma; see [22, Proposition 2.1].
We have Hu ⊂ Hi ⊂ N (I − ST ). According to [22, Proposition 2.8], the reducing isometric
part in H of T can be described using the minimal isometric dilation V of T as
(2.2) Hi = H⊖
∨
n,j≥0
T n(I − T ∗jT j)H = {h ∈ H : V nT ∗mh ∈ H, m, n ≥ 0} .
Corollary 2.5 gives conditions under which the invariant isometric part of a contraction is
preserved by Harnack domination. In some cases even the reducing isometric part can be
conserved by Harnack domination, as follows from the last assertion of Theorem 2.1, where
the corresponding asymptotic limits are orthogonal projections.
If T
H
≺ T ′, then we always have the inclusion H′u ⊂ Hu between the reducing unitary parts.
For the reducing isometric parts Hi and H
′
i there is no relationship, in general. The following
result examines the case of commuting contractions.
Theorem 2.6. Let T and T ′ be commuting contractions on H such that T is Harnack dom-
inated by T ′, and let Hi and H
′
i be their reducing isometric parts, as above. Then:
(i) H′i ⊂ Hi and T
′ = T on H′i.
(ii) H′i reduces T if Hi ⊂ N (DT ′). In addition, if N (I − ST ) reduces T
′, then
Hi = H
′
i = N (I − ST ′) = N (I − ST ).
(iii) If the Harnack operator associated to the pair (T, T ′) is injective, then H′i reduces T .
(iv) If T and T ′ are Harnack equivalent, then Hi = H
′
i.
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Proof. To see the inclusion in (i) we use the descriptions (2.2) for Hi and H
′
i with respect to
the minimal isometric dilations V ∈ B(K) and V ′ ∈ B(K′) of T and T ′, respectively. Since
H′i ⊂ N (I − ST ′) ⊂ N (I − ST ) ∩ N (DT ′),
we have T = T ′ on H′i. Therefore H
′
i is invariant for T and T is an isometry on H
′
i.
Now let h ∈ H′i. Then, using (2.2) for H
′
i, we obtain V
′nT ′∗mh ∈ H for m,n ∈ N. Let
A ∈ B(K′,K) denote the Harnack operator associated with (T, T ′) as in Theorem 1.1. In
particular, A satisfies AV ′ = V A with A|H = IH. Since TT
′ = T ′T we obviously have
Tmh = T
′mh, so Tm is an isometry on H′i. Therefore
V nT ∗mh = V nT ∗mT ′∗mT ′mh = V nAT ′∗mT ∗mTmh
= AV ′nT ′∗mh = V ′nT ′∗mh ∈ H.
Hence it follows from (2.2) that h ∈ Hi which proves the inclusion H
′
i ⊂ Hi. This gives a
proof of statements (i) and (iv).
Suppose now that Hi ⊂ N (DT ′). Since T = T
′ on N (DT ′) by the relation T
H
≺ T ′, for
h ∈ H′i and k ∈ Hi ⊖H
′
i we have T
∗h ∈ Hi, T
′∗h ∈ H′i and
〈T ∗h, k〉 = 〈h, T ′k〉 = 〈T ′∗h, k〉 = 0.
Therefore T ∗h ∈ H′i whenever h ∈ H
′
i, and consequently H
′
i reduces T . Clearly, one has
H′i ⊂ Hi ⊂ N (I−ST ) and ifN (I−ST ) reduces T
′, then by Corollary 2.5 we have N (I−ST ) =
N (I − ST ′). So, this subspace reduces T
′ to an isometry, hence it is contained in H′i, by the
maximality property of this later subspace. Finally, one obtains the equalities
H′i = Hi = N (I − ST ) = N (I − ST ′).
Thus, the statements in (ii) are proved.
For (iii) we assume that the Harnack operator A is injective. Using (2.2) for Hi and the
inclusion T ′∗h ∈ H′i ⊂ Hi, we have for h ∈ H
′
i and m,n ∈ N that
AV ′nT ′∗mT ∗h = V nT ∗T ′∗mh ∈ H.
Let hn,m denote the common value of this element. As A|H = I, one has AV
′nT ′∗mT ∗h =
hn,m = Ahn,m and since A is injective it follows that V
′nT ′∗mT ∗h = hn,m; hence T
∗h ∈ H′i.
Therefore H′i is invariant for T
∗. As TH′i = T
′H′i ⊂ H
′
i, the subspace H
′
i reduces T . The
statement (iii) follows, and this completes the proof. 
Remark 2.7. Suppose that T
H
≺ T ′. It is easy to see that if Hi = H
′
i then Hu = H
′
u, but
the converse implication is not true, in general. In fact, it was proved in [2, Example 6.2 and
Proposition 6.3] that there exists a Harnack part which contains a completely non-isometric
contraction and another completely non-unitary contraction which has non-trivial reducing
isometric part. Moreover, such contractions can Harnack dominate a unitary operator (in
this case, the right bilateral shift on l2Z(E) for a Hilbert space E). Hence, one has H
′
u ⊂ Hu
whenever T
H
≺ T ′ but there are examples of Harnack equivalent contractions T and T ′ such
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that H′i * Hi (see Example 2.13 below). Theorem 2.6 (iv) shows that H
′
i = Hi under the
condition of commutativity of T and T ′.
Concerning the unitary parts in H of T and T ′ (or the reducing isometric parts of T ∗ and
T
′∗) we obtain in a particular case the following consequence.
Corollary 2.8. Let T and T ′ be commuting contractions on H such that T is hyponormal
and T
H
≺ T ′. Then T and T ′ have the same unitary part.
Proof. Indeed, it is known (see [9]) that ST ∗ = S
2
T ∗ for T hyponormal. ThereforeN (I−ST ∗) ⊂
N (I − ST ) and by the last assertion of Theorem 2.1, or by the second assertion of Theorem
2.6 (ii), we have
Hu = N (I − ST ∗) = N (I − ST ′∗) = H
′
u.
Thus T and T ′ have the same unitary part. 
When Harnack and Shmul’yan equivalences are the same. The next result exhibits
some commutativity conditions under which the Harnack equivalence of two given contrac-
tions T, T ′ ∈ B(H) is equivalent to their Shmul’yan equivalence (see Theorem 1.2) and also
with the existence of an arc joining T and T ′ in the class of B(H)-valued contractive ana-
lytic functions on the unit disc. Recall that a quasi-normal contraction is a contraction T
commuting with T ∗T .
Theorem 2.9. Let T, T ′ be contractions on H such that T ∗ is quasi-normal and T commutes
with T ′ and T ′∗T ′, while T ′ commutes with TT ∗. The following are equivalent :
(i) T is Harnack dominated by T ′;
(ii) T is Harnack equivalent to T ′;
(iii) T is Shmul’yan equivalent to T ′;
(iv) There exists z0 ∈ D and a B(H)-valued contractive analytic function F on D such
that F (0) = T and F (z0) = T
′;
(v) There exists an operator B ∈ B(l2N(DT ′),H) such that
(2.3) T = T ′ +BJ ′DT ′ , BS
′ = TB,
where J ′ is the canonical inclusion of DT ′ into l
2
N(DT ′) and S
′ is the forward shift on
l2N(DT ′).
Proof. The plan of the proof is the following chain of implications:
(i) =⇒ (v) =⇒ (iii) =⇒ (iv) =⇒ (ii) =⇒ (i).
Suppose that (i) holds, that is T is Harnack dominated by T ′. Let V and V ′ be the minimal
isometric dilations of T and T ′, acting on K = H⊕l2N(DT ) and K
′ = H⊕l2N(DT ′), respectively.
With respect to these decompositions, the matrix representations of V and V ′ are given by
(2.4) V =
(
T 0
JDT S
)
, V ′ =
(
T ′ 0
J ′DT ′ S
′
)
,
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where J and S have similar definitions as the operators J ′ and S′, respectively, defined in
(2.3). Let A be the Harnack operator associated with T and T ′. Then A verifies A|H = IH
and AV ′ = V A. This last equality yields
PHAV
′ = PHV PHA = TPHA
because V (K⊖H) ⊂ K⊖H. On the other hand, since V ′h = T ′h⊕J ′DT ′h for h ∈ H, we get
Th = PHV Ah = PHAV
′h = T ′h+ PHAJ
′DT ′h.
Therefore the operator B := PHA|l2
N
(DT ′ )
satisfies the identities of (v). This shows that (i)
implies (v).
Suppose now that (v) holds true. Denote B0 = BJ
′ ∈ B(DT ′ ,H). Then the second relation
in (2.3) gives
B = [B0, TB0, T
2B0, ...],
so one can consider the positive operator Z ∈ B(H) given by
Z =
∞∑
n=0
T nB0B
∗
0T
∗n.
Since by hypothesis T commutes with T ′∗T ′ it follows that DT ′ reduces T . Set T1 = T |DT ′ .
As T and T ′ commute we have
TB0DT ′ = T (T − T
′) = (T − T ′)T = B0DT ′T = B0T1DT ′ ,
that is TB0 = B0T1. Because T
∗ is quasi-normal, T ∗1 will be quasi-normal too. Furthermore,
since T ′ commutes with TT ∗, one can see, as above, that TT ∗B0 = B0T1T
∗
1 . Therefore for
each integer n ≥ 0 we get
T n+1B0B
∗
0T
∗(n+1) = T nB0T1T
∗
1B
∗
0T
∗n = T nTT ∗B0B
∗
0T
∗n = TT ∗T nB0B
∗
0T
∗n,
and by taking the adjoint T n+1B0B
∗
0T
∗(n+1) = T nB0B
∗
0T
∗nTT ∗. Applying this to each
of the summands in TZT ∗ =
∑∞
n=0 T
n+1B0B
∗
0T
∗(n+1) we obtain the identities TZT ∗ =
TT ∗Z = ZTT ∗. Now, the identity B0B
∗
0 = D
2
T ∗Z follows from the fact that Z satisfies the
equation Z = TZT ∗ + B0B
∗
0 . Also, TT
∗Z = ZTT ∗ implies that ZD2T ∗ = D
2
T ∗Z and hence
ZDT ∗ = DT ∗Z. This yields B0B
∗
0 = D
2
T ∗Z = DT ∗ZDT ∗ , which (by Douglas’s Lemma in [4])
implies that B0 = DT ∗W for some operator W ∈ B(DT ′ ,DT ∗). This relation, together with
the first identity from (v), yields
(2.5) T = T ′ +DT ∗WDT ′ .
Thus T is Shmul’yan equivalent to T ′ (by Theorem 1.2) and consequently (v) implies (iii).
The implication from (iii) to (iv) follows from [18, Theorem 4.1] and Theorem 1.2 (and
also from Theorem 3.1 below).
It was proved in [15, Theorem 10] and [19, Theorem 4] (see also Remark 2.11 below)
that the range of a contractive analytic function is contained in a Harnack part, hence the
contractions T and T ′ satisfying (v) are Harnack equivalent. Therefore (iv) implies (ii), and
(ii) obviously implies (i). This ends the proof of the theorem. 
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We would like to emphasize the role played by commutativity properties in the proof of
the implication (v) ⇒ (iii).
Remark 2.10. Recall that T
H
≺ T ′ if and only if T ∗
H
≺ T ′∗. Therefore a dual version of
Theorem 2.9 holds true, assuming this time that T is quasi-normal and that the corresponding
commuting relations are satisfied, that is TT ′ = T ′T , TT ′T ′∗ = T ′T ′∗T , T ′T ∗T = T ∗TT ′.
Remark 2.11. By [18, Theorem 4.1] and the proof of [19, Theorem 4], any Shmul’yan part
is a union of ranges of B(H)-valued contractive analytic functions on D. Thus, Theorem
2.9 asserts that, under some additional commutativity conditions, a contraction T ′ which
Harnack dominates a quasi-normal T belongs together with T to the range of an analytic
functions on D, which is contained in the Shmul’yan part of T .
It has been proved in [1] that two commuting normal contractions in Harnack domination
are, in fact, Harnack equivalent. Since by the Fuglede-Putnam theorem (see [9]) a pair of
commuting normal operators is doubly commuting, the result from [1] (and even more) is
now directly obtained from Theorem 2.9. Another direct consequence of the same Theorem
2.9 is the following effective generalization of the result from [1].
Corollary 2.12. Let T and T ′ be doubly commuting contractions on H such that T is quasi-
normal and it is Harnack dominated by T ′. Then T and T ′ are Shmul’yan equivalent.
Notice that this corollary is not true if the role of T and T ′ is interchanged, that is when
T ′ is quasi-normal and T is not. For example, the null contraction Harnack dominates any
contraction T with ‖T‖ = 1 and spectral radius less than one, but the null operator and T
are not Harnack equivalent by Foias’s result in [5].
Returning to the assertions contained in Theorem 2.1, we note that they essentially depend
on the commutation of T with T ′. We illustrate this fact by the example below which discuss
the role of the commutation properties. This example also shows that the inclusion H′i ⊂ Hi
can be strict under Harnack equivalence (see also Remark 2.7).
Example 2.13. Let E be a complex Hilbert space. Consider, for λ ∈ C with |λ| ≤ 1, the
weighted forward shift T (λ) on l2N(E) given by
T (λ)(e0, e1, ...) = (0, λe0, e1, ...), e = (en)n∈N ∈ l
2
N(E).
Then its adjoint is given by T (λ)∗e = (λe1, e2, ...), and for n ≥ 1 we have
T (λ)∗nT (λ)ne = (|λ|2e0, e1, ...) = ST (λ)e.
Clearly, T (λ) is hyponormal and, for λ 6= 0, the operator ST (λ) is invertible. Therefore
T (λ) is of class C1· and T (λ)
∗ is of class C0·. Moreover, the operators T (λ) are all Harnack
equivalent for |λ| < 1 and T (λ) Harnack dominates the isometry T (µ) whenever |µ| = 1.
These facts can be proved using the same arguments as in the proof of [2, Example 6.1 and
Proposition 6.4]. We remark that T (λ) and T (µ) does not commute for such λ’s and µ’s.
This shows that the first assertion of Theorem 2.1 and Corollary 2.3 can be false without the
commutativity condition.
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On the other hand, T = T (0) has the property that ST = S
2
T , so the same remark holds
concerning the second assertion of Theorem 2.1. In addition, we have
N (I − ST ) = N (I − ST (λ)) = {(en)n∈N ∈ l
2
N(E) : e0 = 0} (0 < |λ| < 1).
Hence
Hi = Hi(T ) = N (I − ST ) $ H = Hi(T (µ)) (|µ| = 1)
and also
N (ST ) = N (T ) = N (I − ST (λ))
⊥ = {(e0, 0, ...) : e0 ∈ E} (0 < |λ| < 1).
In fact, we have the decomposition T = S ⊕ 0 on l2N(E) = N (I − ST )⊕N (ST ), where S is a
shift on N (I − ST ). Hence T is quasi-normal. Notice that this orthogonal decomposition of
l2N(E) is not reducing for the C10-contractions T (λ) with λ 6= 0, even in the case |λ| = 1 when
ST (λ) = I. Therefore the condition ST = S
2
T does not imply that N (ST ′) is reducing for T ,
in general. This has to be compared with Theorems 2.1 and 2.9).
Now let T ′ 6= T (λ) be another contraction acting on l2N(E) which belongs to the Harnack
part ∆(T ) of T . Then N (I − ST ′) = N (I − ST ), hence
N (ST ′) ⊂ N (I − ST ′)
⊥ = N (ST ).
We distinguish two possible cases: either N (ST ′) = {0} (that is, T
′ is of class C10 like T ),
or N (ST ′) 6= {0}. When dim E > 1 and ST ′ 6= S
2
T ′ we have N (ST ′) 6= N (ST ). In this case
T ′∗|N (ST )
H
∼ 0; therefore ‖PN (ST )T
′|N (ST )‖ < 1.
Suppose now that E = C. If N (ST ′) 6= {0}, then N (ST ′) = N (ST ), so ST ′ = S2T ′ . In this
case, any contraction T ′ in the Harnack part ∆(T ) of T is either a C10-contraction, or we
have T ′ = S ⊕Q′ with S = T |N (I−ST ) an isometry and ‖Q
′‖ < 1 on N (ST ). Then ST ′ = ST ,
therefore some assertions of Theorem 2.1 can be true without the commutativity condition.
Notice also that in the Harnack part ∆(T ) of T = T (0) the only quasi-normal partial
isometry is T itself. The other contractions in ∆(T ) are either hyponormal (even subnormal)
of class C10 (as T (λ) with 0 < |λ| < 1), or do not belong to these classes (as T
′ before).
Also, notice that the reducing isometric part is not preserved by the Harnack equivalence,
in general. Indeed, N (I − ST ) is only invariant for T (λ) when λ 6= 0. In fact, the reducing
isometric parts of T = T (0) and T ′ = T (λ) with λ 6= 0 are given by Hi = N (I − ST ) and
H′i = {0}.
3. Remarks on Shmul’yan and Harnack equivalences
We consider now the Shmul’yan equivalence of contractions acting between two separable
Hilbert spaces E and E ′. Our first aim is to give a generalization in this context of a result
from [18] obtained for contractions acting on same space.
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Shmul’yan parts and the Kobayashi pseudo-distance. Recall that the hyperbolic
metric on D is defined by
δ(z, µ) = tanh−1(|
z − µ
1− µz
|), z, µ ∈ D.
According to the terminology of [18] (see also [3]), the Kobayashi pseudo-distance on B1(E , E
′)
is the mapping
δK : B1(E , E
′)× B1(E , E
′)→ [0,∞]; δK(T, T
′) := inf
λj ,Fj
n∑
j=1
δ(0, λj).
Here the infimum is taken over all finite systems {zj}
n
1 ⊂ D for which there exists {Fj}
n
1 ⊂
H∞1 (E , E
′) such that
F1(0) = T, Fj(λj) = Fj+1(0) for 1 ≤ j ≤ n− 1, Fn(λn) = T
′.
The Kobayashi pseudo-distance takes the value ∞ when such {zj}’s and {Fj}’s do not exist.
This pseudo-distance δK has all the properties of a metric except the fact that δK(T, T
′) = 0
implies T = T ′.
Theorem 3.1. Let T, T ′ be two contractions from E into E ′. The following are equivalent:
(i) T and T ′ are in the same Shmul’yan part;
(ii) There exists λ0 ∈ D and F ∈ H
∞
1 (E , E
′) such that F (0) = T and F (λ0) = T
′;
(iii) δK(T, T
′) <∞.
Proof. Let T, T ′ ∈ B1(E , E
′) be Shmul’yan equivalent. Define the contractions T˜ , T˜ ′ on E ⊕E ′
by
T˜ (e⊕ e′) = 0⊕ Te, T˜ ′(e⊕ e′) = 0⊕ T ′e, e ∈ E , e′ ∈ E ′.
Then D
T˜ ∗
= IE ⊕DT ∗ and DT˜ ′ = DT ′ ⊕ IE ′ on E ⊕ E
′.
Since T and T ′ are Shmul’yan equivalent, by Theorem 1.2 there exists an operator X ∈
B(DT ′ ,DT ∗) such that T = T
′ +DT ∗XDT ′ . Defining X˜ ∈ B(E ⊕ E
′) by the block matrix
X˜ =
(
0 0
X 0
)
we have
D
T˜ ∗
X˜D
T˜ ′
=
(
IE 0
0 DT ∗
)(
0 0
X 0
)(
DT ′ 0
0 IE ′
)
=
(
0 0
DT ∗XDT ′ 0
)
=
(
0 0
T − T ′ 0
)
= T˜ − T˜ ′.
Denoting Y = PD
T˜∗
X˜|D
T˜ ′
it follows that T˜ = T˜ ′ +D
T˜ ∗
Y D
T˜ ′
. Thus T˜ and T˜ ′ are Shmul’yan
equivalent in B1(E ⊕ E
′). Then by [18, theorem 4.1] there exists λ0 ∈ D and G ∈ H∞1 (E ⊕ E
′)
such that G(0) = T˜ , G(λ0) = T˜
′. Now the analytic function F : D→ B1(E , E ′) given by
F (λ) = PE ′G(λ)|E , λ ∈ D
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belongs to H∞1 (E , E
′) and satisfies
F (0) = PE ′ T˜ |E = T, F (λ0) = PE ′ T˜
′|E = T
′.
So, we proved that (i) implies (ii). Obviously, (ii) implies (iii).
Assume next (iii), i.e. δK(T, T
′) < ∞. Therefore there exist {λj}
n
1 ⊂ D and {Fj}
n
1 ⊂
H∞1 (E , E
′) as in (iii). But by [15, Theorem 10] the range G(D) of any function G ∈ H∞1 (E , E
′)
is contained in a Shmul’yan part. Hence the contractions Fj(0) and Fj(λj) are Shmul’yan
equivalent, for 1 ≤ j ≤ n, in particular T = F1(0) and T
′ = Fn(zn) are so. We have showed
that (iii) implies (i) and this ends the proof. 
Remark 3.2. Theorem 3.1 shows that the Shmul’yan parts of B1(E , E
′) coincide to the class
of equivalence induced by the equivalence relation : T
K
∼ T ′ whenever δK(T, T
′) <∞. Also,
in [18, Theorem 5.1] it was proved that δK is a true metric on each Shmul’yan (Kobayashi)
part of B1(E) and that the δK -topology is stronger than the topology of hyperbolic metric
on such parts of B1(E). An interesting problem is to see if δK is a complete metric on the
Shmul’yan parts of B1(E , E
′), as it is the case of the hyperbolic metric on the Harnack parts
of B1(E) (see [20]).
Returning to Theorem 3.1 we have the following
Corollary 3.3. Let T, T ′ ∈ B1(E , E
′) be two contractions which, with respect to two orthogonal
decompositions E = E0 ⊕ E1 and E
′ = E ′0 ⊕ E
′
1, have the block matrices
(3.1) T =
(
T0 T1
T2 T3
)
, T ′ =
(
T ′0 T
′
1
T ′2 T
′
3
)
.
Let C0, C
′
0 ∈ B1(E0, E
′
0 ⊕ E
′
1) and C1, C
′
1 ∈ B1(E1, E
′
0 ⊕ E
′
1) be the column operators of T, T
′
and let L0, L
′
0 ∈ B1(E0 ⊕ E1, E
′
0) and L1, L
′
1 ∈ B1(E0 ⊕ E1, E
′
1) be the row operators of T, T
′,
respectively.
If T and T ′ are Shmul’yan equivalent then Cj and C
′
j, respectively Lj and L
′
j are Shmul’yan
equivalent, for j = 0, 1. Moreover, in this case Tj and T
′
j are Shmul’yan equivalent, for
j = 0, 1, 2, 3.
The following fact is an analogue of the corresponding result for Harnack domination
(see [2, Lemma 2.2]).
Corollary 3.4. Let T, T ′ ∈ B1(E) be Shmul’yan equivalent. If E0 ⊂ E is a closed subspace
invariant to both T and T ′, then T |E0 and T
′|E0 are Shmul’yan equivalent.
Notice that the assertions from the above corollaries can be also derived from Theorem 1.2
(iii); see also [7, Corollary 1.5]. Here we reobtained these results as consequences of Theorem
3.1.
We now see that a partial converse assertion of that in Corollary 3.3 holds in some particular
cases, even without the separability condition on E and E ′.
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Proposition 3.5. Let T, T ′ ∈ B1(E , E
′) with the block matrices (3.1) satisfying the conditions
(3.2) T ∗0 T1 + T
∗
2 T3 = T
′∗
0 T
′
1 + T
′∗
2 T
′
3 = 0, T
∗
0 T
′
1 + T
∗
2 T
′
3 = 0, T
∗
1 T
′
0 + T
∗
3 T
′
2 = 0.
If the column matrices C0, C
′
0 and C1, C
′
1 in (3.1) are Shmul’yan equivalent, respectively, then
T and T ′ are Shmul’yan equivalent.
Proof. Let us assume that the contractions C0 and C
′
0, respectively C1 and C
′
1, are Shmul’yan
equivalent, where C0 =
(
T0 T2
)tr
, C ′0 =
(
T ′0 T
′
2
)tr
, C1 =
(
T1 T3
)tr
, C ′1 =
(
T ′1 T
′
3
)tr
.
Then D2C0 = I−T
∗
0 T0−T
∗
2 T2, D
2
C1
= I−T ∗1 T1−T
∗
3 T3 and D
2
C′
0
, D2C′
1
have similar expressions.
Now using (3.1) and the first two conditions from (3.2) we get
DT = DC0 ⊕DC1 , DT ′ = DC′0 ⊕DC′1 .
Since C0 and C
′
0 are Shmul’yan equivalent, by Theorem 1.2 there exists Y0 ∈ B(DC′0 ,DC0)
such that I − C∗0C
′
0 = DC0Y0DC′0 and similarly, there exists Y1 ∈ B(DC′1 ,DC1) such that
I − C∗1C
′
1 = DC1Y1DC′1 . Taking Y ∈ B(DT ,DT ′) given by Y = Y0 ⊕ Y1, acting from DT ′ =
DC′
0
⊕ DC′
1
into DT = DC0 ⊕ DC1 , and expressing the block matrices below on the same
decompositions of E and E ′ as in (3.1), we get
DTY DT ′ =
(
DC0Y0DC′0 0
0 DC1Y1DC′1
)
=
(
I − C∗0C
′
0 0
0 I − C∗1C
′
1
)
=
(
I − T ∗0 T
′
0 − T
∗
2 T
′
2 0
0 I − T ∗1 T
′
1 − T
∗
3 T
′
3
)
.
On the other hand, using the last two conditions in (3.2) we obtain
I − T ∗T ′ =
(
I − T ∗0 T
′
0 − T
∗
2 T
′
2 −(T
∗
0 T
′
1 + T
∗
2 T
′
3)
−(T ∗1 T
′
0 + T
′
3T
′
2) I − T
∗
1 T
′
1 − T
∗
3 T
′
3
)
= DTY DT ′ .
Using Theorem 1.2 we infer that T and T ′ are Shmul’yan equivalent. 
A first application of this proposition refers to the decomposition of an operator T ∈
B1(E , E
′) into a unitary part and a pure part; see [6, Ch. V]. More specifically, the operator
T can be written as
T = U ⊕Q : E = N (DT )⊕DT → E
′ = N (DT ∗)⊕DT ∗ ,
where U ∈ B(N (DT ),N (DT ∗)) is unitary, and Q ∈ N (DT ,DT ∗) is a pure contraction, that
is ‖Qh‖ < ‖h‖ for all nonzero h ∈ H. If T ′ = U ′ ⊕ Q′ ∈ B1(E , E
′) with U ′ the unitary
part and Q′ the pure part of T ′ and with DT = DT ′ , DT ∗ = DT ′∗ (necessary conditions
for the Shmul’yan equivalence), then T and T ′ satisfy trivially the conditions (3.2). So, by
Proposition 3.5 the Shmul’yan equivalence of T and T ′ means U = U ′ and that Q and Q′ are
Shmul’yan equivalent in B1(DT ,DT ∗). We reobtain in this way [15, Corollary 2].
In order to state the second application, we recall that N (I −ST ) is an invariant subspace
for each contraction T ∈ B(H), and T |N (I−ST ) is an isometry. For another contraction T
′
which belongs to the Shmul’yan part of T it is necessary that N (I − ST ) is also invariant
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(even N (I − ST ) = N (I − ST ′) because T
′ will be in the Harnack part of T ) and T ′ = T on
N (I − ST ); see [2, Lemma 5.1]. More precisely we have the following
Corollary 3.6. Let T, T ′ ∈ B1(H) be such that H0 = N (I − ST ) is invariant for T
′. For
T, T ′ : H0 ⊕H
⊥
0 7→ H0 ⊕H
⊥
0 , consider the block matrices
(3.3) T =
(
V R
0 Q
)
, T ′ =
(
V ′ R′
0 Q′
)
,
where V is an isometry and V ∗R = 0. Then T and T ′ are Shmul’yan equivalent if and
only if V = V ′ and the contractions
(
R Q
)tr
and
(
R′ Q′
)tr
are Shmul’yan equivalent in
B1(H
⊥
0 ,H).
Proof. The “if” assertion follows by Proposition 3.5, because the conditions (3.2) are clearly
satisfied when V = V ′, so V ∗R′ = 0. The “only if” assertion is immediate because if T and
T ′ are Shmul’yan equivalent they are also Harnack equivalent and so are V = T |H0 with
V ′ = T ′|H0 , hence V = V
′. Then it is easy to see that the Shmul’yan equivalence of T and
T ′ reduces to that of the column operators
(
R Q
)tr
and
(
R′ Q′
)tr
. 
In the case when T is a quasi-isometry on H i.e. T ∗T = T ∗2T 2 (alternatively, Q = 0 in
(3.3)) we have a more precise assertion.
Proposition 3.7. A contraction T ′ on H is Shmul’yan equivalent to a quasi-isometry T
on H if and only if N (I − ST ) is invariant for T
′, R(Q′) ⊂ R(DR) = R(DT ′) and V , R
Shmul’yan dominate V ′, R′, respectively, where V,R, V ′, R′, Q′ are the operators from the
block matrices (3.3) of T and T ′.
Proof. Assume that T and T ′ are Shmul’yan equivalent. Then so are R and R′ and R(DT ) =
R(DT ′). As Q = 0 in (3.3), T being quasi-isometry, the previous equality gives R(DR) =
R((I − R
′∗R′ −Q
′∗Q′)1/2) = R(DR′). So, by Douglas’s result in [4] there are the constants
c0, c1 > 1 such that
D2R ≤ c0(D
2
R′ −Q
′∗Q′) ≤ c0(c1D
2
R −Q
′∗Q′),
whence c0Q
′∗Q′ ≤ (c0c1 − 1)D
2
R. This implies, again by Douglas’s result, that R(Q
′) ⊂
R(DR) = R(DT ′). Hence an implication is proved.
Conversely, suppose that T, T ′ have the matrix representations (3.3) and V,R Shmul’yan
dominate V ′, R′, respectively, with R(Q′) ⊂ R(DR) = R(DT ′). Then R
′
Sh
≺ R means R−R′ =
DR∗X0DT ′ , while the inclusion R(Q
′) ⊂ R(DT ′) provides Q
′ = X1DT ′ , for some operators
X0 ∈ B(DT ′ ,DR∗) and X1 ∈ B(DT ′ ,R(Q′)). Thus one infers(
R
0
)
−
(
R′
Q′
)
=
(
DR∗X0DT ′
−X1DT ′
)
=
(
DR∗ 0
0 I
)(
X0
−X1
)
(D2R′ −Q
′∗Q′)1/2
= DC∗XDC′ ,
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where C =
(
R 0
)tr
, C ′ =
(
R′ Q′
)tr
and X =
(
X0 −X1
)tr
. This means that the column
operators C and C ′ in the matrices from (3.3) are Shmul’yan equivalent. On the other hand,
the relation V ′
Sh
≺ V forces V ′ = V because V is an isometry. Thus, by Corollary 3.6 we
conclude that T and T ′ are Shmul’yan equivalent. 
Harnack and Shmul’yan parts of partial isometries. Another application refers to
partial isometries T ∈ B1(H,H
′). Such operators can be written as the direct sum T = U ⊕0
from H = R(T ∗)⊕N (T ) into H′ = R(T )⊕N (T ∗). Therefore by Theorem 1.2 any contraction
T ′ ∈ B(H,H′) in the Shmul’yan part of T has the form T = U⊕Z with ‖Z‖ < 1, with respect
to the same decompositions of H and H′. Conversely, any T ′ of this form is Shmul’yan
equivalent to T , by Proposition 3.5. Thus, one reobtains the known result from [15, Theorem
3] which completely describes the Shmul’yan part of a partial isometry.
It is known (see [10, Corollary 3.4]) that for isometries and and joints of isometries, called
coisometries, the Harnack and Shmul’yan parts coincide and are equal to a singleton. In
general, for a partial isometry we have the following
Theorem 3.8. The Harnack part ∆(T ) of a partial isometry T ∈ B1(H) coincides with its
Shmul’yan part ∆Sh(T ) and T is the only partial isometry in ∆(T ).
Proof. Let T ′ ∈ ∆(T ). Then T ′ and T are Z-equivalent in the sense of [1] which implies that
they have the same defect spaces. So, in this case we have
N (DT ′) = N (DT ) = R(T
∗), DT ′ = DT = N (T ),
and similarly when T ′, T are replaced by T ′∗, T ∗ respectively. Also, we have T ′ = T = U on
N (DT ). Therefore T
′ = U ⊕ Z acts from H = N (DT )⊕ N (T ) into H = N (DT ∗) ⊕N (T
∗),
with Z being the pure part of T ′. The Harnack domination of T by T ′ implies (see [1])
‖T ′h‖2 = ‖(T − T ′)h‖2 ≤ c‖DT ′h‖
2 (h ∈ N (T ))
with some constant c ≥ 1, that is
‖T ′h‖2 ≤
c
c+ 1
‖h‖2 (h ∈ N (T )).
From Z = PN (T ∗)T
′|N (T ) it follows that ‖Z‖ < 1. So, T = U ⊕ 0 and T
′ = U ⊕ Z are
Shmul’yan equivalent as we remarked before, therefore ∆T ⊂ ∆Sh(T ). The converse inclusion
being obvious we conclude that ∆T = ∆Sh(T ). It is clear that each T
′ ∈ ∆T , T
′ 6= T (i.e.
Z 6= 0) cannot be a partial isometry. The assertion is proved. 
Other characterizations of contractions which are Harnack equivalent to a partial isometry
are included in the following result.
Corollary 3.9. The following statements are equivalent for a contraction T on H:
(i) T belongs to a Harnack (Shmul’yan) part of a partial isometry;
(ii) The range of the defect operator DT is closed;
(iii) {(T ∗T )n}n∈N uniformly converges in B(H) to the orthogonal projection on N (DT ).
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Proof. Let W = U ⊕ 0 be a partial isometry. If T is in the same Harnack part as W , then,
as we already remarked, one has T = U ⊕ Z with ‖Z‖ < 1. So DT = 0 ⊕ DZ and DZ is
invertible in B(DT ). Therefore
(T ∗T )n = I ⊕ (Z∗Z)n → I ⊕ 0 = PN (DT ),
the convergence being uniform in B(H). Hence (i) implies (iii).
Now (iii) implies that the Cesa`ro means [I + T ∗T + (T ∗T )2 + · · · (T ∗T )n]/(n + 1) of T ∗T
also converge uniformly to PN (DT ). Using the uniform ergodic theorem of M. Lin [11], this
implies that DTH is closed. So (iii) implies (ii).
Finally, suppose that DTH is closed. Then, using the decomposition of T = Tu ⊕ Tp into
unitary and pure parts, we infer that DTpDT is also closed. As DTp is injective one has
1 /∈ σ(T ∗p Tp), which implies ‖Tp‖ < 1. Then, by Theorem 3.8, it follows that T belongs to
the Harnack (i.e. Shmul’yan) part of the partial isometry Tu ⊕ 0. Thus (ii) implies (i). 
Corollary 3.10. Any compact contraction belongs to the Harnack part of a partial isometry.
Proof. Assume that T is compact on H. Then so is T ∗T and either 1 does not belong to its
spectrum, or 1 is an isolated eigenvalue of T ∗T . In the first case one has R(DT ) = H. In the
other case one has T ∗T = I ⊕E on H = N (DT )⊕DT (because N (DT ) reduces T
∗T ) and E
has the spectral radius less than 1. Hence ‖En‖ → 0, which implies that {(T ∗T )n} converges
uniformly to the orthogonal projection on N (DT ). By Corollary 3.9 we conclude that ∆(T )
contains a partial isometry. 
Remark 3.11. Corollary 3.9 can be obtained using results from [15]. According to [15] a
contraction T on H is called regular if its pure part Q ∈ B(DT ,DT ∗) is a strict contraction, i.e.
‖Q‖ < 1. In other words T is regular if and only if it satisfies the condition (i) of Corollary
3.9. Also, with this terminology, in [15] it was remarked that the assertions (i) and (ii) are
equivalent, while Lin’s theorem in [11] gives the equivalence of (ii) and (iii). Also, Corollary
3.10 shows that any compact operator is regular.
Now, one can see, in a more general context, when a contraction T is Harnack equivalent
with a partial isometry, by using the matrix representation of T from (3.3).
The following lemma is probably known, but as we lack a reference we include its short
proof.
Lemma 3.12. Let T be a contraction having the representation (3.3) on H = N (I − ST )⊕
R(I − ST ), with V,R,Q as in (3.3). The following are equivalent :
(i) N (DT ) is an invariant subspace for T ;
(ii) N (DT ∗) ⊂ N (DT );
(iii) Q is a pure contraction on R(I − ST ).
Proof. Assuming (i) we have N (DT ) = N (I − ST ) and R(I − ST ) = DT . As T |DT is a pure
contraction from DT into DT ∗ , it follows that Q = PDT T |DT is pure on DT . So (i) implies
(iii). Now (iii) says that Q∗ = T ∗|
R(I−ST )
is a pure contraction. Therefore R(I − ST ) ⊂ DT ∗ ,
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which yields N (DT ∗) ⊂ N (I − ST ) ⊂ N (DT ). Hence (iii) implies (ii), and obviously (ii)
implies (i). 
The conditions of this lemma are satisfied for many contractions, in particular for hyponor-
mal contractions (see [9]). Clearly, if T satisfies (one of) the conditions of Lemma 3.12, then
any T ′ ∈ ∆(T ) satisfies the same conditions.
When T satisfies one of the equivalent assertions of Lemma 3.12 we have N (I − ST ) =
N (DT ) and the representation (3.3) of T can be related to the decomposition of T = U ⊕ Q˜
into a unitary part U ∈ B(N (DT ),N (DT ∗)) and a pure contraction Q˜ ∈ B(DT ,DT ∗). Since
DT ⊂ DT ∗ in this case, it follows that
V = J1U, Q˜ =
(
R
Q
)
: DT → DT ∗ = D
⊥
T ⊕DT .
Here J1 is the natural embedding of N (DT ∗) into N (DT ). Therefore, using Theorem 3.8 and
Lemma 3.12, we obtain the following result.
Corollary 3.13. Let T be a contraction on H and let R,Q denote the contractions given by
R = PN (I−ST )T |R(I−ST ), Q = PR(I−ST )T |R(I−ST ).
The following are equivalent :
(i) The Harnack part of T contains a partial isometry and Q is a pure contraction;
(ii) ‖R∗R+Q∗Q‖ < 1.
Clearly, the above condition (ii) is stronger than the combination of ‖R‖ < 1 and ‖Q‖ < 1.
Also, (i) does not imply (ii) without the requirement that Q is pure (that is N (DT ∗) ⊂
N (DT )).
We record finally another special case which complements Theorem 2.9 and Corollary 3.9.
Recall that T is quasi-normal if TT ∗T = T ∗T 2.
Proposition 3.14. The following are equivalent for a quasi-normal contraction T :
(i) T belongs to the Harnack part of a partial isometry;
(ii) The C00-part of T is a strict contraction on N (ST );
(iii) An iterate T n0 with n0 > 1 belongs to the Harnack part of a partial isometry;
(iv) The sequence {T ∗nT n} uniformly converges in B(H) to ST = PN (DT ).
If T satisfies one of these equivalent assertions, then T belongs to the Harnack part of the
operator V ⊕ 0 acting on H = N (I − ST )⊕N (ST ), where V = T |N (I−ST ).
Proof. The equivalence (i)⇔ (iv) is immediate using Corollary 3.9 (iii), since TT ∗T = T ∗T 2,
which gives (T ∗T )n = T ∗nT n for n ≥ 1. We also obtain that ST = PN (DT ), by Corollary 3.9
(iii) and the fact that ST is defined as the strong limit of {T
∗nT n}.
We write now T = V ⊕Q with respect to the decomposition H = N (I−ST )⊕N (ST ), where
V is an isometry and Q is of class C0·. This orthogonal decomposition of H holds always
because ST like ST ∗ are orthogonal projections when T is quasi-normal (see for instance
[9, 21]). In addition, N (I − ST ∗) ⊂ H is the unitary part of T . This implies that N (ST ) ⊂
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N (ST ∗). As both subspaces reduce T it follows that Q is of class C00. Notice also that
Q is a quasi-normal operator. Thus, the convergence (iv) means ‖(Q∗Q)n‖ → 0, that is
σ(Q∗Q) ⊂ D, or equivalently ‖Q‖ < 1. Hence the assertions (ii) and (iv) are equivalent.
Condition (ii) implies (iii) for every integer n0 > 1. Conversely, if (iii) holds for some n0 > 1
then by applying the above equivalence (i) ⇔ (ii) to T n0 one has ‖Qn0‖ < 1. This implies
σ(Q) ⊂ D, and finally ‖Q‖ < 1. Consequently (ii) and (iii) are equivalent. We have proved
that all assertions (i)-(iv) are equivalent. In addition, using Proposition 3.5, we remark that
T = V ⊕Q is Shmul’yan (so Harnack) equivalent to W = V ⊕ 0 when ‖Q‖ < 1 (as in (ii)).
Thus, in this case, T belongs to the Harnack part of a partial (quasi-normal) isometry W .
This ends the proof. 
Concerning the statement (iv) in Proposition 3.14 we know that the sequence {T ∗nT n}
always converges strongly to ST , so the meaning of Proposition 3.14, (iv), is that the conver-
gence is even uniform whenever T belongs to the Harncack part of a partial isometry.
4. Connections with the Shmul’yan-ter Horst domination of Schur class
functions
The next topic is the Shmul’yan-ter Horst domination by partial isometries. The first
result is the following
Theorem 4.1. A partial isometry T acting between two separable Hilbert spaces E and E ′,
viewed as a constant function in H∞1 (E), Shmul’yan-ter Horst dominates any function G ∈
H∞1 (E , E
′) with G(D) ⊂ ∆Sh(T ).
Proof. Theorem 3.1 for the partial isometry T and T ′ ∈ ∆Sh(T ) implies the existence of
F ∈ H∞1 (E , E
′), F (D) ⊂ ∆Sh(T ), with F (0) = T and F (z0) = T ′ for some z0 ∈ D. In
addition, the function F is given by the formula
F (λ) = T + λDT ∗F1(λ)[I + λT
∗F1(λ)]
−1DT , λ ∈ D,
where F1 ∈ H
∞
1 (DT ,DT ∗) (see [6, Ch. XIII, 3, Example 3.7]). Since T is a partial isometry
one has DT ∗ = N (T
∗), so T ∗F1(λ) = 0 for λ ∈ D. Therefore
(4.1) F (λ) = T + λDT ∗F1(λ)DT , λ ∈ D,
with supλ∈D ‖λF1(λ)‖ ≤ 1. Using [7, Theorem 2.6], this implies that F is dominated by the
constant function T in H∞1 (E , E
′).
Let now G ∈ H∞1 (E , E
′) be an arbitrary function with its range G(D) contained in ∆Sh(T ).
Let λ ∈ D. Then by the previous conclusion applied to the contractions T and G(λ) there
exist zλ ∈ D and Kλ ∈ H∞1 (E , E
′) such that Kλ(0) = T and Kλ(zλ) = G(λ). As above, there
is a function Fλ ∈ H
∞
1 (DT ,DT ∗) with
Kλ(z) = T +DT ∗Fλ(z)DT , z ∈ D.
For z = zλ this yields
(4.2) G(λ) = T +DT ∗Fλ(zλ)DT = T +DT ∗QλDT , λ ∈ D.
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Here Qλ := Fλ(zλ) ∈ B(DT ,DT ∗) satisfy ‖Qλ‖ ≤ 1 for λ ∈ D.
Notice that the contraction Qλ is uniquely determined by λ, G(λ), zλ and Kλ ∈ H
∞
1 (E , E
′)
as above. Indeed, assume that for λ ∈ D there are z′λ ∈ D and K
′
λ ∈ H
∞
1 (E , E
′) such that
K ′λ(0) = T and K
′
λ(z
′
λ) = G(λ). Then K
′
λ has the form of F in (4.1), hence there exists
F ′λ ∈ H
∞
1 (DT ,DT ∗) such that
K ′λ(z) = T +DT ∗F
′
λ(z)DT , z ∈ D.
This implies, for z = z′λ, the identity
G(λ) = T +DT ∗F
′
λ(z
′
λ)DT , λ ∈ D.
From this expression and that in (4.2) for G we infer
DT ∗(Qλ − F
′
λ(z
′
λ))DT = 0, λ ∈ D,
that is F ′λ(z
′
λ) = Qλ = Fλ(zλ), λ ∈ D. Hence the mapping Q˜ from D into B(DT ,DT ∗) defined
by the formula
Q˜(λ) = Qλ, λ ∈ D,
is well-defined and bounded on D. Then by [7, Theorem 0.2] it follows that the function G
satisfying the relation (4.2) is Shmul’yan-ter Horst dominated by the constant function T in
H∞1 (E , E
′). This ends the proof. 
Remark 4.2. Concerning the assertion G
∞
≺ T of Theorem 4.1, we have the following exam-
ple. Let E = C and let T = 0C be the null operator whose Harnack part is, according to [5],
the set of all strict contractions. The identity function u(λ) = λ (λ ∈ D) satisfies u(D) ⊂ D
and ‖u‖∞ = 1, but only functions f ∈ H
∞ with ‖f‖∞ < 1 Shmul’yan-ter Horst dominate
0C. Hence the functions u and 0C are not Shmul’yan-ter Horst equivalent. This shows that
the implication given by the assertion of Theorem 4.1 cannot be upgraded to an equivalence.
Consider now the equivalence class ∆∞(T ) in the sense of Shmul’yan-ter Horst of a partial
isometry T , viewed as a constant function in H∞1 (E , E
′). The following result provides a
description of ∆∞(T ) which is similar to that of ∆Sh(T ) = ∆(T ).
Theorem 4.3. If T is a partial isometry acting between two separable Hilbert spaces E and
E ′, then
(4.3) ∆∞(T ) = {F (·) = T +DT ∗F0(·)DT ∈ H
∞
1 (E , E
′) : F0 ∈ H
∞
1 (DT ,DT ∗), ‖F0‖∞ < 1}.
Proof. Let F ∈ H∞1 (E , E
′) ∩∆∞(T ), T being a partial isometry from E into E
′. Then by [7,
Theorem 2.6] there exists a norm bounded function F0(·) on D with values in B(DT ,DT ∗)
such that
F (λ) = T +DT ∗F0(λ)DT , λ ∈ D.
Since T is a partial isometry (so DT ∗ = N (T
∗)), we have
F0(λ) = P∗F (λ)|DT , λ ∈ D,
where P∗ is the projection of E
′ onto DT ∗ . In particular, F0 ∈ H
∞
1 (DT ,DT ∗).
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Now, identifying canonically DT ∼ {0} ⊕ DT and DT ∗ ∼ {0} ⊕ DT ∗ as subspaces of
E = N (DT ) ⊕ DT and E
′ = N (DT ∗) ⊕ DT ∗ respectively, one can consider the function
F1 ∈ H
∞
1 (E , E
′) having the representation
(4.4) F1(λ) = 0⊕ F0(λ)
from N (DT ) ⊕ DT into N (DT ∗) ⊕ DT ∗ , for λ ∈ D. One has F1
∞
≺ 0 in H∞1 (E , E
′) (see [7,
Theorem 2.6, or Corollary 2.7 (ii)]).
On the other hand, as T
∞
≺ F in H∞1 (E , E
′) we have, as above,
T = F (λ) +DF (λ)∗F
′
0(λ)DF (λ) (λ ∈ D)
for some B(DT ,DT ∗)-valued norm bounded function F
′
0 on D. We have used here that DF (λ) =
DT and DF (λ)∗ = DT ∗ . Indeed, by [7, Corollary 2.3] we have F (λ) ∈ ∆Sh(T ) and F (λ)
∗ ∈
∆Sh(T
∗), for any λ ∈ D. Therefore, from the two above relations we get
F0(λ) = P∗(F (λ)− T )|DT = −P∗DF (λ)∗F
′
0(λ)DF (λ)|DT
= −DF0(λ)∗F
′
0(λ)DF0(λ),
for λ ∈ D. We obtain 0 = F0(λ) + DF0(λ)∗F
′
0(λ)DF0(λ) for λ ∈ D. By the above canonical
identifications of DT and DT ∗ this relation yields
0 = F1(λ) +DF1(λ)∗F
′
0(λ)DF1(λ), λ ∈ D.
Thus, using [7, Theorem 2.6], one has 0
∞
≺ F1 in H
∞
1 (E , E
′) and we finally obtain that F1
is equivalent in the Shmul’yan-ter Horst sense with the null function in H∞1 (E , E
′). Then,
using [7, Corollary 2.7 (ii)], it follows that ‖F1‖∞ < 1, that is ‖F0‖∞ < 1. Thus, a first
inclusion between the two sets of (4.3) has been proved.
The proof of the converse inclusion in (4.3) is simpler. Indeed, let F ∈ H∞1 (E , E
′) of the
form F (·) = T + DT ∗F0(·)DT , with a function F0 ∈ H
∞
1 (DT ,DT ∗) such that ‖F0‖∞ < 1.
Then also ‖F1‖∞ < 1, F1 being defined as in (4.4). Using the same result in [7] we have that
F1 is in the equivalence class of the null function in H
∞
1 (E , E
′). Since F (λ)|N (DT ) = T |N (DT ),
λ ∈ D, the function F belongs to the equivalence class of T in H∞1 (E , E
′). This ends the
proof. 
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