We improved sentiment classifier for predicting document-level sentiments from Twitter by using multi-channel lexicon embedidngs. The core of the architecture is based on CNNBiLSTM that can capture high level features and long term dependency in documents. We also applied multi-channel method on lexicon to improve lexicon features. The macroaveraged F1 score of our model outperformed other classifiers in this paper by 1-4%. Our model achieved F1 score of 64% in SemEval Task 4 (2013-2016) datasets when multichannel lexicon embedding was applied with 100 dimensions of word embedding.
Introduction
Sentiment analysis, known as opinion mining is a task of natural language processing (NLP) aimed to identify sentiment polarities expressed in documents. Numerous amounts of opinioned texts are created on social media every day. For instance, Twitter users generate over 500 million tweets daily. It is important to analyze these opinioned texts because they give useful information such as response for specific product, opinion for candidates and etc.
However, in sentiment analysis, sarcasm is difficult to distinguish. Usually, sentiment classifier can identify polarity better in the case of clear expression than in the case of sarcasm.
Contextualization and informal language in social media are additional complicating factors to sentiment classifier (Deriu et al, 2017 ).
To solve this problem, our approach focuses on high level features of document extracted by 244 The 
Related Works
The first success of sentiment analysis based on convolutional neural networks (CNN) was triggered by text classification (Kim, 2014) . This work provided simple and effective In order to consider local n-gram features and long term dependency, various models which combined both CNN and LSTM were proposed (Zhang, 2017) . Our model improves this approach.
MCLICB
The architecture of MCLICB consists of a multi-channel embedding layer, a CNN-BiLSTM layer, an aggregation layer, and softmax layer.
Multi-channel embedding layer
The input of our model (document, lexicon matrix) are based on two multi-channels:
(ii) Multi-channel lexicon embedding.
Multi-channel word embedding is the same as the architecture of Kim (2014) which is both static and non-static. We used word2vec (w2v) trained by skip-gram (Mikolov, 2013) . In the similar manner, we applied multi-channel method on lexicon to improve lexicon feature for sentiment analysis. As the coverage of lexicon is low, multi-channel method is more useful because it resolves sparseness in lexicon embedding. The word document matrix is ∈ ℝ $×& , where n is the number of words in a document and d is the dimension of word embedding. The lexicon document corresponding to each word in a document is ' ∈ ℝ $×( , where e is the dimension of lexicon embedding determined by the number of lexicon corpus in section 4.2.
CNN-BiLSTM layer
To combine advantages of CNN and LSTM, the input local n-gram features were extracted by To consider long term dependency, bidirectional LSTM were applied to the output of max pooling layer. We set the hidden size h as 150 for all BiLSTM layers. In the case of lexicon embedding, when multi-channel lexicon embedding was convolved by filters, separate convolution approach of Shin (2016) was used.
Aggregation layer
While LSTMs are advantageous for capturing long term dependency, CNNs generally outperformed in capturing high level features in short text.
To consider various document lengths, we concatenated the outputs of CNN which were produced by max pooling over time and the outputs of CNN-BiLSTM which were generated from last hidden states at aggregation layer. We used different filters between CNN and CNNBiLSTM to capture improved representations.
Softmax layer
In softmax layer, the outputs of aggregation layer were converted into classification probabilities. In order to compute the classification probabilities, softmax function was used.
The output dimension is 3 (positive, negative and neutral classes).
Experiments
In this section, we evaluated our model on sentiment analysis task. We first introduced the implementation of our model in section 4.1. Then, we demonstrated data, preprocessing, training and hyperparameters in section 4.2 and 4.3.
Implementation
To conduct experiments, we used PyTorch which can fully utilize the GPU computing resource to train our model. We trained our model on a single GTX 1080 8GB GPU with CUDA 
Data and Preprocessing
Tweets which were provided by the SemEval-2017 competition were used for training and as test datasets. The training datasets were from Twitter 2013 to 2016 train/dev and the rest were the test datasets in Table 1 . Lexicons used in the proposed model consist of eight types of sentiment lexicons which include sentiment score. Some lexicons were preprocessed to normalize sentiment score to the range from -1 to +1. If words are not in the lexicon vocabulary, neutral sentiment score of 0 were assigned. The following lexicons are used in our model:
• SemEval-2015 English Twitter Sentiment Lexicon (2015).
• National Research Council Canada (NRC) Hashtag Affirmative and Negated Context Sentiment Lexicon (2014).
• NRC Sentiment140 Lexicon (2014).
• Yelp Restaurant Sentiment Lexicons (2014).
• NRC Hashtag Sentiment Lexicon (2013).
• Bing Liu Opinion Lexicon (2004).
• Macquarie Semantic Orientation Lexicon (2009).
• NRC Word-Emotion Association Lexicon (2010).
Preprocessing were applied to tweets and lexicon datasets before extracting features using the following procedures:
• Lowercase: characters in tweets and lexicons were converted to lowercase.
• Tokenization: all tweets were tokenized by using NLTK twitter tokenizer.
• Cleaning: URLs and '#' token in hashtags were removed.
• Replacement: for the out-of-vocabulary (OOV) words, they were replaced by <UNK> token.
Training and Hyperparameters
The parameters were trained by Adam optimizer (Diederik et al. 2014). The following configuration is our hyperparameters:
• Word embedding dimension d = (50, 100, 200, 400) for pre-trained word2vec.
• Lexicon embedding dimension e = (8) for considering lexicon features.
• Hidden size h = (150) for hidden states of BiLSTM.
• Filter size = (2, 3, 4, 5) for capturing n-gram features.
• Number of filters = (200) for convolving the document and lexicon matrix.
• Number of layers = (2) for number of BiLSTM layers.
• Batch size = (100) for calculating losses. In general, as the dimensions of word embedding increase, the performances of multi-channel lexicon models are better than that of multi-channel word embedding (w2v) and lexicon embedding (lex). • Number of epochs = (15) for training models.
• Dropout rate = (0.5, 0.65) for avoiding overfitting (Hinton et al., 2012 ).
• Regularization lambda = (0.0001) for avoiding overfitting.
Evaluation
To evaluate the performances of our models in comparison to other classification models, we used the evaluation metric as macro-averaged F1 score across the positive, negative and neutral classes. In our experiment, baseline is 1 layer CNN which is the architecture of Kim (2014) in Table 2 . 
Results
Our model outperformed other classification models all as shown in Table 2 . In the case of sarcasm, modifying embedding dimension and using multi-channel lexicon embedding alone improved our model about 3% which are shown in Figure 2 (b).
F1 score of our model based on multi-channel lexicon embedding was higher than that of our model based on 1 channel word embedding by about 4-7% as shown in Figure 2 (a). In our Table 2 . Overall macro-averaged F1 scores of models.
Best (second-best) results of models are highlighted in bold (underlined) face. experiments, our model achieved the highest F1 score when multi-channel lexicon embedding was applied with 100 dimensions of word embedding in Figure 2 (a).
Conclusion
In this paper, we improved our model based on CNN-BiLSTM architecture for predicting document-level sentiments with multi-channel embeddings. Our model outperformed other classifiers in this paper by 1-4%, confirming multi-channel lexicon embedding's effectiveness in improving the performance.
For future work, the application of attention mechanism (Xu, et al., 2015; Yang, et al., 2016) , other word embedding method such as fastText (Joulin et al., 2016) and ensemble methods (Deriu, et al., 2016) can be applied to improve our model.
