With the rise of smartphone platforms, adaptive sensing becomes an predominant key to overcome intricate constraints such as smartphone's capabilities and dynamic data. One way to do this is estimating the event probability based on anomaly detection to invoke heavy processes, such as switching on more sensors or retrieving information. However, most conventional anomaly detection methods are power hungry and computation consuming. This paper proposes a new online anomaly detection algorithm by capturing the likelihood of frequency histogram given features extracted from a stream of measurements from sensors of multiple smartphones. The algorithm then estimates the mixed density probability of anomalies. By doing so, the algorithm is lightweight and energy efficient, which underpins large scale mobile sensing applications. Experimental results run on Android phones are consistent with our theoretical analysis.
Introduction
Modern smartphones enable researchers to utilize them as mobile sensor nodes to develop low-cost, steady, reliable and scalable sensing systems [1] [2] [3] . However, resource constraints and intermittent connectivity of smart phones make developing sensing systems challenging, particularly in dynamic environments and large-scale networks. We realized that being able to spot starting and ending moments of events, without knowing what the events are, can be used to reduce power consumption in many cases. For example, an adaptive sampling mechanism switches on a few sensors to monitor environments at low sampling rates. Knowing that an interesting event is about to happen, the algorithm invokes extra sensors or increases sampling rates to collect more information. A transition from an activity to another can be used to trigger the activity recognition process. Once the new activity is recognized, the recognition process can stop to save energy until the next transition is detected. Determining the probability an event might be happening is a dominant key in sensing with mobile platforms. Especially in public safety applications, interesting events, such as a fire or a car accident, are rare events. Therefore, the applications can be in sleep mode most of the time.
To detect the transition of the activities, anomaly detection can be applied on an online stream of measurements. Anomalies are described in different ways by different researchers. Herein we consider anomalies as patterns in data that have low density probability in a model built from historical data. However, existing anomaly detection algorithms such as Support Vector Machine, Multivariate Gaussian Model, Cross Entropy, Autoregressive Model, and Linear Regression require either numerous training samples or high computation to estimate model parameters, which are unrealistic in large-scale and spare mobile networks. There are also online training variants of anomaly detections. However, gradually learning parameters will result in considerable latency in dynamic environments. In addition, most conventional anomaly detections require heavy computation. Even though smartphones are getting more powerful, the battery's capacity is still very limited. Therefore, energy comsumption is still a very important issue in mobile platforms.
To this end, we developed an online algorithm estimating event probability given data from various sensors in highly dynamic contexts (e.g. public safety applications with smartphones). We named the algorithm FLEAD (Frequency Likelihood Estimation for Anomaly Detection). By elaborating the traditional frequency histogram, we obtained a good estimator to infer the density probability of data for testing events. This approach does not need an off-line training phase and performs well even with a small number of prior samples.
Sensor data are split into time windows based on predefined granularity. Features are extracted from the measurements based on granularity. FLEAD estimates the density probability of historical features based on an elaborated frequency histogram. Unlike other approaches using KL divergence to detect anomalies, we propose a mechanism to estimate the density probability of data using the sum of the frequencies at the least and most significant bins. Moreover, by taking the absolute value of the features, anomalies will fall into either the most left or right bin. This makes it easy to compute the event probability (anomaly probability). Another advantage of this approach is easily finding a stable threshold to detect anomalies by tuning the The paper is organized as follows. In the next section we discuss related work. Afterwards, we present the proposed algorithm in four sections: problem formulation, frequency likelihood estimation, FLEAD's pseudo code and complexity. Then, naive empirical experiments are carried out with mobile platforms. Finally, we end this paper with conclusion and future work.
Related Work
Histogram-based anomaly detection, the simplest nonparametric statistical method, constructs a profile of normal samples. Using a histogram is a well-known approach in various sensing applications, such as intrusion detection [4] , fraud detection [5] . There are two steps involved in conventional histogram based detection. The first step is building a profile given normal data. The second step checks if test data fall in any of the bins. If not, the test data are anomalous. An alternative method is measuring the frequency of the bin in which data fall. A key challenge for conventional techniques is to determine an optimal size of the bins, which is a tradeoff between low false positive and low false negative. Sensing dynamic environments using mobile platforms raises another challenge that is the test data usually fall out of the learning profile even it is normal. Moreover, the frequency of the bin in which anomalous data fall may be as high as other bins of normal data.
There are also numerous algorithms for anomaly detection, which are well reported in two surveys of Chandola et al. [6, 7] . In this limited space, we only discuss some well-known algorithms. Versions of Support Vector Machine were implemented for one-class classification for outlier detection using Hamming distances [8] . This approach can deal with a small number of samples but requires high computation. Clustering Based [9] classifies thousands of text reports into a number of bins. Data falling into the class with smallest size is anomalous. A naive method to detect anomalies using Multivariate Gaussian Distribution was taught in the Machine Learning class by Andrew Ng. [10] . This technique is lightweight and simple but very effective. However, it also requires a large number of samples and computation is still high when there are numerous sensors, which happens quite often in smartphone crowdsourcing. In general, detecting anomalies from an online stream in a small time windows (say from 10 to 50 samples) is still an intricate research topic for mobile sensing platforms.
Problem Formulation
Consider a set of n measurement channels (e.g. light, ambient temperature, acceleration force along the x axis, y axis, z axis, and so on.). For an arbitrary sequential granularity k, x k i denotes feature extracted from m i measurements δ
Features can be extracted by mean, fourier transform, wavelet, etc. Given a dataset of l previously consecutive features X t−1 = {x t−1−l , x t−l , . . . , x t−1 } and the current granularity features x t , the problem is to detect if x t is anomalous. In other words, given sample data X t−1 , we have to find the statistical density model probability p(x). Then if
where ǫ is a threshold, which can be chosen in advance or tuned by maximizing the F1-score. Likelihood Estimator (FLE), to detect anomalies given a dataset. The term "frequency likelihood" comes from that the technique elaborates the frequency histogram of consecutive samples. We remark that using frequency histogram to estimate the probability density function of underlining variable such as Equation 1 is not a new idea. However, using KL divergence to detect anomalous data as in conventional methods is not suitable for highly dynamic histograms. In particular, a small amount of samples measured in a dynamic environment typically is not normal distributed and the mean value jumps broadly from time to time, especially when the length of historical data is short. This dynamic also makes it hard to determine a fixed threshold. Indeed, our new method is able to deal with such issue.
Given dataset X t of l + 1 samples, FLE first counts the amount of features that fall into each disjoint category, also called bins. Let b denote the total number of bins, FLE is a function p k that must satisfy:
The number of bins can be variously predefined depending on application assumptions. The more bins, the finer detection. Anyway, b should be smaller than l to make sense of a histogram. If there exist outliers with values far from the mean, the frequency p k at bin k will have the highest value. However, the position of the maximum frequency is highly dynamic and depends on which bin most samples fall into as shown in Figure 1 . Along the horizontal axis, the most left bin (called least significant bin LSB) contains smallest values, and the most right bin (called most significant bin MSB) contains highest values.
Along the vertical axis, the maximum frequency is one, and the minimum is zero. Looking at Figure 1 , we also reckon that the distances from outliers to the means of distribution vary largely, such as from 0.3 to 11. As we discussed earlier, it is hard to use KL divergence to determine a distance threshold. Meanwhile, that the values of frequencies are almost similar in all examples (a), (b) and (c) makes it feasible to chose a constant threshold. This is an advantage of FLE over other approaches, which can overcome the issue caused by the dynamic of bin widths.
Since the mean jumps unpredictably, repeatedly finding the location of the means consequently overloads the mobile platforms. To overcome this issue, FLE takes the absolute values of given data as the input, for example |X | t in our problem. As a result, this technique always pushes the mean and outliers to opposite sides along the horizontal axis. Therefore, we only need to simply count the frequencies of LSB and MSB. We estimate the anomaly probability of test data |x| t i for measurement channel i, denoted byp(|x| t i ), by the frequency sum of these two bins:p (|x|
where p 1 is the frequency of LSB and p l is the frequency of MSB.
Aggregating individual anomaly probability for all measurement channels depends on types of observing contexts. For instance, a bump in the road would be an interesting event, but it affects significantly the accelerometer and no other sensors. Choosing the max probability is a suitable option, accelerometer, and pressure sensors, using sum or correlation among probabilities is a better choice.
To match Equation 4 with the problem definition Equation 1, we take the complement of the anomaly probability as the imaginary density probability:
Using above Equation 5, we can detect anomalies using the condition described by Equation 1.
Online FLEAD Algorithm
Algorithm 1 describes the pseudo code of our approach. At sequential time t, we have a dataset of measurements with n tuples δ = {δ 1 , δ 2 , . . . , δ n } from n channels. Each tuple has different dimension m i because each measurement channel might have a different sampling rate. Absolute values of l + 1 features are stored in a FIFO buffer |X | t i , i = 1..n. Depending on specific applications, ǫ, m i , l and b can be chosen differently. Firstly, for each tuple i (3), features are extracted from measurements (4) . After that, we find the max and min of features (5) and count features that fall into LSB and MSB (6) . The anomaly probability of test data x t i for measurement channel i then is computed by Equation 3 based on proposed FLE (7). After updating |X | t−1 i , this process (3-9) is repeated for all n measurement channels.
Next, we test the density probability of x t using Equation 4 and Equation 5 . If p(x t ) is smaller than the chosen ǫ (11), we conclude that the current data pattern is likely anomalous (12). In other words, it seems that there is some new event happening at current granularity t. compute max and min of |X | 
Complexity
Given a dataset X t−1 = {x t−1−l , x t−l , . . . , x t−1 } of l granularities and test data x t , the total number of samples is n × (l + 1). For each channel i, FLEAD uses l + 1 features, and requires l + 1 operations to find the min and max values. It also needs l + 1 operations to count the anomaly probability, sum of samples falling into LSB and MSB. Therefore, the complexity of FLEAD is:
Since the complexity of other tools to detect anomalous data depends on their real applications, in this paper, we compute the complexity of a naive anomaly detection based on Multivariate Gaussian Distribution (MVN) with above given input. MVN first needs n × l operations to compute the mean vector µ = the density probability of test data x t , p(x; µ, Σ) = 1
inverting Σ requires n 3 operations. Therefore, the complexity of MVN in our problem is:
From Equation 6 and Equation 8 we conclude that FLEAD consumes much fewer computations than MVN does.
Empirical Study
We investigate FLEAD with experimental data that are collected with Samsung Galaxy Note II, Android 4.1.1. Data were simultaneously collected from 19 channels of 7 sensors: acceleration (x, y and z), gyroscope (x, y and z), magnetic (x, y and z), barometer (pressure), gravity (x, y and z), linear acceleration (x, y and z), and orientation (x, y and z). To our experience, the most challenging anomaly detection is with smartphones movements. Onboard sensors in smartphones have low sampling rate, around 50 Hz when using SENSOR DELAY UI (60,000 microsecond delay) for the gyroscope. Other sensors except microphones have even lower sampling rate. However, smartphones usually move quite fast and unpredictably. Therefore, in this paper, we present the result of an experiment mainly related to movement sensors (acceleration, gyroscope, gravity, linear acceleration, and orientation).
For each period of one hour, we randomly shake the mobile phones at interval time around 1, 5 or 10 minutes to create anomalous data, and then laying them back on a table. As a result, three sets of one-hour data with different occurring frequencies of anomalies were obtained. This scenario is quite simple yet useful to investigate the algorithm. It produces similar results as other scenarios, including but not limited to, withdrawing a smartphone out of a pocket, sitting down and standing up, walking and running, falling from a bike. Note that we only want to detect the event, not its nature.
To extract features from measurements, we use the means of measurements that fall outside of the confidence interval (significant level is set 5% in our experiment).
Since the variance of the unconfidence means is always greater than that of the conventional means, the feature is more sensitive to outliers.
Since the maximum sampling rates among 19 measurement channels is 50 samples per second, we only consider granularity (time window) of 0.5 and 1.0 second in our experiments. Granularity above 2 seconds would cause a considerable delay in most real-time applications. In addition, we choose the length of historical unconfidence means l as 50 maximum, because the anomaly interval can be less than one minute in our experiments. Let the number of bins b be 10 for all experiments so that l has space to vary from 10 to 50 (l ≥ b).
To choose a threshold value for ǫ, we tune ǫ from 0.1 to 0.5 (half of maximum probability) with an arbitrary dataset. Using F 1 score in statistic, we obtain an optimal epsilon that can be used for all experiments in this paper. Table 1 shows F 1 values of FLEAD in case of 1-minute anomaly intervals when tuning ǫ. The table shows that 0.2 is an optimal value for ǫ, which generates the highest score, 0.87218.
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To visualize the anomaly probability, we generate a logic △ l precision recall 10 0.62500 1.00000 0.5s 20 0.83333 1.00000 50 1.00000 1.00000 10 0.83333 1.00000 1.0s 20 0.83333 1.00000 50 0.62500 1.00000 Table 4 : Edge detection for 10-minute anomaly intervals. Figure 2 demonstrates a portion of the logic pulsep(x t ) generated from an estimate density probability p(x t ) with the chosen threshold ǫ = 0.2. Based on the logic pulse, we count the number of pulses (true positive, false positive, and false negative) to evaluate FLEAD's performance in terms of precision and recall. The counting method relies on either edge detection (raising and falling edges) or pulse width detection.
For edge detection based counting, Table 2 , 3 and 4 list precision and recall values on three one-hour datasets. In general, the results show that FLEAD is significantly sensitive to anomalies as we expected as the recall values are very close to 1. That a recall value in Table 2 is a little below 1 is due to the exceeded length l. With l = 50 and △ = 1 s, we have the length of historical data l × △ = 50 s. The anomaly intervals are around 60 s. Therefore, it is possible that the length of historical data sometimes exceeds the time betweens two consecutive anomalies. In such case, FLEAD considers the latter anomaly as normal data. When the anomaly intervals increase, such as 5 and 10 minutes in Table 3 and 4 respectively, this side effect totally vanishes and FLEAD gives perfect recall values. Table 2 , 3 and 4 also show that FLEAD points out anomalies as expected, especially when increasing l or △. The more measurement data, the better estimation. However, if l and △ increase too much together, for example, l = 50 and △ = 1 s in our experiments, it might generate glitches of density probability right after the anomalies data is removed from the FIFO buffer |X | t i . This can lead to unexpected logic pulses right after the correct ones as shown in Figure 3 . Using the second technique for counting based on the pulse width will solve this issue because these fake glitches are ignored.
We also observed that precision in case of long anomaly intervals can be lower than that in case of shorter anomaly intervals. This can be explained. The precision actually is not effected by the period of anomalies as long as the period is longer than l. The lower precision is due to fewer number of actual anomalies in latter tables. In particular, Table 2 , 3 and 4 results are respectively obtained by experiments with 59, 11 and 5 actual anomalies per hour. Therefore, a false positive, failing to detect that there is no anomaly, will affect the precision more if there are fewer true anomalies.
As discussed with edge detection, the pulse width based technique indicates better true anomalies. Since a pulse width is defined by the period of an anomaly existing in the FIFO buffer |X | t−1 i , the width of a pulse that represents the true anomaly is equal l. Adding this pulse width constraint, FLEAD performs much better as shown in Table 5 , 6 and 7. Since the glitches are skipped, precision is significantly improved.
Finally, we also implemented a naive anomaly detection algorithm based on online Multivariate Gaussian Distribution (MVN). The results in Table 8 , show that MVN totally fails to detect anomalies in our experimental data even with the best threshold tuned with F 1 score, ǫ = 0.5, which FLEAD performs very well. The reason is that there were insufficient samples for training.
For other events, such as sounds or temperature, the algorithm detects anomalies even better. Although sounds △ l precision recall 10 1.00000 1.00000 0.5s 20 1.00000 1.00000 50 1.00000 1.00000 10 1.00000 1.00000 1.0s 20 1.00000 1.00000 50 1.00000 1.00000 Table 7 : Pulse width detection for 10-minute anomaly intervals.
△ dataset tp f p f n 1min\l = 50 0 62 59 0.5s 5min\l = 250 0 42 11 10min\l = 550 0 4 5 1min\l = 50 0 44 59 1.0s 5min\l = 250 0 14 11 10min\l = 550 0 1 5 8 kHz. Temperature is mostly stable and changed slowly. Indeed, we also tested with sounds such as dog barking, car horning, baby crying, etc., with several noise backgrounds and the algorithm works quite well.
Conclusion
Continuous sensing applications with mobile platforms encounter many resource constraints. Using anomaly detection to trigger power consuming processes is a good way to save battery and computation. However, most existing anomaly detection algorithms are power hungry and memory consuming since they are developed for processing big data. Moreover, lack of training samples and continuous connectivity due to device's mobility prevents using such conventional approaches. This paper presents an energy efficient algorithm (FLEAD), which is online and featherweight.
Data split into small granularity time windows allows online data processing with mobile platforms. By capturing the likelihood of the traditional frequency histogram, FLEAD efficiently detects anomalies with high precision and sensitivity. The results from our empirical study on mobile platforms (Android phones) show that FLEAD is able to detect anomalous patterns in data. Note that FLEAD is also suitable for large-scale heterogeneous sensor networks, from mobile devices to fixed infrastructures. We also plan to further investigate FLEAD with more existing algorithms and complicated events, such as a blast which changes pressure, temperature, vibration, and sounds all at the same time.
