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Abstract
Evolution of knowledge perhaps relates more to the replacement of belief then in believing per 
se. Evolution can be contrasted with consolidation -  a period of stability, of little or no change 
in beliefs. Evolution of knowledge manifests itself in the evolution of special languages. The 
consolidation of knowledge will manifest itself in minimal change in the special language of the 
subject during consolidation. Science is defined as obseiwation, identification, description, 
experimental investigation and theoretical explanation of phenomena. Scientists appear to be 
focused on issues of evolution. Teclinology relates to consolidation and science to the evolution 
of knowledge. This division of laboiu in the study of knowledge is a model for our study. As 
such our model ignores the impact of the technology on science. We looked at the conversion of 
the end-product of a research (evolutionary) enteiprise -  the journal paper- to the advanced text 
of the first stage of application -  the patent documents. We have used methods and techniques of 
text analysis based on a corpus of texts to tiack the change in scientific language. We have 
looked at the production of journal publications and patent documents by Professor Leo Esaki, a 
key figure in the field of semiconductor physics. Oiu analysis shows that research papers and 
patent documents can be distinguished somewhat on the basis of single word and compound 
terms. These two lexical signatures show the potential for identifying cross-over points in the 
tr ansfer o f knowledge fiom the research arena to applications domain.
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Chapter 1
1 Introduction
The evolution of knowledge is a subject that has fascinated a range of scholars. 
Philosophers, medieval and modem, regard the subject as their very own. Computing 
professionals, especially the artificial intelligence community, study knowledge 
acquisition and build learning systems, for example, neuial networks and machine 
teaming systems, to imderstand how ‘knowledge’ of a computer can change and mimic a 
human.
Knowledge, or more specifically Imowing is usually thought to involve believing, though 
some say that it replaces belief. So evolution of Imowledge perhaps relates more to the 
replacement of belief then in believing per se. One thing is clear, however, knowing 
usually implies the articulation of beliefs or the articulation of the replacement of beliefs. 
And, articulation depends on the use of language: believing or not believing involves 
concepts, real and abstiact objects on one hand and named relationships amongst the 
concepts and objects on the other.
The language used to discuss beliefs or their replacements is typically replete with nouns 
and there is extensive use of declarative or imperative sentences. Such a language is 
called special language. Evolution of knowledge manifests itself in the evolution of 
special languages. Until now we have dwelt on evolution alone. Evolution, or perceptible 
evolution, is controlled by consolidation -  a period of stability, o f little or no change in 
form and concept. One can argue that without the antonym consolidation evolution will 
looses its meaning and vice versa. Again like evolution of knowledge, the consolidation 
of knowledge perhaps, will manifest itself in minimal change in the special language of 
the subject diuing consolidation.
Both the evolution and consolidation of knowledge are largely intuitive concepts. The 
enteiprise of science, defined as obseiwation, identification, description, experimental 
investigation and theoretical explanation of phenomena, appears to be focused on issues
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of evaluation. The quest for fundamental particles, the interest in the larger universe and 
smaller genomes, are but examples of evolution.
Science and technology are interdependent yet distinct activities. Science for example 
provides technology with new ideas, tools and techniques to develop new teclmologies or 
to improve existing ones. Bell Labs research for developing new amplification devices 
based on semiconductor materials, to replace vacuum tubes, led to the invention of the 
transistor. The next phase at Bell Labs was to investigate the highly theoretical concept of 
the quantum mechanical behaviour of electrons. This effort has led to different kind of 
transistors like the field effect transistors and the single electron transistor. Teclmology 
also helps science to progress. Teclmology for example provides science with new 
instrumentations and techniques to tackle novel and difficult scientific questions; the 
scaiming turmeling microscopes overcome the limiting effects of conventional 
microscopes (optical aberTations, wavelength limitations) by scamiing the surface of an 
object with turmeling electrons.
Scientists and teclmologists are engaged in large hrmian and teclmical activities. 
Scientists’ activities include, but are not restricted to, experiments in laboratories, 
teaching in miiversities and publishing books, conference proceedings and journals. 
Technologists’ activities include the design of archetypes for artefacts and systems, 
patenting of what they think could have cormnercial value and manufactming of usefrrl 
inventions. All these activities make measuring the interaction between science and 
technology in an accurate manner a difficult task.
The application of science, especially to industrial or commercial objectives, relates to the 
consolidation of knowledge in the first instance. The application of science is the 
principal part of the definition of teclmology: technology relates to consolidation and 
science to the evolution of knowledge.
This division of labom" in the study of knowledge; evolution assigned to science and 
consolidation of knowledge to technology, is the model for our study. As such our model 
ignores the impact of the teclmology of science: microscopes and telescopes, the optical 
and electronic varieties, are essentially technological artefacts that have revolutionised 
science as diverse as microbiology, physics, and astronomy. With this and many related
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acknowledgments, we will focus only on the impact of science on technology as a model 
of how knowledge evolves and consolidates.
This interaction of science and technology is of strategic importance for hiunan 
enterprises of many kinds. For example, defence industries and national governments take 
a keen interest in funding research for evolutionary knowledge and encouraging the 
application of science. The health and logistic enterprises follow a similar* agenda for 
instance. The public utilities and private enterprises support research, invest in 
commercial scale prototypes, and sometimes fund the application of this evolved 
knowledge.
The ‘conversion’ of knowledge based on observation, identification, experimentation, 
theorizing or conceptualising cannot be readily put to application for connnercial, military 
or public objectives. A model for this conversion has been developed in the newly 
evolving discipline of knowledge management. Here complex terms like tacit Imowledge, 
knowledge based on experiential, sensory and subjective judgement, and explicit 
Imowledge, knowledge based on formalisms, and systematic coding, are used to some 
effect. Tacit knowledge is further contrasted from explicit knowledge by regarding the 
former as personal and the latter as group knowledge. Knowledge, for knowledge 
management experts, is created and expanded tlnough social interaction and is efficiently 
applied through an iterative process o f conversion from tacit-to-explicit knowledge and 
from explicit-to-tacit knowledge.
For us both evolution and consolidation of knowledge are equally important and 
consolidation of knowledge relies on the (continual) evolution of knowledge. The 
conversion of tacit knowledge of a scientist into explicit knowledge relates to the 
evolution of science. The application of explicit scientific knowledge often proceeds 
tlu'ough the process of patenting innovations: here the tacit knowledge o f personal interest 
and that of the potential commercial importance of the discovery, interacts with the 
explicated knowledge articulated into a hybrid domain-specific legalese further 
continuing the conversion process.
This thesis is about imderstanding and identifying how scientific knowledge is converted 
into the knowledge of application. Again we have a model here: we looked at the
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conversion of the end-product of a research (evolutionary) enterprise -  the journal paper, 
the advanced text of the first stage of application -  the patent documents. The next stage 
is that of the use of the patent on an industrial scale. We will focus only on journal papers 
to patent ‘conversion’. It is om* hypothesis that a diachronic and contrastive study of 
systematically collected journal papers and an equally systematic collection of corTelated 
patent documents, conducted at different levels of linguistic description (specifically 
lexical and (lexical)-semantic) will help in furthering the understanding and identification 
of how science evolves and is then deployed with commercial and industrial objectives.
Om* case study of knowledge evolution/consolidation draws on some of the socially 
motivated studies of science, and in some cases technology, as pioneered by historian- 
philosopher Thomas Kuhn. Kuhn has ‘forever changed om* appreciation of the 
philosophical importance of the history of science’ (Friedman 1993:37). For Kuhn, a 
historian (of science) becomes ‘a language teacher and shows the reader how to use the
terms [ ..... ] when the narrative [of development of science over time] began but is no
longer accessible in the language shared by the historian and his or her readers’ 
(1993:320). This interest in terminology by Kulni the historian, encourages us in our 
belief that special languages do have a key role in the evolution and consolidation of 
knowledge.
We have chosen a narrow but very dynamic field of endeavour: a well researched and 
extensively patented device, the tunnel diode, which is yet to be rnanufactmed. The tumiel 
diode’s invention is attributed extensively to the Japanese-American Nobel laureate Leo 
Esaki who has patented related devices and technologies to produce other tunneling 
devices. Esaki has published in key peer reviewed joimials over a period of 40 years and 
has patents covering a 30 year* period.
We have used methods of corpus linguistics, where the emphasis in the study of language 
is on language in use, and the evidence of language use is used in theory constr*uction or 
in building lexica and writing grammar* texts. This approach is at some variance with the 
cognitivist approach that relies largely on intuition. We have a corpus comprising two 
subcorpora; The first subcorpus comprises 96 of Esaki’s (and colleagues’) peer reviewed 
jomiial papers, and the second comprises all the 24 of Esaki’s (and colleagues’) patent 
documents.
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We have the well-referenced dictum in Quirk et al (1985) that frequency of usage of a 
linguistic unit correlates well with its acceptability. Oui* diachronic subcorpora profiling 
of frequencies of single word and compound tei*ms, for journals and patents corpora, 
shows a distinct change in lexical preference in Esaki -  moving from Gennanimn physics 
to quantum-mechanical description of solids, and fr om properties of materials to that of 
the behaviour of nano-scale devices.
hr scientific technological terms, in the ear*ly years of a discovery the emphasis is on 
materials, later the focus shifts to devices and circuits and finally to systems. A 
contrastive analysis of word frequency distribution in the two subcorpora shows a lag in 
the use of scientific terms in the patent corpus when compared with the jour*nal corpus.
In order* to evaluate our corpus based-approach to the transfer of knowledge we have 
conducted an inter*view-based study using Protocol Analysis (Ericsson and Smion 1993) 
teclmiques. We have been fortunate to find a scientist of Esaki vintage who was involved 
in the research and on the production of devices and technologies complementary and 
competitive to that of Esaki. Our model of knowledge conversion, from materials to 
devices and circuits to systems, was confirmed by our exper*t.
1.1 Towards a Model for Monitoring Knowledge Transfer
One can discern the milestones of the research and experimental phases m 
jour*nal/confer*ence papers, and that of experimental/consolidation phases in patent 
documents.
The transformation of ideas in science into artefacts in teclmology is a complex process. 
The ideas are explored by building systems of concepts and by performing experiments in 
laboratories. The artefacts in themselves go tlirough a transformation from early 
industr*ial prototypes to finished goods and ser*vices. As ideas are intangible they are 
usually articulated in jour*nal papers and conference proceedings; the ar*tefacts are tangible 
and are articulated through journals/conferences with an applications focus and tlirough 
patent applications. Bibliographic information found in research ar*ticles and in patent 
documents provides one way to study the interaction of science and technology.
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Scientometiics is a quantitative study of scientific communications, specifically refereed 
research literatiue. This metric includes publication counts, citation analysis, co-citation 
analysis, and co-word analysis. The same metric could also be used for patent documents. 
These measmes are considered the best way to study science and teclmology activities. 
Publication counts count the quantity o f knowledge produced by a researcher, group, 
institute, or a country. Citation analysis counts the number of citations of a particulai* 
paper, author, institute, or* a jour*nal. Co-citation analysis counts the citation of two papers 
together by other papers. Co-word analysis counts the co-occunence of pairs of key 
words in a set of documents.
The methods and teclmiques used for articulating concepts and experiments in language, 
and in other* serniotic systems (e.g. mathematical symbols), enable a scientist to bring 
uncoordinated observations and properly ascertained facts into the body of science 
proper*. The maimer* in which the value and/or industrial use is realised thr ough practice, 
description and terminology is ai*ticulated in language and other* serniotic systems as well.
Scientists, individually and collectively, write in their natural or everyday language, and 
specialise the meaning of certain words or create new words to express novelty of their* 
ideas, experiments, or artefacts. This specialising process leads over time to the creation 
of a specialist language, which is rooted in ever*yday, or* general language but 
distinguished more obviously by the fr equent use of specialist terms. A scientist weaves a 
web of words -  a text -  in order* to persuade his or her peers of the ideas that may have 
inspired the scientist. And, sometimes a scientist writes to dissuade his or her* readers 
fr om the ideas which the readers may hold.
The weave of words and that of texts is interlinked by the use of a common set of terms 
and by reference to a group of named scientists. The terms -  mainly nouns and adjectives 
-  noun combinations, and the names of scientists are conspicuous by their* fr equent use. 
Frequency is regarded as a correlate of acceptability: sometimes new coinages, referxed to 
as neologisms, are conspicuous due to their infr equent usage.
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Current work on so-called Imowledge maps directly or indirectly uses absence/presence, 
and generally frequency of the occurrence of terms and named entities as a part o f a 
distance metric. Documents using some terms (and named entities) are clustered together 
and documents using different terms and named entities are separ ated. Scientometrics and 
bibliometrics rely on the axiom of frequency as a correlate of acceptability. Work in 
knowledge visualisation indirectly subscribes to the axiom as well but with the difference 
that a cluster of docimients that use one or more names can be visualised (Boyack and 
Borner 2002; Chen 2002; Chen and Paul 2001).
One scientist usually produces more than one text. Indeed scientists produce a series of 
texts over their lifetime and, apart from the prolific geniuses like Enrico Fermi or Isaac 
Newton who had contributed to many fields, they tend to focus on one topic: Rutherford 
on the nuclear atom; Darwin on mutation in species, for example. Fmthermore a major 
discipline typically comprises many authors who miglit be working within a par adigm, or 
as the positivists would like to argue, working to refine a concept. One can argue that a 
nmnber of texts written by a group of scientists at one time or over a period of time are 
cohesive in the above sense, and that they use repetition as a linguistic device. Their 
cormnon terminology is a sign of a concept becoming established. Contrariwise, the lack 
of cormnon terminology may show drift or delay. The writing of individual specialists in 
a field of science or technology is woven into a bigger web -  the collection of texts that 
form the output of the specialism: a corpus of texts. This corpus may span tens of years 
of work and is perhaps the only trace or evidence left behind by the scientists or 
teclmologists.
Our method is based on an analysis of keywords in the textual output of scientists, 
particularly joiuiral papers, and in textual output of scientist’s technologists, especially 
patent documents.
1.2 Thesis Structure
This thesis contains four further chapters and the appendices. Chapter 2 introduces the 
definitions of knowledge and describes the fundamentals of scientometric measures of 
knowledge evolution in science and technology, namely publication counts, citation 
analysis and co-word analysis. We introduce the intenelation between science and
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teclmology and ai'gue about the limitation of citation patterns as a measure of knowledge 
transfer from science to technology. We present a review of two models of knowledge 
evolution. The first model is based on the work of three key philosophers of science, Karl 
Popper, Thomas Kuhn and Inne Lakatos. The second model is based on the knowledge 
management point of view expounded in the work of Nonaka and Takeuchi. Further on 
we discuss the role of language in knowledge evolution and how scientists manipulate 
language tluough the coining of new terms to introduce their ideas and discoveries. 
Finally, a brief outline of the language of the patent document is presented. The utilisation 
of bibliographic information to monitor knowledge transfer in technology and the 
similarities in structur e between research articles and patent documents is outlined.
Chapter 3 introduces our content-based method to study knowledge evolution and 
consolidation. The visualization of ‘intellectual structures’ based on citation data and key 
words is presented. Corpus definition and design are then presented. Some important 
issues regarding corpus design criteria are discussed. We discuss the issues of sampling, 
diversity, and size and most importantly the representativeness of the corpus. Chapter 3 
examines some statistical methods to study science and teclmology language based on the 
fr equency lists of the corpora. We finally discuss some examples o f how a corpus-based 
approach to the study of language can be utilised to tr ack the evolution and consolidation 
of knowledge in specialist domains, namely semiconductor physics.
Chapter 4 introduces our ar'chetype system to track the evolution of knowledge in science 
and its consolidation in teclmology based on the extraction of multiword terms from a 
representative sample of texts. Chapter 4 introduces our* experimentations on journal 
publications and patent documents by Prof. Leo Esaki to seek a glimpse of how lab 
discoveries were converted into artefacts. Chapter 4 demonstrates our analysis of Esaki’s 
patents corpus and journal corpus based on the fi*equericy lists of single word, multiword 
terms and grammatical categories. Esaki’s research and patenting activities were tracked 
based on frequency lists of multiword terms.
Chapter 5 comprises an evaluation of my work, I have used think aloud verbal report and 
protocol analysis as evaluation techniques. Prof. Charles Sandbank was interviewed, tape 
recoded and videotaped over a 3 hour period. A sunmiary of the verbal report is 
introduced. Finally, the thesis is concluded and future work suggested.
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Postscript: During the course of my work, I was able to publish some of my work in 
international conferences:
Ahmad, K., Schierz, A, and Al-Thubaity, A. (2002). Discoveiy and 
Terminology. Proceedings of 6th International Conference on terminology and 
Knowledge Engineering. Nancy, France.
Al-Thubaity, A. and Ahmad, K. (2002).Tracking Knowledge of Emergent 
Domains. Proceedings o f  6th International Conference on Information 
Visualisation, IV02. London, UK. 685-690
Al-Thubaity, A. and Ahmad, K. (2003). Knowledge maps as lexical signatures 
of journals papers and patent documents. Proceedings o f  Seventh International 
Conference on Information Visualization, IV 2003, London. 582-588
Ahmad, K. aud Al-Thubaity, A. (2003). .Can Text Analyses Tell us Something 
about Technology Progress?. ACL 2003 Workshop on Patent Corpus Processing. 
12July 2003, Sapporo, Japan
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2 Motivation and Background
ThQ Dictionary o f Philosophy (Angeles 1981:142) defines knowledge as: 
recognition of something;
familiarity or acquaintance with something from actual experience;
That which is learned;
clear perception of what is regarded as fact, truth, or duty;
information and/or learning that is preserved and continued by civilization;
things in consciousness (beliefs, ideas, facts, images, concepts, notions, opinions) that
become justified in some way and thereby are regar ded as true.
In more specialized philosophical literature, for example in episternology (the theory of 
knowledge), knowledge is traditionally defined in terms of beliefs, which are either true 
or which can be justified. However there is an argument within philosophy as to whether 
or not knowledge is justified true belief or if it displaces belief. Quinton (1972:345) has 
argued that ‘according to the most widely accepted definition, knowledge is justified tme 
belief. Both justification and displacement play crucial roles in the emergence of new 
ideas, and in the way in which old concepts and methods are discarded.
Reliable and efficient utilisation and deployment of existing knowledge, specifically new 
created knowledge, requires two important processes Imowledge codification and 
Imowledge transfer. By codification we mean capturing and representing knowledge in 
different forms that can be shared and transfened between individuals, within an 
organization or between organizations. Graphs, equations, and written texts are explicit 
examples of how knowledge can be codified. Knowledge codification will allow 
knowledge to be transferred and possibly absorbed and deployed.
Knowledge transfer involves the flow of knowledge among individuals, groups, and 
disciplines. Facilitating knowledge transfer allows knowledge deployment and hence 
creation of new knowledge.
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Science and technology are considered to be powerful and strategic engines of economic 
growth, tlniving on change or innovation. As advanced industries depend more and more 
on scientific research, there is a necessity for facilitating knowledge transfer from 
science/labs to technology/product. Scientometrics, based on research papers and patent 
documents, provides a way of studying the activities of knowledge transfer in these 
industries.
2.1 A Note on Measuring Knowledge Growth and Dissemination
2.1.1 Publications Counts
The purpose of a publications count is to measure the total volimie of research output: the 
count gives a measur e of knowledge produced by a researcher, research field, institute, or 
a country. Verbeek et al (2002) argued that output can be measiued in a satisfactory way 
by means of publication counts. Consider for example, how Jimenez-Contreras et al 
(2003:123) measured the progress of scientific activity in Spain based on publication 
counts of published work reported in the Science Citation Index (SCI). They found that 
from 32nd place in the 1963 world ranking, with a total production that represented 0.2% 
of the world-wide output, Spain had jumped by 1996 to ninth position, with a publication 
output that accounted for almost 2.5% of the total world production. In other words 
perhaps quantitatively one can claim that Spain’s proportional contribution increased 
more than tenfold.
Publication counts as a measure of research productivity have several limitations in that 
such counts (i) give no indication of research quality; (ii) ignore non-journal based 
communications; (iii) do not take into accoimt the variations of publication practices 
across fields and journals; and (iv) it is not clear how to retrieve all the papers for a 
particular field (King 1987:95).
For some researchers, counting the number of patents according to technological field, 
country, firm, etc. is a reliable and feasible measuie for viewing technological 
performance of the field, country, or firm (see for example Debackere 2002). Gupta and 
Pangamiaya (2000) have applied patents counts to carbon nanotubes patents to measure 
the growth of activity of carbon nanotubes industiies and their links with science. Also 
they have used patents data to study the country-wide distribution of patenting activity for
11
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USA, Japan, and other countiies. Sector perfoimances of industry, academia and 
governments, and the active players of carbon nanotubes were also studied. The authors 
claim that that “patents are rich sources of technical and commercial information" (Gupta 
and Pangannaya 2000:185).
2.1.2 Citation Analysis
The basic citation analysis teclmique is to count the number of citations of a particular 
paper, author, institute, or journal. This metric is used to measure the importance and/or 
impact of the cited work and hence its contribution to scientific knowledge. It can be 
argued that influential work is cited more often than work which is not. Therefore the 
number of times a paper is cited in other documents will indicate the importance of that 
paper. Cheng et al (1999) have used citation analysis to rank 1024 journals that were cited 
in the five highest ranked joimials in the field of technology innovation management 
dining the period 1990-1994. These 1024 journals were cited 19,356 times. They noted 
that their work ‘is based on the notation that the citation level of ajournai represents one 
measure of assessing the influence o f scientific and professional joimials’ (Cheng et al 
1999:12). They conclude that highly cited jouinals are more effective or have a greater 
impact than others in the teclmology innovation management field. In the same maimer, 
the number of times an author is cited indicates the value of liis contribution. In 1980, for 
example, the histitute for Scientific hifoimation (ISI) began a study to forecast the Nobel 
Prize winner each year based on citation count they received. The general finding of these 
studies is that Nobel Prize wiimers are highly cited scientists (see for example Garfield 
1992).
Similar to the citation analysis of publications, researchers have been looking at citations 
analysis of patents. For instance, Hai'hoff et al (1999:511) have used a citation count of a 
sample of full teim US patents and Geiman patents to study the economic value of 
patents. They found that heavily cited patents have economic value for the companies 
they owned. They argued that “the higher an invention’s economic value estimate was, 
the more the patent was subsequently cited’’.
12
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The major limitations of citation analysis in addition to those of publication counts are (i) 
it ignores the reason for citing; (ii) incoiTect work may be highly cited; (iii) the inflation 
of self-citing on the citation rate is not considered and (vi) the databases that are used for 
citation counts are limited (King: 1987:96).
Meyer has discussed the similarities and differences between scientific paper citation and 
patent citation: the patent citations that are found on the fiont page or data sheet are 
‘references that the examiner believes is relevant prior ai1 and which may have 
contributed to the naiTowing of the original application’ (2000:98). The citations given 
by the inventor are found in the body of the patent document, which make this citation 
similar to scientific paper citations. The natrue of fiont-page patent citation should be 
taken into consideration when citation analysis is applied to patent documents.
Citation data can be used to find the relationship between documents. Two documents are 
said to be bibliographically coupled if  their citation data shares one or more cited 
documents. The str ength of relationship between those documents depends on the number 
o f citations shared (Verbeek 2002). Similarity that exists between a set of documents 
based on citation data suggests that the citing documents are influenced by the cited 
document and perhaps they can be classified in the same subject matter.
An extension of bibliograpliic coupling is co-citation. Co-citations coimt the citation of 
two papers together by one or more subsequent papers, hi co-citation analysis, the co­
cited papers are associated because they are both have been cited in other documents, hr 
bibliographic coupling the citing papers are similar because they cite the same documents. 
Again the strength of relationship between the co-cited documents depends on the 
fiequency o f co-citation they both received by other documents, hr addition to citation 
count limitation, the choosing of an appropriate tlneshold value for bibliographic 
coupling and co-citation is the main limitation of these teclmiques.
2.1.3 Co-word analysis
Co-word analysis comits the co-occiuTence of pairs of keywords in a set of documents. 
These keywords are usually used to index the documents in a database. In co-word 
analysis the assumption is that a paper’s keywords represent an adequate description of its
13
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content. Co-occuiTence of two keywords within the same paper can be considered as an 
indication of a relationship between the topics to which they refer (Ding et. al. 2001). The 
co-occun’ence of the same terms in two or more documents is treated as an indication of 
the strength of similarities between those documents.
Two ways are being used for extracting the keywords from research articles or patent 
documents. One way is to extract the keywords from the keyword list, titles and abstracts. 
The classification code of a patent document can also be considered as a keyword. This 
way of keyword extraction provides a controlled set of vocabulary and is affected by the 
indexing system. The other method is to extract the keyword from the full text where 
words or plrrases above a certain frequency are considered as keywords that represent the 
core topic of the research article or patent document. This method of extraction 
overcomes the vocabulary limitation of the first method.
Meyer (2001) used co-word analysis of title keywords of research papers and patent 
documents to discover the strength of interaction between nano-science and nano­
technology where citation analysis shows a weak linkage between them, hi his work, 
Meyer established a database of 2600 US patents documents approved between 1976 and 
late 1999 that contained the prefix tiaito in the titles. For research publications he used an 
earlier established database containing 5400 papers published between 1991 and 1996 
retrieved from INSPEC and SCI. The most frequent words in the patent documents titles 
and research papers titles were compared to find similar keywords to diaw out the 
strength of interaction between nano-science and nano-technology. Meyer (2001:180) 
concludes by suggesting that, “there are a solid number of co-occurrences of title words 
between patents and publications (20 shaied by INSPEC and patent databanks, and 16 for 
SCI/patent, respectively)”. One might argue as to whether that number of co-occurrences 
between nano-patents and nano-publications indicates a strong interaction between the 
two fields or not.
2.2 Knowledge Ti’ansfer from Science to Technology
According to Brooks (1994), science provides new knowledge that could serve as a direct 
source of ideas for new technology, and teclmology creates both tools and new problems 
for science. Generally, scientific publications are considered as a representative source of
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science (knowledge) and patent documents are the representative source of technology 
(invention). For Verbeek et. al. (2002) there are two approaches to studying the 
relationship between science and technology. The first is the indirect approach that 
attempts to understand the linkage between science and technology via the mobility of 
scientists and engineers, the educational process etc. The second approach is direct, 
studying science and teclmology linkage ' through bibliographic references present in 
patent documents. Verbeek and his colleagues (2002:6), comments that “especially, non­
patent references ‘relate’ science and technology in an apparently direct and 
straightforward way”; we have argued elsewhere that it is the cross-citation of 
teiminology that contiibutes to the link as well (Al-Thubaity and Alnnad 2003).
Scientometi'ic studies focus on the references found in a research document, usually a 
research paper. The names of the citing and cited authors and their organisations, 
together with keywords and the dates of publication of both the citing and cited articles, 
help to create a ‘map’. This map shows the ‘intellectual debt’ of the citing author(s) to 
the cited authors (Kochen 1987). Citation analysis has been used in recent times to study 
developments in the emergent multi-disciplinary domain of fullerenes and nanotubes 
(Mai'x et al. 1998), a hybrid of fullerene chemistry and nano-scale solid-state physics; it 
has also been used to understand the usage of computer programs in the computation of 
the moleculai* structure of complex chemicals (Boyd 1997).
Patent citation studies have been undertaken to observe the knowledge ‘flow’ between 
science and technology with special reference to (advanced) semiconductor devices 
(Meyer 2001) and the automobile industry (Pilkington et al. 2002). Meyer has studied the 
patent citation ‘relations’ - that is, the citation of nano-teclmology patents in nano-science 
papers. He suggests that, despite the overlap in the keywords of titles of the papers (in 
nano-science) and the patents (in nano-technology), nano-science and nano-technology 
appear to be two separate disciplines. Pilkington, Dyerson and Tisser (2002) have studied 
the evolutionary field o f the (all-) electric vehicle (EV). In particular they have studied 
how the US automobile industry has responded to enviroimient and safety regulatory 
requirements. Pilkington et al’s focus was on how the industry is moving fiom a proven 
sustaining technology (i.e. the fossil-fuelled internal combustion engine) to an unproven 
disruptive technology (electrically-powered engines). They have found that the number 
of US patents filed in the EV domain compared to all US patents follows significantly
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different patterns. This suggests that the regulatory effects are spurring teclmological 
changes over and above the usual cyclical business considerations. Pilkington et al have 
performed a ‘content analysis’ and have classified the patents according to whether they 
referred to marine, road or other vehicle type; a third of the US patents did not make any 
reference to the class o f vehicle.
A non content-based approach to knowledge transfer fiom science to technology will be 
to see whether or not research, as reported in journals, is finding its way into patents. 
Appleyard and Kalsow (1999) have attempted to formulate a model of alliance formation 
between a key semiconductor manufacturer, namely Intel Corp., and organizations in the 
USA, Western Europe, Japan, Taiwan and Korea. The alliance partners were identified 
by the number of references their employees made in their own research articles to the 
papers published by authors whose institutional affiliation suggested that they were 
working for Intel Corp. Appleyard and Kaslow, with advice fiom colleagues in their 
sister engineering departments, collected 449 articles. This corpus of Intel-citing journal 
articles comprised at least ‘one of approximately 65 keywords’ provided again by their 
engineering colleagues. This study showed that the Taiwanese and Korean organizations 
were weakly aligned with Intel compared with the other tliree (tians-) national groups. 
The closely aligned partners have somehow ‘outpaced’ the weakly aligned ones.
Generalizing on the referencing/citing behaviour of large multinational organizations is 
one key to tracking how knowledge evolves, diffuses/transfers and in some cases is used. 
Note also that there is a growing emphasis on understanding the ‘content’ through a more 
imaginative use of keywords and phr ases in journal articles and in patent documents. It is 
important to remember that papers are published and patents are filed, by individuals and 
that the referencing/citing patterns of individual authors may complement the rather 
broad-based nature of the studies we have cited (we are aware that the language of 
patents is suffused by legal terminology as well as specialist terms whereas journal 
articles by specialist terms).
Direct quantitative measures of science and teclmology linkage or interactions are mainly 
based on the bibliographic data fomid in the front page of the patent document only. One 
of these links, which maybe the most commonly used, is the citation of scientific 
publications in a patent document (Meyer 2001). Inventors assignee can also be used as a 
link. Wlien the inventor assignee is a university or a scientific institution one can consider
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this as a direct linkage between science and teclmology (Naiin et al. 1997). Co-occnnence 
of terms in both patent documents and scientific publications is also used to investigate 
the link (Meyer 2001).
In his work, Meyer (2001) established a database of 2600 US patents documents 
approved between 1976 and late 1999 that contained the word nano in titles. For research 
publications, he used an earlier established database containing 5400 papers published 
between 1991 and 1996 retrieved from SCI and 22600 papers from INSPEC. The patent 
database showed 275 matches with the SCI database and 371 matches with INSPEC 
databases. According to Meyer this relatively small number of coiTesponding citations 
can be taken as an indicator of weak interaction between nano-science and technology. 
On the one hand, these matches show that 10% of the patent databases are related to the 
SCI database and 14% are related to INSPEC and on the other show that 5% and 2% of 
SCI and INSPEC databases are cited in the patent database respectively.
Generally all research publications contain citations to other publications and this is also 
the case for the majority of patent documents. But not all scientific publications are cited 
and not all patents are cited in other patent documents. What is cited in individual patent 
documents and scientific publications is only relevant patents or publications.
If we follow Meyer’s argument then the conclusion perhaps is that the strongest link 
between science and technology required that each patent must have at least one citation 
to a scientific paper and all scientific publications must be cited in patent documents. 
Meyer’s study shows that not all scientific publications lead to an invention. One of the 
reasons for this is that the inventors may file the patent document before sending their 
papers for publication or it may be that they wait till their patents are approved. This 
seems to be logical. The economic value of the patent is more than any other value the 
scientific paper may have. In addition, one must take into account citation motivations 
and reasons in both patent documents and scientific publications. Another reason is that 
the scientists camiot patent their scientific discoveries but they can patent an application 
to that discovery. It is known that scientific publications aie about discoveries. Also not 
all scientific activities are published, they may be patented instead. Economically 
promising scientific activities aie patented and then, but not necessarily, they may get 
published.
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We conducted an experiment to investigate the citation profile of jomiial papers in patent 
documents. We retrieved a random sample of 600 patent documents related to 
semiconductor memory technology approved in 1980, 1985, 1990, 1995, 2000 and 2003: 
100 patent documents in each of the five year periods. The number of patents that do or 
do not cite jomnal papers in the above mentioned years are shown in Table 2-1, The 
data suggests that 38% of patent documents in semiconductor memory teclmology aie 
directly/explicitly related or linked to science. Alternatively, we can say 32.8% of patent 
documents cite scientific publications.
What about the rest of the patents? Aie they related to science or not? Based on direct 
linkage to science one can say not because there is no citation of a scientific publication. 
Or, more precisely, one can say they aie not directly linked to science. In this case, an 
indirect link to science may be found.
If a patent document A  cites patent document B  wliich cites scientific publication C, then 
we can say that A  cites C indirectly and hence patent document A  is linked to science 
indirectly.
I f A ' ^ B a n d B - ^ C  
ThonA  C
Direct Link
Patent Document Patent Document Scientific Publication
indirect Link
Based on the above assumption a network of citation links can be found which link 
patents to publications or, in other words, science to teclmology. Analysis suggests that 
46% of patent documents on average are linked indirectly to science. It appears that on 
average 3 in 4 patents cite science -  1 in 3 research publications directly and 1 in 2 cite 
research publications indirectly.
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Direct Indirect SUM
1980 33 35 68
1985 28 38 66
1990 40 46 86
1995 40 54 94
2000 32 49 81
2003 24 55 79
nuninum  \ 24 , 35 66
40 ; 55 94
averages 32.8 46 2 ^
standard deviation . 6.4 . 8.2 % #  6
Table 2-1: Descriptive Statistic o f Direct and Indirect Citation of Scientific publications in a Random
Sample o f 600 Patent Documents
The profile of direct citation of scientific publications in patent documents shows three 
main themes of behaviour. First, citation increases in general from 33% in 1980 to 40% in 
1990 with a factor of 1.3. Second, citation remains constant from 1990 to 1995 with value 
of 40%. Third, the citation profile decreased sharply by a factor of 0.6 to 24% in 2003 
(see Figure 2-1). Indirect citation shows a different profile. The indirect citation profile 
increased gradually from 35% in 1980 to 54% in 1995 with factor of 1.5, then decreased 
slightly in 2000 to 49% and then increased again in 2003 to 55% almost the same level as 
it was in 1995 (see Figure 2-1). This behaviour of direct and indirect citation may 
indicate that the technology depends on scientific research in the beginning and then 
advances increasingly based on the previous technology in the field.
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Direct
Indirect
1980 1985 1995 2003990
N -0.5 -
Time
Figure 2-1: Direct and indirect citation profile o f scientific publications in patent documents
There is some evidence that knowledge get transferred from one human activity 
(research and innovation) to another (development and production): There is quantitative 
hequency based evidence to this effect. So how is knowledge transfeiTed and can we use 
a text analysis-based method to visualize and understand this transfer?
2.3 Models of Knowledge Transfer
Knowledge and its evolution has been studied by philosophers, sociologists (of science), 
researchers in knowledge management and latterly by information scientists. 
Philosophers, especially epistemologists and ontologists, focus on how knowledge 
evolves in general: they are interested in the structure and hinction of knowledge. 
Sociologists focus on how society shapes its knowledge and how knowledge may shape 
society using traditional methods of obseiwation and quantification. For sociologists 
knowledge is best viewed as a social construction (Pentland 1995).
Researchers in knowledge management consider knowledge a valuable intangible asset 
that could be facilitated to keep the organization at a good competitive advantage level. 
They focus on the social and teclinological process that may assist in creating new 
knowledge/products or shaiing the best practice of organizational knowledge. In both 
cases codified knowledge is the nucleus of the process.
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Information scientists use a variety of scientometric measiues that appear to help in 
creating knov/ledge landscapes. Some authors claim that measures such as citation 
patterns may be used to “shed additional insights into a knowledge domain’s intellectual 
structiue” (Chen and Paul 2001:70). We will not pursue the development in information 
science. Having looked very briefly at overlapping domains of philosophy and knowledge 
management, we will explore the basis of (any) text-based analysis and the relation 
between knowledge and language.
2.3.1 Philosophical Approach
Epistemologists and ontologists focus on how knowledge evolves in general. In 
epistemological tradition there are two schools, rationalism, and empiricism. In 
rationalism, knowledge acquisition is regarded as an ideal mental process. Knowledge can 
be acquired deductively by appealing to mental constincts such as concepts, laws, or 
theories. But, within empiricism knowledge is regarded as a product of sensory 
experience. It must be acquired inductively fioin particular sensory experiences.
Modem sciences like physics, chemistry or biology are based on the inductive approach 
of knowledge sourcing. Evidence is gathered and checked or appropriate experiments are 
set up and repeated. The resulting information can be tested and a conclusion can be 
drawn from it. Hypotheses are formed based on those conclusions and experiments are 
planned to check out those hypotheses and if necessary the hypotheses are modified based 
on the result of the experiments. A general theory is formed based on the hypotheses to 
make a prediction of other phenomena. Sometimes, new evidence may show that the 
original hypotheses on which the theory is based are wrong which means that there is 
always a chance that a scientific theory, developed using inductive methods, can be 
proven wrong. A theory applies only within limited fields and certain assumptions 
(Thompson 2001:45). The emergence of quantum mechanics and relativity theory was 
seen as a result of the inadequate explanation of Newtonian physics of the atomic and 
cosmic scale of the universe respectively. There is considerable debate in philosophy of 
science on how science progresses, and how an old theory is modified or replaced by a 
new one. Tlnee key philosophers of science, Karl Popper, Thomas Kulm and Imre 
Lakatos studied the progress of science fi'om different points of view.
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Popper is well known for his theory of ‘falsification’ (1962). Popper ai'gued that adding 
new evidence to confiim a theory couldn’t prove it is tme. So for a theory to be scientific 
it must be open to falsification at least theoretically. Popper’s argument is that the number 
of experiments perfoimed to date to prove a theory is finite while the number of 
experiments not yet earned out is possibly infinite. Popper argued that one needs only to 
find a single piece of sound evidence against a theory to falsify it.
However, a theory can not be discarded as soon as new evidence is presented which 
appears to prove the theory false. Scientists conduct experiments usually to prove first 
that the evidence against the theory is coiTect and if it is proven to be correct then they try 
to modify the theory or consider another theory that confirms the previous evidence and 
the new incompatible evidence as well. For Popper, falsification of theory generally takes 
place only when there is another theory ready to take its place (Thompson 2001: 68). The 
same ar gument about the possibility o f falsification of the old theory still exists for the 
new theory. Scientists will work on the new theory till new evidence is found to prove it 
is wrong, and then another theory will take its place. Possibility of theory falsification is 
what makes science progr ess in Popper theory.
Kulm developed a different view of progress in science which was based on the history of 
developments in science. He viewed science as a series of revolutionary changes and not 
flows of discoveries (Kuhn 1996). He saw these revolutionary changes as a competition 
between paradigms. A paradigm for Kuhn is a fiarne of well-defined theories and 
assumptions that scientists work within. He distinguished between normal science and 
revolutionary science. During the period of normal science scierrtists work to bring the 
paradigm theories and facts into closer agr eement, hr this period, scientists tend to ignore 
research findings that might challenge (falsify) the existing paradigm. Challenges that 
face the existing paradigm are what may trigger the development of a new paradigm.
When scientists acknowledge the discovery of a new finding that may challenge the 
existing paradigm, a crisis between the existing theory and new finding arises. According 
to Kuhn, there are tlrree ways to resolve this crisis. First, scientists who work in normal 
science may be able to prove the capability of the existing paradigm for handling the 
crisis and the situation returns to normal science. Second, the problem is described as a 
failure of the paradigm to have the essential tools that help to solve it. hr this case
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scientists set it aside for the futui'e when they have more developed tools. Third, new 
paradigms emerge and compete trying to accommodate the new finding. One of those 
paradigms is eventually accepted.
The crisis that triggers the emergence of a new paradigm over another is what Kuhn 
describes as ‘paradigm competition’. The moment when the whole paradigm charrges is 
what Kuhn called revolutionary science or paradigm shift: this change for Kulm is rare 
and sudden. Paradigm shift or replacement takes place only when there is something 
really significant. Scientists then start again another long period of normal science till a 
new crisis arises and the paradigm changes again.
Is paradigm shift the only way for science to progress? Lakatos (1978) noticed that 
science sometimes progresses without paradigm shift as described by Kuhn. He argued 
that science makes progi ess by way of research progiammes that are “powerful problem 
solving machinery” (Lakatos 1978:4). For Lakatos the progress of science is not a matter 
of accepting or rejecting a theory based on the falsification theory of Popper, neither is it 
a matter of crises in science. Progiess is made within science thiough research 
programmes, which “predict novel facts, facts which had been either undreamt of, or have 
indeed been contradicted by previous or rival programmes” (Lakatos 1978:5).
Within the teiin research programme, Lakatos distinguishes between hard core theories 
and protective belt theories. The hard core theories are the essential theories that make the 
research prograimne inn and camiot be discaided without good reason. Protective belt 
theories are supplementary. They can be examined and changed without totally affecting 
the research progiammes. Progiess takes place by adjusting or changing the protective 
belt theories.
Within the same field there are often several research programmes innning at the same 
time. Progiess can be made when one of those research prograimnes is shown to be more 
productive than the others. For Lakatos “competition is not simply between theories but 
between whole groups of theories within each research programme” (Thompson 
2001:73).
The above discussion suggests that (a) for Popper science progiess takes place through 
the exposure of theories to falsification; (b) for Kulm, the progress takes place through a
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paradigm shift that is rare and sudden; (c) for Lakatos progress is made tlnough adapting 
or changing the protective belt theories within reseaich programmes. We can argue that 
Popper, Kulm and Lakatos theories are working together to explain scientific progress 
and gi'owth. Normally scientists are involved in reseaich programmes and work in normal 
science where the protective belt theories can be falsified and so adjusted or replaced by 
other theories. When hard core theories are falsified it is a moment of revolutionary 
science. The hard core theory is replaced and hence the paradigm shift takes place and 
consequently another period of normal science starts and scientists are involved again in 
another research programme.
So, what are the criteria that make the scientific commimity prefer one theory to another? 
Thompson has suggested that one o f the important factors is the extent to which the new 
theory is “compatible with other well established theories”. Kulm (1977:322) has defined 
five features of a good scientific theory. They are: accuracy, consistency, scope, 
simplicity and fiaiitfulness; however these features might conflict with one another: e.g. 
simplicity may conflict with accuracy.
A gi’oup of scientists may prefer a theory based on some characteristics while another 
gi'oup may prefer another theory based on other features. Economics and even military 
power could make one ai'gue that fruitfulness may be the first factor that makes a 
scientific theory accepted. Our measme of friiitfulness of scientific theory may be based 
on scientific publications, and more importantly, artefacts produced using research based 
on that theory. The artefacts are accomplished with publications ranging fiom patents 
(inception of the artefact) to user manuals (implementation/usage) and onto disposal 
(obsolescence).
But are theory falsification (cf. Popper), or paradigms competition (cf. Kuhn), or research 
programme (cf. Lakatos) or the five  features of good theory (cf. Kuhn) the only factors 
affecting science progress? Other factors also play a significant role. One of those factors 
is peer review of the publication of the theory in a scientific journal (Thompson 
2001:171). Publication may be the first step towards the acceptance of a theory in the 
scientific community. Funding problems and political issues may also affect the progiess 
of science.
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The arguments in the thi'ee major scholars of knowledge evolution are intuitive in nature 
although framed in language of logic (Popper), of history (Kulm), and sociology 
(Lakatos). In none of these scholarly accoimts we see how knowledge is consolidated: 
what happens during the period of no falsification of theories and what happens after a 
theory has been falsified? How do we know the impact of falsification or otheiwise a part 
fr om the change in language used?
For Kulm and Lakatos we have similar questions; What of a well established theory? 
How do we discover the notions of ‘consistency and scope’ as put foiward by Kuhn apart 
from the observations of scientists in the same field that its theories are consistent and 
have a broad scope? A research progiamme similarly must have a begimiing and an end -  
again apart fr'om the excellent intuition of philosophers of science and peers within a 
reseaich programme or peers opposed to a programme, it is not clear how a progiamme is 
to be demarcated.
The enteiprise of science is as fascinating (telecommunications, pain reliving drugs for 
example) and as awesome and awful (nuclear bombs, pollution). The awesome and the 
awful aspects only become manifest in the application of science. A closed study of 
science, that is principally its evolution, is the study of scientists and objects on their own 
and without reference to the context in which these people and objects are. The fact that 
the application of science is critical to the well being of all economies of the world, 
justifies our interest in a more open study of science -  both its evolution and 
consolidation.
2.3,2 Management of Innovation?
Nonaka and Takeuchi (1995), and latterly Nonaka, Konno and Toyama (2001), have 
considered knowledge as “a dynamic human process of justifying personal belief toward 
the truth”. This dynamical process implies changes in knowledge and creation of new 
knowledge tlnough the interaction of two types of knowledge, tacit knowledge and 
explicit knowledge.
Tacit knowledge camiot be expressed or codified easily. A good example of tacit 
knowledge is physical experiences and rule of thumb. Explicit knowledge is Imowledge 
that is expressed and codified. Published scientific research papers may be a good
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example of this kind of knowledge where scientists foimiilate their knowledge in 
sentences, tables, graphs, and mathematical equations.
Since the early 1990s, knowledge management (KM) has become an important sub­
discipline where two issues are discussed extensively: First, does knowledge within an 
organization give the organization a competitive advantage; second, how to deal with this 
intangible asset. Generally KM can be defined as the ability to leverage intellectual 
capital (knowledge) to achieve organizational goals.
In the following, different definitions o f knowledge management from different 
perspectives are listed:
- “the art of creating value fiom an organization's intangible assets” (Sveiby 2001).
- “the collection of those processes that describe and administer the knowledge assets of 
an organization and that guide the conservation and enlaigement of those assets” 
(Wielinga et al 1997).
- “efforts to capture, store, and deploy knowledge using a combination of information 
technology and business processes” (Preece et al 2001).
- “Knowledge management is the fonnal management of knowledge for facilitating 
creation, access, and reuse of knowledge, typically using advanced teclinology” (O'Leary 
1998).
- “It involves human resource management and enterprise organization and culture, as 
well as the infomiation teclmology methods and tools that support and enable it” (O'Leary 
& Studer 2001).
These definitions show that there aie two major tracks of knowledge management 
activities. The first track focuses on knowledge management as the management of 
information and the second track focuses on knowledge management as the management 
of people. Knowledge management can improve an enterprise’s competitiveness by fully 
integiating technological aspects with human and organizational aspects. We will restrict 
our discussion to the first ti*ack i.e. management of infoiination.
Ki’ogh et al (2000) suggest the use of the term “knowledge enabling” instead of 
“knowledge management” where the organization enables knowledge creation instead of 
managing and controlling knowledge. They introduced five knowledge creation enablers:
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a Instill a Imowledge vision. Have a future strategy based on the present and some 
sense of the past.
b Manage conversations. Conversation as a social activity inside the organization is 
either to confinn the existence and content of kno'wledge or aims to create new 
knowledge.
c Mobilize knowledge activists. It is often important to have in place, either by 
design, structuie or encouragement, knowledge activists who focus on helping to 
develop the knowledge-enabling potential of the organization.
d Create the right context. Managers camiot force knowledge creation or sharing 
but they can establish the right environments and media to encourage the creation 
of a new knowledge.
e Globalize local Imowledge. The process of distiibuting and sharing knowledge 
across an organization, or even among different organizations.
The fifth knowledge creation enabler encoiuages knowledge transfer which could be 
classified as the fruitful stage. This step requires codification of knowledge in different 
ways that make it easy to be transferred and shared and most importantly for us to be 
traced and studied.
According to Nonaka and Takeuchi (1995), the knowledge creation process in an 
organization is a continuous dynamical process that depends on interactions and 
interchanges between tacit knowledge and explicit knowledge. They intioduced four 
modes of knowledge conversion: socialization, externalization, combination and 
internalization.
Socialization (tacit to tacit): exchange of tacit knowledge among members that create 
common mental models and abilities. Tacit knowledge is mainly acquired through 
experience of observing other people and by mimicking their behaviour -  this indirect 
foiin of sharing. The knowledge created here is called sympathized knowledge. 
Externalization (tacit to explicit): the process of articulating tacit knowledge and 
tiunsforming it into models, concepts, analogies, hypotheses and metaphors that can be 
communicated by language. This process will lead to conceptual knowledge.
Combination (explicit to explicit): the process of combining or reconfiguring bodies of 
different existing explicit knowledge in order to generate new explicit knowledge. In
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organizations, it is obtained by the exchange of explicit knowledge among members. 
Here the knowledge is systemic knowledge.
Internalization (explicit to tacit).* the process of understanding and absorbing explicit 
knowledge into tacit knowledge held by the individual. Internalization is largely 
experiential, in order to actualize concepts and methods, either tlnough the actual doing 
or through simulations. The knowledge created here is called operational knowledge. The 
four modes of knowledge conversion aie shown in Figure 2-2.
Externalization Com binationSocialization
Tacit Know ledge Explicit K now iedge
Internalization
Figure 2-2: Four modes of knowledge conversion 
Each of the knowledge conversion phases involves a trace of knowledge. The trace is 
found in both foimal and infomial documents. Foimal documents like research papers, 
patent documents, state-of-the-art reviews and project plans, as well as infomial 
documents such as memoranda exchanged within an organisation and comments on 
fonnal documents, are perhaps the only tangible record, or tiace, of the endeavours of a 
group of people. These endeavours are articulated through the use of one or more natural 
languages, as well as giaphs and images. This is in addition to the devices and artefacts 
that are produced by the gioup. What is also important in the study of these different 
experts is their focus on key concepts and ideas, again articulated through the agency of 
language.
Nonaka, Komio and Toyama (2001) have argued that the knowledge creation process 
takes place in a "ba" where "ba" is a platform (environments, space, or medium) for 
knowledge creation, sharing and exploitation. Creating, managing and energising "ba" 
will allow organizations to manage the knowledge creation process. For each mode of
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knowledge creation there is a "ba"; Originating Ba/face-to-face is the "ba" for 
socialization; Dialoguing Ba/peer-to-peer is the "ba" for externalization; Systematizing 
Ba/collaboration is the "ba" for combination, and Exercising Ba/on-the-site is the "ba" for 
internalization. For each mode of the knowledge conversion process, there is a different 
kind of language to be used for effective creation and sharing of knowledge. Nonaka, 
Konno and Toyama (2001: 28) suggest that language is an instiument o f knowledge and 
conclude that ‘clear, articulated language is essential in combination process, as 
knowledge has to be disseminated and understood by many people in this process’.
2.3.3 Language and Knowledge
Language plays an important role in helping to conceptualize complex phenomena, 
especially when scientists and teclmologists discuss phenomena that cannot be directly 
observed. Each language has its own giammar and rules that govern its usage. The way 
that we express our knowledge via language influences the way that others understand our 
ideas and knowledge. Certain specialists use other sign systems, for example 
mathematical and chemical symbols, to represent knowledge.
Jacob (2001) has discussed the influence of chemical language operations (e.g. symbols, 
reaction equations) on practical operations in the laboratory and vice versa. He has argued 
that the interdependence between these operations has affected chemical science and its 
progiess. The chemical language symbols and rules can be used to create new foimulas, 
and allow chemists to derive statements about compounds that have never actually been 
produced in the laboratory. This implies that the capacity of the chemical language 
sometimes exceeds the experimental abilities of the chemists (Jacob 2001:40). On the 
other hand, sometimes experiments produce compounds that cannot be conceptualized by 
chemical language, which suggests that the experimental obseiwation of chemists cannot 
be described within the cunent chemical language (op.cit.).
Ziman has highlighted the importance of mathematics as the ideal language in scientific 
communications: ‘the ideal language for scientific communication is thus to be found in 
mathematics. Of its essence, mathematics is unambiguous and universally valid’ (1996:3). 
Mathematics as a language also has its limitations as chemical language and that like
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chemical symbolism, ‘mathematical language also has very limited descriptive power’ 
(1996:15).
The limitations of the symbolic language of chemistiy and mathematics for example, can 
in fact be overcome by the use of natui'al language. Natural languages are rich in 
vocabulary and constantly grow. It has been suggested that the scientific (natui'al) 
language has its own characteristics that it make different fiom everyday language 
(Halliday 1993). The language of science, specifically research publications, is considered 
a sublanguage of English which can characterized by (i) limited subject matter, (ii) 
lexical, syntactic and semantic restrictions, (iii) deviant mles of grammai*, (iv) high 
frequency of certain constructions, (v) a special text sti ucture and (vi) the use of special 
symbols (Lehrberger 1986: 37).
Ahmad and Gillam (2001) have collated a description of how scientists establish 
consensus among their peers using language. They argue that scientists manipulate the 
language in five different ways:
(i) Borrowing: Scientists bonow single words fi'om classical language or from other 
established domains. One can easily notice that Greek originated terminology is used in 
physics while Ai'abic originated tenns are used in algebra, for example. The word 
tunneling in physics for example was boiTOwed from geotechnics and is now used in 
other domains like medicine and connnunications;
(ii) Lexical repetitions: Scientists tend to use key words and tenns frequently. The 
fr equency of these key words or tenns depends on the concept related to these key words 
being fashionable;
(iii) Neologisms: The invention of new words or terms. While it is very seldom that a new 
word is invented, this is not the case for acronyms of compoimd teinis. The word LASER 
{Light Amplification by Stimulated Emission o f Radiation) and its derivations (lasers, 
lasering, etc) are a clear example of this case;
(iv) Retronyms: Modify the meaning of a word. Scientists often change the basis of a 
concept whilst keeping the same designation. For example before the invention of 
computer, the term language usually refened to human language. After the invention of 
computer, the term machine language was coined and the teiin language was retrofitted 
as in natural language', and
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(v) Meaning inversions: Scientists still use the same teims but with different meaning. 
Until the 19^ *^  century the atom referred to the indivisible unit of matter. But in the early 
centuiy it was found that the atom is composed of the elementary particles electrons, 
protons and neutrons. So the scientists kept on calling the divisible unit of matter, 
comprising the elementary particles -  atom. Thus, the meaning of atom has changed from 
indivisible to devisable. The meanings of teims are frequently inverted in science and 
teclmology (see for example Ahmad 1996).
The study of word fomiation through neologism within the special language of science 
and technology has led some authors to argue that ‘it is the scientists as technologists who 
attempt to rationalise our experience of the world around us in written language by using 
new words or forms or by relexicalising the existing stock’ (Alimad 2000:712). Some 
lexicographers (see, for example, Quirk et al 1985) have suggested that neologisms could 
form by either:
a Addition or combinations of elements such as compounding. Resonant Tunneling 
Diodes and Scanning tunneling microscopy are examples o f this type of 
rreologism. Compounding as a neologism formatiorr is used extensively in science 
and teclmology literature; and/or 
b Reduction of elements like abbreviations. The abbreviations FET {Field Effect 
Transistor) and MOSFET {Metallic Oxide Semiconductor FET) are examples of 
this type.
Neologisms appear to signal the emergence of new concepts or artefacts and the 
frequency of this new word might indicate the scientific community’s acceptance o f this 
new concept or artefact. Effenberger (1995:131) has argued that ‘the faster a subject field 
is developing, the more novelties are constrircted, discovered or created. And these 
novelties are talked and written about, hr order to make this teclmical communicatiorr as 
efficient as possible, provision should be made for avoiding misunderstanding. One 
crucial point in this process is the vocabulary that is being used’.
The role of special languages is slowly being recognised. Thompson (2001: 76) has 
argued “every theory is couched in language that is shaped by the assumption and 
methods of the science that produce it”. When a theory is falsified and replaced by 
another theory, or a revolutionary science replaces normal science, one may notice the
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absence of the tenninology used in the older theory in the new theory. Furtheiinore, the 
new theory is usually accomplished by new tenns or more frequently by new meaning of 
the older terms, hr the period of normal scierrce - where the ‘protective belt theories’ (c.f. 
Lakatos 1978) can be falsified and so adjusted or replaced and hard core theories continue 
unfalsifred - one can argue that the termirrology of hard core theories will be used with 
high frequency. The protective belt theories terminology will be used as long as the 
theories not falsified but with fr equency usage less tlian hard core theories terminology.
Kulm describes paradigm shift as a revolutionary moment in science where new theories 
emerge and replace old ones. One can argue that the paradigm shift theories have their 
own terminology that can distinguish them from the old paradigm theories “each 
paradigm has its own language, and the terms used by different paradigms may be 
incompatible” (Thompson 2001: 71). hr this case one can notice a significant reduction in 
the frequency of the old terminology and a considerable increase in the usage of the 
emergent terminology.
2.4 Language and Knowledge Management
The literature on knowledge marragement, especially the literature that deals with the very 
few studies of iimovation in science and technology, seeks to explain how such 
knowledge was discovered and subsequently deployed. According to some experts in 
knowledge management, the discovery process succeeds if members of the same 
organisation start to communicate effectively with each other across workplace 
hierarchies and across disciplinary boundaries. The deployment process seeks to involve 
some of the players in the discovery process with players outside the players’ 
organisation: suppliers, customers and others (Nonaka and Takeuchi 1995). The 
discovery/deployment continuum is an intuitively appealing notion and there are various 
diagiammatic representations of this dual process at work in the literature; the spiral 
model of technology-pusli/market-pull in Nonaka and Takeuchi is amongst the best 
examples of this gem e of symbolism (ibid).
It may be necessaiy to distinguish between discovery and deployment processes. A 
discovery is reported usually in written language in the fomi of a learned journal paper or 
tlnough the less formai kind of personal connnunication between scientists. The less 
formal commimication between scientists will not be considered here since it is not
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usually possible to get hold of such letters and memoranda, and in many respects this 
foim of communication is of a private nature relying on the prior knowledge of the 
addressee.
The deployment of knowledge typically results in the fomi of tangible goods and 
sei*vices. For us, however, high-technology scientific imiovation is itself deployed in a 
number of phases: the first important phase sometimes is that of patenting the imiovation. 
An invention must pass ‘foiu tests' of inventiveness^ to be patented: First, the object of a 
patent application must belong to one of the five ‘statutoiy classes’: (i) processes, (ii) 
machines, (iii) objects manufactured by people or machines, (iv) ‘compositions of 
matter’, and (v) any new uses of the items in (i-iv). Second, the invention must have a 
utilitarian value and as such ‘camiot be a mere theoretical phenomenon’. Third, the 
inventor applying for the patent must denionstiate that he or she has done something 
which nobody else has done before. Fomlli, the invention should not be ‘obvious’ to 
persons who have some (working) knowledge of the domain in which the invented object- 
to-be is situated.
An approved patent document comprises a validated description of the invention 
(processes, machines, the manufactured objects, or the compositions of matter, or any of 
the new uses). This description stresses the novelty and utility of the invention. This 
description, for us at least, is a docmiiented proof of deployment of knowledge. A patent 
document is written in part by the inventor, using the specialist language of his or her 
domain, and in part by patent lawyers and patent examiners, using a legal language.
To sum up the above discussion: The discovery phase, or rather the end of the phase is 
usually recorded in journal aiticles. The deployment phase, or rather the begimiing of the 
phase is typically archived in a patent document.
2.4.1 Structure of Research Articles and Patent Documents
A research paper published in a peer-reviewed publication, a journal for instance, 
signifies the (partial) completion of the work of a scientist or engineer. The paper is the 
end-result of many days or even years of sustained theoretical work or dedicated
 ^http://www.patents.eom/patents.htni#whatis (Site visited 8 Jime 2004)
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experimentation, the end-result of going through the various drafts, the comments of 
colleagues on or about the paper, the result of any conections suggested by the reviewers.
The end-product is ajournai paper which is highly stmctured: tire three key divisions of 
the paper are: (i) bibliogiaphy of the article comprising title, author(s) names(s), 
affiliation, abstract and key words; (ii) body of the article containing introduction, 
elaboration, and conclusion; (iii) bibliography of references comprising biographical 
information of the cited works. The author of the paper confirms his or her work by citing 
other authors and the author, at times, denies the validity of the arguments of the other; 
this confirmation and denial is supported by citations to the work of others in the body of 
the text and in a bibliography of references. The bibliographic information on the first and 
third parts of the article is the starting point for scientific activities studies.
The author or an interested reader sometimes wishes to apply the knowledge contained in 
the paper. Sometimes the deployment of this knowledge leads to a new 
device/product/instromient or a novel serwice. Another interesting way which helps in the 
deployment of knowledge is through a patent application. The application is highly 
structur ed and if approved the application becomes a patent document and placed in the 
public domain.
The patent document typically can be divided into thr*ee main parts. The first part 
comprises the biographical details of the inventors (and their employers) together with the 
title of the invention and a brief fiee-text abstr act, dates when the patent was applied for 
and when the patent was gr anted and so on. The free text is essentially a summary of the 
claims of the patentee; the second part contains external references of three sorts: the first 
is the specialist domain of the invention -  the subject class indicating the super-ordinate 
class and instances; the second are other cited patents organised as a 4-tuple: (i) patent 
number, (ii) date of approval, (iii) first inventor and (iv) classification number; and, the 
third sort is a bibliographic reference to publications that may have contributed to the 
patent; the third part of a current US patent docimient comprises ‘claims’ related to the 
patent and the description of the ‘invention’ (there are diagr ams of the invention attached 
to the dociunent and the diagrams described in the text. Table 2-1 shows the template of 
the ciuTent (c. 1980 and after) United States Patent Trade Office (USPTO) document).
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F i e l d V a l u e
United States Patent Number N u m b e r
First Inventor P r o per  N o u n  et  a l .
Date Patent Approved D a t e
Title: F r ee  T ex t
Abstract: F r e e  T ex t
Inventors: P r o per  N o u n s
Assignee; P r o pe r  N o u n s
Application No.: N u m b e r
Filed: D a t e
Patent Classification Data: N u m b e r
References Cited [Referenced By]; [Pa t e n t  N u m b e r , D a t e , F ir s t  In v e n t o r , 
C l a ss  N o .]
Parent Case Text: F r e e  T ex t
CROSS REFERENCE TO RELATED APPLICATION
Claims: ‘What is claimed is: ‘
C l a im  1: F o r m u l a ic  F r e e  T e x t
C la im  2: F o r m u l a ic  F r e e  T e x t
Description
BACKGROUND OF THE INVENTION
1. Field of the Invention: F o r m u l a ic  F r e e  T e x t
2. Related Background Art: F o r m u l a ic  F r ee  T e x t
SUMMARY OF THE INVENTION: S em i F o r m u l a ic  F r e e  T e x t
BRIEF DESCRIPTION OF THE DRAWINGS: F r e e  T ex t
DETAILED DESCRIPTION OF THE PREFERRED F r e e  T e x t .EMBODIMENTS:
Table 2-1: A slot-filler template of the US PTO approved patent documents.
It is important here to distinguish between two sorts of citations can be found in the patent 
document. The first sort of citation is that described in the second part above which is 
added by the patent examiner who thinks they are relevant to the cunent invention and 
found on the front page of the patent document. The patent examiner uses these citations 
to disallow one or more of the claims. If all claims are disallowed the patent document 
will not be approved. The second sort of citation is added by the inventor and can be 
found in the invention’s description. Both sorts of citation may include patent citation or 
joiunal article citation and sometimes it may include a reference to a published book. The 
ease of extracting bibliographic infomiation fr om the first part of the patent document 
makes it the most used infoimation to measure teclmology activities.
The ‘claims’ of the patentees are clearly itemised and initialised by the number of the 
claim; the first claim is the basis of the patent abstract generally. The ‘backgiound to the 
invention’ is written in an idiosyncratic fashion -  the invention is first contextualised in a 
broader group of other inventions to date and then the specific nature of the invention is 
exemplified. The broader and the specific are usually marked by phiases like ‘the
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(present) invention relates to’ and specificity is plnased as ‘(more) specifically’ or 
‘(more) particularly’. These phrases aie followed by one or more noun phrases (NP) 
comiected with, for example, conjmictions or qualifiers. The first NP names the artefact 
invented, for instance, a name of a new device, circuit or a fabricating or testing process. 
The NP comprises determiners and modal verbs together with (compound) nouns. The 
first NP is optionally followed by a qualification that restiicts or extends the scope of the 
discovery -  the enlargement or restiiction is named and another NP is used for the naming 
and so on. This simple giammar can be verified by examining a coipus of patent 
documents.
To illustiate this point we have looked at a recent randomly selected patent on memory 
devices -  a patent filed by KabushiJd Kaisha Toshiba of Japan (or Toshiba for short), and 
approved by USPTO on 20^ *' May 2003, on a semiconductor memory device which uses 
the emergent notion of memory cells (a memory cell is a tiny ai*ea within the memory 
array that actually stores the bit in the form of an electrical charge^). An analysis o f the 
title and that of the ‘Background of the Invention; Field of Invention’ fields shows the use 
of this restricted syntax (Table 2-2). In much the same way as the ‘claims’ and the 
‘background’, the ‘summary of the invention’ is also plnased in a formulaic mamier (see 
Table 2-1 for the structure of the patent document).
 ^Definition from hlto://rel.intersil.com/docs/lexicon/M.htmi. site visited 29 May 2003)
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Title 
of the Patent
USPTO
Number Field of Invention
Semiconductor 
memory device
6567330 The present invention relates to a More specificallv. the present
semi-conductor memoiy de\>ice with 
a cuiTent-read-type memory cell [...]
invention relates to a data sense 
circuit for the semiconductor 
memory device.
Patents Cited bv USPTO 6567330
Nonvolatile 
semiconductor 
memory device
6407946 The present invention eenerallv and more particularlv relates to an
relates to a nonvolatile semiconductor electrically erasable and 
programmable read only 
memory
memory device.
Semiconductor 
memory device
6337825 This invention relates to a and more narticularlv to a sense
semiconductor memoiy device, amplifier of a nonvolatile 
semiconductor memory using 
current read-out type memory 
cells.
Memory cell sense 
amplifier
6219290 The present invention relates to and in particular, the sensing of
memory arrays, data from a non-volatile memory 
cell.
Current conveyor and 
method for readout of 
MTJ memories
6205073 This invention relates to Mfaynetic] and more particularlv. to
T[unnelingJ J[unction] memories apparatus and a method for 
reading data stored in MTJ
memories.
Read reference 
scheme for flash 
memory
6038169 This invention relates to flash and in narticular to creating a
memoiy reference by which to read the 
state of flash memory cells.
Sensing circuit for a 
floating gate memory 
device having 
multiple levels of 
storage in a cell
5910914 The nresent invention relates to a More particularlv. the present
sensing circuit for use with a memoiy 
array comprised of floating gate 
devices, [..].
invention relates to the use of a
plurality of inverters to compare 
the current from a reference cell
[...]
Flash memoiy device 
having a page mode 
of operation
5742543 The present invention relates and more particularlv to a
generallv to memory devices nonvolatile memory device 
having a page mode of operation.
Single cell reference 
scheme for flash 
memory sensing and 
program state 
verification
5386388 The invention relates to the field of particularlv to the field of "flash"
metal-oxide semiconductor (MOS) 
f JEPROMsfJ
EPROMs [..]
Table 2-2 : The use of restricted syntax in the description of the generic and speciiïc fields of 
invention. The higher patent number shows that it was filed at a later date than a lower patent 
number. So, the above figure shows a time order as well.
The analysis of the other slots governed by a simpler grammar yields interesting results 
and suggests that the names of assignees and the mamier in which patents are being cited 
can be easily inter-related (Table 2.3). Toshiba’s USPTO 6567330 refers to 8 other 
patents. The details of the referenced patents are in a 4-tuple, which can be 
unambiguously inteipreted. Each of the referenced patents refers to about 10 patents in
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tui’ii. An examination of 82 such patents may help to initiate a discussion of the 
‘invention life cycle’ or ‘licensing potential of a patent’ (Mogee 1997), or even a 
discussion of ‘micro foundations of innovation systems’ (Andersen 2000).
Assignee Country PatentNumber
USPTO
Class
Approval
Date
(a)
Earliest
Reference
(b)
Latest
Reference
(c)
Invention 
Cycle Time’ 
(a) -  (c)
Invention 
Cycle Time” 
(b )-(c )
Toshiba Japan 6567330 365/210 May-03 Jan-95 Jun-02 1.0 6.5
^atents cited by USPTO Number 6567301[)
Matshushita Japan 6407946 365/185 Jun-02 Jun-93 Nov-99 2.5 6.3
Toshiba Japan 6337825 365/185 Jan-02 Nov-92 Aug-00 1.5 7.3
Macronix Taiwan 6219290 365/185 Apr-01 Aug-93 May-98 3.0 4.8
Motorola US 6205073 365/171 Mar-01 Jun-98 Aug-00 0.5 2.1
Halo LSI US 6038169 365/180 Mar-00 Dec-92 Aug-99 0.8 6.8
Silicon
Storage US 5910914 365/185 Jun-99 Sep-80 Jun-97 2.0 17.0
Intel US 5742543 365/185 Apr-98 Nov-96 May-80 1.5 19.5
Intel US 5386388 365/185 Jan-95 May-72 Dec-92 2 19.5
Table 2.3: A glimpse o f the technology transfer in the Toshiba patent for ‘data sensing circuits’ for 
semiconductor memory devices. The US Patent Classification 365 refers to ‘Static Information 
Storage and Retrival’, and the subclassifications 185 & 171 refer to ‘Floating Gate M em ories’ &
‘M agnetic Thin Film s’.
A finer grained analysis to show which ‘country’ is more influential can also be 
performed fairly readily and indicates the extent to which patents that are held by 
assignees domiciled in the USA have over half tlie cited patents (Table 2.4).
Assignee Country # %
US 45 54.9%
Japan 18 22.0%
Independent 7 8.5%
Italy 5 6.1%
Taiwan 2 2.4%
Korea 2 2.4%
France 1 1.2%
Germany, 1 1.2%
UK 1 1.2%
TOTAL 82 m
Table 2.4: An analysis o f USPTO No. 6567330 (Toshiba Japan) shows the major influence of US- 
based assignees, followed by Japan. A  significant number o f patents (8.5%) are held by individuals
and not assigned specifically to a country.
A semi-automatic analysis of terms used in the Abstracts and Titles of the patents 
(Toshiba 6567330 and patents referenced in the Toshiba patents) shows the co-citation 
pattern of temis. This may help in the clustering of patents on the basis of terms exti'acted
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from the patent documents as well as novel terms (terms not included in the USPTO 
Patent Classification terminology data base) found in the document. We show the co­
citation of the two key terms memory cell and memory’ device in the nine patents 
discussed above. The use of the two terms individually and as roots and stems of other 
compounds is also shown. The more frequent citation is to the newer tenn memory cell 
and it is cited in all of the 9 related patents. The related memory devices -  newer devices 
now incorporate memory cells -  is less frequently used and it is only found in the 
abstracts of 5 out of the 9 patents. Both terms are co-cited in 5 out of the 9 patents (see 
Table 5.2 for details).
Patent
No.
Memory Cell (m.c.) Memory Device (m.d.)
f,n c Compound Term fm d Compound Term6567330 4 2 semiconductor. +m.d.(3)
6407946 2 m.c. +transistor(2) 1 non-volatile semiconductor 
+m.d.(l)
6337825 1 m.c+ array 2 Semiconductor +m.d.(2)
6219290 3 m.c. -Vsense amplifier (1)
6205073 2 Magnetic tumieling junction + m.c (2)
6038169 3 flash +m.c. (2); m.c. current (1)
5910914 2 2 Floating gate +m.d. (2)
5742543 4 1 flash +m.d. (1)
5386388 2
Total ^ 23 8
Table 2.5. Distribution o f the two co-cited terms in the nine patents. The frequency o f the compound
terms is included in the frequency count.
The inteiTelationship between the different patents can be explored further by examining 
closely what is being patented within the patent and what is being patented in the 
referenced patents. Again, we use the example of the Toshiba patent No. 6567330 which 
refers to 8 other patents. The patent itself relates to the invention of a system. The 
refened patents relate to other systems and circuits. Let us look at the earliest patent cited 
in Toshiba’s patent: USPTO No. 5386388 filed by Intel Coiporation (USA) approved in 
January 1995. The title of Intel’s patent is 'Single cell reference scheme fo r  flash memory 
sensing and program state verification’. Flash memory is defined as ‘a nonvolatile 
programmable semiconductor memory product’ .^ This patent relates to the invention of a 
circuit. Intel’s patent comprises references to another 15 patents: 5 refer to other systems, 
8 to circuits, and one each to a device and a sofrwaie program (see Figure 2-3). The
^From http://www.niicroii.com/. site visited 29 May 2003
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infoimation whether or not a patent is related to any of the four classes can be gleaned 
from the Patent Classification Nmnber. Further analysis of the referenced patents shows 
a similai* pattern -  references to circuits, devices, systems and software. This appears to 
be the basis of inventions within the semiconductor industiy, especially those related to 
the development of computer systems based on these systems, devices and circuits.
Seiriconductoi* M am y Device US patent 6567330
SYSÎBVI
I
US Patents 
5742S4&6337825. 
6407946
SYSTHVB QRCUT
US Patents 
59109146038169- 
62050786219290
QRCUTS
US Patents 
3765721-4203158- 
4460982-4763305- 
5043940
SYSTHVB
US Patents 
40991964100437- 
42233944287570- 
4943948-5031145- 
5163021-5172338
aRCurrs
3660819 4875188
USF^ents
33390866500142
DEVICES
Figure 2.3: A hierarchical citation-based ordering o f patents and the distribution of patents into three
categories -  systems, circuits and devices.
A patent document is in many ways similar to a journal article in that it contains
references to the work of the patentee and that of liis or her peers. Some parts of the
document use a style similar to that used in journal articles. Equally importantly, a patent
document should include references to other patents; the online versions of patent
documents also have references to patent documents that cite an approved patent. A
patent document contains an abstract together with an explicit ‘claim’ of the originality
and inventiveness of the concrete or abstiact object that the patentee has patented. The
40
Chapter 2. Motivation and Background
literatui'e review is included in the patent but it is more of a declaration of the patentee’s 
awareness of prior art (see Table 2-6). A journal paper is reviewed by anonymous 
reviewers, a patent docmnent is ‘examined’ by one or more patent examiners. The 
comments of the examiners also become part of the document. Comparison of process 
stages of patents documents and scientific journal documents are shown in Table 2-7.
The key difference between a journal paper and a patent document is that the patent is 
written to persuade a techno-legal authority that the patentee should be allowed to 
manufacture, sell, or deal in an article to the exclusion of other persons. The aiticle is 
typically based on an invention that the patentee(s) claim(s) has been theirs. The tenn 
article is important in that it refers to a tangible object and its usage is to emphasise that 
ideas, intangibles essentially, camiot be patented. The journal paper has no legislative 
instrument protecting it from subsequent abuse. A patent document has the force of law 
behind it, through patent legislation, specifically the Patent Offices, that help in enforcing 
the law. The patentee has to demonstrate how the knowledge to be patented can be 
refined further as well.
The language of patent docmnents comprises a mixture of specialist writing and legal 
wilting. Among the 58 word abstract of the tunnel diode patent document by Esaki (see 
Figure 2-4), the reader will note that there are two types of terms. First scientific terms, 
like tunnel (2/58), diode (2/58) and GaSbj.yAsy (1/58). Second, legal terms like disclosed 
(2/58) and instant invention (1/58).
However when we came to claims part we see that it also comprised scientific tenns like 
semiconductor (2/147), energy (4/147) and valance (3/147), and legal terms like said 
(5/147). We may notice that the authors of scientific papers do not typically use the word 
‘claim’. Scientific terms and legal tenns also exist in the other parts of the patent 
document.
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US Patent Full Text Structure Scientific paper Full Text Structure
(United States) Patent Number Vol. And No.
Issue Date Publication date
Title Title
Abstract Abstiact
Inventors Authors
Assignee Institute/University
Filed Receiving date
Cunent U.S. Class Field (Physics)
Intem'l Class Sub field (Semiconductors)
Field of Search Key Words
References Cited (patents and joimials) References
Examiners Referees
Claims Embodied in the text of the paper
Description Body of the paper
Table 2.6 Comparison between the Structure o f Scientific Paper Docum ent and a US Patent
Document.
Criteria Patent Application Journal Papers Submission
Field/Written by Lawyer and Inventor Author(s)
Reviewed by Examiners Peers
Approval Process Patent Office Journal Organization
Dissemination as Patent document Journal paper
Process Time 2-5 Years 1-2 Years
Table 2.7: Comparison o f Process Stages o f Patents Documents and Scientific Journal Documents.
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United States Patent 4,198,644: Esaki - Tunnel Diode (Applied for June 1978, Approved April 1980).
Abstract'. A tunnel diode is disclosed wliich includes a heterostmctiue consisting o f  a first layer o f  
GaSbi.y ASy and a second layer o f  In i_x Ga  ^ As. It is also disclosed that other alloys o f  Group III and 
Group V  [in the Periodic Table o f  Chemical Elements] materials can be employed in a tumiel diode o f  
the instant invention.
Claim: A  tumiel diode comprising: first and second layers o f  different semiconductor materials; die top 
of die valance band for the material o f said first layer being at an energy between the energy o f the 
bottom o f die conduction band and the top o f the valance band for the material o f  said second layer; the 
bottom o f  the conduction band for die material o f  said first layer being at an energy greater than the 
energy o f  the bottom o f  the conduction band for die material o f  said second layer; said first layer being 
degenerately doped with an excess o f  acceptors to the extent that die Fermi level lies in the valance 
band; said second layer being degenerately doped with an excess o f donors to the extent that the Femii 
level lies in the conduction band; and said fust and second layers being interfaced to form a 
semiconductor heterojimction.
References Cited [Referenced By] in United States Patent 4,198,644
3626257 Dec., 1971 Esaki
3626328 Dec., 1971 Esaki
3864721 Feb., 1975 Cohen
4088515 Apr., 1975 Blakeslee
4103312 Jul., 1978 Esaki
4137542 Jan., 1979 Esaki
FIELD OF INVENTION: This invention relates to semiconductor devices and particularly to tumiel 
diode semiconductor devices.
BACKGROUND OF THE INVENTION : The first tumiel diode was invented by the instant inventor 
over twenty years ago. Much study and work has gone into improving tunnel diodes but the basic 
stinctiue has not been altered.[....]
BRIEF DESCRIPTION OF THE INVENTION: In accordance with the teachings o f this invention, 
an improved tunnel diode is provided with a heterostructure comprising first and second layers o f III-V 
[ ]
DETAILED DESCRIPTION OF THE DRA WINGS: [.......... ]
The net effect is a tumiel diode having a characteristic such as shown in FIG. 4 wherein the peak 
cuiTent is enlianced and the valley ciment is substantially reduced from conventional tmniel diodes 
providing better liigh frequency performance.
Figure 2-4; A Typical example of USPTO patent Document.
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2.5 Summary
In highly stmctured and developed domains such as science and technology, language 
plays a cmcial role in conceptualing and introducing ideas. Emergence of new teims in 
such domains signals the emergence of new ideas and possible imiovations. In this 
chapter, we briefly introduced and discussed the information science approach, i.e. 
scientometiics, to measuie scientific and technological advances and developments based 
on bibliometric infoiination found in research articles and patent documents. We also 
gave some examples of using scientometiics methods to measure the flow/transfer of 
knowledge between science and technology. Given that the new industries depend heavily 
on the creation of new knowledge, specially reseaich based, we shed the light on how 
philosophers, particularly philosophers of science, and researchers of knowledge 
management look at the creation of new knowledge and accordingly how science is 
advanced. Nevertheless, advances in science mean advances in technology. In both 
approaches, philosophy and knowledge management, language is a part of introducing 
and absorbing such advances. We also considered how scientists manipulate the language 
to establish consensus among their peers. At the end of this chapter, we discussed the 
structiue of research articles and patent documents as two fonnal repositories of explicit 
knowledge of science and technology respectively. We showed also how the information 
foimd in the patent documents could be used to measure the slipover of knowledge in 
technology. In addition to that, we introduced the idea of teiminology ûequency to 
highlight the relations between concepts and what is being patented. In the next chapter, 
we will introduce the corpus-based approach and how we use it to measure evolution of 
knowledge in scientific domains and its subsequent consolidation in teclmology. In both 
cases, evolution and consolidation, research articles and patents documents are our 
repositories.
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Chapter 3
3 Method
3.1 Introduction: Scientometric Methods
Visualizing intellectual stmctures based on scientific literature citation has started to 
emerge as a part of hiformation visualisation and scientometiics as well (Chen: 2002). 
Infoimation visualisation teclmiques are used to track knowledge development in 
different disciplines or to show the recent state of the field. The role of infoimation 
visualisation here is to map the citation data into a giaphical representation for easy 
inteipretation. To do that a database must be built containing the bibliogiaphic 
information of the research articles or patent documents of the investigated field. Borner 
et al (2003) have used information visualisation teclmiques to generate knowledge maps 
of the domains relevant to citation analysis, semantics, bibliometrics, and visualization 
based on citation data. Based on the Amiual Review of Information Science and 
Technology (ARIST) data set. Borner et al searched the data set for previously specified 
key terms related to the chosen domains. First a map was generated (see Figure 3-1) 
which shows evolution of the four domains mentioned above based on number of 
publications. This map shows the dramatic increase in publishing in citation analysis and 
bibliometrics starting in the late 1980s, and the birth of the visualization field ar ound the 
same time.
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Figure 3-1 : Numbers o f articles by field per year in the ARIST data set (Borner et al 2003).
Borner et al then generate different maps of citation and co-citation data. For example, the 
author co-citation map (see Figure 3-2) contains 380 authors who have nine or more 
citations over the entire period between 1977 and 2001. The map is dominated by the 
largest specialty o f citation indexing. No strong concentration o f other specialties are 
found, which implies the diversity o f the domain.
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The author citation map (see Figure 3-3) shows the most cited authors and the time of
citation. The height of a citation bar indicates the number of citations for the
correspondent author. The spectrum of colours on each citation shows the time when
citations were made. Authors with more than 50 citations are displayed with semi­
transparent labels.
B r a u n
Figure 3-3: A landscape view of the Author Co-Citation Analysis map displayed in Figure 3-2
(Borner et al 2003).
Borner et al (2003:47) have argued that ‘we believe that visualizations of knowledge 
domains can help to assess scientific frontiers, to forecast research vitality, to identify 
disruptive events/technologies/changes, and to find knowledge carriers’.
The texts of a specialism written in one language can be organised and analysed 
synchronically or diachronically. A synchronic analysis can be used to describe a ‘state’ 
of the specialism disregarding whatever changes might be taking place. The opposite of 
the synchronic is diachronic analysis where text is analysed to help in understanding the 
historical development of the specialism. Similar analyses of patent documents may yield 
information relating to a technology at a fixed point in time or relating to the historical 
development of the technology. In both the cases, that of science and technology, the
47
Chapter 3. Method
synchronic and diaclnonic analysis may be started by looking for the most frequent terms 
and the most fr equently named persons.
Based on diachronic analysis, Steinberg (1994) studied the research direction changes 
(paradigm shift) in computer science from complex instnrction set computer (CISC) to 
reduced instiTiction set computer (RISC). To do that, he used the INSPEC database to 
retrieve the abstracts that contained the term RISC from 1980 to 1993. The most frequent 
words that ar e frindamental to the field of RISC were chosen by experts and have been 
used to draw the co-word map of the RISC field. Font size in Steinberg word map 
indicates the fr equency o f the word and straight lines connect strongly related words. To 
show the paradigm shift, several word maps are drawn for different time intervals. In each 
map one can notice the change of frequency of the words, the absence of old links 
between words and the presence of new links between other words. Figure 3-5 shows the 
Tinlc’ during a year period (1980-85) and Figure 3-6 in a single year* period.
198(31985
cache:
Hating
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graphic
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benchmark
parallel
Figure 3-5: The word map o f the period 1980-1985 for the debate on RISC and CISC (Steinberg
1994).
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Figure 3-6: The word map o f the period 1986-1987 for the debate on RISC and CISC (Steinberg
1994).
Chen (2002) has developed the use of citation analysis techniques for tracking change 
within a discipline. He plots a rank ordered list of the most popular works in a field: 
essentially, what is plotted is the rank of the authors of the works (see Figure 3-7). The 
implication here is that each author may have a preference for a (set of) concepts(s) by 
virtue of having developed the concept(s) or having skilfully using the concept(s) -  any 
change in a diaclnonically organised list of ranked authors can perhaps be related to 
change in concept(s). Chen argues that such a plot can be used to display the so-called 
paradigm shift within a discipline. A paradigm shift leads either to the disestablishment 
of an existing stock of terms, and hence perhaps concepts, or the establishment of a new 
conceptual hegemony.
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Figure 3-7: Paradigm shift based on authors citation (Chen 2002).
An investigation into the transformation of ideas into artefacts may require us to see the 
distribution of terms and citations (to named persons) in journal papers at time t and to 
contrast this distribution with the distribution of the same terms and citations in the patent 
documents at time t + where A t  is the length of an arbitrary interval: A i  can be a 
measure of the lag between the discovery of an idea and the production of an artefact.
The growth of science and technology can be studied by examining the documents the 
scientists produce. These documents, journal papers and patents, are the repository of 
how science and technology advances. And, more importantly, a collection of such 
documents shows how language supports the change. This change represents the 
evolution, transfer, and consolidation of knowledge. In the following sections, we will 
introduce methods and techniques of text analysis - based on a corpus of texts - to track 
the change in scientific language.
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3.2 A Corpus-based Method for Tr acking Change
The Oxford English dictionary, second edition, defines the word corpus as:
(a) A body or complete collection of writings or the like; the whole body of literature on 
any subject;
(b) The body of written or spoken material upon which a linguistic analysis is based.
For us the second sense is more relevant in that unless we are discussing a subject which 
is more or less fossilised, it is not possible to access the whole body of literature on the 
subject. And what we wish to do is to develop a method which will enable us to analyse 
the language of a collection of documents in specialised field for understanding how 
knowledge is disseminated. Corpus-based analysis of a given general language has helped 
to imderstand the language at various levels of linguistics description: starting from the 
lexical level and on to syntactical (Quirk et. al 1985; Sinclair 1995) and from semantic 
(Barnbrook: 2002) to pragmatic and historical (Ajmer and Altenberg: 1991).
Sinclair (1995:19) defines a corpus as “a collection of pieces of language that are selected 
and ordered according to explicit linguistic criteria in order to be used as a sample of the 
language”. He defines four linguistic criteria that a corpus is assumed to have: quantity, 
quality, simplicity, and documentation. Atkins et. al. (1992:1) defines a corpus as “a 
subset of an electronic text library, built according to explicit design criteria for a specific 
purpose”. This definition gives the corpus other dimensions, linguistic studies of the 
language (c.f. Sinclair) being one of them. These dimensions are mostly specified by the 
purpose of building the corpus in the first place. A corpus could comprise the work o f a 
single author like Einstein, the whole or part of American Institute o f Physics publications 
or it could comprise parts of advertising or marketing articles from The Sunday Times for 
example. It could also comprise the transcription of news broadcasting or weather reports.
The British National Corpus (BNC) which contains over 100 million words “provides a 
unique and authoritative view of the state of the English language today, with carefully 
balanced representation of as many different varieties of English as possible. It can be 
used to exercise Natural Language Processing systems of all kinds, as a fertile source of 
real life examples for language learners, or simply to explore the way the language is
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ciuTently used.”  ^ But special corpora are needed to answer particular research questions 
such as the distribution o f the personal pronoims withm scientific journal articles (Kau 
1999).
Atkins et. al. (1992) and Biber (2002) have emphasised the importance of 
representativeness of the cor pus design. Biber (2002:246) argued, “ a corpus is not simply 
a collection of texts. Rather, a corpus seeks to represent a language or some part of 
language. The appropriate design for a corpus therefore depends upon what it is meant to 
represent. The representativeness of the corpus, in tmir, determines the kinds of research 
questions that can be addressed and the generalizability of the results of the research”.
3.2.1 Types of Corpora
Sinclair (1995) identified five types of corpora:
(i). Reference corpus: designed to provide comprehensive information about a language. 
It aims to be large enough to represent all the relevant varieties of the language, and the 
characteristic vocabulary. In a reference corpus there are large numbers of heavily 
overlapping varieties, sharing the bulk of their vocabularies and almost all the syntactic 
rules.
(ii). Monitor corpus: like a reference corpus, but constantly refreshed with new material, 
while old material is removed to archival storage. It aims to provide an up-to-date picture 
of the language.
(iii). Parallel corpus: collection of texts, each of which is translated into one or more 
other languages. It aims to aid translation processes.
(iv). Comparable corpus: similar* texts in more than one language. It aims to compare 
different languages or varieties in similar* circumstances of communication.
(v). Special corpus: Sinclair (1995) mentioned what he called ‘special corpora’ during his 
discussion of the reference corpus. Special corpora are made with texts of a particular 
type. These texts can be differentiated clearly from general language texts. These texts 
show not only quite a number of the granmiatical and lexical featur es of general language, 
but they also have unique patterns which differentiate them clearly fiorn the general 
varieties of the language. Special corpora aim to be representative of a given type of 
discourse and hence can be used to investigate a par*ticular type of language.
* http://www.iiatcorp.ox.ac.uk/what/bncfaq.html
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In addition to the above types of corpora, Himston (2002: 14) adds the following :
(vi). Learner corpus: collection of texts produced by learners of a language. It aims to 
identify in what respects learners differ from each other and fr om native speakers.
(vii). Historical (diachronic) corpus: texts from different periods of time. It aims to trace 
the development of language over time.
It is clear that Sinclair and Huriston classify corpora according to linguistics interest. In 
the above mentioned types of corpora the aim was to study and to investigate the 
language itself. Possibly instead of using corpora to study language, the corpora (and 
therefore language) can be used as a tool to solve other problems in different fields 
namely information retrieval (IR) or text catagorisation. So instead o f the language being 
the problem or the research question, the corpus and language become part of the 
solution.
For creating a corpus for studying the transfer of knowledge from research laboratories to 
the possible artefacts based on the knowledge - that is knowledge in journal articles, for 
example, to patents we will need:
(a) a reference corpus that contains a representative sample of research papers 
particularly journal papers and conference proceedings, state of the art reports, 
especially road maps and advanced text books and monographs. Thé relationship 
between these three types of texts is a complex one and there may be significant 
overlap between the contents of the tlrree. The reference will be diaclironically 
organised to reflect the lexical preferences and conceptual fashioning of the 
scientists; and,
(b) a monitor corpus that will constantly be refreshed by new patents and which will 
have the provision for archiving old patents. Both the corpora will be specialised 
text corpora and organised diaclironically.
3.2.2 Corpus Design Criteria
Atkins et. al. (1992:2) listed five principal stages for corpus building. They are:
(i) Specification and design: in this stage, corpus type is identified taking into 
accoimt sample size, language varieties and the time period to be sampled.
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(ii) Hardware and software: hardware and software needs for the corpus project are 
estimated. |
(iii) Data capture and mark-up: in this stage, the data/texts are captured and 
transformed to electronic form via OCR, keyboarding, or audio tr anscription. The 
captured fries are then rnarked-up with embedded codes containing text featmes.
(iv) Corpus processing: that includes basic tools namely word frequency lists, ' 
concordance, and interactive standard query tools and tools for lermnatization,
PCS tagging, collocation etc.
(v) Corpus growth and feedback: new materials may be added to the corpus or some 
of the old materials may be deleted according to feedback fr om previous analysis 
to reach a balanced and enlianced corpus.
Specification and design of a corpus and its processing are the most important steps in 
building the corpus and for any kind of subsequent study. Steps (ii) and (iv) are not so 
important due to the technological advances in hardware and software. The importance 
of step (v) depends on the natur e of the study. Studying the state of the language (step (v)) 
is crucial.
Corpus-based studies are empirical and depend on both quantitative and qualitative 
analytical teclmiques (Biber et al 2002). Therefore to get meaningful results the corpus 
must be sampled and created carefully: “ the decisions that are taken about what is to be 
in the corpus, and how the selection is to be organized, control almost everything that 
happens subsequently. The results are only as good as the corpus” (Sinclair 1991:13).
Biber (2002) has discussed tliree important corpus design issues, sampling, diversity, and 
size. The first approach of sampling is proportional sampling. This approach is based on 
the selection of a group of people that represents the population, and everything they 
produce and receive (spoken and written) over a certain period of time is recorded. Then 
certain proportions of conversation, TV shows, newspaper text, etc. will be included.
Biber (2002) has ar gued that the homogeneity of proportional samples is rarely useful for 
language variation studies, hi addition to that, the corpus will not include all registers 
found in the language. This sampling method is necessary if  we want to know the share 
of various linguistic featur es in the language among the chosen group.
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Instead of proportional sampling, Biber prefers stratified sampling where different 
categories of texts that exist in the language are included. In this case, the corpus will 
represent the language verities. LOB corpus is a good example in this case. Biber defines 
two dimensions for corpus diversity - register variation and subject matter. Diversity 
among registers (spoken and written) could be achieved using stratified sampling. 
Diversity of subject matter is important because the fr equency of many words varies with 
the subject matter.
The other important issue is the size of the corpus, the number of texts from different 
registers, niunber of samples fiorn each text, and the size of each sample. Corpus size is 
important since many words and collocations occur* with low frequencies. Sinclair 
(1991:18) has suggested “a corpus should be as large as possible, and should keep on 
growing”. A large corpus of many millions of words is required to give empirical 
evidence of word use and collocation behaviour*.
Biber (2002) mentions that enough texts are needed to represent register variation in a 
corpus. For the LOB corpus, Biber foimd that ten texts represented the grammatical 
featur es well. However, for* a different research question, the number of texts per register 
may vary. The number* of samples from each text is also impor*tant because the text may 
vary “dramatically internally”. Experimental research publication is a clear example for 
this variation. Biber* (2002:249) has suggested “sampling that did not include all of these 
sections would misrepresent tire language pattern foimd in research articles”. Regarding 
the size of the samples, Biber* argued that most grannnatical features are stable across 
samples of 1000 words.
Sinclair (1991:19) argued that such sampling may be usefiil for comparison purposes but 
will not be enough for collocation studies. Instead of docimrent sampling, Sinclair prefers 
to include the full document mainly for two reasons. First to overcome the “won*y about 
the marked differences that have been noted between different par*ts of text”. Second 
because many featiues are not distributed evenly thr ough the text and “a corpus made up 
of whole documents is open to a wider range of linguistic studies than a collection of 
shor*t samples”.
A representative corpus must be able to answer* the research question. The variation 
across speech and writing in English was Biber’s concern (cf. Biber* 1988) and hence to
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answer his research question a corpus must represent these variations. Linguistic 
variation and size do not necessarily answer different research questions. The study of the 
contribution of a single author could be a typical example for such research questions 
where the corpus must include all, or a large chunk, of the author’s writing to be 
representative. The corpus could be built for different piuposes than language studies but 
again it must be representative to answer the research question or the purpose that the 
corpus built for. The guidelines for the creation of general language corpora could be 
adopted for the creation of specific purposes corpora also (Sinclair 1991).
3.2.3 Lexical Choice and Compound Terms
Once a corpus is built, different programs can be used to extract useful information that 
can be analysed quantitatively or qualitatively. These programs may be used to study the 
use of linguistic features in the corpus or to investigate the distribution of linguistic 
features across different registers or maybe across different corpora. These programs 
generate frequency lists, concordance, and collocation. Such programs can be used to 
explore a corpus in three different but associated levels: the lexical level which includes 
the distribution and usage of words and words-forms, the syntactic level which includes 
the distribution and manipulation of grammatical categories such as nouns and verbs, and 
the semantic level which includes the distribution of meaning of the words.
A frequency list of the words is the first crucial step towards corpus exploitation: 
“Anyone studying a text is likely to need to know how often each different word form 
occurs in it” (Sinclair 1991:30). It gives the actual use of the word in the corpus and in 
the language in general for large corpora like the BNC. Knowledge provided by 
frequency lists could be used for educational purposes or for natural language processing 
(Leech: 2001). When time is considered, such lists can show the diachr onic change of the 
word usage over time. Frequency lists can help to detect the emergent word especially in 
specialist domains. Simple word frequency lists can be emiched by adding part-of-speech 
(POS) tagging or semantic tagging.
Based on frequency lists, quantitative statistical methods can be used to study the 
variation across different registers or within the same register. It may reveal the 
similarities and differences between registers and hence identify the important linguistic
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features that function as register markers. Based on the BNC tagged corpus, Leech et al 
(2001), used a statistical measure known as log-Ukelihood to show the probability that the 
difference observed in word fr equency is due to chance for speech and writing in English. 
The higher the value of the log-likelihood measiue, the more significant is the difference 
between two frequency scores. Such a method “can be considered to demonstrate how 
significantly characteristic or distinctive of a given variety language is, when its usage in 
that variety is compared with its usage in another” (Leech et al. 2001:16).
Biber (1988) for example, used another statistical approach called factor analysis to study 
the linguistic variation across speech and writing in English based on the LOB tagged 
corpus. While log-likelihood statistic is applied to individual featiues. Factor Analysis 
works to group the con-elated features in the corpus together in one set or factor. 
Therefore, instead of interpreting large numbers o f features as in log-likelihood statistics, 
factor analysis interprets a smaller set of factors that combine the conelated features. 
Biber (1988) identified seven factors derived from the frequency lists of 67 linguistic 
features each containing a set of linguistic featiues that share the same co-occunence 
patterns. The extracted factors were then used to study the variation across 13 gerues in 
the LOB corpus. Latterly those seven factors were used as a base of further studies of 
variations across gerues (Comad and Biber 2001).
Frequency lists of specialist corpora can be used to identify specialist terms automatically 
if  compared with a general language corpora such as the BNC (Ahmad and Rogers: 
2001). Specialist terminology tends to be frequent in specialist domains corpora and rare 
or absent in general language corpora. A high value of weirdness coefficient, which is the 
proportion of relative fr equency of the term in a specialist corpus to relative fr equency of 
the term in a general language corpus, indicates the speciality o f the term. The 
information provided by frequency lists and consequent statistical measures can be used 
for further investigation using different tools.
To illustrate the discussion above, a corpus was built containing more than 2.2 million 
words of patent documents related to semiconductor physics. Consider the distribution of 
the first 20 most fr equently used word types in our* patent corpus and in the BNC in terms 
of their relative frequency (Table 3-la). The relative frequency of the closed-class or 
function words is about the same as indicated by the ratio of the fr equency of the token in
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om* corpus and in the BNC. However, this is not true for the open-class or content word 
and their distribution appears ‘weird’: this term was coined by Alimad with reference to 
Bronislaw Malinowski. Malinowski had remarked that frequent use of noun phr ases (by 
the Shamans of South Sea Islands) makes a language appear weird. If we now look at the 
first 10 most frequent open-class words in our corpus and contrasts those frequencies with 
that of the same word-token in the BNC we get some indication of (a) the word choice of 
the patentees and (b) tln ough the choice of words the choice of concepts.
Word fPatents LNPatents fsNc/NsNC
the 8.430% 6.088%
of 4.227% 3.060%
a 3.896% 2.194%
and 2.597% 2.799%
to 2.367% 2.506%
in 2.144% 1.868%
is 2.098% 0.909%
layer 0.910% 0.002%
said 0.836% 0.292%
as 0.822% 0.698%
an 0.811% 0.331%
for 0.772% 0.753%
by 0.762% 0.448%
tunneling 0.738% 0.000%
be 0.723% 0.590%
with 0.648% 0.691%
fig 0.634% 0.004%
on 0.576% 0.653%
are 0.554% 0.391%
that 0.500% 1.104%
Table 3 -la : The relative frequency o f the 20 most frequent word types in the patent corpus and their 
relative frequency in the BNC corpus (Npa{cnts=2,351,863; Nbnc==1 00,000,000).
The 10 most frequent open class words in the corpus, their frequency, relative frequency, 
and weirdness are shown in table 3-lb.
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Term . fPatents Patents / bnc/ N bnc SL/GL
layer 0.91% 0.0024% 386
tunneling 0.74% 0.0000% INFINITY
voltage 0.44% 0.0001% 3200
current 0.43% 0.0065% 65.7
surface 0.36% 0.0106% 34
device 0.34% 0.0030% 114
gate 0.32% 0.0051% 63
substrate 0.31% 0.0003% 1060
oxide 0.30% 0.0004% 764
tip 0.28% 0.0024% 115
Table 3-lb : The 10 most frequent open class words in the patent corpus (Npatents==2 ,351,863;
N b n c ~ 1 0 0 , 0 0 0 , 0 0 0 ) .
Data illustrated in Table 3-lb  suggests that the 10 most frequent open class words are 
norms and form more than 4% of the coipus size. The weirdness measure (SL/GL) ranges 
from infinity for the word ‘tiumeling’ (i.e. 0 occurrence in the BNC corpus) to 34 for the 
word ‘surface’ (i.e. the word used 34 times more in oiu' coipus than the BNC coipus). The 
high values of weirdness, illustrated in Table 3-lb, highlights the 10 most frequent open 
class words specially tunneling, voltage and substrate as vocabulary markers of our 
coipus and hence we can consider them as scientific teiins.
Voltage and current are two associated concepts and measuies in electrical and electronic 
engineering and science. It is interesting to note that they have almost the same fr equency 
but they have different weirdness values. One explanation of this is due to meaning 
variation of the word ‘current’ in different contexts. The same interpretation can be said 
about other words like ‘gate’ and ‘surface’.
Let us now look at the frequency list of multiword terms in our coipus. These terms are 
used when there is a need for gieater specificity as single word teims typically refer to 
more generic concepts specific in their articulation (c.f. current Table 3-1). We used 
System Quirk^ to extract compound terms. The system extracts compound words based 
on a simple heuristic; a set of words that does not contain closed class words (i.e. 
determiners, conjunctions, prepositions, and moderators) or the orthographic signs 
(including pimctuation, numbers, cuiTency and other symbols) is considered by System 
Quirk to be a compound word (see Alimad and Rogers 2001, for details). System Quirk
www.computing.smTev.ac.uk/ai/SvstemO
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extracted 28063 different terms with total frequency of 148425. The frequency list of the 
10 most frequent compound terms is shown in Table 3-2.
Term Rank
scanning tunneling microscope 1092 1
memory cell 982 2
oxide layer 956 3
silicon substrate 843 4
barrier layer 820 5
magnetic field 746 6
semiconductor substrate 649 7
semiconductor device 624 8
resonant tunneling 623 9
sample surface 608 10
Table 3-2: The most 10 frequent compound terms in the tunneling patent corpus (Np»tents=2 ,351,863).
One may notice the morphological productivity of the most frequent single terms (Bauere 
2001). Six of the 10 most frequent single word terms {tunneling, oxide, layer, substrate, 
device and surface) were used to form eight of the 10 most frequent compound terms. To 
illustrate the morphological productivity of the single word terms, let us consider the 
term tunneling which has a weirdness value of infinitv. This single word term was used 
to form 1348 multiword terms with total frequency of 13607 i.e. more than 9% of the 
extracted multiword terms. The 10 most frequent terms containing tunneling either as root 
or as stem in our corpus are shown in Table 3-3.
scanning tunneling microscope 1092 1
resonant tunneling 623 9
tunneling barriers 461 19
resonant tunneling diode 454 20
electron tunneling 427 21
resonance tunneling diode 391 26
tunneling barrier 370 31
tunneling transistor 351 35
tunneling tip 347 38
tunneling oxide 283 43
aow&tfeBifc 'Ê-'T
Table 3-3: The 10 most frequent compound terms containing the tunneling either as a root or as a 
stem in the tunneling patent corpus (Npatents=2 ,351,863)..
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In section 3.3 we will use frequency lists of single word terms and multiword terms to 
track (1) the evolution of knowledge; (2) transfer of knowledge; (3) consolidation of 
knowledge in semiconductor physics.
3.3 Ti*acking Scientific Evolutions and Technology Progress
The word tunneling (spelled tunnelling in British English) has more than one meaning. 
The literal meaning is the digging of tunnels. In physics, it means the quantum- 
mechanical effect of transitioning tlnough a classically-forbidden energy state. One of the 
most popular* applications is in electron-tumieling microscopes that are used to see objects 
that are too small to see using conventional microscopes. Electron tunneling microscopes 
overcome the limiting effects of conventional microscopes (optical abeiTations, 
wavelength limitations) by scanning the surface of an object with tuimeling electrons. In 
computer networking it means the transmission of one data protocol encapsulated in 
another. This teclmique is often used together with encryption.
In this section, we will consider the evolution and consolidation of the tunneling concepts 
in semiconductor physics. We have used scientometrics methods and corpus-based 
analysis for this purposes
Scientometrics analvsis: The publications count o f the texts contains key terms related to 
the term tunneling and associated devices in two authoritative databases: Physical Review 
Online Archive (PROLA) and United States Patent and Trademark Office (USPTO).
Corpus-based analvsis: Tracking terms usage in two corpora
a) The first corpus contains more than 183,000 words fr om four state of the art reviews: 
first, a monograph on Low Dimensional Semiconductors published in 1985 (Kelly: 
1985) contairdng a chapter entitled ‘Towards 2000’; the second and third publications, 
published in 1999, by (i) US National Science’s Nanotechnology Research Directions 
(NRD), and (ii) Eruopean Comrnissiorr’s hiformation Science and Teclmology 
Programme’s Technology Roadmap fo r  Nanoelectronics (RM). The fourth 
publication is National Nanotechnology Initiative (NNI), published in 2000 by the US 
National Science and Technology Coimcil.
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b) The second corpus contains more than 2.2 million words of patent documents. The 
coipus contains all patent documents that contain the term tunneling in the title. 
USPTO search results showed that there are 372 titles, approved from 1975 to 1999 in 
semiconductor physics.
There are four parts to oui* analysis: First, we trace the publications growth of the journal 
papers that contains the term tunnelling in an authoritative publication over the last 50 
years or so; we have chosen the American Institute of Physics’ Physical Review as our 
soiu'ce here (3.3.1); Second, we have performed a contrastive and diachronic frequency 
analysis for publications counts of a basic tunneling artefacts in PROLA and in the 
USPTO over approximately the same period (3.3.2); Third is a study of key terms in 
state-of-the-art reviews (3.3.3); and fourth, we have tracked the technology progress of 
resonant tunnelling devices in USPTO documents (3.3.4).
3,3.1 Rise and Fall (?) of Tunnelling
Witliin the PROLA, there are 4210 articles whose titles contain the term tunnelijig. The 
term starts to appear in the Physical Review publications in the time period 1950-1959 
and then increases rapidly after that. Note the boost to the number of publications after 
1983 following the award of the Nobel Prize in 1973 jointly to Leo Esaki for building 
ultra fast and ultra small turmel diodes, Brian Josephson, for predicting supercurTents in 
superconducting diodes, and Ivar Giaever for discovering electron tunnelling in 
superconductors. Figure 3-8 shows the growth behaviour of the term tunnelling from 
1955 to 2003 in the Physical Review journals. The frequency of occurrence of tunnelling 
witliin publication titles starts to be significant between the middle of the 1980s to the 
middle of the 1990s, and then stays constant. This increase is due to the emergence of 
new products and applications dependent upon electron timnelling.
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Figure 3-8: The growth o f articles with titles containing the word tunnelling from 1955 to 2003.
3.3.2 Resonant Tunnelling: Usage in Physical Review and US Patents
We then searched the US Patent Office’s (US PTC) web site for all machine-readable 
patent documents that contain the term tunneling (the equivalent British English is 
tunnelling). Note that the USPTO database comprises ASCII texts, which can be 
analyzed by computer programs for computing frequencies, and that there are older 
patents (c.l960’s) that are only available as facsimile images and therefore cannot be 
analyzed by a computer system. The search results showed that there are 581 titles, filed 
and approved since 1974, that contain the word tunnelling in four major fields of 
geotechnics (78 patents), physics (471 patents), medicine (8 patents) and communication 
networking (24 patents).
Table 3-4 shows that patents in physics more frequently include the term tunnelling, and 
it appears that the term is also being used, albeit rarely, in medicine and 
telecommunications.
Field : f Start year End year No. of patents............................Geotechnics 1974 2001 78
Physics 1974 2003 471
Medicine 1983 1999 8
Communication 1993 2000 24
Table 3-4: The consolidation and ‘absorption’ o f the term tunnelling in Physics and other subjects in
the USPTO Database up to the end of 2003.
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The rise and fall of the use of a term may indicate its novelty and relative obsolescence 
respectively. Tracking this change in journal papers and in patent documents may help to 
understand whether or not a concept or object related to a given term has reached certain 
maturity and practical usage.
Tracking the frequency of the term usage in research publications and patent documents 
shows some promise and shows how scientific research drives the technology, where the 
scientific concepts denoted by scientific terms become consolidated and become artefacts. 
To show this case clearly let us compare the number of publications which contains the 
terms that denote basic electron tunneling devices in PROLA and USPTO, that is 
tunneling diode(s) and resonant tunneling diode(s) (see Table 3-5).
1893-
1959
1960-
1969
1970-
1979
1980-
1989
1990-
1999
tunnel diode- PROLA 0 18 7 0 0USPTO 0 0 7 14 29
tunneling diode- (TD) PROLA . 0 0 5 58USPTO I 0 0 6 2*  I'p 34
resonant TD (RTD) PROLA 0 0 0 3 51USPTO 0 0 0 2 29
Table 3-5: No. o f abstracts on PROLA and USPTO which contain the terms (tunnel diode, tunneling
diode and resonant tunneling diode).
The term tunnel diode shows interesting behaviour; while it is not used in research 
publications in the 1980s and 1990s it is still used in patent documents and its usage 
increases by a factor of two each decade in USPTO abstract documents. The term 
tunneling diode emerges in the same period and its usage in PROLA and USPTO 
abstracts increase significantly by a factor of more than 11 in both. The same thing can be 
said about resonant tunneling diode. Comparison of frequency usage in both PROLA and 
USPTO suggests that those devices emerge in the research publications first and then 
transfer to and are consolidated in the patents documents.
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3.3.3 Terminology Fashions in State-of-the-art Reviews
State-of-the-art reviews commissioned by peer-review bodies are important in tracking 
the growth of a subject. The frequency (per one hundred thousand words) for the two 
terms diode and tunnel show a decrease over the period 1985 to 1999; the decrease in the 
frequency of the latter is more marked than that of the former (Table 3-6).
" ToW No?of worhs f
Kelly (1985) 6559 152 244
RM (1999) 28593 35 251
NRD (1999) 93364 16 60
NNI (2000) 54739 7 15
Table 3-6: The changes in the frequency o f key single terms in semiconductor technology during
1985-1999 (terms per 100000).
The frequency of compound terms in the reports published in 2000 when compared with 
those published in 1985 indicate the concepts and artefacts that have become more 
fashionable during the interceding 16 years; for example devices based on tunnelling 
systems and instruments for observing the quality of these devices have gained more 
prominence (Table 3-7).
Con^jound terms •'■r RM NRD
resonant tunneling diodes 2 6 2 0
resonant tunneling devices 0 3 1 1
resonant tunneling circuits 0 2 0 0
resonant tunneling transistors 0 3 1 0
scanning tunneling microscopy 0 1 7 0
scanning tunneling microscope 0 1 7 1
scanning tunneling spectroscopy 0 0 1 0
Table 3-7: The changes in the frequency o f key compound terms in semiconductor technology during
1985-1999.
3.3.4 The Evolution of the Resonant Tunneling Devices
We will now focus on how terminology usage may help in tracking the evolution of 
resonant tunneling devices. These are ultra high-speed devices, which perhaps will be 
used in the computers of the next decade or so. In order to study how one can track
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technology progress we have adopted an intuitive, but realistic, framework. For us, all 
complex systems comprise subsystems made up of much smaller (and simpler) devices. 
A computer system is made up of integrated circuits and the circuits made up of 
transistors and transistors come in different types. One model of growth can be thought of 
as follows: First, devices are patented, then subsystems, and finally the complex systems 
(remember only tangible articles can be patented). So following this intuitive framework 
we will first see a number of devices being patented then subsystems and finally the 
systems themselves. Tunnel diodes are supposed to empower faster switching devices, 
which in turn have to be incorporated into subsystems with tunneling transistors and into 
complex systems with circuits. Our hypothesis is that an analysis of a diachronically 
organized text corpus will show the working of the above-mentioned framework.
We have analysed the frequency of compound words in the USPTO patent documents 
published between 1975-1999 (Table 3-8).
*  75-79X & 80-84 . 90-W 95-99
No. of Texts 7 8 68 133 156
Total No. of tokens 43812 43262 378272 771525 995894
Table 3-8. The diachronic breakdown o f patents comprising at least one instance o f the token 
tunneling over 5 year intervals between 1975-1999.
To investigate the progress of resonant tunneling devices and circuits, the multi-word 
terms were extracted from the USPTO full text corpus using System Quirk. The extracted 
terms that relate to resonant tunneling diodes, resonant tunneling transistors and resonant 
tunneling circuits were arranged in five year intervals starting from the first emergence of 
the term resonant tunneling in USPTO documents in 1985.
Tracking the frequency usage of the terms associated with resonant tunneling artefacts in 
the USPTO full text corpus shows a considerable increase of frequency usage interval by 
interval. Noun phrases describing objects and concepts appear in both their singular and 
plural form. Both form of a term refer to one object or concept. Resonant tunnelling diode 
and resonant tunnelling diodes refer to the same object. We will use the suffix to 
denote the object or concept in both its forms, especially the frequency count of the object
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or concept. So the tenns resonant timnelling diode and resonant tunnelling diodes both 
denoted as resonant tunneling diode^^. The frequency of the term resonant tunneling 
diode'^ increased significantly from 45 in 1985-1989 to 446 in 1990-1994, by a factor of 
about 19, and then in the next time interval 1995-1999 the frequency dropped by about 
half to 240. The frequency usage of the term resonant tunneling transistor^ in the 
USPTO full text coipus increased from 23 in the period 1985-1989 by about a factor of 
10 to 225 in 1990-1994. The increase of fi'equency usage of the term in the time period 
1995-1999 increased by a factor of 1.3 to become 293. The term resonant tunneling 
circuit^ appeal's in the USPTO full text corpus 45 times in the time interval 1990-1994. 
Frequency usage of resonant tuimeling circuits increased by a factor of 1.3 in the next 
interval (1995-1999) to 57.
Word fomiation is not restricted to the inflection of a compound word. Rather, we see 
further instances of compoimding where an existing compound, say, resonant tunneling 
diode/transistor is used as a head of other compounds (Table 3-9).
1990-1994 1995-1999
barrier resonant tunneling diode triple barrier resonant tunneling diode
band resonant tunneling transistor^ bipolar quantum resonant tunneling transistor
Table 3-9. The specialization, through prefixation, o f the term resonant tunneling diode and transistor
over a 10 year period in our patent corpus.
We note the very productive use of compounding and inflection in our corpus. Note, 
however, that the size of the corpus for the tliree different periods, 1985-89, 90-94 and 
95-99, are different: 378,272, 771,525 and 995,894 respectively. In a 15 year period the 
size of the coipus has grown by a factor of 3: doubling of the corpus in die first 10 year 
and a 30% rise in the later five years. In order to present a better comparison we will look 
at the relative frequency of the compounds where we will sum up the fr equency of all the 
extiacted compounds related to resonant tunneling diodes, transistors and circuits, as per 
oim intuitive fr amework, and assign relative frequency to each of the three relative to the 
sum.
Consider the results of analysis of 133 texts of patents published in 1990-1994 for tunnel 
diode related patents. The total number of terms comprising the term resonant tunneling
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diode'^ is 490, which includes the tenn on its own and two tenns containing resonant 
tunneling diode as the headword; these are multiple peak resonant tunneling diode, and 
barrier resonant tunneling diode. The total containing the teim resonant tunneling 
transistor'^ is 225, which is made up of 188 for the term on its own and the rest for the 
two other terms. The teim RT circuit-^ also includes hyponyms o f the term, e.g. RT  
oscillator (circuit), RT logic gate (circuit) and R T  memory (circuit)^ note that the tenn 
circuit is shown in parentheses as it is ellipsed in the text -  the reader of the patents, an 
expert in the discipline, is expected to know that an oscillator is a circuit. The two tenns 
occiu 24 and 12 times together with 4 other terms that collectively occur 9 times making 
a total of 45. The three terms RT diode, transistor and circuit occur for a total of 490 + 
225 + 45 (= 760) times, hence the relative frequency of the thiee terms is 64.4% 
(490/760), 29.6% (225/760) and 6% (45/760) respectively (Table 3-10 shows a 
breakdown of the distiibution).
Artefact 1990-1994 / %
Resonant resonant tunneling diode- 446
tunneling multiple peak resonant tunneling diode 24
diodes baiTier resonant tunneling diode 20
Total 490 64.4%
Resonant resonant tunneling transistor- 188
tunneling band resonant tunneling transistor- 35
transistors bipolar quantum resonant tunneling transistor- 2
Total 225 29.6%
Resonant résonant tumieling oscillator- 24
tunneling resonant tunneling logic gate- 12
‘Circuit-’ resonant tunneling diode memory 3
resonant tunneling diode oscillator 3
multiple resonant tunneling circuits 2
resonant tunneling photodetector 1
Total 45 6%
Table 3-10: Resonant tunneling artefacts in the USPTO full text corpus in the time period 1990-1994.
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This relative frequency computation was conducted over the periods 1985-1989, 1990- 
1994 and 1995-1999. Figur e 3-7 shows that over 64% of the terms belong to the resonant 
tunneling diode-^, about 30% to resonant tunneling transistor and just about 6% to 
resonant tunneling circuit ~ in 1990-1994. This situation changes quite dramatically in 
the next quinqueimium (1995-1999).
70.00%
^  60.00% - og 50.00% - 
S' 40.00% -
RT diode- 
RT transistor- 
RT circuit-
o 30.00% -
'B 20.00% - 
10.00% -
0 .00%
85-89 90-94
Time
95-99
Figure 3-9; The growth o f compound terms com prising the headwords diode & diodes denoted 
collectively as diode~, transistor^, and circuit~, together with the stem  resonant tunneling (RT).
3.4 Summary
Usually scientific terms denote specific scientific concepts. Emergence of new scientific 
terms in research papers signals the emergence of new concepts, observations or theories. 
In this chapter, we briefly talked about visualization of intellectual structure based on 
citation and co-citation data found in scientific literature or patent documents. Then in 
section 3.2, we introduced the basics of a corpus-based approach for tracking change in 
texts. We discussed some important issues regarding corpus design, repetitiveness and the 
use of frequency lists to identify the key lexical items in the corpus. In section 3.3 we 
illustrate the usage of a corpus-based method to track the scientific evolution and 
consolidation. The fr equency of the key terms related to resonant tunneling were used to 
study how scientific concepts/knowledge evolve in research publications and consolidated 
as artefacts in patent docimients. We examined how terms first emerge in scientific 
publications and after a decade or so when the term becomes more frequent it appears in 
patent documents. The method of tracking the emergence and fr equency of scientific 
terms in research papers and the related terms and artefacts in patent documents shows 
some promise on how knowledge evolves and consolidates. The automatic extraction of
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compounds from a corpus of patent docimients appears to show the intioduction of new 
artefacts tlirough the use of moiphological processes like word foimations.
hi the next chapter, we will outline our method to ‘chart’ a transfer of such terms in 
journal papers onto patents based on the production of one of the key scientists in 
semiconductor physics. Our exanipler is Professor Leo Esaki one of Nobel Prize winners 
in 1973.
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Chapter 4
4 Implementation and Experimentation
4.1 Introduction
In the previous chapter we developed the hypothesis that a diachronic study of texts, 
journal papers and patent documents may help to tr ack how new concepts are introduced, 
established concepts are revised, and old(er) concepts are killed off. Tracking citation 
patterns and emergent terms may suggest changes in a subject domain; a diaclrronic 
analysis of both journal papers and patent documents helps to see how concepts and 
experiments are being consolidated into products as only products/artefacts can be 
patented. We will use our analysis to suggest that one way in which science and 
technology progress is by work first on materials, then on devices and eventually on 
systems.
In Chapter 3 we used two corpora that showed how the fr equency of a term related to the 
acceptability of the concepts or the object related to the term. The two corpora were 
sampled in an addioc mamier in that one key word -  tunneling -  was used in arbitrary 
matmer. This approach suffies for the pmpose of illustrating a method. Our main 
objective is to find out whether or not we can track the transfer of knowledge fr om the 
research arena -  the journals -  to application -  the patents, hr order to focus our analysis 
we will deal with one key author. To this effect an archetype has been developed which 
comprises the systematic execution of computer programs and an intellectual 
interpretation of the results. One pre-requisite for using corpus-based teclmiques is a 
carefully sampled corpus -  the assumption being that a large population of texts and 
sampling will result in an imbiased and ‘representative’ text corpus. We have instead the 
whole population in that we have chosen to focus on one key individual -  Leo Esaki who 
was and still is a frequently cited person in the field of semiconductor physics. But more 
imporfantly he has not only written journal papers (96) but unlike other pioneering 
scientists he has 24 patents to his name. In some ways all of Esaki’s writing can be treated 
as a carefully sampled corpus; the method is based on historiographic analysis used 
extensively in philosophy and philosophy of science (Kuliri and Hailbonr). In a
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historiographie analysis documents written by or about one person form the basis of 
philosophical analysis. We follow this approach and present an evaluation of the same.
It should be noted that Esaki devoted almost all his entire career to the topic of tumrel 
effects. Indeed his Nobel lecture contained words to the effect that there is Tight at the 
end of the tunnel’ in that the scientific community had finally accepted his view. We have 
explored a contrastive analysis, that is by comparing the linguistic descriptions of Esaki’s 
journals publications and his patents documents and by comparing the two genres of texts 
with a representative sample of (largely British) English texts -  the British National 
Corpus (BNC).
4.1.1 A Bibliographic Note on Esaki
One of the key concepts in modern solid-state physics is the so-called tunnel effect. 
Usually, an electron can move from one place to another provided it has sufficient energy. 
There may be many barriers to the movement of this negatively charged particle, usually 
comprising other electrons or other negatively charged particles. If an electron has 
sufficient kinetic energy then it will pass through the banier: the kinetic energy should be 
greater than the potential energy of the other negatively charged particles for example. 
This condition, however, is applicable when we treat an electron as a particle that obeys 
classical physics laws of motion. It has been observed that under certain conditions the 
elections can overcome baniers without having sufficient energy to do so - they appear to 
Tunnel’ tlii'ough baniers and this tunneling phenomenon can be explained by treating 
electrons in the framework of modem physics/quantum mechanics. The tunnel effect is 
used extensively in solid state physics and has its origins in nuclear physics. Esaki’s 
tunnel diode is based on the tunnel effect. The tunnel diode is a very fast switching 
device that could be used to enhance the performance and power consumption in 
numerous computer and communication circuits.
The 1973 Nobel Prize in physics was awarded to Leo Esaki, IBM; Ivar Giaever, General 
Electric; and Brian David Josephson, University of Cambridge, UK. Esaki and Giaever 
were awarded the prize for their “experimental discoveries regarding tunneling 
phenomena in semiconductors and superconductors, respectively”. Josephson was 
awarded it for “his theoretical predictions of the properties of a supercurrent through a
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tunnel banier, in particular those phenomena which are generally known as the Josephson 
effects”. For the scientific community, the Nobel Prize is regarded as a sign of research 
distinction. Esaki continued his research activities in tumrel effects and his publication 
and patenting activities are considerably high (our corpus contains 96 research articles 
and 24 patent documents). Esaki may be one of the few scientists in the world who 
published and patented in this active maimer; Josephson and Giaever changed their 
research activities to mind-matter unification and biophysics respectively. USPTO 
database shows that Josephson has no patent filed in the office while Giaever have 24 
patents.
The initial pioneering study of tumreling phenomenon by Leo Esaki (1958), and then his 
remarkable research on superlattices^ (Esaki 1970), opened up new aieas for research and 
may lead to a number of important technical applications in telecommunications and 
computing. Esaki’s influence has been considerable. This is borne out not only by the 
citations of his original paper (Esaki 1970), the most cited paper in 1987, but also by the 
reference to his patents in subsequent patents approved by the US Patent Office; of his 24 
patents 10 have been assigned to the US Army and 14 to his employer IBM. His 1980- 
approved patent, entitled Tumiel diode’ (US PTC No. 4,198,644) has been cited in 18 
other US patents, filed between 1981-2000; one of the patents filed in 1981 refers to two 
of Esaki et. al’s patents. The 'tunnel diode' patent cites four of Easki's earlier US patents 
(3626257, 3626328, 4103312, 4137542); there aie citations to two other patents, one 
patented by one of his fellow IBM workers at the time. The 'tuimel diode' patent cites 
thi'ee of Esaki’s earlier papers (see Figure 4-1 for the interactions).
Superlattice is an an-angement o f atoms or molecules in well-defined and regular locations with respect to 
each other.
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Semiconductor Devices
Tunnel Diode 
Leo Esakimo
Tunnel Devices 
(1)
L, L. Chang, L  Esaki, W. E. Howard, R. Ludeke 
and N. Schul, MBE in G a As and AlAs Journal, J. Vac. Scl. Technol. 10, 655 
(1973)
H. Sakaki, L. L. Chang, R. Ludeke, C. A.
Chang, G. A. Sal-Halasz and L. Esaki\ 
Molecular Beam Epitaxy, Appl. Phys.
Lett 31,211 (1977)C. A. Chang, R. Ludeke, L. Chang, and L.
Esaki, MBE of InGaAs and GaSbAs, Appl. 
Phys. Lett 31,759 (1977).
Memory Devices 
(10)
Tunnel Devices 
(3)
Heterojunclion Devices 
(2)
Semiconductor Devices 
(2)
Quantum Devices 
(1)
Figure 4-1: Cited and citing patents and cited papers in Esaki tunnel diode patent.
4.1.2 Frequency signature
More frequently used terms and names that are repeated throughout the texts span 
sentence boundaries. Sometimes the teims are used in themselves, sometimes 
abbreviated and at other times used through pronominal reference or through an 
equivalent term (synonymy) or through related terms (hyponymy). Consider the definition 
of the diode'.
Diode: Any electronic device that has only two electrodes. There are several different types of 
diode, their voltage characteristics [...] Diodes are most commonly used as rectifiers; those used 
for others purposes The semiconductor diode consists of a simple p-n junction. Current 
flows when [...] Reverse bias produces...The noun obsolete vacuum diode...
\Fvon\i\xe Penguin Dictionary o f Electronics 1998 London: Penguin Books, p l35]
The above definition of diode uses around 130 words, a majority of which are closed 
class words (e.g. a, the, any, that, their, those). Aromrd 10% of the 130 words or so are 
occurrence of the term diode. This indeed is the message fr om the writer to his or her 
reader: the meaning of the term diode trarrsmitted by a simple (linguistic) device of 
repetition. Every repetition increases the fr equency of the term and every repetitiorr is
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intended to reinforce a message. Contrariwise, the lack of repetition, or no repetition, is a 
conscious or subconscious attempt by the author to omit a message that may be 
symbolically encoded and transmitted through the agency of a term (or a named entity).
The frequent repetition of a shortlist of terms, literally himdr eds or thousands of times 
within one or more texts, will either establish or introduce these terms in the literature of a 
given science or technology. These few terms are related to (everr fewer) concepts. The 
repetition of a term may be construed as an attempt to establish a concept; usually such an 
attempt is made tlrr ough publications of jouriral papers. Equally, the repetition may be an 
attempt to use an established concept usually in journal papers and in textbooks. The 
repetition of one or more terms in patent documents may be references to the concept(s) 
underiyirrg a (potentially) patentable artefact.
A prototypical knowledge map for us is a graph whose nodes are terms (or named 
entities) and whose links are used to denote strengths of association betweeir two or more 
terms. Our prefened term is lexical signature: the author or authors imprinting their 
notion of how things are or should be by simply repeating a few terms or names. In order 
to illustrate the notion of lexical signature we will use the works of Leo Esaki.
4.1.3 Summary of the Chapter
hr this section, we will look at the lexical signature and the morphological productivity in 
Leo Esaki and his (jointly authored) journal papers and patent documents, hi particular, 
we will examine Esaki’s written output with a view to identifying changes that have taken 
place in this research and patenting activities in semiconductor physics over a 40 year 
period. The study of lexical signatures and of word formation within a specialist domain 
will complement the inspired analysis of management scientists and inject a degree of 
quantification in the discussion of the evolution o f knowledge. We begin with how our 
corpus was constructed (4.3.1) followed by Esaki’s lexical preferences for single and 
compound words over a period of 40 year's together with typical grammatical categories 
used in both the patent corpus and the journal corpus (4.3.2). A contrastive analysis is 
presented in 4.3.3 followed by a method for tracking frequency change (4.3.4).
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4.2 Esaki: Patent and Journal Corpora - Construction and Initial 
analysis
4.2.1 Corpus Construction
Our corpus contains 120 full texts documents, 96 of them are journal articles, and the 
remaining 24 are patent documents. All texts are authored or filed by Esaki as a single or 
a joint author or inventor (see Table 4-1).
Patents Journals
Single 1 5
1®^ Author 11 10
Others 12 81
Total No. of Texts %  24 96
Total No. of Tokens T t  96620 220218
iTotalNo. o fly p es  " i 14583:  ^ 53301
Table 4-1: No. of text written by Esaki as a single or joint author
Esaki’s research articles were published in the leading scientific journals specially in or 
encouraging research in semiconductor physics over four decades and represent a large 
chunk of his scientific publication activity. The journal papers were mainly published in 
the American Physical Society’s Physical Review (55 papers). Applied Physics Letters 
(19 papers). International Vacuum Science and Technology’s Journal (11 papers), Solid 
State Communications (8 papers), Journal o f  Applied Physics (2 papers), and Thin Solid 
Films (1 paper). Esaki’s publication ranges from technical analysis (electron tunneling in 
heavy doping semiconductor materials) to speculative phenomenological (comprising 
both theory and experiment) papers (quantum wells) and from experimental papers 
(growth techniques of superfine semiconductor structures) to theoretical papers (quantum 
wires and quantum dots). The 24 patent documents are documents filed by Esaki as a 
single or a joint inventor. All patent documents were issued by US Patents and 
Trademarks Office (USPTO). Esaki’s inventions over three decades or so range from 
(specific semiconductor) devices (such as diodes, transistors, and optoelectronics devices) 
to special techniques (to produce fine semiconductor structures using Molecular Beam 
Epitaxy (MBE)). Corpus details are shown in Table 4-2.
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Journals 53-62 63-72 73-82 83-92 93-94 Total
No. of Texts 4 13 39 40 0 96
Total No. of Tokens 6356 23273 96480 94109 0 220218
Total No. of Types 1587 5841 23707 22166 0 53301
Patents
No. of Texts 0 3 10 9 2 24
Total No. of Tokens 0 18020 37103 30614 10883 96620
Total No. of Types 0 2526 5377 5100 1580 14583
Table 4-2: Details o f Esaki’s corpus over four decades beginning in 1953
A ten-year sampling interval suggests that Esaki was more prolific in the last 20 yeai's of 
his working life when compared to his earlier 20 years: 39 and 40 papers published during 
1973-83 and 1983-92, comprising over 190000 words divided equally between two 
decades, together with 10 patents 1973-83 (37103 tokens) and 9 patents during 1983-92 
(10883 tokens). This compares with 4 and 13 papers in 1953-62 and 1963-72 
respectively and only 3 patents.
Texts in our corpus are similar on three counts: First, they are all written by Esaki as a 
single or joint author. Second all texts are related to semiconductor physics and 
technology and hence they are considered as special language text. Third all texts are 
written in American English.
The above-mentioned similaiities may suggest the similarity of content in research 
publications and patent documents and hence it could establish a direct linlc between 
science and teclmology. The finding of major differences between scientific publications 
and patent documents at this level of similarity may present another difficulty to efforis of 
linking science and teclmology in explicit ways.
4.2,2 Analysis of the Patent Corpus
4.2.2.1 Frequency Behaviour of Single Word Terms
The distribution of the first 100 most frequent tokens in the Esaki patents corpus is shown 
in Table 4-3a. The ratio of open class words to closed class words is 46% to 54% and all 
are nouns except one word, shown, which is a past participle verb. The cumulative 
relative frequency (CRF) of the 46 most fr equent open class words (among the 100 most 
frequent words) is 15.76%. Note that some terms are used in singular as well as plural 
fonn like region, material, layer and device.
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TOKENS CRF o c w
1-10 the, of, and, in, a, is, to, said, as, are 28.56 1
11-20 for, sub, by, semiconductor, be, region, band, device, energy, an 7.77 5
21-30 layer, with, layers, fig, which, that, invention, or, first, this 5.69 3
31-40 superlattice, base, material, second, from, at, type, structure, one, 
between 3.97
5
41-50 regions, can, x, e ,emitter, claim, n, it, present, v 3.00 4
51-60 wherein, having, on, collector, conduction, materials, electrons,
where, such, devices 2.58
5
61-70 shown, gasb, sup ,than, state, p, carriers, al, holes, has 2.23 6
71-80 will, light, gap, potential, states, c, et, element, these, high 1.92 5
81-90 no, junction, not, y, edge, substrate, inas, current, carrier, iii 1.73 6
91-100 being, ga, well, lattice, may, about, tunnel, wells, valence, group 1.58 6
59.03 46
Table 4-3a; First 100 Frequent W ords o f Esaki Patent Corpus; bold refer to open-class words.
The distribution of the next 100 most frequent tokens in the patents coipus is shown in 
Table 4-3b. The ratio of open class words to closed class words is 70% to 30% which is 
greater than in the case of the first 100 most frequent words. The cumulative relative 
frequency (CRF) of the 70 most fr equent open class words (among the next 100 most 
fr equent words) is 7.52%. Note that open class words comprise 12 verbs, 10 of them in 
the past participle fomi (used, formed, described, comprised, applied, defined, provided, 
employed, preferred and grown) and 2 of them in the present tense (provide and made).
TO K E N S CRF O C W
101-
110 least, transition, have, other, also, voltage, two, means, electron, used 1.46 4
111-
120
elements, thickness, provide, while, beam, level, been, different, field, 
portion 1.39 7
121-
130 figs, charge, alloy, barrier, i, direction, doping, gallium, there, art 1.30 7
131-
140
each, formed, gaas, b, diagram, same, described, further, comprised, 
applied 1.19 6
141-
150
molecular, more, epitaxy, storage, tunneling, order, quantum, 
conductivity, description, cm 1.10 8
151-
160
so, arsenide, periodic, thus, 1, transistor, comprising, compound, d, 
channel 1.04 6
161-
n o
structures, degree, defined, source, doped, magnetic, electrode, 
including, s, when 0.99 8
171-
180
made, compounds, heterojunction, patent, frequency, both, 
epitaxial, temperature, embodiment, negative 0.92 9
181-
190
manganese, spatial, angstroms, another, accordance, provided, vol, 
employed, thin, resistance 0.84 8
191-
200
preferred, surface, effect, grown, body, mobility, since, bias, within, 
u 0.79 7
11.02 70
Table4-3b: Second 100 Frequent W ords o f Esaki Patent Corpus; bold refer to open-class words
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The first 200 most frequent words (see Tables 4-3a and 4-3b) comprise words strongly 
related to materials, structures, techniques and devices. Semiconductor materials are 
GaSh, Ga InAs and GaAs; Semiconductor structure and its related words are superlattice, 
layers, region and substrate', the technique used is MBE and its related words are 
molecular, beam, epitaxy, epitaxial and growth', devices and their related parfs are diode 
and junction', transistor and base, emitter and collector. The frequency distribution of the 
mentioned words may suggest that Esaki’s inventions are mainly based on these 
materials, structures, techniques and devices. The first 200 words also comprise words 
that are related to Esaki’s discovery of negative resistance caused by electron tunneling 
and his pioneering work in quantum wells.
As mentioned before in chapter 3, words with high weirdness can be identified as 
candidate terms in a specialist corpus (Alimad and Rogers 2001). The weirdness of the 
open class words within the 200 most frequent words in the patent corpus (116 words) 
range from infinity (i.e. 0 occunence in BNC) to 1.02. Words that were not found in the 
BNC are superlattice, heterojunction, inas, epitaxy, epitaxial, and angstroms. The words 
made, used, body, including, order, level and state have a weirdness value of less than 5. 
The words with a low value of weirdness are used in different fields and may have 
different meanings according to the context in which they are used.
The first 10 most frequent open class word (OCW) with weirdness of infinity in the patent 
corpus are shown in Table 4-4. Those words can be considered as a part of the lexical 
signature of the patent corpus.
Terms f/N Refer to Process
superlattice 0.420% structure blending
hrAs * 0.170% material abbreviation
AlSb* 0.070% material abbreviation
heterostructui'e 0.060% structui'e blending
epitaxially 0.030% teclinique borrowing
GaSbAs* 0.020% material abbreviation
InMnAs* 0.021% material abbreviation
heterosti'uctiu’es 0.019% structure blending
GaAlAs* 0.014% material abbreviation
AlInAsSb 0.010% material abbreviation
Table 4-4: The first 10 most frequent OCW with weirdness value o f infinity in the patent corpus 
(N=96620) (*ChemicaI symbols for key semiconductor materials used in Esaki inventions. In stands 
for Indium; As: Arsenide; Al: Aluminium; Sb: Antimonide; Ga; Gallium; M n: manganese; IiiAs:
Indium Arsenide)
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They can be organised into three groups. The first group of words are related to 
semiconductor materials especially in the abbreviations fonn (InAs, AlSb for example). The 
second group includes words related to device stmcture {superlattice and 
heterostructure(s)). The third group includes words related to the epitaxial teclniique of 
fomiing semiconductor stmcture {epitaxially). These words show how technologists 
coined new words through a three process blending, borrowing and abbreviation (see 
section 2.3.3). The word superlattice is coined fiom the blending of two words, super and 
lattice. The symbol InAs is an abbreviation of a semiconductor material, Indium Arsenide, 
which itself is combined from two materials. Indium and Arsenide. The word epitaxially 
is an adverb of the word epitaxy and is borr owed from the French language, entering the 
physics language in the 1950s.
4.2.2.2 Compound Terms and Morphological Productivity of Single Word Terms
Special language is also characterised by multiword terms. These terms are used when 
there is a need for greater specificity as single word terms typically refer to generic 
concepts. System Quirk was used to extract multiword terms fi'om the patent corpus: A 
total of 1709 candidate terms were identified with a total fr equency of 4979. The 60 most 
frequent compound terms are shown in Table 4-5. The most frequent terms indicate a 
focus on semiconductor devices together with different types of devices: tunnel diode, 
optoelectronics devices and storage devices.
Along with these devices. Table 4-5 shows the term superlattice structure (ranlced fifth) 
and the term molecular beam epitaxy (ranked seventh), which tell us about the structures 
and the techniques used by Esaki in his inventions.
The 60 most frequent compound terms show that they are formed based on the most 
fr equent single words in the patent corpus. Eight of the compound terms shown in Table 
4-5 are based on the most fr equent open class word in the corpus, semiconductor, with a 
ratio of ar ound 17% of the 60 most fr'equent compormd terms. The second most fr equent 
open class word in the corpus, region, is used to form 12 of the 60 most frequent terms 
with ratio of 20%. The same thing can be observed regarding other frequent compound 
terms. Figure 4-2a and 4-2b shows the productivity of the terms semiconductor and 
region.
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R Term R Term R Term
1 semiconductor device 16 crystalline substance 26 energy bandgap
2 energy band 16 semiconductor region 26 carrier path layer
3 valence band 17 tunnel barrier 27 semiconductor alloys
4 collector regions 18 semiconductor layers 28 epitaxial gi*owth
5 superlattice structure 19 lattice mismatch 29 room temperature
6 band edge 20 edge energy 29 band edge energy
7 molecular beam epitaxy 21 ohmic contacts 29 heterojunction structure
8 semiconductor materials 21 emitter region 29 emitting layers
9 energy band gap 21 storage devices 30 gate electrode
10 channel region 22 valence band edge 30 gaas substrate
10 gallium arsenide 22 energy bands 30 semiconductor layer
11 storage device 23 band edges 30 periodic structure
12 optoelectronic device 24 substrate temperature 30 planar layers
13 energy gap 24 barrier layer 31 crystal lattice
13 band gap 25 modulation doping 31 novel materials
14 superlattice region 25 collector region 31 carrier path
14 semiconductor regions 25 superlattice regions 31 quantum pipeline
15 Semiconductor devices 25 valance band 31 hole wells
15 tunnel diode 26 band energy 31 planar regions
15 optical device 26 epitaxial layers 32 energy gaps
Tab le 4-5: The 60 M ost Frequent Compound Terms in the patent corpus (R=Rank). Italics indicate
device.
Semiconductor
Elemental Semiconductor
semiconductor DeviceSuperlattice Semiconductor
Semiconductor Materials
Figure 4-2a:The productive use o f the term Semiconductor. The figures subscripting the terms
indicate their rank order.
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RegionSuperlattice Region
Channel Region
Semiconductor Region
Interface Region
F igure 4-2b:The productive use o f the term Region. The figures subscripting the terms indicate their
rank order.
Pearson coiTelation was used to investigate the morphological productivity 
(compounding) of tlie 20 most frequent open class words in the corpus. Pearson's 
coiTelation reflects the degree of linear relationship between two variables. It ranges from 
+1 to -1. Where -1 is a perfect negative (inverse) correlation, 0.0 is no correlation, and 1 
is a perfect positive correlation. The variables used aie the rank o f the word, number of 
compound tenns foiined using the word and the frequency of compound teims (see Table 
4-6).
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Terms Rank No. of Compound Term (a)
Freq. of Compound 
Term (b)
said 8 0 0
semiconductor 14 170 592
region 16 90 421
band 17 127 643
device 18 108 442
energy 19 97 432
layer 21 161 504
layers 23 64 226
invention 27 0 0
superlattice 31 64 249
base 32 0 0
material 33 28 119
type 37 0 0
sti'ucture 38 107 290
regions 41 31 171
emitter 45 19 64
claim 46 0 0
present 49 0 0
collector 54 20 126
conduction 55 0 0
Table 4-6: The 20 most frequent words in the Esaki patent corpus and the ranlcs, number and 
frequency of the compound terms they formed
CoiTelation matrix of the thiee variables based on Pearson correlation (Table 4-7) shows 
that the conelation between the rank of the word and the number of compound temis 
fomied using the word is -0.588 with significance at the 0.01 level, which is statistically a 
high level of coiTelation. The congélation between the rank of the word and the frequency 
o f the compound words is -0.615 with the same level of significance. The correlation 
between the number of compound terms and their frequency is 0.962 which is really high 
with a significance level of 0.01. This high level of correlation shows clearly that the most 
frequent open class words are morphologically highly productive.
RANK NUMBER FREQ
RANK 1 -.588(**) -.615(**)
NUMBER -.588(**) 1 .962(**)
FREQ -.615(**) .962(**) 1
** Correlation is significant at the 0.01 level
Table 4-7: Correlation matrix o f the rank, no. o f terms and their frequency
System Quirk extracted 1709 different compound terms with a total frequency of 4979.' 
The 40 most frequent single words used to form those compound terms are shown in 
Table 4-8.
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Word Rank(l) Raiik(2) Word Rank (1) Rank (2)
semiconductor 1 1 gallium 21 27
band 2 3 gasb 22 15
energy 3 5 tunneling 23 30
layer 4 6 periodic 24 29
device 5 4 alloy 25 25
structui'e 6 9 bulk 26 40
layers 7 7 tunnel 27 20
region 8 2 lattice 28 19
superlattice 9 8 barrier 29 26
devices 10 14 beam 30 24
electron 11 23 arsenide 31 28
structures 12 33 collector 32 12
gap 13 16 quantum 33 31
caiTier 14 18 ciystal 34 39
regions 15 10 voltage 35 22
heterojunction 16 37 emitter 36 11
edge 17 17 electi'ode 37 36
materials 18 13 tiansistor 38 32
epitaxial 19 38 valence 39 21
doped 20 34 magnetic 40 35
Rank (1): Based 
Rank (2): Based
on compound terms
on their frequency in the corpus
Table 4-8: The 40 most frequent words used to form the compound terms in the patent corpus and
their ranks.
Spearman's correlation as a measure of association between rank orders is used to explore 
the association between the rank of a single word in the patent corpus and its rank based 
on its frequency to form compound terms. The test shows that the correlation coefficient 
is 0.636 with high significance level of 0.01. Both tests, Pearson correlation and 
Spearman's coiTelation, indicate a sti'ong correlation with a significance level of 0.01 
between the rank and hence the frequency of a word in a corpus and the chance that the 
word could be used to fomi a compound teim are correspondingly increased.
4.2.2.3 Distribution of Grammatical Categories
The distribution of grammatical categories may be indicative of the differences between 
one text type (say patent documents) and another (joinnal articles). Biber (1988) and 
Biber, Coniad and Reppen (2002) have compaied different text types within the LOB 
corpus at the level of grammatical categories and showed differences in the use of 
grammatical categories in different types of texts for example academic prose and fiction. 
The tagging program CLAWS-4 developed at Lancaster University was used to tag the 
patent coipus. CLAWS-4 has been used to tag different coipora including BNC coipus.
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CLAWS-4 identifies pai'ts of speech with 97% accuracy. The latest tagset for CLAWS-4 
is CLAWS C7, which contains 137 tags (see Appendix A for CLAWS tagset Cl). We 
gi'ouped the tags into 12 groups (See appendix B for details of descriptive statistics for all 
tags). Frequency, mean, percentage of each group in the patent coipus and percentage of 
each group in the BNC corpus aie shown in Table 4-9.
Groups Patent % BNC % Patent%/BNC%
Nouns 30.2% 18.1% 1.7
Verbs 13.4% 20.2% 0.7
Prepositions 12.5% 9.4% 1.3
Articles 11.4% 7.6% 1.5
Adjectives 8.4% 5.9% 1.4
Numerals 6.2% 2.2% 2.8
Conjunctions 5.3% 5.6% 0.9
Adverbs 3.3% 6.9% 0.5
Mise 3.3% 6.7% 0.5
Proper Nouns 3.2% 3.4% 0.9
Deteiminers 2.3% 3.6% 0.6
Pronouns 0.6% 10.3% 0.1
Tab le 4-9: Frequency, mean and percentage o f the tagset groups o f the patent corpus
Frequency distribution of grammatical groups shows that nouns are the most frequent 
group in the patent corpus. Norms dominate more than 30% of the coipus size followed 
by verbs, prepositions, and ai ticles where each dominate aroimd 12% of the corpus size. 
Pronouns come at the last rank with 0.6% of the corpus size.
Data suggests that the frequencies of numerals, nouns, articles, adjectives and 
prepositions in the patent corpus are gieater than their frequencies in the BNC corpus 
which implies a high density of infonnation in the patent coipus. The distribution of 
conjunctions and proper nouns in the patent corpus is almost the same as in the BNC 
coipus. The fr equencies of verbs, deteiminers, misc., adverbs, and pronouns in the patent 
coipus aie less than their fr equencies in the BNC corpus. Frequency of pronouns in the 
BNC corpus is ten times greater than their frequency in the patent corpus.
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4,2.3 Analysis of the Journals Corpus
4.2.3.1 Frequency Behaviour of Single Word Terms
The distribution of the first 100 most frequent tokens in the Esaki joimials corpus is 
shown in Table 4-9a. The open class tokens form 34% of the first 100 most frequent 
tokens. The cumulative relative frequency (CRF) of the 34 most frequent open class 
words within the first 100 fr equent words is 7.45%. This productive use of the small set is 
shown in singular and plural fonn like state, electron, and layer. Note that the open class 
words comprise two verbs in the past participle foim shown and obsei^ed which indicate 
the nature of scientific reseaich based on observation. The first 100 most fr equent tokens 
comprise two proper nouns Esaki and Chang. Oui* data shows that Chang is one of 
Esaki’s colleagues in IBM and co-authors.
TOKENS CRF OCW
1-10 the, of, and, in, a, to, is, for, as, with L27.19 -
11-20 at, are, that, by, 1, be, this, fr om, we, fig 6.24 -
21-30 energy, on, band, e, c, b, an, field, which, gasb 4.15 4
31-40 Phys ,j, gaas, electron, p, have, inas, i, r, two 3.20 3
41-50 n, it, states, k, well, snperlattice, between, m, h, x 2.49 2
51-60 magnetic, structure, shown, can, not, these, hole, was, v, t 2.17 5
61-70 s, d, observed, rev, where, Chang, state, Esaki, results, one 1.93 4
71-80 been, quantum, layer, electrons, g, or, has, were, than, 
temperature 1.78
4
81-90 conduction, surface, both, w, sample, f, only, voltage, valence, 
layers 1.55
6
91-100 also, our, high, effect, density, function, case, mass, mev, current 1.33 6
52.03 34
Table 4-1 Oa: First 100 most Frequent W ords o f Esaki journals corpus; bold refers to open-class
words
The distribution of the next 100 most frequent tokens in the journal corpus is shown in 
Table 4-1 Ob. The ratio of open class words to closed class words is 69% to 31% which is 
greater than the case of the first 100 most frequent words in the journal corpus. The 
cumulative relative frequency (CRF) of the 69 most fr equent open class words (among 
the next 100 most frequent words) is 6.65%. The open class words comprise 8 verbs, 7 of 
them in the past participle tense {used, calculated, given, inspect, measured, applied and - 
grown) and one in the simple tense {shows). Again these verbs indicate the nature of 
scientific research which is based on measurements, calculation, obseiwation and 
inspection.
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TOKENS CRF OCW
101-
110
used, holes, tuiiueliug, dimeusloual, calculated, energies, ga, new, 
level, value 1.20 9
111-
120
samples, measurements, levels, growth, obtained, thickness, 
different, such, experimental, ev 1.16 8
121-
130
direction, lett, fields, values, potential, due, system, will, Fermi, 
peak 1.10 7
131-
MO
shows, low, transitions, other, may, when, bauds, respectively, but, 
structures 1.04 4
141-
150 al, carrier, however, same, because, figure, if, transition, first, cm 0.99 4
151-
160 z, its, using, wave, all, given, y, present, dependence, each 0.95 5
161-
n o
electric, superlattices, their. Hall, type, inspect ,iiiterface, center, 
edge, heavy 0.91 9
171-
180
no, along, light, concentration, measured, peaks, subband, range, 
beam, solid 0.85 8
181-
190
applied, higher, spectra, grown, region, spin, charge, effective, 
large, gap 0.82 9
191-
200
lattice, more, corresponding, appl, wells, into, since, absorption, 
york, semiconductor 0.78 6
9.8 69
Table 4-lOb: Second 100 most Frequent W ords o f Esaki journal Corpus; bold refer to open-class
words
The first 200 words (see Tables 4-10a and 4-10b) comprise words strongly related to 
scientific concepts like electron, band, energy, tunneling and quantum, materials like 
GaAs, GaSb and InAs, measui'ements like voltage and current, and strnctnies like 
superlattice, layers, and region.
The reader may note that while the most frequent OCW of the patent corpus are related to 
materials, stmctures and devices, the most frequent OCW in the journal corpus are mainly 
related to scientific concepts in semiconductor researches and materials. Again, as in the 
patents corpus, the first 200 words also comprise words that are related to Esaki’s 
discovery of negative resistance caused by electron tunneling and his pioneering work in 
quantum wells. The reader may notice that the number of open class words within the 200 
most frequent words is 103 which is less than the case of the patent corpus (116).
The weirdness of the open class words within the 200 most frequent words in the journal 
corpus (103 words) ranges fi'om infinity (i.e. 0 occunence in BNC) to 1.85. Words with 
infinity weirdness value are superlattice(s), subband and inas. The words used, given, 
system, light, range, and state, have a weirdness value of less than 5.
87
Chapter 4. Implementation and Experimentation
The first 10 fi*equent OCW with a weirdness of infinity are shown in Table 4-11. These 
words can be considered as a part of the lexical signatni e of the journal corpus. They can 
be organised into three groups. The first group includes words related to scientific 
concepts (subband(s), phonon, magnetoresistance, exciton, and semimetallic). The second 
group includes words related to semiconductor structure and techniques {superlattice and 
heterostructures). The tliird group of words are related to semiconductor materials 
especially in the abbreviations form {InAs, and AlSb). Comparing these groups with the 
groups of the patent coipus in section 4.3.2.1 (table 4-4), we find that the scientific 
concepts group words dominate the journal coipus. Words listed in table 4-11 show us 
scientific language is characterised by four process abbreviation, blending, boiTowing and 
neologism (see section 2.3.3).
Terms f/N Refer to Process
In As* 0.31% material abbreviation
superlattice 0.25% structure blending
subband 0.08% structure blending
subbands 0.07% concepts blending
phonon 0.05% concepts neologism
magnetoresistance 0.05% concepts blending
exciton 0.05% concepts boiTowing
heterosti'uctures 0.04% sti'uctui'e blending
AlSb* 0.04% material abbreviation
semimetallic 0.02% concepts blending
Table 4-11; The first 10 frequent OCW  with weirdness of infinity in the journal corpus (N=220218) 
(^Chemical symbols for key semiconductor materials used in Esaki Research. In stands for Indium; 
As: Arsenide; Al: Aluminum; Sb: Antimonide; IiiAs; Indium  Arsenide; AlSb: Aluminum
Antimonide)
4.2.3 2 Compound Terms and Morphological Productivity of Single Word Terms
System Quirk extracted 5654 different terms with total frequency of 11520. The 60 most 
frequent compound terms are shown in Table 4-12. These compound terms include terms 
that are generally related to the semiconductor physics field like magnetic field, valence 
band and fermi energy. The 60 most frequent compound terms also include terms that are 
related to Esaki’s research activities in heterostmctures namely quantum wells which can 
be fornied fi*om different layers of semiconductor materials. These stmctures are 
highlighted by terms like gasb superlattice, inas layer, gaas substrates and gasb layer. 
The data also suggests that Esaki was mainly interested in resonant tunneling, electronic
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properties and optical properties of semiconductor sti uctures which may have led him to 
his inventions of electronic devices and optoelectronics devices as illustrated before in 
section 4.2.2.2 (Table 4-5).
Again, as in the case of the patent corpus, the 60 most frequent compound terms in the 
journal corpus show that they are formed based on the most frequent single words in the 
corpus. Six of the compound terms shown in Table 4-11 are based on the most frequent 
open class word in the corpus, energy, with a ratio of around 11% of the 60 most frequent 
compound terms. The second most frequent open class word in the corpus, band, is used 
to form 12 of the 60 most frequent terms with a ratio of 19%. The same thing can be 
observed regarding other frequent multiword terms. Figure 4-3a and 4-3b shows the 
productivity of the terms energy and band.
R Terra R Terra R Terra
1 magnetic field (1,1) 15 periodic structure (4,1 ) 26 biillouin zone ( 11,5)
2 valence band (1,1) 16 energy gaps (1,6) 26 electr on mass (1,1)
3 fermi energy (2,1) 16 electron concentration (1,2) 26 substrate temperature (3,1)
4 band edge (1,2) 16 band offset (1,6) 26 ray diffraction (6,5)
5 magnetic fields (1,2) 17 layer thicknesses (1,5) 26 hall coefficient (2,5)
6 layer thickness ( 1,2) 17 beam epitaxy (2,1) 27 transport properties (5,3)
6 earner concentration (2,2) 18 resonant tunneling (4,2) 28 interband transitions (6,1)
7 room temperature (5,1) 19 quantum hall (1,2) 28 energy bands (1,2)
8 energy gap (1,2) 20 valence bands ( 1,2) 28 host materials (6,4)
9
molecular beam epitaxy 
(3,2,1) 20 hall resistance (2,3) 28 bulk gaas (3,1)
10 band str ucture (1,1) 21 hole subbands (1,2) 28 gaas substr'ate (1,3)
11 quantum wells (1,2) 21 gasb layer (1,1) 28 superlattice sample (1,1)
12 cyclotron resonance (4,3) 21 gasb superlattices (1,1) 28 energy loss (1,7)
12 lattice mismatch (2,6) 22 band gap (1,2) 29 optical properties (3,3)
13 gasb superlattice (1,1) 22 electronic properties (3,3) 29 bulk inas (3,1)
13 band edges (1,5) 23 superlattice samples (1,2) 29 electron transfer (1,5)
14 carrier concentrations (2,4) 23 gaas substrates (1,5) 29 band model (1,3)
14 inas layer (1,1) 24 electr'onic structure (3,1) 29
compound semiconductors 
(9,2)
15 photon energy (5,1) 24 voltage characteristics ( 1,4) 29 gaas superlattices (1,2)
15 gasb layers (1,1) 25 absorption coefficient (3,5) 30 susceptibility mass (11,1)
Table 4-12: The 60 most frequent compound terms in the journals corpus ranked according to 
frequency. The number in parentheses show the rank of the constituents in a single word frequency 
contains in first, second, third hundred frequent tokens.
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Fermi Energy
3 J
Photon Energy
V
15 J
Energy
Energy Gap
N
Energy Bands
28K J
F igure 4-3a:The productive use of the term Energy, The figures subscripting the terms indicate their
rank order.
NI Band Edge
4
V J
f  ^
Valence Band Band
2
^  J 2L J
Band Offset
16
Band Structure
10 )
Figure 4-3b:The productive use o f the term Band. The figures subscripting the terms indicate their
rank order.
Pearson coiTelation and Spearman's conelation suggest a strong correlation between the 
rank of the word in the corpus and its moiphological productivity as shown in section
4.3.2.2 for the patent corpus. In addition to that, we checked the distribution of the single 
words used to foim the compound teims. The number in the brackets indicates the 
distribution of the words within the most frequent words. For example the numbers (1,3) 
means the first word within the 100 frequent words and the second word within 3‘^‘* 
100 frequent words. As shown in table 4-12 the 60 most frequent compound terms are 
formed by 121 single words, 55 of which aie within the 1®^ 100 most frequent words, 24 
within 2"  ^ 100 most frequent words which indicates the morphological productivity of the 
most fr equent words in the journal corpus.
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4.2.3.3 Distribution of Grammatical Categories
The percentage of each of the 12 grammatical groups in the journal corpus and 
percentage of each group in the BNC coipus are shown in Table 4-12 (See appendix C for 
details of descriptive statistics for all tags). Frequency distribution of giammatical groups 
shows that nouns are the most frequent gioup in the journal corpus. Nouns foim more 
than 25% of the coipus size followed by prepositions, verbs, and articles which comprise 
around 12% of the corpus size. Pronouns come last with 1.3% of the corpus size.
Groups Journal % BNC % Journal % / BNC%
Nouns 25.2% 18.1% 1.4
Prepositions 12.6% 9.4% 1.3
Verbs 12.1% 20.2% 0.6
Articles 11.0% 7.6% 1.4
Adjectives 8.4% 5.9% 1.4
Proper Nouns 8.0% 3.4% 2.4
Numerals 5.8% 2.2% 2.6
Mise 5.6% 6.7% 0.8
Conjunctions 4.8%^ 5.6% 0.9
Adverbs 3.1% 6.9% 0.4
Determiners 2.1% 3.6% 0.6
Pronouns 1.3% 10.3% 0.1
Table 4-13; Frequency, mean and percentage o f the tagset groups o f the Journal corpus
Data suggests that the frequencies of numerals, nouns, articles, adjectives, and 
prepositions in the journal coipus aie gieater than their frequencies in the BNC corpus, 
which suggests a high density of information in the journal coipus. Frequency of proper 
nouns is 2.4 times greater than in the BNC corpus because of the citation data in the 
research articles. The distribution of conjunctions in the journal coipus is almost the 
same as in the BNC coipus. The frequencies of verbs, determiners, misc., adverbs, and 
pronouns in the patent corpus are less than their frequencies in the BNC coipus.
4,3 Similarities and Variation across the Patents Corpus and the 
Journals Corpus
Literature on how to compare two or more coipora at the linguistic level of description is 
fairly recent: Kilgamff (2001) has compaied two major corpora, LOB and Brown with
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some success at identifying similarities and differences at the word frequency level In 
this section, we will investigate the similarities between the patent corpus and the journal 
coipus based on the shared vocabularies and multiword teims. For us, the shared 
vocabularies and multiword terms indicate the similarities and most importantly the 
transfer of knowledge fr om labs to industries. The distribution of grammatical tags in 
both coipora will be considered also.
4.3.1 W ord-form Level
In this section, we will consider the similarities between the patent coipus and the journal 
corpus based on word-form i.e. “unbroken succession of letters” (Sinclair 1991: 28). We 
consider the word-foims semiconductor, semiconductors and semiconductive as different 
and distinctive words. Data suggests that both corpora share 2445 types of open class 
words. We have not included the closed class words because such words will be found in 
any text of English. Shared vocabularies form 38.3 % of the journal coipus vocabularies 
and 48.5% of the patent corpus vocabularies. Interestingly these words form 74% of the 
open class words in the journal corpus and 90% of the open class words in the patent 
corpus which indicates that 90% of the patent corpus is contained in the journal coipus.
The 10 most frequent shared words and their frequencies in both coipora are shown in 
Table 4-14. The data shows that the 10 most frequent words share tluee words energy, 
band and superlattice. It is interesting to note that the relative frequency of four of the 
most frequent word-forms in the journal coipus (energy, hand, superlattice and structure) 
is less than their relative fr equency in the patent corpus.
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Journal Corpus Patents corpus
Word f j fp Word fp f j /pNp Np ^ p ' / y
energy 0.49% 0.73% 0.7 semiconductor 0.81% 0.08% 10.1
band 0.46% 0.76% 0.6 region 0.78% 0.08% 9.8
field 0.38% 0.14% 2.7 band 0.76% 0.46% 1.7
gaas 0.36% 0.12% 3.0 device 0.75% 0.01% 75.0
gasb 0.35% 0.23% 1.5 energy 0.73% 0.49% 1.5
election 0.33% 0.25% 1.3 layer 0.64% 0.18% 3.6
inas 0.31% 0.17% 1.8 layers 0.62% 0.14% 4.4 ■
states 0.26% 0.19% 1.4 superlattice 0.42% 0.25% 1.7
superlattice 0.25% 0.42% 0.6 base 0.42% 0.01% 42.0
structure 0.22% 0.38% 0.6 material 0.42% 0.03% 14.0
Tab le 4-14: The 10 most frequent shared word-forms in the journal corpus and in the patent corpus.
Let us now use the concept of weirdness again. We will consider the journal corpus as a 
reference coipus instead of BNC coipus. This will allow us to identify three major groups 
of words. The first group of words will have a very high weirdness value, the second 
gi'oup will have a weirdness value approximately equal to 1, the third group will have a 
weirdness value approximately equal to 0.0. We defined weirdness of a word in the 
patent corpus in respect to the joiunal coipus as
Wp (word) - fpjword) N j  fjiyvord) Np
The first gi'oup of words comprises legal words like embodiment^ claims, thereof, said 
and herein or words related to artefacts, for instances storage, drain and device', 
Wp {embodiment)~mfimiy and Wp {said)^292Q. For the second group of words we see 
words like valence, barriers, voltage and structures wliich are related to scientific 
concepts; Wp (voltage) F o r  the third group we observe words like theory, 
measui'ements and sample which are related to the nature of the scientific research; 
Wp (sample) =^.02.
93
Chapter 4. Implementation and Experimentation
To investigate the distribution of the above mentioned groups, we visualise the 
distribution of the word-foiins of the patent corpus in both corpora. Each point in figure 
4-4a is represented by its relative frequency in the journal corpus and the patent coipus.
At some level, perhaps it is trivial to say that the patent docmnents and journal papers 
written by Leo Esaki share a number of concepts. This however, is in some way an 
intuitive assertion. What is in patents for us is that temis related to concepts appear to be 
equi-probable in the two coipora: Wp {word) «1 .0 . Figure 4-4 shows that whilst some of 
them are equi-probable like state^ voltage^ valence and tunnelings others behave radically 
different and we can classify them into tliree clusters.
The first cluster comprises words with high relative fiequency in the patent corpus 
compared to the journal corpus. These words can be seen in the upper left of figure 4-4. 
Those words are either legal teims like said and invention or they are terms related to the 
artefact manufacturing process like semiconductors region and device.
The temi semiconductor could readily be found in the patent corpus and less so in the 
journals corpus indicated by Wp {semiconductor)^!^.!. This is because the inventor must 
specify exactly to which class of materials his invention belongs. A quick glance to the 
claim part of any patent may help to prove that (see below)
3,209,215
1965
1. A semiconductor heterojunction tiiode comprising tliree regions, the first region being 
constituted o f  a semiconductor material having a first energy band gap, second - and third 
regions being in contact with said first region and being constituted o f a semiconductor 
material having an energy band gap different from said first energy band - gap, at least two 
immediately contiguous regions being o f the same conductivity-type.
2. A semiconductor heterojunction triode as defined in claim 1 wherein all tlnee regions are 
o f tlie same conductivity-type.
3. A semiconductor heteroiunction tiiode as defined in claim 2 where the regions are all o f  
N -c o n d u c tiv ity -ty p e .____________________ _____________ _____________________________
4,137,542
1979
1. A semiconductor device comprising in combination;
a semiconductor body said body made up o f  alternating epitaxial planar regions o f  at least 
first and second semiconductor materials exhibiting a difference in semiconductor canier 
barrier height at each interface o f said planar regions; each o f  said planar regions having a 
tliickness dimension less Üiaii the mean free path o f an electron; and at least input and output 
means positioned for introducing ciment flow in the regions o f said body parallel to the 
interfaces between said regions.
2, The semiconductor device o f claim 1 wherein said two semiconductor materials 
are taken from the following group o f combinations and their alloys: GaAs-AlAs,
GaSb-AlSb, InAs-GaSb, GaAs-ZnSe, GaSb-ZnTe and InSb-CdTe.
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The second cluster belongs to ternis with high relative frequency in the journal corpus 
compared with the patent corpus, such as GaSb, GaAs and InAs. This cluster indicates 
that there was a great research effort on those materials or concepts and the transfer of 
these efforts to industry varies from material to another. The reader may note that the 
semiconductor materials GaSb and GaAs have roughly the same relative frequency in the 
journal coipus but the relative frequency of GaSb in the patent coipus is greater than the 
relative fr equency of GaAs which may indicate that research efforts in GASb were more 
fmitfril than research efforts in GaSb. This interpretation can be supported by looking to 
the weirdness of the two terras where the Wp (GaSb) =0.66 is closer to the equi-probable 
line than Wp (GaAs)=0.?>3.
The third cluster comprises teiras with high relative frequency in both corpora but higher 
in the patent corpus {band and energy). These two terms are general teiras and well 
known in semiconductor physics which indicates a strong relationship between 
semiconductor science and teclmology in general.
A plot of the distribution of single words in two corpora shows clearly that many open 
class words are low frequency, not occuiring much in the both corpora but a number lie 
on a line which divides a surface demarcated by journals and patents texts. Tliis is the line 
of equi-probability: A line of concepts shai’ed in the two coipora. Above the line lie 
concepts and devices that have been investigated in laboratories and studied theoretically 
and have led to artefacts that now lie in the patent ‘region’. Below the line are objects of 
curiosity to scientists and ideas that are still tested and so on. This ‘line’ appears to exist 
when we look at the level of lemmas (see section 4.3.2).
Raising up the similaiity level to multiword terms, we find that both corpora share 291 
multiword terms which form 22% of extracted terms from the jomnal corpus and 33% of 
extiacted terms from the patent coipus. Note here that we are differentiating between the 
teiras semiconductor material and semiconductor materials. The 10 most frequent shared 
multiword terms and their frequencies in both corpora are shown in Table 4-18. The data 
shows that the 10 most fr equent multiword terms shaie four terms. The first three terms 
are basic concepts in semiconductor physics - valence band, band edge, and energy gap.
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The fourth, molecular beam epitaxy, is a technique used to manufacture the quantum 
wells structure.
Journal C or## i Rank f ' ^  Patents corpus Rank
Term , Journals Patents iTerm Patents Journals
magnetic field 1 38 energy band 2 41
valence band 2 3 valence band 3 2
band edge 4 6 superlattice structure 5 32
layer thickness 6 38 band edge 6 4
carrier concentration 6 33 molecular beam epitaxy 7 9
room temperature 7 29 semiconductor materials 8 43
energy gap 8 13 gallium arsenide 10 42
band structure 9 38 band gap 13 22
molecular beam epitaxy 10 7 energy gap 13 8
quantum wells 11 41 superlattice region 14 31
Table 4-18: The most 10 frequent shared multiword terms in the journal corpus and in the patent 
corpus. The lowest rank in the journal corpus was 47 and that in the patent corpus was 47. The 
maximum rank for any corpus depend to extent on size.
Single word relative frequency comparison is easily computed as a weirdness ratio. Such 
comparison cannot be carried out for compound terms. However there are other statistic 
which can be used for demonstrating that there does exist a line of equiprobability 
dividing the patent-joumal space into two. We look at mutual information and t-score. 
Both these statistics have advantages and limitations (Armstrong 1994) which have been 
taken into consideration. Nevertheless a score plot comprising a line of equi-probability is 
shown in Figure 4-5 and Figure 4-6.
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4.3.2 Lemma Level
It could be useful to study the different forms of the word collectively i.e grouping the 
words with same meaning in one word or lemma. Let us look at the different forms of the 
lemma semiconductor in the patent corpus and in the journal corpus. The lemma 
semiconductor occurs in four different word-forms in the patent corpus {semiconducting, 
semiconductive, semiconductor, and semiconductors) and occurs in four different word- 
forms in the journal corpus {semiconducting, semiconduction, semiconductor, and 
semiconductors). It should be noted that the rare word semiconduction occurs in the 
journal corpus and not in the patent corpus and vice versa for the word semiconductive. 
The various word-forms related to semiconductor have different distribution with 
considerable relative frequency in the two corpora, except for two rare forms - 
semiconductive and semiconduction: the former is only found in the patent corpus and the 
latter in the journals corpus (see Table 4-19a).
Word Journal Corpus Patent Corpus
fjo u rn a l fjo u rn a l journal fpa ten t fp a ten t patent
semiconductor 171 0.08% 785 0.81%
semiconductors 165 0.07% 52 0.05%
semiconducting 27 0.01% 8 0.01%
semiconductive 0 0.00% 8 0.01%
semiconduction 1 0.00% 0 0.00%
semiconductor~ 364 0.17% 853 0.883%
Table 4-19a: The lemmas semiconductor and associated word-forms frequencies in the patent corpus
and the journal corpus
It is interesting to look at the use of lemmas which are preferably used in one corpus and 
not the other. We have found two examples - channel and amplify: channel is used 
preferably only in the form -  channel - in the patent corpus making up to 0.1% of the 
corpus whereas in the journal corpus the use is over 0.065% but there are 5 different 
word-forms. Amplify is a term preferred in the patent corpus (0.03%) but very rarely in 
the journal corpus (0.003%) (see Table 4-19b for details). These examples show 
similarities {semiconductor lemma) and variation {channel and amplify lemmas) across 
the two corpora and will be the heart of our analysis.
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Word Journal Corpus Patent Corpus
f journal fjo u rn a l journal f patent f patent patent
channel 22 0.010% 97 0.100%
channeling 75 0.034% 1 0.001%
channeled 16 0.007% 0 0.000%
channelings 1 0.001% 0 0.000%
channels 9 0.004% 0 0.000%
channel'^ 123 0.0650% 98 0.101%
amplification 1 0.001% 12 0.012%
amplifier 1 0.001% 10 0.010%
amplifiers 1 0.001% 4 0.004%
amplified 3 0.001% 1 0.001%
amplify 0 0.000% 1 0.001%
amplifying 0 0.000% 1 0.001%
amplify^ 6 0.0027% 29 0.030%
Table 4-19b: The lemmas channel and amplify and their word-forms frequencies in the patent corpus
and the journal corpus
For both corpora, we grouped the word-forms regarding their lemma. Data shows that the 
patent corpus and the journal corpus share 1268 lemmas with a total frequency of 43802 
and 67619 respectively. Interestingly, these lemmas form 85% of the journal corpus and 
93% of the patent corpus. This ratio shows that 93% of the patent lemmas are similar to 
that in the journal corpus.
The 10 most frequent lemmas in both corpora (see Table 4-20) share four lemmas energy, 
band, superlattice and layer. Those lemmas form 3% and 6% of the open class words in 
the journal corpus and the patent corpus respectively, and which is indeed a high ratio. 
Note that the relative frequency of those lemmas in the patent corpus is greater than their 
relative frequency in the journal corpus.
Journal Cofptts
*Word:.::m. M s Word #  ^ Patents Journals
energy 0.56% 0.75% layer 1.29% 0.31%
electron 0.54% 0.43% region 1.11% 0.11%
band 0.54% 0.82% device 0.99% 0.03%
field 0.45% 0.14% semiconductor 0.88% 0.16%
state 0.43% 0.43% band 0.82% 0.54%
gaas 0.36% 0.12% energy 0.75% 0.56%
gasb 0.35% 0.23% material 0.67% 0.07%
superlattice 0.32% 0.47% structure 0.50% 0.23%
hole 0.32% 0.28% superlattice 0.47% 0.32%
layer 0.31% 1.29% base 0.46% 0.04%
Table 4-20: The most 10 frequent lemmas in the journal corpus and in the patent corpus
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Let us consider the concept of weirdness and equal-probability line for the lemmas (see 
Figure 4-7). The picture now becomes clear. It is interesting to see the terms tunneling 
and superlattice above the line. These two terms are the concepts that Esaki developed 
during his research career. Note that some terms that are related to experimentation and 
lab works like measurement and sample are far below the line.
Let us consider the multiword terms. We are following the same method for the 
multiword terms lemmas i.e. we consider (for example) the terms semiconductor material 
and semiconductor materials as one term. The 10 most frequent multiword term lemmas 
in both corpora are shown in Table 4-21. Data shows that all the 10 most frequent 
multiword terms in the journal corpus are present in the patent corpus with different 
frequencies but it is not the case for the 10 most frequent multiword terms in the patent 
corpus where three of the terms {collector region, storage device and semiconductor 
region) have 0 frequency in the journal corpus. These three terms are mainly tangible 
parts of the patented devices and can be considered as a part of the lexical signature of the 
Patent documents.
Journal Corpus  ^ Rank Patents corpus Rank
Term J Journals Patents Term Patents Journals
m agnetic field 1 41 valence band 1 2
valence band 2 1 sem iconductor device 1 48
band edge 3 6 energy band 2 32
carrier concentration 4 30 collector region 3 *
layer thickness 5 36 superlattice structure 4 25
energy gap 6 10 sem iconductor region 5 *
fermi energy 7 41 storage device 5 *
gasb superlattice 8 36 band edge 6 3
band structure 9 36 energy band gap 7 49
room  temperature 10 27 m olecular beam  epitaxy 8 11
Table 4-21: The 10 most frequent term lemmas in the journal corpus and in the patent corpus. The 
lowest rank in the journal corpus was 49 and that in the patent corpus was 42. The maximum rank
for any corpus depend to extent on size.
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The patent corpus and the journal corpus share 226 multiword terms with a total 
frequency of 2077 and 2650 respectively. Shared multiword terms form 46.4% and 31% 
of the extracted multiword terms from the patent corpus and the journal corpus 
respectively. The 10 most frequent unshared terms are shown in table 4-22. These terms 
indicate several points. First, not all lab activities can be patented or transferred. Second, 
both corpora and hence the documents are written for different communication needs.
Patent CoiEpu# _ Rank
band offset 15 collector region 3
superlattice sam ple 16 sem iconductor region 5
gasb layers 21 storage device 5
absorption coefficient 23 channel region 13
quantum hall 23 crystalline substance 20
gasb heterostructures 24 tunnel barrier 21
hall resistance 24 em itter region 22
cyclotron resonance 25 sem iconductor alloys 26
gaas superlattice 26 heterojunction structure 27
electron m ass 31 carrier path layer 27
Table 4-22: The 10 most frequent unshared terms in both corpora.
The 10 most frequent multiword terms in both corpora show the morphological 
productivity of the most frequent lemma in the corpus. For the journal corpus, six of the 
10 most frequent single word lemmas energy, band, field, gasb, superlattice, and layer 
were used to form eight of the 10 most frequent multiword terms. The same picture can 
be seen for the patent corpus where seven of the 10 most frequent lemmas band, device, 
semiconductor, energy, region, structure, and superlattice were used to form nine of the 
10 most frequent multiword terms.
Figures 4-6a and 4-6b show the productivity of the shared lemmas energy and band. The 
reader may note that some shared compound terms are used more extensively in one 
corpus than the other. Note that the term fermi energy is used in the journal corpus (7^  ^
rank) more than the patent corpus (ranked 41). The term energy band is used in the patent 
corpus (2"  ^ rank) more than the journal corpus (ranked 32). Some other terms like photon 
energy are used in the same manner in both corpora. The reader may note the same 
observation regarding the lemma band.
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4 0
E n e rg y
F igure 4-6a: The morphological productivity o f the lemma energy in both corpora. The superscripted  
number refers to rank in journal corpus and subscript to the patent corpus.
B a n d  S tru  c lu  re
Figure 4-6b: The morphological productivity o f the lemma band in both corpora. The superscripted  
number refers to rank in journal corpus and subscript to the patent corpus.
4.3.3 Grammatical Level
The percentage of each of the twelve grammatical groups in the patent corpus and the 
journal corpus are shown in Table 4-23a. It is clear that nouns group dominant groups in 
both corpora and comes in the first rank but is more fiequent in the patent corpus which
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means the density of information in the patent corpus is more that in the journal corpus. 
The rest of the grammatical categories have almost the same distribution except proper 
nouns, pronouns and misc. group where their distribution in the journal corpus is greater 
than their distribution in the patent corpus.
Groups Patent % Journal %
Nouns 30.20% 25.20%
Verbs 13.40% 12.10%
Prepositions 12.50% 12.60%
Articles 11.40% 11.00%
Adjectives 8.40% 8.40%
Numerals 6.20% 5.80%
Conjunctions 5.30% 4.80%
Adverbs 3.30% 3.10%
Misc. 3.30% 5.60%
Proper Nouns 3.20% 8.00%
Determiners 2.30% 2.10%
Pronouns 0.60% 1.30%
average # 8.3% 8.3%
standard deviation 0.08 0.07
Table: 4-23a: The relative frequency o f the grammatical categories.
The distribution of the proper nouns group in the journal corpus is greater than in the 
patent corpus by factor of 2.5 since scientific publications depend heavily on the citation 
of previous scientific discoveries more than the patent documents. The distribution of 
pronouns in the journal corpus is greater than their distribution in the patent corpus by 
factor of 2 since patent documents describe how to manufacture the artefacts the scientific 
publication explain what the scientists did and how they did it in addition to their 
arguments and analysis of the discoveries.
Note that the standard deviation of the distribution of the grammatical categories in both 
corpora is almost the same which may suggest a strong similarity between the two 
corpora at the grammatical level in general. The z-scores for the grammatical categories 
in the patent corpus, the journal corpus and the BNC are shown in Table 4-23b. The data 
shows that the z-score for the distribution of the grammatical categories is almost the 
same for the patent corpus and the journal corpus in compare with the BNC corpus. This 
distribution again indicates similarities at the grammatical level in general.
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z-score
Groups Patent % Journal % BNC %
Verbs 0.63 0.58 2.12
Nouns 2.71 2.59 1.75
Pronouns -0.96 -1.08 0.35
Prepositions 0.51 0.66 0.19
Articles 0.38 0.41 -0.13
Adverbs -0.62 -0.80 -0.25
Misc. -0.62 -0.42 -0.29
Adjectives 0.01 0.01 -0.43
Conjunctions -0.38 -0.54 -0.49
Determiners -0.75 -0.96 -0.84
Proper Nouns -0.64 -0.05 -0.88
Numerals -0.27 -0.39 -1.09
average 0.08 0.08 0.08
standard deviation * 0.08 0.07 0.06
Table: 4-23b: The Z score o f the grammatical categories.
4.3.3.1 Distribution of Nominalizations
Nominalizations are nouns which are derived from verbs or adjectives. It is well known 
that nominalizations are one of the main linguistic markers of scientific writing. Halliday 
and Martin (1993) have suggested that scientific [and technological] texts rely heavily on 
the conversion of verbs into nouns through derivation in English. Biber et al (2002: 58- 
65) have discussed the distribution and function of nominalizations in three different 
genres - academic prose, fiction and speech. They focus on four common derivational 
endings.- -tion/sion, -ment, -ness and -ity  and their plural forms. Biber et al. have found 
that the distribution of nominalizations is significantly higher in academic prose when 
compared to imaginative texts mainly written in every day language thereby confirm 
Halliday and Martin’s observation.
Following Biber et al., we extracted tokens that have the four stems (see Table 4-24a). 
The frequency distribution of nominalizations in the five genres shows that speech and 
fiction have almost the same frequency distribution, and that academic prose frequency is 
four times greater. The patent corpus and the journal corpus almost have the same 
frequency and their nominalizations frequency is greater than academic prose with factor 
of 1.12. This distribution indicates the density of information in patents and journals when 
compared with other of genres.
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Patents Journals
Academic
prose Speech Fiction
Corpus size 96620 220218 27000000 500000 3000000
Nominalizations 49.3 48.1 44 11.32 11.2
Table 4-24a: Frequency distribution o f nominalizations across five registers per 1000 words.
‘The specific nominalizations that are common in a register depend, of course, on the 
topics covered in the texts of the corpus’ (Biber 2002:60). It may be useful to consider the 
distribution of the four common suffixes in the five genres (see Table 4-24b). Data shows 
that -tion/sion is the most used suffix in the five genres and it is fairly equal and high in 
academic prose, journals and patents. This kind of nominalization is derived from verbs 
and usually refer to generalised process or state.
Suffix Patent Papers Academic prose Speech Fiction
-tion/sion 69% 70% 68% 56% 51%
-ment 15% 10% 15% 24% 21%
-ity 12% 16% 15% 15% 15%
-ness 4% 4% 2% 5% 13%
SUM 100% 100% 100% 100% 100%
Table 4-24b: The Distribution o f nominalization forms for each suffix.
The suffix -ment shows different distribution behaviour across the registers. The data 
shows that it forms only 10% of the nominalizations in the journal corpus and it is greater 
in the patent corpus and in the academic prose by factor of 1.5 and even greater in fiction 
and speech by factor of 2.4. The suffix -ment is used to convert the verb to a noun and 
generally refers to the action or process described by the verb, or its result.
The data suggests that the suffix -ity  has almost the same distribution in the five genres 
except for the patent where it forms 12% of the nominalizations. The suffix -ity  is used to 
convert the adjective into a noun and generally refers to the state or quality referred to by 
the adjective.
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The suffix -ness is the less used suffix used to form the nominalizations in all genres 
except the case of fiction. The suffix -ness generally converts adjectives into nouns and 
often describes the quality or condition described by the adjective.
4.4 Tracking Evolution and Consolidation of Knowledge
A diachronic study of fi-equency usage of the key terms may help to track how knowledge 
evolves in specialist domains. In this section, we will discuss how it is possible to track 
Esaki’s research programmes and patenting activities based on a diachronic analysis of 
the most frequent multiword terms extracted from the journal corpus and the patent 
corpus. We divided the journal corpus into four equal periods of ten years starting from 
the first journal publication in 1953. In the same manner, the patent corpus was divided 
into three parts starting from 1965.
4.4.1 Tracking Research Programmes: A Diachronic Analysis of the Journal 
Corpus
How does the use of key compounds change over time? It would be useful to select the 
highest ranked terms in each time period in the journal corpus, and study the change in 
their usage (Tables 4-24a to 4-24d). If we consider the first decade, we see the 
disappearance of the most frequently used compound terms hall coefficient, lattice defects 
and kink field  from Esaki’s vocabulary over the time period 1953-1962. The terms 
magnetic field  and room temperature appear to be Esaki’s abiding interest.
B # u e n t # 6 w  k  53-62 53-62 63-72 73-82 83-92
hall coefficient 1 17 * *
room temperature 2 11 14 20
lattice defects 3 * * *
magnetic field 3 3 1 1
kink field 4 * * *
Lowest Rank 10 18 30 ^ 31
Table:4-24a: 1953-19962 Key compound terms and their usage over the years in the journal corpus.
Asterisks show term not found.
The time period 1963-1972 shows the emergence of two new terms in Esaki’s writing, 
carrier concentration and band edge (see Table 4-24b). All terms shows interesting 
frequency profiling in the sense that all are used extensively in the following periods
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which may indicate they are the core terminology for research activities in the rest of 
Esaki’s research career.
53-62 63-72 73-82 83-92
valence band 5 1 9 5
carrier concentration * 2 10 3
magnetic field 3 3 1 1
band edge * 4 6 2
Fermi energy 10 5 8 11
^10 18 30 31 m
Table:4-24b: 1963-1972 Key compound terms and their usage over the years the journal corpus.
Asterisks show term not found.
The time period 1973-1982 shows the emergence of three terms layer thickness, periodic 
structure and superlattice sample (see Table 4-24c) which are not used extensively in the 
next time period 1983-1992. Keeping the terminology of the time period 1963-1972 in 
mind, one may argue that these terms are protective belt terms.
Ffé#m tiÿernis% 73-#2i 53-62 63-72 73-82 83-92
layer thickness * * 1 26
magnetic field 3 3 1 1
energy gap * 5 3 19
periodic structure * * 4 29
superlattice sample * * 5 *
Lowest Rank 10 18 30 31
Table:4-24c: 1973-1982 Key compound terms and their usage over the years the journal corpus.
Asterisks show term not found.
The other end of the time series (1983-1992) shows the emergence of a new term in the 5 
most frequently compound terms - band offset. The data shows the extensive use of the 
term quantum wells which emerged in the previous time period.
Terms in 83-92 53-62 63-72 73-82 83-92
magnetic field 3 3 1 1
band edge * 4 6 2
band offset * * * 3
carrier concentration * 2 10 3
quantum wells * * 20 4
Lowest Rank 10 18 30 31
Table:4-24d: 1983-1992 Key compound terms and their usage over the years the journal corpus.
Asterisks show term not found.
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Tables 4-24a to 4-24d show how Esaki developed as a scientist over a 40 year period. 
Some of his terminology has remained intact whilst he has dropped some of the terms and 
adapted and coined new terms in his writings.
4.4.2 Tracking Innovations: A Diachronic Analysis of the Patent Corpus
A diachronic comparison of the key terms in the patent corpus between 1965-1974 with 
other two decades shows Esaki and colleagues dropping some terms over time (e.g. edge 
energy) but retaining others (e.g. semiconductor device -  see Table 4-25a). The data also 
shows that the semiconductor material gallium arsenide was used extensively in artefacts 
in this time period in comparison with the following decades.
Frequent Terms in 65-74 65-74 75-84 85-94
gallium arsenide 1 25 21
superlattice structure 1 12 14
edge energy 2 * *
semiconductor device 3 2 4
energy band 4 3 13
Lowest Rank 15 33 1....2 5 _ ;
Table 4-25a: 1965-1974 Key compound terms and their usage over the years in the patent corpus.
Asterisks show term not found.
The second decade (1975-1984) shows that Esaki was involved in innovation that related 
to memory systems. The emergence of the term storage device and then its death in the 
next decade indicates that Esaki was interested in this artefact in this time period only (see 
Table 4-25b). Note the extensive use of the term collector region which indicates that 
Esaki also patented artefacts related to transistors. A transistor is an electronic device that 
consists of three terminals or regions - base, collector and emitter.
Frequent Terms in 75-84 65-74 ^ 75-84 85-94
collector region 13 1 24
semiconductor device 3 2 4
energy band 4 3 13
storage device * 4 *
band edge 12 5 7
Lowest Rank ^  15 33 25
Table 4-25b: 1975-1984 Key compound terms and their usage over the years in the patent corpus.
Asterisks show term not found.
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If we use 1985-1994 as a benchmark for key terms, we note new interests of Esaki and 
colleagues, expressed through terms like channel region, optoelectronic devices and 
crystalline substance (see Table 4-25c). The term channel region indicate that Esaki at 
that time concentrated on field effect transistors (FET). The channel region is the region 
of a field effect transistor that conducts or blocks the flow of current when the device 
switches on and off respectively. The emergence of the term optoelectronic devices 
indicates that Esaki was also interested in innovations that related to optoelectronics. The 
term crystalline substance shows that Esaki and his colleagues were using a new way of 
fabricating artefacts and materials.
Terms in 85-94 65-74 75-84 85-94
channel region * * 1
optoelectronic device * * 2
valence band 13 6 3
semiconductor device 3 2 4
crystalline substance * * 5
Lowest Rank 33 25
Table 4-25c: 1985-1994 Key compound terms and their usage over the years in the patent corpus.
Asterisks show term not found.
In the above discussion, we tracked the frequency usage of the most frequent terms in 
Esaki patents corpus. It is useful to track the artefacts that Esaki invented or used in his 
inventions. To do that we will consider compound terms containing the following single 
words device(s), diode(s), transis tor (s), circuit (s) and oscillator(s) (see Table 4-26).
C om p ou n d  term s con ta in s 65-74 75-84 85-94
d evice(s) 49% 63% 81%
diode(s) 5% 13% 6%
transistor(s) 12% 21% 13%
oscillator(s) 25% 2% 0%
circuit(s) 9% 1% 0%
Table 4-26: Diachronic change o f compound terms containing the words device, diode, transistor, 
oscillator and circuit over three decades in the patents corpus.
The word device denotes a general concept which includes all types of electronic 
artefacts. This makes compound terms containing the word device dominate the higher 
percentage usage in the three decades. Data shows that the term semiconductor device is a
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shared term in the tliree decades. The time period 1965-1974 (see Table 4-27a) shows 
that Esaki was working in heterojunction devices which are actually superlattice devices. 
Esaki was also interesting in bulk oscillator devices. This kind of device depends on the 
material properties to perform its function rather than the structure.
65-74 75-84 85-94
semiconductor device(s) 
semiconductor heterojunction device(s) 
superlattice device(s) 
bulk oscillator device(s)
semiconductor device(s) 
storage device(s) 
optical device(s) 
heterojunction device(s)
optoelectronic device(s) 
semiconductor device(s) 
emitting device(s) 
detecting device(s)
Table 4-27a: Invented devices in the patent corpus.
The time period 1975-1984 shows that Esaki was interested in storage device-^ and 
optical device'^ which are heterojunction device'^. Note that the term heterojunction 
device^ is a shared tenn in the first and second decades of Esaki’s inventions. The time 
period 1985-1994 shows that Esaki was working in optoelectronic device'-' which could 
be used as emitting device or detecting device.
Data shows that Esaki’s inventions comprise different types of diodes (see Table 4-27b). 
The tunnel diode, the first discovery of Esaki, was used in the tln*ee decades in general 
like tunnel diode or specific like gasb tunnel diode in 75-84 or resonant interband tunnel 
diode in 85-94. The other types of diodes are emitting diodes and laser diodes. Note that 
they are used in the same periods as the terms optical devices and optoelectronics devices 
are used.
65-74 ■ 75-84 85-94
electi'oluminescent diode(s) 
tunnel diode(s)
tunnel diode(s) 
emitting diode(s) 
gasb tunnel diode(s)
emitting diode(s) 
laser diode(s)
resonant interband tunnel diode(s)
Table 4-27b: Invented diodes in the patent corpus.
113
Chapter 4. Implementation and Experimentation
If we look to a more complicated device, the transistor, we see that Esaki was involved in 
ti'ansistor inventions. A transistor is a tliree terminal device. In the early 50 and 60 it was 
known as a triode. Conventional transistors are fabricated using one semiconductor 
material like Silicon or Germaniiun, Data shows that transistors invented by Esaki were 
all heterojunction transistors i.e. composed of different semiconductor materials (see 
Table 4-27c). Fabricating such devices is possible by using so called superlattice 
stmctuies.
65-74 75-84 85-94
threeterminal device(s) 
heterojunction tiiode(s)
heterojunction transistor(s) fet ti'ansistor(s) 
heterojunction transistor(s)
Table 4-27c; Invented transistors in the patent corpus.
Oscillators are devices used to generate a signal witli certain frequency. Data suggests 
that Esaki invented a bulk oscillator in the time period 65-74. Such a device depends on 
material properties to perform its function. Time period 75-84 shows another kind of 
oscillator, laser oscillator and infrared laser oscillator which basically depends on light 
for its functionality.
65-74 75-84
bulk oscillator(s) infrared laser oscillator(s) 
laser oscillator(s)
Table 4-27d: Invented oscillators in the patent corpus.
Esaki used different kinds of circuits in his inventions (see Table 4-27e). In 65-74, Esaki 
used an amplifier circuit which is used to amplify the gain of oscillators. In 75-84 we see 
another kind of circuits, bridge circuit and feedback circuits. These circuits can be used to 
control the storage devices invented by Esaki in the same time period.
65-74 75-84
amplifier circuit(s) bridge circuit(s) 
feedback circuit(s)
Table 4-27e: Invented circuits in the patent corpus.
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4.5 Summary
In this chapter, we applied a coipus-based method which facilitates different teclmiques to 
track the evolution and consolidation of knowledge in specialist domains. We have 
focused on one of the key figure in semiconductor science and teclmology, Leo Esaki, as 
a representative sample of the domain. We applied a coipus-based approach to study the 
language of science and technology based on his journal publications and patent 
documents. We have used infoiination extraction techniques to extract scientific and 
technological terms fiom the corpus.
For both coipora, we first studied the fr equency distribution of single word teims and then 
considered the similarity of distribution with that of the BNC coipus. This comparison 
allows us to identify the candidate temis in the corpora. Then we studied the distiibution 
of the automatically extracted compound terms. Finally, we considered the distribution of 
12 grammatical categories in each coipus and compared their distribution with those in 
the BNC corpus.
To study the similarities and differences between the patent corpus and the journal coipus 
we compared the distribution of single word teims, compound teims and grammatical 
categories in both corpora. We applied the concept of weirdness and intioduced the 
concept of equai-probability line.
Finally we have introduced a method for comparing the lexical signatures diachionically 
over a period of 30-40 years divided into thiee-fbur decades. We have shown that the 
signature changes significantly every decade both in the patent corpus (30 years span) and 
the journal corpus (40 years span). The method of comparison is based on the rank-order 
of compound teims by fr equency.
In the next chapter, we will evaluate our method and findings based on protocol analysis 
of verbal reports.
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Chapter 5
5 Conclusion; Evaluation and Future Work
5.1 Evaluation; Knowledge Maps and Protocol Analysis
In chapter 4, we looked at wi'itten text in the form of both research papers and patent 
documents. We attempted to show a connection between the two forms of writing and 
suggested that research papers have an effect on patents. Wliat we have attempted to 
demonstiate is that there is a commonality, and, indeed, a distinction, at the level of 
lexical choice of the authors of the two fonns of documents.
The lexical choice of a journal author or a patentee discussed up until now has focused on 
the use of terminology. We mentioned that there is cross-citation in research papers and 
this situation prevails in patent documents as well. Within patent documents, one can 
find references to other patents and research papers -  the prior art. However, in journals, 
we have not found any citation of a patent in our studies.
The cross-citation includes references to patents by number and the patentee. Figuie 5-1 
shows a co-citation “network” pattern of Esaki’s patents cited in one of his earlier patents.
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Let us look at some details of the patents and expand Figure 5-1 (see Figure 5-2) to show 
the patent number together with its title. One can see the comiections in the map are not 
merely co-citation patterns but there is also a commonality o f terminology within the 
network of a basic process or artefact (tunnel diodes), as well as an equivalent diversity in 
the titles (methods of producing and potential uses of tunnel diodes)
Legend
5 most frequent Compound Terms
U SPTO  No.:Date 
Title
channel region 
valence band 
alsb layers 
gate electrode 
drain electrode
4743951:1988 
Field effect transistor
channel region 
gate electrode 
valence band 
semiconductor materials 
drain electrode
4538165:1985 
FET With hetero junction  induced  
channel
semiconductor regions 
semiconductor device 
tunnel diode 
interface layer 
band edge
4371884:1983 
InAs-GaSb Tunnel diode
valence baud
semiconductor superlattice structure 
superlatticc region 
energy gap
\nolecular beam epitaxy__________
^  4250515:1981 ^
Heterojunction superiattice 
with potential well depth 
greater than half the bandgap
optical device 
emitting layers 
superiattice region 
superlatticc semiconductor 
\nfi-arcd radiation________
4163238:1979  
Infrared semiconductor 
device with superiattice 
region
heterojunction structure 
optical device 
valence band 
semiconductor layer 
heterojunction device
4208667:1980  
Controlled absorption in 
heterojunction structures
storage device 
energy band 
semiconductor materials 
band edge
semiconductor layers
4103312:1978 
Semiconductor memory 
devices
tunnel diode 
valance band 
semiconductor device 
frequency performance 
molecular beam epitaxy
4198644 :1980 
Tunnel diode
planar layers 
superiattice structure 
semiconductor device 
superiattice region 
Vglectromagnetic spectrum
4348686:1982  
Microwave-infrared detector 
with semiconductor 
superiattice region
superiattice regions 
optical device 
superlatticc region 
gallium aluminum arsenide 
band detector
4205331:1980 
Infrared optical devices of 
layered structure
planar regions 
semiconductor device 
semiconductor materials 
semiconductor body 
energy gap
4137542:1979  
Semiconductor structure
Figure 5-2: A detailed knowledge map that shows the citation link and terminology commonality.
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The co-citation pattern related to names produces an equally interesting map. Figui*e 5-3 
shows citations in, and by others, of some of Esaki’s patents approved duiing a 20 year 
period from 1971 to 1988. A number of authors are cited in addition to Esaki himself. 
The patents cited by Esaki himself cites other patents and this shows the network 
sprawling some distance back in time -  up to over 20 years in some cases.
3626328:1971 
Semiconductor Bulk Osciliitor
Dcnkcrviillcr, 3171068, 1965 
Kromer, 3467896, 1969 MIsnwa, 3356866, 1967 
Sandbank, 3479611,1969 Weinstein, 3328584,1967
3626257:1971 Semiconductor Device wiOi 
superlattice Region
4517047:1985 \
MBE growth technique for I 
matching supcriattices grown on I GaAs substrates , }
Oshimn, 4319259, 1982 
Stini, 4370510,1983
(  4558336:1985 4MBE Growth technique for 
matching superlattices grown on 
I GaAs substrates )
Broadieet nl, 3963538, 1976 
Kcmlnge cl nl., 3963539, 1976 
Dlnkcslceclnl,4088515, 1978 
Mason, 4120706, 1978 
Dingle et nl.. 4261771, 1981 Varan, 4274890. 1981S 
cilrcsctal., 4277762,1981
Blakeslce, 3721583, 1973 
Glnnschcr, 3872400, 1972 
Dohlcr, 3882533, 1975 Madjid, 3893148, 1975 
Chang, 3929527. 1975,
4103312:1978 Semiconductor mcmoty devices
4163238:1979 |Infrared semiconductor device I 
with supetlaltice region I
Scholcr, 469154, 1969 
Dohlcr, 3882533. 1975 Madjid, 3893148, 1975
I  Blafccslecl, 4088515, 1975 
 ►
► I 4137542:19791 Semiconductor suuctute
4205331:1980 
Infrared optical devices of layered structure
- W  4208667:1980I Controlled absoiption inI hetcrojunction structures
4198644 :1980 
Tunnel diode
Cohen, 3864721, 1975
4348686:1982 
Microwave-infrared detector 
with semiconductor superlattic , region
► I 4371884:19831 InAs-GaSb Tunnel diode
Chang et al, 4173763,1979
4538165:1985 FET With hetcrojunction induced 
channel
Dingle ctnl,4163237. 1979 Kawashima cl nl, 4236165, 1980 Cho el al., 4236166, 1980 
Mimura, 4424525, 1984 Chang at al, 4173763,1979
4743951:1988 
Field effect transistor
Dingle ct nl., 4163237,1979 Kawashima et al., 4236165, 1980 
Cho ctal., 4236166, 1980 
Chang el ai, 4173763,1979
F igure 5-3: Citation patterns found in some of Esaki’s patents over 20 years.
What is the validity of such maps? At a factual level, this map is a chronologically 
organised inventory of cross-citations. The links between the various patents can be 
interpreted at one level as purely a navigational device for the eye. At another level, these
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links show conceptual and causal relationships between the patents. But that is not 
directly discernible and there is little empirical evidence to argue the case.
In order to investigate this question of conceptual and causal relationships, we have used 
a technique called protocol analysis. Protocol analysis is a method used in psychology 
for investigating whether or not “individuals had privileged access to their experiences” 
and equally that experience could be verbalised together with thought processes and 
strategies (Ericsson and Simon 1993: xii). Psychologists typically rely on their 
obseiwations of subjects and it is the psychologists who verbalise the behaviour of the 
subjects, hi protocol analysis, tln'ough techniques like talk-aloud and think-aloud 
protocols, expert and novice subjects are not only asked to perform a task but also to 
describe the task.
5.1.1 Introduction to Protocol Analysis
Our study so far has depended entirely on the so-called tiace of knowledge: what 
scientists wiote and published either as ajournai paper or as a patent document. A written 
document is a highly revised and ‘polished’ docimient. We have ai'gued that we can 
abstract concepts from the document by looking at teiminology and the relationship 
between tenns within journal papers and across with patent documents. One equally 
important although, arguably, highly unstable, medium of commimicating knowledge is 
the spoken word. It has been argued by key psychologists that hiunan subjects can 
ai'ticulate the details of their behaviour. Fmfheimore such articulation is generally a 
truthful account of what a human being is doing while they perfomi certain behaviour. 
Protocol analysis or verbal reports data was established in cognitive psychology some 
time ago (see Ericsson and Simon (1993) for details).
More recently one of the pioneers of artificial intelligence, Herbert Simon, has advocated 
the use of verbal reports in cognitive science reseai ch. In his co-authored book Protocol 
Analysis (1993), Simon and his colleague Ericsson, claimed that verbal reports are 
produced by the same cognitive process that produces the more traditional fonn of data 
such as speed of pattern process and sequence of eye fixation. The normal convention is 
that a subject is asked to perfoim a certain task and while perfoiming the task, they are 
asked to think aloud about the task. There is considerable evidence that verbal reports 
provide important cognitive data.
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Two major objectives motivate our interest in protocol analysis or verbal reports data. 
First, verbal reports may seiwe as a verification tool for the analysis results produced by 
oin methodology or any methodology which analyses text: the output from scientometrics 
analysis or corpus linguistic analysis can be presented to an expert and the expert then 
asked to judge whether the output was relevant, accuiate and meaningftil. This approach 
has been adapted elsewhere in information extraction where the expert is used to 
pronounce upon the information extraction program (Salway 1999).
The second more ambitious objective is to suggest that the output produced via text 
analysis has a minimal of explanations or justifications. It is possible to make some 
inferences by the use of lexical semantic cues that may accompany a generic concept such 
that one may find its instances -  for example an author may describe
Semiconductor materials like Indium Arsenide 
Electronic devices like a transistor 
or
Semiconductor materials such as Gallium Arsenide 
Electronic devices such as a diode
Such cues have been used by Alimad et al (2003) to construct an ontological description 
of concepts in a domain by using cues Tike’ or ‘such as’. Peai'son (1998) has used verbs 
to similar effect. Such an analysis (Almiad’s and Pearson’s) leads to limited explanation 
or justification. And as the text is produced at a certain time and a certain place and is 
written by a certain author with a given set of goals in mind, it is not really possible to see 
a broader sweep of the subject. The authors of a jomnal paper or patent document aie 
necessarily restricted by the amount of space available to them. The author is allowed to 
refer to other authors and indeed allowed to elaborate on their ideas but these are highly 
stylised and restricted in nature. Above all, the elaboration, justification and explanation 
aie delivered in highly fonnal language. A verbal report perhaps will not be highly 
formalised and will allow a degree of explanation and justification which would be 
otherwise not available in the wiitten texts.
It has been suggested that paraplirases are used to elaborate upon a concept (e.g. particle 
instead of electron) or that the authors provide potential definitions of concepts in their
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texts. Automatic analysis of paraplirases is not straightforward: Benbrahim and Ahmad 
(1995) have used an algorithm due to Hoey (1991) to look at lexical repetition and have 
found that paraphrases do contribute to repetition but computationally this task is veiy 
resomce intensive. We note that paraplirases and partial definition are used to for 
explanation and justification purpose -  but this is beyond the scope o f our study.
5.1.2 Method
The adaptation of protocol analysis for investigating the transfer of knowledge is, as far as 
we know, quite novel and ours is perhaps amongst the first attempts. Given tliis proviso, 
we would like the reader to look at how we have used the verbal report o f a leading expert 
in the field of electionics, closely related to that of Esaki, to further investigate the links 
between research papers and patent documents. Our goal is to elicit and extract 
knowledge fr om the expert verbal report.
The conceptual map in Figure 5-3 comprises a reference to Sandbank (US Patent No. 
3479611, approved in 1969). From the biogiaphy of Charles Sandbank (see Table 5-1), it 
will be apparent that Sandbank has had experiences similar to that of Esaki and that 
Sandbank has acted not only as a highly productive researcher personally, but has 
managed research teams as well. This means that he is aware of the value of fundamental 
research, aware of the value of patenting important inventions, and because of liis career 
at one of the major telecommunication organisations and latterly as a key adviser to the 
UK government, he is aware of the importance of converting patents into products.
Chai'les Sandbank was approached and asked to comment on our co-citation map (Figure 
5-3) which contains reference to himself. He was also asked to comment on the 
interrelationship between the vaiious patents. Last but not least he was asked to confirm 
one of our principal hypotheses that the transition of knowledge fr om journals to patents 
has a tlnee-part life cycle: research focuses on materials and patents are filed on 
producing and refining the materials; then research focuses on devices based on the 
material and patents are filed to claim originality on the methods for producing the 
devices; and finally the devices are organised in a system to perfonn a well-defined task 
and the systems are patented.
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Year Organisation Title Description
1 1953 Brimar Valve Co. of 
STC
Engineer 1. Production Engineer
2. Receiving valve development
2 1960 Transistor Division of 
STC
Engineer Developed some of the first 
semiconductor integrated circuits to 
be produced in Eur ope
3 1964 Standard
T elecommunications 
Laboratories
Head of the Electron 
Devices Laboratory
Researched in electronic devices 
and managed a team
4 1968 STL Manager of the 
Comniimications 
Systems Division
Researched into compound 
semiconductors; microwave 
devices; integrated circuits; solid 
state bulk effects; electi'on-phonon 
interactions; radio communication 
systems; navaids and electro-optics
5 1976 STL Built the world's first wide band 
digital optical fibre communications 
system
6 1978 BBC Head of Research 
Department
NICAM stereo sound for TV
7 1984 BBC Deputy Director of 
Engineering
Electronic graphics; the 'BBC 
MICRO' project; HDTV and 
particularly digital broadcasting
8 1993 DTI Broadcasting 
Technology Adviser
9 1993-
1997
Snell and Wilcox Ltd Non-executive
Director
Table 5-1; Prof. Charles Sandbank’s bibliography
The interview was conducted by K Alnnad and M Al-Thubaity and the proceedings were 
tape recorded and videotaped. The materials used in the interview were the co-citation 
maps, patent documents and research papers. The interview was given freely by Prof. 
Sandbank. The interview was transcribed (and is in Appendix D) and the key points of the 
inteiwiew are quoted below. Note we started the discussion with Prof. Sandbank’s own 
patent. Prof. Sandbank was asked to cany out two tasks, first we specifically asked for 
some historical introspection and second verbal report on the relationship of his work to 
that of Esaki. The second task was organised such that Prof. Sandbank would essentially 
think aloud.
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5.1.3 Think-aloud Protocol
Professor Sandbank was asked to briefly describe a clii'onology of events in his field of 
research interest between 1950-1980
Prompt: we are going to ask you to do a little bit of historical 
introspection here. I am going to give you some dates and you will tell me 
please - what would you think would be the crucial invention in those 
dates. So in 1950 in terms of this business of tunnel diodes and high speed 
circuits what would be the key invention in 1950s?.
Each prompted decade was labelled by one or more terms -  he starts with components, 
then onto material growing techniques then onto devices and finally systems:
[1950]
Sandbank:......The concept of logic gate based on vacuum valves....
[ 1960]
Sandbank: ........ epitaxial growth techniques....
[1970]
Sandbank: ....  epitaxial growth techniques to produce tunneling devices
and CMOS circuits 
[19 80] 
Sandbank: ....The use of Gallium Arsenide LASER and CD's
Professor Sandbank was shown the knowledge map in which Esaki cites otliers (Figure 5- 
3). Esald’s 1971 patent (No 3626328, awarded 1971) cites one of Sandbank’s patents 
(No. 3479611, titled Series Operated Gunn Effect Device). Esaki patent 3626328 was 
cited in tlnee of Esaki’s subsequent patents (4103312, 4163238 and 4137542). Sandbank 
was asked:
Prompt: I just want you to take us back through this map and see how we 
can make a link from one of these discoveries to Esaki’s patent and back 
from Esaki’s patent to one of his earlier patents and then somehow to you. 
What form of words would we use to make this link?
The reply shows the succinct nature of Sandbank’s discourse especially in the use of 
highlighted keywords:
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Sandbank: Obviously It is the heteroiunction that Is the important thing 
and that enables us again now to have blue LASERS and all the other 
things, that will enable us to have HDTV and DVDs ..... So I suppose 
you could say that working backwards the heteroiunction work which 
goes back to the interest in making integrated tunnel diode circuits of 
the type that I made which goes back to his basic Invention of the 
tunnel diode.
Here we see that the scientists start with a structme {heterojunction). Next are devices -  
tunnel diode -  and finally to integrated tunnel diode circuits — a system level device. 
Another prompt for fiuther elaboration led to more detailed discussion:
Prompt: Yes the basic invention of tunnel diode in 1980 ...
Sandbank: You are asking me to go back right from the beginning.....
The tunnel diode device I suppose started the interest in the bulk 
effect, the bulk effect then...
Prompt: can you explain what the bulk effect is please?
Sand bank: well basically, you take a piece of semiconductor and you 
look at what happens In the bulk rather than specifically at a thing like 
a transistor which is like a valve triode. The basic tunnel diode is just a 
diode and it uses the property of the semiconductor to give you the 
negative resistance effect.
The Gunn effect is not really so much a straight negative resistance but 
with the movement of the domain it behaves like this again. You take a 
piece of Gallium Arsenide and you make contacts at the end of it and 
you are using the bulk properties.
That led one to look at some of the more sophisticated properties of 
the semiconductor rather than the straightforward p-n junction and 
that then took one on to Gallium Arsenide and then It finished up with 
the more complex materials like Indium Arsenide. Gallium Antimonlde, 
and the various other combinations which are used today to give you 
these sort of wavelength lasers or in some cases, longer wavelength, 
so it was a progression and I would say that the basic work that Esaki 
did on tunneling led people to think further than trying to imitate the 
valve triode in a semiconductor layer by having the elements In a grid, 
if you like, and then anodes and that I would say was the chain of 
events and certainly looking at it from my point of view, that was a 
route that I must have followed.
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The full verbal report is in Appendix D. hi the following we have paraplnased and 
sunnnaiised Prof. Sandbank’s views on Esaki, his own work, and about the future of 
tunnel devices.
On the close relationship of Sandbank and Esaki’s work we could discern that:
D3. The patent filed by Esaki in 1971 that cites Sandbank’s work on 
“semi-conductor device with superlattice region” was according to 
Sandbank “a heterojunction oscillator device fairly similar” to that 
patented by Esaki.
D4. Esaki discovered the mechanism of making a tunnel diode using 
Germanium metal on his own, and “very deservedly got the Nobel Prize 
for it”.
D6. Sandbank wrote a paper in 1964, not long after Esaki published his 
paper but before his patents on tunnel diodes, which describes 
Sandbank’s work on tunnel diodes themselves.
D8. Sandbank then showed us his paper describing that he made a device 
-  integrated shift register -  by making an oscillator and shift register 
using tunnel diodes and putting them with resistors and so on.
D9. The description of the tunnel diode and how you can make a logic 
unit, a simple computing element, out of the tunnel diodes is given below 
together with an original photograph of the system from Sandbank’s 
paper.
(The numbers refer to markings on the transcript)
So what about his research contribution:
D14. Prof. Sandbank commented that he had forgotten how “so veiy  
much ahead of our time we decided to make an integrated tunnel diode 
circuit using epitaxial growth of Germanium on a substrate...”
Sandbank confimi our hypothesis (materials ^  devices systems)
D15. Sandbank suggested that he had concluded that “integrated tunnel 
diode circuit modules can be made for a variety of applications, 
particularly high speed gating and memory elements”.
D17, D18, D19. From the development of material on to the devices then 
finally on to a system. Sandbank suggested that he made an analogue to 
digital converter operating at very high speeds which he called “domain 
original function integrated circuit”.
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Sandbank’s eye caught by one of the key phrases in Esaki’s journal papers and patents - 
"epitaxy^-.
D16. “tunnel devices do not lend themselves as readily as transistors to 
solid state circuit techniques, but the epitaxial process brings about the 
possibility of a useful range of single crystal circuits incorporating tunnel 
devices”.
D20 -  Sandbank also suggested why some of his prototype systems were 
not taken up.
Sandbank then described the ‘competition’ amongst three teclmiques:
D21- s i l i c o n - b a s e d .  G a l l i u m  A r s e n i d e - b a s e d  and G e r m a n i u m - b a s e d .  The 
first two survived but Germanium-based technology was not taken up due 
to expense and Prof. Sandbank worked with Germanium-based systems.
5,2 Evaluation: Knowledge Conversion and Scientometry
5.2.1 Knowledge Conversion
The metamoiphosis of science into technology is a complex process when one sees grand 
ideas dotting the past scientific landscape and beneficial technological artefacts in the 
present. The notion of ‘semi-conductors’, with variable conductance, was a giand idea 
that has led to a range of mobile computing devices for example. The grand idea is a key 
reference point for forecasting how the idea will metamorphose into an artefact.
Knowledge is communicated through so-called semiotic systems: written text, images, 
mathematical and chemical symbols, and so on. The knowledge of emergent domains is 
yet to standardize its symbol systems which simply adds to the (creative) chaos inherent 
in such emergent systems. The analysis of change in written text, amongst the most 
changeable semiotic system at the lexical level at least, may reveal a consensus or 
dissension in the use of terms. Terms denote concepts and textually help us to understand 
how knowledge evolves in an emergent domain. The emergent domain of semi­
conductor physics, specifically nano-strirctured tunnel diodes, was studied as an 
exemplar*. This is oiu* attempt to establish a method, which covers a broad range of texts.
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journal articles, patent documents and state-of-the-art review papers, to observe the 
emergence of a new domain.
We have deliberately focused on a prolific individual to establish our method which is 
document-based and language-inspired. The method will facilitate the construction of 
loiowledge maps in an objective and systematic fashion. This method will help in 
establishing knowledge visualisation studies in the reahn of strategic decision decision­
making focused on how research is exploited and how such a process can be facilitated.
It is an intuitive statement that research ideas and experimentation fonn the basis of new 
devices, services, methods and teclmiques. The research effort leads to the creation of 
new knowledge, and to the suspension of ‘old’ knowledge, and this knowledge crosses- 
over into technology. Perhaps a comparative analysis of the choice of terms (lexical 
signature) will indicate the extent of this cross-over, hr this spirit of specialist knowledge 
still in the realms of resear*ch and not quite it making into the construction of ar tefacts and 
vice versa, we have compared the rank order of the most frequent words in the journal 
corpus of Esaki’s papers with that of Esaki’s patents corpus.
Om* analysis shows that research papers and patent documents can be distinguished 
somewhat on the basis of single word and compound terms that were generated 
automatically. These two lexical signatures show the potential for identifying cross-over 
points in the transfer of knowledge fr om the research arena to applications domain.
In each of the four knowledge conversion phases (see section 2.3.2) a domain community 
appears to prefer certain lexical items and uses an appropriate text type. The socialization 
phase in Esaki’s works includes references to earlier experimental work that suggested 
there is a sudden upsiuge in cun'ent with only small applied voltage in certain classes of 
semiconducting materials; Esaki’s experiments established the notion that turmelling may 
be responsible for the upsiuge rather than any other mechanism. The publication of his 
papers, initially only in IBM house jomiials and then in the prestigious Physical Review, 
may be regarded as the externalization phase of knowledge conversion. This phase led to 
the combination phase where work in superconductivity influenced the work in tunnelling 
semiconductors leading to a strange oxymoronic teim superconducting semiconductor 
diode', despite the early death of this term the field is burgeoning. The internalization
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phase is marked by international conferences, learned journals on the subject of nano­
structured materials, and by references to Esaki’s patents and papers. The new 
socialization process has begun in the last ten years where recent work in 
Buckminsterfullerene is being used by nano-scientists and teclinologists in the laboratory 
manufacture of so-called carbon nanotubes: the material to power future computers.
5.2.2 Scientoinetiy Account of Knowledge Transfer
On Meyer’s account (2001) (see section 2.2) the relationship between tunneling devices 
science (as represented in Esaki’s journal papers) and tunneling devices teclmology (as 
represented in Esaki’s patent documents) is not stiong as only 12 out of 96 of Esaki’s 
papers were cited in Esaki’s patents. For us it is a rather simplistic model as some journal 
papers are elaborations of and corrections to the papers published earlier. So it is perhaps 
inevitable that not all papers of a scientist are cited.
It is not only the citations of journal papers in patent documents that is important but the 
extent to wliich journal papers and patent documents share common concepts represented 
by vocabulary over a long period of time. We have found that over a third of the 
vocabularies are shaied between the two genres of documents. Moreover, over 90% of 
open class words in the patent corpus were found in the journal corpus (c. 74%) and vice 
versa (see section 4.3.1 and 4.3.2).
It is true that although vocabulary may be shared, the usage of certain words may differ 
sharply: terms like semiconductor, region, device, base and material are 10 times or 
more frequent in the patent corpus than in the journal corpus (see Table 4-14). The 
difference in the fr equency of usage also indicates the tr ansition of one concept -  denoted 
by a term -  from science (joiunal papers) to technology (patent documents). Figure 4-4 
(repeated here) shows the level of sharing across the line of equi-probability. The 
similarity and variation in the use of cornpoimd terms also indirectly shows the effect of 
science on teclmology (section 4.4).
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5.3 Future Work
The work presented in this thesis focuses on a data driven analysis of journal papers and 
patent documents at the lexical level. We have been successful in identifying similarities 
and differences in the two corpora. Our focus has been on one single author who was 
selected because of his prolific output both as a scientist and as a technologist, as 
evidenced through his papers and patents.
One key area of futine work would be to find, if  possible, a scientist of this repute or 
gr oup of scientists and teclinologists who have worked together over a period of time. In a 
manner similar* to that of Leo Esaki’s work, the two genres of documents produced by this 
scientist or group of scientists could be examined for* similarities and variations. This 
study would help further* verify the effectiveness of our* method.
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The discussion of similarities and variation across the two gemes was focused statistically 
at the first order; we are only looking at the fr equency distributions and averages thereof. 
Although, in some instances, we looked at the second order differences in terms of 
standard deviations and z-scores. For compound terms, om analysis also included first 
and second moments.
We have indicated that the analysis of cornpoimd terms does not rely on statistics which 
are as robust as available for single word terms. Developments in this area of finding a 
compound term and statistically proving the fact that more than one unit have come 
together as a compound are still continuing. Matrices used to find the mutual information 
content or collocation strength are being developed continually and they will be useful in 
the analysis as well.
Similarities and differences between different genres of texts have been ‘the subject of 
irniumerable studies’ (Biber 1988). Biber focuses on the linguistic characteristics of a 
number of written and spoken gemes and tries to identify the so-called underline 
dimensions of variation in the English language. His approach is to use factor analysis. 
The main aim of factor analysis is to simplify complex sets of variables in smaller and 
easy to interpret dimensions namely factors. Each factor contains a number of variables 
that share the same co-occurrence patterns. So instead of ranking terms in order of 
frequency or ranking terms in order of the contr astive difference fr om special language to 
general language corpus, it could be better to use a more studied and statistically sound 
method as described by Biber.
We introduced protocol analysis as a way in which we might evaluate our work. Our 
questions and answers to Professor Sandbank revealed a number o f underlying themes in 
the work of tumiel diodes in general, and that of Sandbank and Esaki in particular. We 
could verify our hypothesis that initially materials are reported then devices and then 
systems fr om our interview and protocol analysis. Recall that this hypothesis was verified 
initially by our data driven analysis. O f necessity, this interview was conducted at the 
personal level. Nowadays a number of scientists give media interviews outlining their 
achievements and the limitations of their discoveries. It would be useful to evaluate the 
effectiveness of these pre-recorded interviews as a way in which one can confirm the 
findings of data dr iven exercises.
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Much of the analysis in this thesis was at the lexical level of linguistic description. The 
next logical step would be to undertake a semantic analysis/paraphrase analysis of these 
linguistics units to discover how they relate to other units in both gem es.
Our data collection was motivated largely tlnough the intuition that those scientists and 
technologists awarded a Nobel Prize have an excellent peer review and their work would 
be exemplary. One alternative to this rather subjective judgment is to automatically 
analyse a lar ge electronic patents repository like the US Patent Office to look for the most 
cited inventors and then conduct a search for journal publications for those inventors 
which would be an example of using fr equency not only in the analysis of the texts but 
also on the collection of the texts.
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APPGE possessive pronoun, pre-nominal (e.g. my, your, our)
AT article (e.g. the, no)
AT 1 singular article (e.g. a, an, every)
BCL before-clause marker (e.g. In order (that),ln order (to))
CC coordinating conjunction (e.g. and, or)
CCB adversative coordinating conjunction ( but)
CS subordinating conjunction (e.g. If, because, unless, so, for)
CSA as (as conjunction)
CSN than (as conjunction)
CST that (as conjunction)
CSW whether (as conjunction)
DA after-determiner or post-determIner capable of pronominal function (e.g. such, former, same)
DA1 singular after-determiner (e.g. little, much)
DA2 plural after-determiner (e.g. few, several, many)
DAR comparative after-determiner (e.g. more, less, fewer)
DAT superlative after-determiner (e.g. most, least, fewest)
DB before determiner or pre-determiner capable of pronominal function ( all, half)
DB2 plural before-determiner ( both)
DD determiner (capable of pronominal function) (e.g any, some)
DD1 singular determiner (e.g. this, that, another)
DD2 plural determiner ( these,those)
DDQ wh-determlner (which, what)
DDQGE wh-determlner, genitive (whose)
DDQV wh-ever determiner, (whichever, whatever)
EX existential there
FO formula
FU unclassified word
FW foreign word
GE germanlc genitive marker - (' or's)
IF for (as preposition)
11 general preposition
10 of (as preposition)
IW with, without (as prepositions)
JJ general adjective
JJR general comparative adjective (e.g. older, better, stronger)
JJT general superlative adjective (e.g. oldest, best, strongest)
JK catenatlve adjective (able In be able to, willing In be willing to)
MC cardinal number,neutral for number (two, three..)
MC1 singular cardinal number (one)
MC2 plural cardinal number (e.g. sixes, sevens)
MCGE genitive cardinal number, neutral for number (two's, 100's)
MCMC hyphenated number (40-50, 1770-1827)
MD ordinal number (e.g. first, second, next, last)
MF fraction,neutral for number (e.g. quarters, two-thirds)
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ND1 singular noun of direction (e.g. north, southeast)
NN common noun,neutral for number (e.g. sheep, cod, headquarters)
NN1 singular common noun (e.g. book, girl)
NN2 plural common noun (e.g. books, girls)
NNA following noun of title (e.g. M.A.)
NNB preceding noun of title (e.g. Mr., Prof.)
NNL1 singular locative noun (e.g. island, street)
NNL2 plural locative noun (e.g.islands, streets)
NNO numeral noun, neutral for number (e.g. dozen, hundred)
NN02 numeral noun, plural (e.g. hundreds, thousands)
NNT1 temporal noun,singular (e.g. day, week, year)
NNT2 temporal noun,plural (e.g. days, weeks, years)
NNU unit of measurement,neutral for number (e.g. in, cc)
NNU1 singular unit of measurement (e.g. inch, centimetre)
NNU2 plural unit of measurement (e.g. ins., feet)
NR proper noun, neutral for number (e.g. IBM, Andes)
NP1 singular proper noun (e.g. London, Jane, Frederick)
NP2 plural proper noun (e.g. Browns, Reagans, Koreas)
NPD1 singular weekday noun (e.g. Sunday)
NPD2 plural weekday noun (e.g. Sundays)
NPM1 singular month noun (e.g. October)
NPM2 plural month noun (e.g. Octobers)
PN indefinite pronoun, neutral for number (none)
PN1 indefinite pronoun, singular (e.g. anyone, everything, nobody, one)
PNQO objective wh-pronoun (whom)
PNQS subjective wh-pronoun (who)
PNQV wh-ever pronoun (whoever)
PNX1 reflexive indefinite pronoun (oneself)
PPGE nominal possessive personal pronoun (e.g. mine, yours)
PPH1 3rd person sing, neuter personal pronoun (it)
PPH01 3rd person sing, objective personal pronoun (him, her)
PPH02 3rd person plural objective personal pronoun (them)
PPHS1 3rd person sing, subjective personal pronoun (he, she)
PPHS2 3rd person plural subjective personal pronoun (they)
PPI01 1st person sing, objective personal pronoun (me)
PPI02 1st person plural objective personal pronoun (us)
PPiSI 1st person sing, subjective personal pronoun (I)
PPIS2 1st person plural subjective personal pronoun (we)
PPX1 singular reflexive personal pronoun (e.g. yourself, itself)
PPX2 plural reflexive personal pronoun (e.g. yourselves, themselves)
PPY 2nd person personal pronoun (you)
RA adverb, after nominal head (e.g. else, galore)
REX adverb introducing appositional constructions (namely, e.g.)
RG degree adverb (very, so, too)
RGQ wh- degree adverb (how)
RGQV wh-ever degree adverb (however)
RGR comparative degree adverb (more, less)
RGT superlative degree adverb (most, least)
RL locative adverb (e.g. alongside, forward)
RP prep, adverb, particle (e.g about, in)
RPK prep, adv., catenatlve (about in be about to)
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RR general adverb
RRQ wh- general adverb (where, when, why, how)
RRQV wh-ever general adverb (wherever, whenever)
RRR comparative general adverb (e.g. better, longer)
RRT superlative general adverb (e.g. best, longest)
RT quasi-nominal adverb of time (e.g. now, tomorrow)
TO infinitive marker (to)
UH interjection (e.g. oh, yes, um)
VBO be base form (finite i.e. imperative,subjunctive) 
VBDR were
VBDZ was
VBG being
VBI be infinitive (To be or not... It will be ..)
VBM am
VBN been
VBR are
VBZ is
VDO do base form (finite)
VDD did
VDG doing
VDI do infinitive (I may do... To do...)
VDN done
VDZ does
VHO have base form (finite)
VHD had (past tense)
VHG having
VHi have infinitive
VHN had (past participle)
VHZ has
VM modal auxiliary (can, will, would, etc.)
VMK modal catenatlve (ought, used)
W O  base form of lexical verb (e.g. give, work)
W D  past tense of lexical verb (e.g. gave, worked)
W G  -ing participle of lexical verb (e.g. giving, working)
W G K  -ing participle catenatlve (going in be going to)
W I infinitive (e.g. to give... it will work...)
W N  past participle of lexical verb (e.g. given, worked)
W N K  past participle catenatlve (e.g. bound in be bound to)
W Z  -s form of lexical verb (e.g. gives, works)
XX not, n't
ZZ1 singular letter of the alphabet (e.g. A,b)
ZZ2 plural letter of the alphabet (e.g. A’s, b's)
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Tagging Groups
Group Tags
1 Adjectives JK, JJT, JJR, JJ
2 Adverb RGQV, RPK, RRQV, RRT, REX, RGT, RA, RGQ, RGR, RRR, RRQ, 
RL, RG, RT, RP,RR
3 Articles AT, ATI
4 Conjunctions CSW, CSN, CSA, CCB, CST, CS, CC
5 Determiners DDQGE, DDQV, DB2, DAT, DAI, DAR, DA2, DA, DD2, DD, DB, 
DDQ, DDl
6 Misc. FO, ZZ2, BCL, FW, EX, ZZl, GE, FU, XX, TO, UH
7 Nouns NNA, NNL2, NN02, NNU2, NDl, NNUl, NNO, NNLl, NNT2, NNB, 
NNU, NN, NNTl, NN2, NNl
8 Numerals MCGE, MF, MC2, MCMC, MCI, MD, MC
9 Prepositions IW, IF, 10, II
10 Pronouns PNXl, PNQV, PNQO, PPGE, PN, PPX2, PPXl, PPI02, PNQS, PPIOl, 
PPHOl, PPH02, PNl, PPHS2, PPIS2, PPHSl, APPGE, PPY, PPHl, 
PPISI
11 Proper
Nouns
NPM2, NP, NPD2, NP2, NPDl, NPMl, NPl
12 Verbs W NK, VBO, VMK, VHG, VHN, VDG, VDN, VBG, VDZ, W GK, 
VDI, VBM, VBN, VDD, VHI, VBDR, VHZ, VHD, VDO, VHO, VBI, 
W Z , VBR, VBDZ, W G , VM, W D , VBZ, WO, W N , W I
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Descriptive Statistics for Patent Corpus Tagging
Range Minimum Maximum Mean
Std.
Deviation
APPGE 2.55 0.00 2.55 1.19 0.75
AT 30.93 64.01 94.94 81.04 9.05
AT1 27.93 21.77 49.70 34.10 6.36
BCL 0.00 0.00 0.00 0.00 0.00
CC 15.64 25.55 41.08 34.47 3.95
CCB 1.93 0.00 1.93 0.52 0.55
CS 12.05 2.01 14.06 5.17 2.94
CSA 14.06 1.86 15.92 6.18 3.66
CSN 4.21 0.00 4.21 1.96 1.17
CST 6.88 1.48 8.36 3.74 1.76
CSW 0.48 0.00 0.48 0.06 0.14
DA 4.10 0.63 4.73 2.46 1.21
DA1 0.63 0.00 0.63 0.10 0.18
DA2 1.91 0.00 1.91 0.47 0.53
DAR 1.44 0.00 1.44 0.52 0.50
DAT 0.77 0.00 0.77 0.10 0.22
DB 2.93 0.00 2.93 0.53 0.62
DB2 1.10 0.00 1.10 0.55 0.34
DD 3.73 0.00 3.73 0.72 0.85
DD1 13.62 3.58 17.21 7.01 3.28
DD2 4.02 0.42 4.44 2.05 1.20
DDQ 9.79 2.18 11.97 6.52 2.66
DDQGE 1.99 0.00 1.99 0.22 0.50
DDQV 0.00 0.00 0.00 0.00 0.00
EX 2.67 0.00 2.67 1.01 0.67
FO 31.54 1.18 32.72 13.12 7.10
FU 6.70 0.00 6.70 2.77 1.57
FW 1.42 0.00 1.42 0.25 0.40
GE , 0.00 0.00 0.00 0.00 0.00
IF 12.48 3.27 15.75 7.22 2.79
II 36.37 42.10 78.47 62.85 7.53
10 21.00 37.62 58.63 49.87 5.28
IW 6.75 2.01 8.76 5.26 2.11
JJ 61.34 55.66 117.00 79.50 13.90
JJR 7.19 0.32 7.50 3.19 2.21
JJT 1.07 0.00 1.07 0.20 0.32
JK 0.00 0.00 0.00 0.00 0.00
MC 34.28 27.06 61.34 44.11 11.16
MC1 7.90 1.64 9.54 6.25 2.18
MC2 0.00 0.00 0.00 0.00 0.00
MCGE 0.00 0.00 0.00 0.00 0.00
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Range Minimum Maximum Mean
Std.
Deviation
MCMC 5.48 0.00 5.48 1.02 1.40
MD 30.64 0.00 30.64 10.52 8.99
MF 4.00 0.53 4.53 1.82 1.09
ND1 0.14 0.00 0.14 0.01 0.04
NN 4.45 0.00 4.45 1.43 1.50
NN1 91.40 193.39 284.79 232.12 23.21
NN2 57.56 35.02 92.58 58.30 12.49
NNA 0.34 0.00 0.34 0.03 0.09
NNB 0.18 0.00 0.18 0.01 0.04
NNJ 0.00 0.00 0.00 0.00 0.00
NNJ2 0.00 0.00 0.00 0.00 0.00
NNL1 1.38 0.00 1.38 0.18 0.41
NNL2 0.00 0.00 0.00 0.00 0.00
NNO 0.86 0.00 0.86 0.13 0.26
NN02 0.11 0.00 0.11 0.00 0.02
NNT1 4.64 0.00 4.64 1.05 1.11
NNT2 1.44 0.00 1.44 0.19 0.37
NNU 14.44 0.00 14.44 4.35 3.86
NNU1 0.42 0.00 0.42 0.03 0.11
NNU2 5.86 0.00 5.86 0.99 1.55
NP 0.00 0.00 0.00 0.00 0.00
NP1 53.74 11.93 65.67 34.23 16.31
NP2 13.47 0.00 13.47 3.66 3.83
NPD1 0.00 0.00 0.00 0.00 0.00
NPD2 0.00 0.00 0.00 0.00 0.00
NPM1 2.43 0.46 2.89 1.57 0.71
NPM2 0.00 0.00 0.00 0.00 0.00
NULL 0.60 0.09 0.69 0.40 0.16
PN 0.20 0.00 0.20 0.02 0.05
PN1 0.86 0.00 0.86 0.32 0.29
PNQO 0.00 0.00 0.00 0.00 0.00
PNQS 0.00 0.00 0.00 0.00 0.00
PNQV 0.00 0.00 0.00 0.00 0.00
PNX1 0.00 0.00 0.00 0.00 0.00
PPGE 0.00 0.00 0.00 0.00 0.00
PPH1 5.64 0.86 6.50 3.01 1.25
PPH01 0.00 0.00 0.00 0.00 0.00
PPH02 0.61 0.00 0.61 0.08 0.18
PPHS1 0.32 0.00 0.32 0.02 0.07
PPHS2 1.09 0.00 1.09 0.37 0.38
PPI01 0.00 0.00 0.00 0.00 0.00
PPI02 0.00 0.00 0.00 0.00 0.00
PPIS1 1.36 0.00 1.36 0.08 0.28
PPIS2 1.39 0.00 1.39 0.35 0.43
PPX1 1.13 0.00 1.13 0.14 0.31
PPX2 0.48 0.00 0.48 0.07 0.16
PPY 0.97 0.00 0.97 0.04 0.20
RA 0.63 0.00 0.63 0.07 0.18
REX 1.91 0.00 1.91 0.43 0.57
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Range Minimum Maximum Mean
Std.
Deviation
RG 8.52 0.00 8.52 1.59 2.37
RGQ 0.39 0.00 0.39 0.02 0.08
RGQV 0.27 0.00 0.27 0.01 0.05
RGR 2.01 0.00 2.01 0.82 0.59
RGT 0.50 0.00 0.50 0.07 0.14
RL 2.78 0.00 2.78 1.02 0.86
RP 3.28 0.00 3.28 1.29 0.94
RPK 0.00 0.00 0.00 0.00 0.00
RR 19.53 14.41 33.93 21.09 5.13
RRQ 9.24 0.64 9.88 4.18 2.16
RRQV 0.00 0.00 0.00 0.00 0.00
RRR 2.23 0.00 2.23 0.87 0.65
RRT 0.13 0.00 0.13 0.01 0.03
RT 1.60 0.00 1.60 0.95 0.46
TO 8.31 2.50 10.81 6.75 1.96
UH 0.00 0.00 0.00 0.00 0.00
VBO 0.00 0.00 0.00 0.00 0.00
VBDR 1.01 0.00 1.01 0.12 0.26
VBDZ 3.45 0.00 3.45 0.52 1.00
VBG 5.68 0.00 5.68 1.77 1.55
VBl 10.10 4.30 14.40 7.37 2.40
VBM 0.00 0.00 0.00 0.00 0.00
VBN 3.42 0.41 3.83 1.66 1.03
VBR 14.73 2.39 17.12 7.72 3.54
VBZ 19.64 10.47 30.12 21.32 5.12
VDO 0.73 0.00 0.73 0.14 0.22
VDD 0.00 0.00 0.00 0.00 0.00
VDG 0.00 0.00 0.00 0.00 0.00
VDI 0.00 0.00 0.00 0.00 0.00
VDN 0.42 0.00 0.42 0.03 0.10
VDZ 0.85 0.00 0.85 0.19 0.24
VHO 4.37 0.00 4.37 1.30 1.18
VHD 0.47 0.00 0.47 0.04 0.11
VHG 7.59 0.42 8.00 2.85 1.83
VHI 1.54 0.00 1.54 0.29 0.39
VHN 0.00 0.00 0.00 0.00 0.00
VHZ 3.85 0.93 4.78 2.17 0.94
VM 11.77 3.09 14.86 7.73 3.04
VMK 0.48 0.00 0.48 0.05 0.13
W O 7.16 2.58 9.74 6.37 1.84
W D 14.54 3.28 17.82 7.31 3.39
W G 17.92 7.63 25.55 11.41 3.64
W G K 0.00 0.00 0.00 0.00 0.00
W1 9.14 3.18 12.32 7.32 2.08
W N 28.41 26.10 54.52 34.92 6.05
W N K 0.00 0.00 0.00 0.00 0.00
W Z 14.38 3.74 18.11 9.23 3.58
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Range Minimum Maximum Mean
Std.
Deviation
APPGE 8.43 0.00 8.43 3.28 1.75
AT 97.04 35.81 132.85 85.65 15.26
AT1 26.26 9.17 35.42 20.97 6.19
BCL 0.00 0.00 0.00 0.00 0.00
CC 27.16 17.32 44.48 30.55 6.07
COB 3.30 0.00 3.30 0.92 0.72
CS 11.57 0.70 12.27 5.75 2.26
CSA 10.26 0.58 10.84 4.58 2.07
CSN 4.23 0.00 4.23 1.54 1.11
CST 9.91 0.94 10.84 4.58 2.35
CSW 1.43 0.00 1.43 0.09 0.27
DA 5.95 0.00 5.95 2.10 1.27
DA1 1.64 0.00 1.64 0.16 0.36
DA2 3.61 0.00 3.61 0.79 0.76
DAR 2.34 0.00 2.34 0.39 0.48
DAT 2.03 0.00 2.03 0.15 0.32
DB 4.10 0.00 4.10 0.90 0.80
DB2 5.17 0.00 5.17 1.08 0.95
DD 3.41 0.00 3.41 0.88 0.81
DD1 16.91 0.00 16.91 8.15 2.82
DD2 7.03 0.00 7.03 2.92 1.52
DDQ 6.18 1.07 7.25 3.72 1.51
DDQGE 1.46 0.00 1.46 0.23 0.38
DDQV 1.43 0.00 1.43 0.02 0.16
EX 3.61 0.00 3.61 0.59 0.76
FO 42.02 5.19 47.21 20.59 9.09
FU 8.98 0.00 8.98 2.43 2.01
FW 11.02 0.00 11.02 1.09 2.19
GE 0.00 0.00 0.00 0.00 0.00
IF 22.40 3.41 25.81 10.84 4.50
11 48.48 49.08 97.56 69.89 9.20
10 32.16 20.12 52.29 37.37 6.66
IW 14.85 1.84 16.69 7.84 2.97
JJ 54.77 52.56 107.33 80.11 11.72
JJR 9.11 0.00 9.11 3.11 1.98
JJT 6.15 0.00 6.15 0.58 0.84
JK 0.66 0.00 0.66 0.08 0.18
MC 67.67 25.30 92.98 50.53 13.40
MC1 14.91 1.19 16.10 4.86 2.20
MC2 1.53 0.00 1.53 0.13 0.31
MGGE 0.00 0.00 0.00 0.00 0.00
MCMC 7.23 0.00 7.23 0.81 1.14
MD 10.65 0.00 10.65 1.80 1.61
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Range Minimum Maximum Mean
Std.
Deviation
MF 2.56 0.00 2.56 0.20 0.41
ND1 8.12 0.00 8.12 0.14 0.86
NN 5.84 0.00 5.84 1.20 1.28
NN1 80.63 143.94 224.57 178.10 17.79
NN2 72.54 30.04 102.58 61.01 12.47
NNA 1.53 0.00 1.53 0.12 0.31
NNB 6.19 0.00 6.19 2.10 1.60
NNJ 0.00 0.00 0.00 0.00 0.00
NNJ2 0.00 0.00 0.00 0.00 0.00
NNL1 0.47 0.00 0.47 0.01 0.07
NNL2 0.00 0.00 0.00 0.00 0.00
NNO 4.20 0.00 4.20 0.19 0.49
NN02 0.60 0.00 0.60 0.01 0.06
NNT1 10.37 0.00 10.37 0.83 1.41
NNT2 2.47 0.00 2.47 0.26 0.46
NNU 15.50 2.02 17.53 7.71 3.54
NNU1 3.10 0.00 3.10 0.08 0.38
NNU2 1.21 0.00 1.21 0.09 0.23
NP 0.49 0.00 0.49 0.01 0.05
NP1 122.87 20.72 143.59 76.49 23.66
NP2 25.07 0.00 25.07 4.74 4.31
NPD1 0.61 0.00 0.61 0.02 0.10
NPD2 0.00 0.00 0.00 0.00 0.00
NPM1 2.87 0.00 2.87 0.72 0.49
NPM2 0.00 0.00 0.00 0.00 0.00
NULL 7.36 0.00 7.36 0.82 1.03
PN 0.82 0.00 0.82 0.04 0.14
PN1 3.61 0.00 3.61 0.72 0.78
PNQO 0.00 0.00 0.00 0.00 0.00
PNQS 0.67 0.00 0.67 0.02 0.09
PNQV 0.00 0.00 0.00 0.00 0.00
PNX1 0.00 0.00 0.00 0.00 0.00
PPGE 0.54 0.00 0.54 0.01 0.08
PPH1 11.07 0.41 11.48 2.75 1.54
PPH01 0.00 0.00 0.00 0.00 0.00
PPH02 0.95 0.00 0.95 0.12 0.24
PPHS1 1.12 0.00 1.12 0.11 0.23
PPHS2 2.27 0.00 2.27 0.60 0.61
PPI01 1.21 0.00 1.21 0.07 0.21
PPI02 1.88 0.00 1.88 0.24 0.37
PPIS1 1.88 0.00 1.88 0.23 0.41
PPIS2 14.69 0.00 14.69 4.97 3.21
PPX1 0.94 0.00 0.94 0.08 0.20
PPX2 0.74 0.00 0.74 0.04 0.15
PPY 0.67 0.00 0.67 0.05 0.14
RA 5.27 0.00 5.27 0.32 0.70
REX 4.01 0.00 4.01 0.55 0.83
RG 7.17 0.00 7.17 2.74 1.45
RGQ 0.82 0.00 0.82 0.01 0.09
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Std.
Deviation
RGQV 0.00 0.00 0.00 0.00 0.00
RGR 2.72 0.00 2.72 0.59 0.67
RGT 1.53 0.00 1.53 0.22 0.31
RL 4.75 0.00 4.75 1.19 0.99
RP 5.54 0.00 5.54 1.13 0.99
RPK 0.32 0.00 0.32 0.00 0.03
RR 20.60 12.43 33.02 21.60 4.05
RRQ 3.20 0.00 3.20 0.97 0.76
RRQV 1.20 0.00 1.20 0.07 0.20
RRR 2.25 0.00 2.25 0.55 0,57
RRT 0.83 0.00 0.83 0.07 0.18
RT 3.74 0.00 3.74 1.07 0.85
TO 10.52 2.41 12.93 6.31 2.25
UH 0.00 0.00 0.00 0.00 0.00
VBO 1.43 0.00 1.43 0.02 0.16
VBDR 7.66 0.00 7.66 1.91 1.65
VBDZ 8.43 0.00 8.43 2.21 1.98
VBG 1.97 0.00 1.97 0.36 0.49
VBl 18.92 1.20 20.12 5.72 2.73
VBM 1.03 0.00 1.03 0.07 0.20
VBN 5.56 0.00 5.56 1.84 1.18
VBR 14.71 1.42 16.13 7.18 2.68
VBZ 15.99 8.10 24.09 15.70 4.10
VDO 1.90 0.00 1.90 0.22 0.39
VDD 1.55 0.00 1.55 0.07 0.23
VDG 0.22 0.00 0.22 0.00 0.02
VDI 0.35 0.00 0.35 0.01 0.05
VDN 1.42 0.00 1.42 0.15 0.30
VDZ 2.50 0.00 2.50 0.34 0.53
VHO 8.43 0.00 8.43 2.86 1.59
VHD 1.01 0.00 1.01 0.09 0.22
VHG 1.69 0.00 1.69 0.25 0.44
VHI 1.36 0.00 1.36 0.19 0.32
VHN 0.00 0.00 0.00 0.00 0.00
VHZ 6.10 0.00 6.10 1.77 1.13
VM 20.97 0.70 21.67 6.63 3.11
VMK 0.74 0.00 0.74 0.03 0.13
W O 18.49 1.43 19.93 11.26 3.45
W D 13.16 0.00 13.16 3.39 2.15
W G 18.18 2.69 20.87 8.99 3.43
W G K 0.00 0.00 0.00 0.00 0.00
W l 12.37 1.40 13.77 7.69 2.83
W N 28.19 17.21 45.39 30.36 6.79
W N K 0.51 0.00 0.51 0.01 0.05
W Z 18.16 3.69 21.85 11.03 3.45
XX 7.78 0.00 7,78 2.24 1.35
ZZ1 63.74 3.41 67.14 22,35 11.22
ZZ2 0.00 0.00 0.00 0.00 0.00
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D l- Ahiiiad: This is 5th of April 2004. We are here with Professor Charles Sandbank to 
discuss the development of Tunnel diodes and we have a map in front of us looking at one 
of the key patents due to Esaki Tmuiel diode filed on 1980 and one of the references in 
this Esaki Tunnel diode patent is the semiconductor bulk oscillator patent filed 1969 
which then referrs to Professor Sandbank patent 3479611, on ( Series operated Gumi 
effect devices)
D2- Sandbank: Yes , That is very interesting really, because that particular patent does 
not use a tunnel diode in the true sense of the word it was the Gumi diode. And we all 
calling it a Gumi effect because we did not know really at that time exactly how it was. 
but the theory of it had been explained by Wrigley and Watkins in an earlier paper. 
Wrigley and Watkins had described this effect which can produce (if you like) a negative 
slope in the same way that you have in Tunnel diode, but much more powerful in the 
sense that you can get very liigh powers out of this device using Gallium Arsenide 
whereas of course the Tunnel diode uses the tunneling effect as described by Esaki in 
Germanium.
D3- The patent that Esaki used again was a heterojunction oscillator device fairly similar 
to the one that we used, though interestingly enough, just glancing tlirough the Esaki 
patent, he does not mention specifically any material.
D4- And I would certainly not attiibute the operation of the Gunn diode or the Wrigley 
and Watkins mechanism specifically to the mechanism that Esaki himself discovered 
and very deseiwedly got Nobel prize for.
D5- But interestingly enough I suppose in some respects that my interest in the Gunn 
diode and we produced STL Gumi diodes within months of Gium at IBM publishing his 
paper when he come over to see us because he said we were the first lab in the world that 
repeated his results.
D6- And I suppose my interest in that must have stemmed from the earlier work that my 
colleagues and I did on Tunnel diodes and we did quite a lot and prompted by you 
Professor Ahmad, I dug out an old paper which was wiitten in 1964 not all that long 
after Esaki published his papers and indeed apparently before he applied his first patents 
on tunnel diodes according to your research here.
D7- And what described in this paper ....
D8- It describes how you can in fact make an oscillator and a shift register and indeed we 
made an integrated shift register, but integrated in this sense was by just by taking 
separate tunnel diodes and putting them together with resistors and so on.
Alimad: can you show those pictures to us
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Sandbank : yes Zooming
D9- This is a pah* of tunnel diodes in soranic acid with resistores attached to them
...(Zooming) and now if you move slightly over to this side you will see the circuit
that we had here (Zooming) This is two tunnel diodes and the resistors, and this was
known as a Goto pair after the man who first made this thing up and there we managed to 
make a simple element, you can make an AND gate and an OR gate.
DIO- Ahmad: Professor Sandbank was referring to fig 6 which shows the integrated 
circuit and then he pointed out to the tunnel logic circuit which is Fig 4 in his paper
Dll-Sandbank: These were basic logic circuits and with that we were able to make a 
shift register. This shift register worked at getting on for bigger bit frequencyes... on 
read-write cycle of 100 nanoseconds cycle time. Here we have in fact the output of the 
shift register (Zooming) ... Now in that time in 1964 that was very very fast piece of logic 
circuitry.
D12. And I suppose historically you could say that to some extent this was over taken 
by silicon getting better and better and by Gallium Arsenide getting better and better, and 
Gallium Arsenide today is used fairly extensively in industry. Silicon of course is used 
very extensively; Geimanium also is not used very extensively.
D13. But the other rather fascinating thing that I found in this paper here ..a little flirther 
on ....Here we made a decade counting device. This is the output of that .Fig 11 in the 
paper . You will be able to amplify the performance of this which of course I can not 
recall as it’s a long time since I read this.
D14- But the most fascinating part of this paper which I found and I had completely 
forgotten about it until Professor Ahmad drew my attention to the activity, was that so 
very much ahead of oui* time we decided to make an integi ated tunnel diode circuit using 
epitaxial growth of Germaniimi on a substrate and so we started off with a P+ Sodium 
doping and we finished up with a layer of N+ on top of this and we actually have the 
characteristics which we give here in Fig 12 and Fig 13. And I must admit I find it really 
quite hard to believe that we made up a working epitaxial Germanium device in 1964 but 
we clearly did because somewhere later on
 here the oscilloscope output ( Reading fiom the paper) The properties of this
junction are comparable, if  not better than, for diodes made by conventional teclmiques. 
Some typical characteristics aie listed in Figuie 13. Peak to valley current ratios of 
between 10 and 16 aie obtamed dependent on the required cuirent to capacity ratio. Using 
sheets of epitaxial tunnel junction, matrices of diodes have been made. These are 
analogous to common substrate solid state circuits, and are of particular interest in store 
circuits where it is no embanassment to have one common diode electrode. Although the 
yields are good it will be necessary to incorporate some redundancy to ensure operation 
of matrices which must contain many more active devices than are usually accommodated 
in a single solid state circuit. ( End of reading).. So there we were Conclusions it says 
here
D15 -hitegiated tunnel diode circuit modules can be made for a variety of applications, 
particularly high speed gating and memory elements. In many cases such elements can
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perform these functions faster than any other known means. These speeds can only be 
achieved in practice by using microminiatuie integrated circuit components.
D16 -Tuimel devices do not lend themselves as readily as transistors to solid state circuit 
techniques, but the epitaxial process brings about the possibility of a useful range of 
single ciystal circuits incorporating tunnel devices.
and that was in 1964 and there will be a number of patents associated with this paper 
under my name first..
D17- now obviously this did lead me into the interest of making bulk effect devices and 
in addition to the work described here which is a fairly high power oscillator I then 
came up with a device which I think got me some quite prestigious prizes for the paper 
and I called it the main originated integrated circuit.
D18- and what you can do in using effectively the Gumi effect, If you take a long piece 
of Gallium Arsenide and you apply a voltage to it, a domain forms and that is really 
what the Gunn diode does .. .this domain propagates through this area so if  you take a 
piece of epitaxial Gallium Arsenide made similar* to this one, and if you then by 
photolithograph cut the shape, you can make an analogue to digital converter because as 
the domain goes tluough this it reads this and depending upon the magnitude of the 
voltage the domain travels as far along this thing depending upon the height of the thing.
D19- analyse the theory of this. Now that caused quite lot of excitement at that time 
because again it was a way of making an A/D converter operating at very high speeds 
at a time when you can couldn’t do anything close to these in Silicon, I called it DOFIC 
Domain Original Function Integrated Circuit.
D20- However like all these things, when you have something new which brings about 
some advance in the state of the art, the state of the ai t has to go a long way before it is 
worthwhile not tr ying to increase the performance of an existing technology and so it 
was things like that which increased the technology of silicon just as when transistors 
first came along the vacuum tube become better and better until such time as transistors 
took it over all together.
D21- And the improvements in Silicon teclinology and indeed the performance of 
Gallium Arsenide field effect devices and so on, made this very interesting device of mine 
not so attractive and the real problem, the fundamental problem, was that in order to get 
this perforaiance you had to have a very uniform layer of doping. Because basically what 
you did was you either read the doping profile or you read the area profile.
and the area profile was put in by photolithography but if the doping changes that would 
modify the area profile unless there was great imifomiity so It is difficult device to make 
but it was quite an exciting device and rather fun.
- Ahmad: maybe you can tell us some thing about yourself.
- Sandbank........
-(00:24:20) Ahmad: we are going to ask you to do a little bit of historical intiospection
here I am going to give you some dates and you will tell me please what would you
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think would be the crucial invention in those dates. So in 1950 in terms of this business of 
tumiel diodes and high speed circuits what would be the key invention in 1950’s.
Sandbank:.........The concept of logic gate based on vacuum valves.....
- Alimad: Then in 1960
- Sandbank: ............  epitaxialgi'owthteclmiques....
- Ahmad: can we take it 1970’s
- Sandbank:  epitaxial gi'owth teclmiques to produce tumieling devices and CMOS
circuits
- Ahmad: In the 80’s
Sandbank: ... .The use of Gallium Arsenide LASER and CD’s
“Ahmad: I just want you to take us back tluough this map and see how can we make a 
link from one of these discoveries to Esaki’s patent and back from Esaki’s patent to one 
of his earlier patents and then somehow to you. What form of words would we use to 
make this link?
- Sandbank:  Obviously it is the heterojmiction that is the important thing and that
enables us again now to have blue LASERS and all the other things, that will enable us
to have HDTV and D V D s So I suppose you could say that working backwards the
heterojmiction work which goes back to the interest in making integiated tuimel diode 
circuits of the type that I made which goes back to his basic invention of the tuimel 
diode
Ahmad: Yes the basic invention of tumiel diode in 1980 .......
Sandbank: You are asking me to go back right from the beginning............
The tumiel diode device I suppose started the interest in the bulk effect, the bulk effect 
then...
Alunad: can you explain what the bulk effect is please?
Sand bank: well basically, you take a piece of semiconductor and you look at what 
happens in the bulk rather than specifically at a thing like a transistor which is like a valve 
triode. The basic tunnel diode is just a diode and it uses the property of the 
semiconductor to give you the negative resistance effect.
The Gunn effect is not really so much a straight negative resistance but with the 
movement of the domain it behaves like this again. You take a piece of Gallium Ai'senide 
and you make contacts at the end of it and you are using the bulk properties.
That led one to look at some of the more sophisticated properties of the semiconductor 
rather than the straightfoiward p-n junction and that then took one on to Gallium 
Ar senide and then it finished up with the more complex materials like Indium Ar senide , 
Gallium Antimonide, and the various other combinations which are used today to give you 
these sor1 of wavelength lasers or in some cases, longer wavelength, so it was a 
progression and I would say that the hasic work that Esaki did on tumieling led people to 
think ftrrther than trying to imitate the valve triode in a semiconductor layer by having the 
elements in a grid, if  you like, and then anodes and that I would say was the chain of 
events and certainly looking at it fr om my point of view ,that was a route that I must have 
followed.
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Then Prof sand bank Talk about the optical fibers (00:36:00)(The same techniques and 
methodology used in manufacturing semiconductor specifically epetaxial growth used in 
fiber optics).
Alunad; If we ti*avel forward in time, from your time, what would be a set of terms that 
would define this era of the people cited in here ( in Esaki patent cited Sandbank)
Sand bank: I would say it was “semiconductor bulk effect”. Fundamentally, a Gurui diode 
is two contacts relying on the property of Gallium Arsenide in the bulk to do what it does 
as, indeed, Esaki did with the diode.
Alunad: Wliat was the opposing paradigm to the bulk effect?
Sandbank: is the one we all use today and that is to use the properties of the junction ..( 
Talk about 2D and 3D junction :00:37:45)
Alunad: So the bulk effect was replaced by this technology
Sandbank: Basically the bulk effect ..you just have a single junction or you don’t have a 
jimction at all and you are relying on the property o f the semiconductor to give you 
something like nonlinearity and so on , whereas the transistor essentially, and the FET 
and all other things we use today relies on a complex geometrical arranged normally in 
two dimensions. Relies not only on the basic property of the semiconductor but on the 
geometry.
Of course the transistor and FET uses some of the bulk effect properties of the 
sernicondirctor but it derives its performance essentially on geometry which is produced 
by two things, hy successive layer deposition and by photolithography, whereas the 
Gurm effect and basic tumiel diode uses the bulk properties of the junction or the bulk 
properties of the semiconductor.
Ahmad: So , This era of people Denkewalter , Krorner, Misawa and Sandbank, that was 
dominated by bulk effect..
Sand back: yes that right I would say bulk effect
Alimad: and then when Esaki came along and he changed it to the geometrical effects. Is 
this right?
Sandbank: I not so sure....(hiter*view stopped ..He asked for a copy of other patents 
docmnents)
END of Pari One.
Part two:
Sandbank: It is straight forward, you start off with an ordinar y diode and then a rectifier, 
and then Esaki comes along with turmel effect and you produce a negative resistance 
region and this gives you gain or enables you to make an oscillator or general switch and 
that straight forward bulk effect by my definition.
Then the next imporiant is the Gurm diode where you have the domain which is created 
by the high voltage in Gallimn Arsenide and that again enables you make an oscillator.
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All of those are bulk effects; straightforward, basic effect does not rely on the geometr y 
of your contacts.
Then you have an attempt to make a sort of integr ated circuit and again my paper in 1964 
where you used Germanium epitaxial here is an example. Although that is geometric , 
but only geometric in sense of cormecting a nrmiber of devices with resistors together on a 
substrate. It is not really geometric as I defined it in transistor. So that is a part of the 
same story.
And then you come to the series of patents here wliich ar e in fact tunnel diodes integrated 
with a sort of transistors and MOSFET. Tmly, It is a transistor structure still using the 
turmel diode effect perhaps to get the speed and so on.
But it now has much more relationship to the devices we know and love which are the 
transistors which rely almost entirely on geometric effects in Z , X and Y.
Alunad: Mohsen is interested people go and invent materials, from the materials they
make simple devices, and put lots of devices they make systems and then make systems 
and then make products. And this line should tell us. So your thing about bulk effect is 
quite important here because it is actually material property (Sandbank: Yes absolutely) 
bootstrapped to a device, lots of device bootstrapped together to make a system and 
systems of systems make products.
Sandbank: Absolutely, except of course the bottom line of all of this is that because 
people have got so clever and efficient in using finer and finer geometr y on Silicon but in 
performance terms I think a silicon device or now a days a Gallium Arsenide MOSFET 
device and integrated circuit rather tends to over shadow the great advantages, we get 
from the high ability of Gernianimn or the tunneling effect.
Ahmad: Thank you very much
END of the Interview
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