Consider the classical compound Poisson model of risk theory, in which dividends are paid to the shareholders according to a barrier strategy. Let b * be the level of the barrier that maximizes the expectation of the discounted dividends until ruin. Dickson and Waters (2004) point out that the shareholders should be liable to cover the deficit at ruin. Thus, let b o be the level of the barrier that maximizes the expectation of the difference between the discounted dividends until ruin and the discounted deficit at ruin. In this paper, b * and b o are compared, when the claim amount distribution is exponential or a combination of exponentials.
Introduction
In classical risk theory, the probability of ruin and related quantities are calculated. In this model, due to the loading contained in the premiums, the surplus drifts to infinity in the long run (at least in the typical case where ruin does not occur). De Finetti (1957) remarked that this is not realistic. He considered a stock company. Then, according to De Finetti, the goal of the company is to maximize the expectation of the discounted dividends to the shareholders until possible ruin. In mathematical terminology, this leads to a problem of optimal control. But the economic aspect of this model is of equal importance. Borch (1974 Borch ( , 1990 was an active participant of the early Astin colloquia; he contributed to the dissemination and development of De Finetti's idea.
The problem of maximizing the expectation of the discounted dividends is covered in the monographs of Bühlmann (1970) , Gerber (1979) and Dickson (2005) . All three consider the problem in the classical compound Poisson model of risk theory. Barrier strategies play an important role. If a barrier strategy with parameter b is applied, no dividends are paid while the surplus is below b, and the overflow with respect to the level b is paid as dividends. Let b * denote the optimal value of b. If the initial surplus is less than b * , the barrier strategy with parameter b * is the best strategy among all strategies .
If a barrier strategy is applied, ruin will take place with certainty. At the time of ruin, there is a deficit, and part of the last claim is not covered. Hence ruin implies bankruptcy. This is perfectly in line with economic theory. However, Dickson and Waters (2004) argue that an insurance company should behave in a more responsible way. They postulate that the shareholders should be liable to cover the deficit at the time of ruin, thereby avoiding outright bankruptcy. This leads to a new mathematical problem, the maximization of the expectation of the difference between discounted dividends until ruin and the deficit at ruin. As a consequence, there is a modified optimal barrier, which is denoted by b o . Dickson and Waters (2004) 
The classical problem
In the absence of dividends, the surplus of an insurance company at time t is
The premiums are received continuously at a constant rate c, and the aggregate claims process {S(t)} is a compound Poisson process, specified by the claim frequency λ and the probability density function p(y) of the individual claim amounts. The relative security loading θ is defined by the equation
where
is the expected claim size. We suppose that θ is positive. Dividends are paid according to some dividend strategy. Let D(t) denote the aggregate dividends by time t. Then
is the surplus of the company at time t, and
is the time of ruin. The classical problem is to maximize the expectation of T 0 e −δt dD(t), the discounted dividends until ruin, where δ > 0 is a force of interest. In this paper, we only consider barrier strategies for dividend payments. If dividends are paid according to a barrier strategy with parameter b > 0, no dividends are paid whenever X(t) < b, and dividends at the rate c are paid whenever X(t) = b. We assume
, denote the expectation of the discounted dividends, if the barrier strategy with parameter b is applied. As a function of x, V (x; b) satisfies the integro-differential equation
Moreover, V (x; b) satisfies the boundary condition
It follows that
where h(x) is a solution of the equation
Let b * denote the optimal value of b, that is, the value that maximizes V (x; b) for a given x, x < b. From (2.8) we see that b * is the value of b which minimizes h (b). We assume that
and that
If X(0) = x ≤ b * , the barrier strategy with parameter b * is optimal. Note that b * does not depend on x. Equations (2.6) and (2.9) can be written in an alternative form, if we substitute for c according to (2.2) and divide the resulting equation by λ. For example, (2.6) becomes the equation
This shows that for a given claim amount distribution, the two relevant parameters are θ and α.
The deficit at ruin
The deficit at ruin is |X(T )|. Let R(x; b) denote the expectation of the discounted deficit at ruin, if the barrier strategy with parameter b is applied. As a function of X(0) = x, R(x; b) satisfies the integro-differential equation
together with the boundary condition
We note that (3.1) and (3.2) are special cases of (2.6) and (2.8) of Lin, Willmot and Drekic (2003) . To keep this paper self-contained, we provide a proof of (3.1) and (3.2). Suppose
. By conditioning on the time and the amount of the first claim in the interval (0, h) we see that
Now we differentiate this equation with respect to h and set h = 0 in the resulting equation. This yields
The first integral is a convolution integral. If we change the variable in the convolution integral and integrate the second integral by parts, we obtain (3.1). Now suppose X(0) = b, and let h > 0. Then
Differentiating this equation with respect to h and setting h = 0 yields
A comparison of (3.4) with x = b and (3.6) leads to (3.2). We remark that equation (3.1) can be written alternatively as
4 The Dickson-Waters modification Dickson and Waters (2004) brought up the idea that the shareholders should be held responsible to cover the deficit at ruin. If this is the case, the shareholders will want to maximize the expectation of the difference of the discounted dividends until ruin and the discounted deficit at ruin. Again we consider a barrier strategy with parameter b. Then b is chosen to maximize
for given x < b. We denote the optimal value of b by b o and assume
Note that b * does not depend on x.
From (2.7) and (3.2) we gather that
Now we differentiate this equation with respect to b to see that
From this and (4.2) it follows that
The optimality conditions (4.5) and (2.11) are known as high contact conditions in finance literature.
Exponential claim amount distribution
We discuss the special case where
It has the merit that many calculations can be performed explicitly. We note that p (y) = −βp(y), from which it follows that
Thus, if we apply the operator ( 
Similarly, if we apply the operator (
, we obtain the same differential equation for the function R(x; b). We conclude that
where r > 0 and s < 0 are the solutions of the characteristic equation 6) and the coefficients
, have yet to be determined. Formula (2.7) leads to the condition
Substituting (5.4) in (2.12) we get a second condition:
From (5.7) and (5.8) we find that
9) The condition ν (b * ) = 0 yields
We note that condition (2.11) leads to the same expression for b * .
Formula (3.2) implies that
Substituting (5.5) in (3.7), we obtain the second condition to determine D 0 and D 1 :
Thus we find that 16) with ν(b) given by (5.11).
For the Dickson-Waters modification, the function to be maximized is
Then the condition for b o is that
Thus b o satisfies the conditions
These two conditions are actually equivalent. From (5.8) and (5.14) it follows that
This shows that (5.19) and (5.20) are indeed equivalent. There is another way to obtain b o .
From (4.5) it follows that b o satisfies the equation 
Now W (x; b) satisfies the same differential equation as V (x; b). Hence it follows from (4.3) and (4.5) that One might wonder, how the Dickson-Waters modification affects the optimal value of the dividend barrier . To find a first answer, we assume an exponential claim amount probability density as in the preceding section. It is also judicious to scale the monetary unit, so that β = 1 in the new monetary unit. Equation (5.6) simplifies to 
We denote the expression on the right hand side of (6.2) by g(b). Hence, we calculate b 1 , b 2 , b 3 , . . . recursively by the formula
We observe that the b k 's converge rapidly to b o . There is an explanation for the rapid convergence: from (5.19) and (5.20) it follows that g (b o ) = 0, which implies at least quadratic convergence, see for example theorem 2.9 in Burden et al. (1981) . Table 1 exhibits the values of b * and Table 2 shows the corresponding values of b o . We
There is a theoretical justification for this. Let
the expected present value of a payment of one at the time of ruin. This function has been examined by Paulsen and Gjessing (1997), Lin, Willmot and Drekic (2003) and Gerber and Shiu (2004) . It is clear that
In the special case of an exponential claim amount distribution (with β = 1) it follows from its memoryless property that
In particular for From formula (1.16) in chapter 10 of Gerber (1979) it follows that b * is positive, if and only if
An independent proof is as follows. By using the fact that both r and s are solutions of the quadratic equation (6.1), we obtain an alternative expression for b * , 
Note that the expression on the right hand side of (6.10) is positive if and only if B is positive, which is equivalent to condition (6.9). Remark: Suppose that both b * and b o are positive. From (5.24) and (5.25) it follows that 
Combinations of exponential distributions
We replace (5.1) by the more general assumption that
A i β i e −β i y , y > 0, (7.1) with 0 < β 1 < β 2 < . . . < β n and A 1 + A 2 + . . . + A n = 1. We apply the operator
to the integro-differential equations (2.6) and (3.1) and use (5.2). We see that V (x; b) and R(x; b) satisfy the same homogeneous linear differential equation with constant coefficients of order n + 1. Thus the functions V (x; b) and R(x; b) must be of the same form,
Substitution of (7.1) and (7.3) in (2.12) yields the condition that
Comparing the coefficients of e ρ k x we obtain the condition
Thus ρ 0 , ρ 1 , . . . , ρ n are the solutions of the equation
Now we compare the coefficients of e −β i x to see that
Furthermore, from (2.7) it follows that n k=0 C k ρ k e ρ k b = 1. (7.9) (7.8) and (7.9) constitute a system of n + 1 linear equations for C 0 , . . . , C n . Substitution of (7.1) and (7.4) in (3.7) yields the condition that
Comparing the coefficients of e −β i x , we see that
(7.12) (7.11) and (7.12) constitute a system of n+1 linear equations for D 0 , . . . , D n . It is remarkable that the systems of linear equations for the C k 's and the D k 's have the same coefficient matrix.
In writing (7.3) and (7.4) we exclude tacitly the unlikely situation where some of the of the solutions of (7.7) coincide. For n = 2, the three solutions of the equation
are always distinct. In fact,
if A 1 > 0 and A 2 > 0, and
if A 1 > 0 and A 2 < 0. These inequalities are readily confirmed by the graphs in Figure 1 and Figure 2 . In Section 5, we calculated b * and b o for the case where p(x) = e −x , x > 0. We note that this distribution has mean 1, variance 1, and a skewness (the ratio of the third central moment to the third power of the standard deviation) of 2. We shall consider two examples, each of which is a combination of two exponential distributions and has mean 1.
Example 1: We consider the following mixture of exponential distributions
Its variance is 2, and its skewness is 3.36.
Example 2: We consider
which is the convolution of the exponential probability densities of parameters , and its skewness is 1.61.
Based on the values of the variance and the skewness, the distribution of Example 1 appears to be more dangerous than the distribution of Example 2, and the exponential distribution is in between. This is illustrated by Figure 3 , where the three probability distributions are displayed in decreasing order of "danger". is somewhere in between. One might think that for a fixed α and θ, the three values of b * (or b o respectively) would always be in the same order. But this is not the case. (2e −2x ), x > 0 (2e −2x ), x > 0 2 ) − 1(3e −3x ), x > 0 2 ) − 1(3e −3x ), x > 0
