The field of genealogy has embraced the move towards digitisation, with increasingly large quantities of historical photographs being digitised in an effort to both preserve and share with a wider audience. Genealogy software is prevalent, but while many programs support photograph management, none use face recognition to assist in the identification and tagging of individuals. Genealogy is in the unique position of possessing a rich source of context in the form of a family tree, that a face recognition engine can draw information from. We aim to improve the accuracy of face recognition results within a family photograph album through the use of a filter that uses available contextual information from a given family tree. We also use measures of co-occurrence, recurrence and relative physical distance of individuals within the album to accurately predict the identity of individuals. This novel use of genealogical data as context has provided encouraging results, with a 26% improvement in accuracy at hit list size 1 and a 21% improvement at size 5 over the use of face recognition alone, when identifying 348 faces against a database of 523 faces from a challenging dataset of 173 family photographs.
INTRODUCTION
The field of genealogy has embraced the move towards digitisation, with increasingly large quantities of historical photographs being digitised in an effort to both preserve and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. share with a wider audience. Genealogy software is prevalent, but while many programs support photograph management, none use face recognition to assist in the identification and tagging of individuals. Genealogy is in the unique position of possessing a rich source of context in the form of a family tree, that a face recognition engine can draw information from. The aim of this research is to improve the speed and efficiency with which a user can identify and tag individuals in a large collection of family photographs by using contextual information from a provided family tree to estimate relationships. Alongside this, we also derive measures of co-occurrence, recurrence and relative physical distance of individuals within the album, supplementing the genealogical data in estimating relationships. We can use these relationship measures to re-rank the results provided by applying face recognition throughout the album.
BACKGROUND AND RELATED WORK

Approaches to Face Recognition
To gain accurate results from existing face recognition implementations, faces often need to be straight on to the camera, evenly lit and fully visible. This is rarely the case, and historical photos introduce the additional problem of poor image quality caused by inferior technology and degradation over time. Zhao et al. categorise popular face recognition attempts into three categories: holistic matching methods, feature-based matching methods and hybrid matching methods [28] .
Holistic Methods.
These methods use the whole face as input to the recognition system. The most widely accepted technique to emerge from the holistic approach is that of Eigenfaces, based on principal component analysis [25] . This approach, however, relies on uniform pose and illumination, and can result in less-than-desirable results when input images deviate from this [14] .
Feature-based Methods.
These methods extract facial features such as eyes, nose and mouth, to use for recognition. A well-known featurebased approach uses Hidden Markov Models. This involves the location and extraction of localised feature blocks from face images in the form of 2D discrete cosine transform vectors [17] . However, this approach has shown weak results when applied to photos of varying pose and illumination [14] . Multiple face images to be enrolled after perturbation space method is applied to source image [10] .
Hybrid Methods.
Hybrid methods attempt to incorporate both holistic and feature-based approaches. The best example of this is the Modular Eigenface approach, which introduces a layered representation of a face consisting of an Eigenface and a series of Eigenfeatures [19] . This modularisation of the 'face-space' allows for more accurate description of faces and copes better with faces in varying pose.
NeoFace Recognition Engine
NeoFace is a face recognition system developed by NEC [21, 10] . In 2010, NeoFace was entered into the Multiple Biometric Evaluation Challenge, an evaluation of face recognition's current state of the art performed by the National Institute of Standards and Technology (NIST) [20] . It achieved an identification rate of 95% on a database of 1.8 million individuals, the highest rate of all participating technologies.
NeoFace Face Detection.
Detection of potential faces is performed using generalized learning vector quantisation (GLVQ) [21, 10] . The model is trained with a large number of face and non-face images, and the images in the training set that match the query image the closest are merged together to provide face and facial feature locations. The level of confidence that a detected face is in fact a face is calculated by p = (dn f −d f )/(dn f +d f ) where d f is the Euclidean distance between the query image and the nearest feature space template that is in the face category, and dn f is the distance from the closest non-face template. If the query image is closer to a non-face template, the value will be less than 0; if this is more than 0, the query image is considered to be a face [21] .
NeoFace Face Recognition.
This system accounts for global image variations (such as changes in illumination and pose) by applying the perturbation space method, which involves generating a number of images from one enrolled image [21, 10] . These are generated to simulate different face poses and illumination, by using predefined shape and illumination models (see Fig. 1 ).
Local image variations (such as sunglasses, or differing facial expression by the same individual) are accounted for by using adaptive regional blend matching [21] . This involves splitting up both query and target images into a number of regions; each region in the query image is scored for similarity to the corresponding region in the target image (see Figure 2 : Source image divided into regions [21] . Fig. 2 ). Only highly scoring regions are taken into account for final similarity calculation, meaning that any areas of localised difference, such as the appearance of sunglasses, will not weigh heavily on the final score if there are other regions of high similarity.
This approach could be considered a hybrid one, with the perturbation space method addressing variation across the whole face, and adaptive regional blend matching dealing with local feature variation.
Use of Contextual Information and Metadata
Digital Metadata
Despite the challenges posed by historical photos with respect to image quality and available metadata, genealogy is in the unique position of having a rich source of contextual data that can be used to filter out inappropriate results. While using context to improve the efficiency of photo classification has been widely investigated, this often relies heavily on metadata such as timestamps and GPS data being supplied by a digital camera [16, 15, 11, 13, 3, 6, 4] . Realistically, only a very small proportion of a family photograph album will have such information, as many images are digitised with a scanner. Much of this research also relies on the photographs being in colour, providing additional visual context from clothing, background, and skin colour [1, 23, 11, 9] .
Estimating Relationships Physical Measures of Context.
Ng et al. explore the use of physical distance as a semantic tool [18] . The estimated distance between two individuals a and b is normalised with respect to the size of the detected faces, and is averaged by the distance between a and every other person in the photo other than b.
Recurrence and Co-occurrence.
The concept of using a measure of recurrence of individuals within photos to improve identification has been widely explored [11, 16, 23, 27] ; however much of this research relies on recurrence within a particular event, which requires both timestamps on photos, and for many photos to be from one event, which is less likely in historical photos. The issue of co-occurrence within photo albums has been explored in many studies [22, 2, 27, 12, 18] . The use of context acquired solely from co-occurrence in photos within a social network has provided good accuracy [5, 6, 24] ; however these solutions are designed for use within a large scale online social network rather than in a personal collection. Wu et al. uses multiple social context measures such as co-occurrence, physical distance between faces, and the number of individ- uals in a photograph, to improve face clustering accuracy [27] . This approach has provided encouraging results.
Degree of familial relationship.
The coefficient of relationship expresses the consanguinity or theoretical percentage of genes two individuals share, determined by their common ancestors [26] . This can be calculated for two individuals a and b by Ra b = P (1/2) n , where n is the number of paths separating a and b.
The GEDCOM standard
GEDCOM (Genealogical Data Communication) files are the current standard for recording and sharing genealogical data. GEDCOM files are structured similarly to an XML file, and are based on family (FAM) and individual (INDI) entities. A family entity models a nuclear family, which consists of two parents and their children, while an individual entity stores information regarding date of birth and death, and maintains a reference to a family entity
DESIGN AND IMPLEMENTATION
Overview
The initial input provided to the system will be a GED-COM file and an album of untagged family photographs. We cannot yet use any of the data from the GEDCOM file in a meaningful way as we have not identified any individuals. Figure 3 shows the actions that can be performed on startup with no faces identified.
GEDCOM Files
In this system, the gedcom4j library has been used for the parsing of GEDCOM files [8] . This library loads a given GEDCOM file and parses it into a navigable Java object hierarchy. While it is intended for use within Java applications, the gedcom4j library is being used within this C# application through the IKVM.NET implementation of Java for the Microsoft .NET framework [7] .
Face Recognition
Face Grouping with NeoFace
NeoFace is provided with a directory of images, each of which undergoes face detection and feature extraction; this data is saved into a database. Some photos contain very small faces that NeoFace cannot extract meaningful feature data from. These faces are extracted and stored in the database, but cannot be used within face recognition queries. Each face is then matched against every other face in the database. This involves loading all other faces as target data, the query face as query data, and verifying the query face's identity with a certain similarity threshold. If the query face matches any target faces, a list of matches and scores will be returned. The face with the highest score, that also does not appear in the same source image as the query face, is considered a match; the query image is then saved under the matching face's face group.
Matching Threshold.
The matching threshold is a parameter between 0 and 1 used by NeoFace during identity verification. A higher threshold requires faces to be very similar for a match to occur. Five different matching thresholds were tested on our album of 523 faces (see Table 1 ). The lowest threshold of 0.6 incorporated many more faces into face groups, which also resulted in a higher error rate. A matching threshold of 0.75 provided a lower error rate, but only places 114 faces into groups. While we require a certain level of correctness, we also want as many faces grouped as possible. Taking this into consideration, a threshold of 0.68 is the best choice for this dataset, and what has been used throughout the system. 
Context Filter
The context filter computes identity suggestions for each face group based on information derived from a GEDCOM file provided alongside the album of photos. These suggestions will be computed based on a series of factors. These can be grouped into five areas; time frames, degree of familial relationship, co-occurrence, recurrence, and physical distance. Figure 4 outlines the calculations made when scoring each candidate.
Time Frames
Historical photographs within a family album will most likely have been digitised using a scanner; this means we often do not have any accurate data regarding a photograph's creation time. In this system, a time frame is a pair of dates denoting a period of time within which a photograph must have been taken or an individual must have been alive, according to information currently known about identified individuals and the photographs they appear in.
Photograph Time Frames.
The time frame of a photograph represents the possible period of time within which the photo must have been taken, which is when all individuals present in the photograph were alive. The more individuals identified in the photograph, the narrower and more accurate the time frame will be. For example, consider a photograph containing a number of individuals, but with only 2 currently identified. If person 1 was born in 1900 and died in 1980, and person 2 was born in 1920 and died in 1990, we know that the photo must have been taken between 1920 and 1980, as this is the time frame within which all identified individuals were living. When identifying others in the photo, we can use this information to disregard individuals not living during this time.
Face Group Time Frames.
The time frame of a face group consists of the earliest and latest possible dates that an individual could have lived, based on the photographs they appear in and who they appear with. By taking the earliest start date and latest end date of the time frames of photographs that the individual appears in, we can construct a time frame for each individual.
Candidate lists.
When identifying a query face, a list of possible candidates is generated. This is initially all individuals in the GEDCOM file alive during the photo time frame. Context and face recognition scores are then used to score and rank the candidates.
The manner in which time frames are calculated means that they are more susceptible to type 1 errors; it is likely that some unsuitable candidates will remain in the candidate list as a result of the photo time frame being too broad. This could either be because few individuals have already been identified in the photograph, the appearance of an individual who lived for a long period of time, or a group of people that all lived around the same time, meaning that the time frame cannot be narrowed down.
In the case of no individuals having been previously identified in a photograph, the initial candidate list will be very large, consisting of all individuals from the GEDCOM file alive since the invention of photography.
Degree of Familial Relationship
From the GEDCOM file, we can calculate the coefficient of relationship between each individual in the family tree. This value indicates the theoretical proportion of genes two individuals share. To find the coefficient of relationship between two individuals a and b, their lowest common ancestor (LCA) must first be identified. The number of paths separating the two individuals can be found by adding the distance of a from the LCA to the distance of b from the LCA (see Fig. 5 . The coefficient of relationship can then be calculated by
where n is the number of paths separating individuals a and b. Summing of all possible paths is required for relationships where individuals share more than one lowest common ancestor. For the example illustrated in Fig. 5 , individuals a and b are separated by 4 paths through each grandparent. Their degree of relationship can be calculated by (1/2) 4 + (1/2) 4 , resulting in a value of 0.125. This means that these two individuals theoretically share 12.5% of their genes with one another. The relationship between parent a and child b is calculated by (1/2) 1 . Summing of multiple paths is not required, as a is b's direct ancestor. This results in the child theoretically sharing 50% their genes with their parent.
There are some situations where the standard coefficient of relationship is not a fair representation of the relationship between two people. Spouses for example share no common ancestor, resulting in a relationship measure of 0. However, a spousal relationship is arguably one of the most important in terms of co-occurrence; in the album of 173 family photographs being tested, spousal relationships appear at a similar rate to parent/child and sibling relationships (70 instances of sibling relationships, 61 of parent/child relationships, and 65 of spousal relationships). For this reason, it has been decided to score spousal relationships with the same value as parent/child and sibling relationships.
Using the Coefficient of Relationship.
Within a photograph containing more than one individual, a cumulative relationship coefficient for each candidate can be calculated by adding together the relationships between the candidate identity and each identified individual in the photograph. For example, a photograph featuring individuals a, b, c and an unknown individual d. For each individual in the candidate list for d, the coefficient of relationship is calculated for each of a, b and c. Finding the average of these relationships provides the relatedness of candidate d to the group of identified people in the photograph. A candidate with a higher relatedness to the group is more likely to appear in the photograph.
Co-occurrence
In this system, co-occurrence is a relative measure of how often an individual appears alongside every other individual throughout a set of photographs. If a candidate identity frequently appears throughout the album alongside the identified individuals in a query photo, the candidate identity is more likely to be correct.
The co-occurrence of two individuals within a photograph is of more importance if there are less other people in the photograph. For example, a couple appearing alongside each other in a wedding photograph is more significant than two people appearing together in a large group photograph at a family reunion. The physical distance between two individuals when they appear in photographs can be an indication of their relationship. If two people routinely appear close together, there is a higher chance that they are closely related or spouses. The euclidean distance between two faces pi and pj must first be normalised to ensure a meaningful measurement. This can be done by taking into account the average face width within the photograph in pixels and a standard width of a face in centimetres.
Physical Distance
Recurrence
Recurrence is a simple measure of how often an individual appears throughout the album compared to the average rate of appearance. Individuals that appear more frequently within an album are more likely to appear again.
RESULTS
Testing has been performed by identifying 348 faces within a database of 523 faces. Not all of these 523 faces were suitable for use as query faces; some faces extracted from the photo album are of people that do not appear in the GED-COM file, are of unknown identity, or are too small for NeoFace to extract feature data from. These faces are retained in the database as they can assist with context measures, and help to maintain the structure of an actual family photo album. In each of the 348 test cases, the query face being tested is untagged and matched against the entire database of tagged faces. The GEDCOM file used for testing consists of 948 individuals.
A hit list of size 1 means that the correct identity is ranked as the most likely identity of the query face, while a hit list of size 50 requires the correct identity of the query face to be ranked in the top 50 identities. We find that scoring with context measures compared to the use of face recognition alone achieves a 26% improvement in accuracy at hit list size 1, a 21% improvement at size 5 and a 12% improvement at size 10. While the performance face recognition scoring tends towards a similar accuracy as scoring with context as larger hit lists are considered, we are more interested in the system's performance using a hit list of only 5 or 10 identities, as this is more useful in terms of real-time face tagging.
It is worth noting how very challenging this dataset is. Faces as small as 32x32 pixels have been correctly identified, and many of the faces are in severe poses, under poor illumination, and partially occluded. Figure 7 gives some examples of challenging faces in the dataset and their correct identity ranking.
CONCLUSION AND FUTURE WORK
In this paper, we proposed the use of genealogical data in the form of a GEDCOM family tree file as contextual data, alongside other contextual information, to improve the accuracy of face recognition within a family photo album. This novel use of genealogical data as context has provided encouraging results, with a 26% improvement in accuracy at hit list size 1 and a 21% improvement at size 5 over the use of face recognition alone when identifying 348 faces against a database of 523 faces from a challenging dataset of 173 family photographs. Future work will involve the incorporation of age and gender estimates provided by NeoFace into the evaluation of candidate identities. Further work around the structure of the family photograph album, recurring patterns, rates of occurrence and most important relationships for determining identity would be beneficial for improving the accuracy of relationship estimation.
