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To become problem solvers for the 21st century, 
analysts must be able to formulate the problem 
into mathematical terms, solve the problem, and 
then interpret the results. This chapter presents 
problems, their formulation, solution, and inter-
pretations, as well as sensitivity analysis.
Consider a small company that is planning to 
install a central computer with cable links to five 
new departments. According to the floor plan, the 
peripheral computers for the five departments will 
be situated as shown in Figure 1. The company 
wishes to locate the central computer so that the 
minimal amount of cable will be used to link to 
the five peripheral computers. This will minimize 
the cost per cable and labor that is considered 
the biggest overall cost. Assuming that cable 
can be strung over the ceiling panels in a straight 
line from a point above any peripheral to a point 
above the central computer, the distance formula 
may be used to determine the length of cable 
needed to connect any peripheral to the central 
computer. Ignore all lengths of cable from the 
computer itself to a point above the ceiling panel 
immediately over that computer. In other words, 
work only with lengths of cable strung over the 
ceiling panels. We could add constraints later in 
the optimization chapter with constraints.
We keep this problem to only five data pairs 
as coordinates for the computers but the problem 
can easily be expanded. The coordinates of the 
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Figure 1. Computer grid locations
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locations of the five peripheral computers are 
listed in Table 1.
Assume the central computer will be positioned 
at coordinates (m, n) where m and n are integers 
in the grid representing the office space. Deter-
mine the coordinates (m, n) for placement of the 
central computer that minimize the total amount 
of cable needed. Report the total number of feet 
of cable needed for this placement along with the 
coordinates (m, n).
This is a multivariable optimization problem. 
We want to minimize the sum of the distances 
from each department to the placement of the 
central computer system. The distances represent 
the cable lengths assuming that the straight line is 
the shortest distance between two points. Using 
the distance formula,





where d represents the distance (cable length in 
feet) between the location of the central computer 
(x,y) and the location of the first peripheral com-
puter (X1, Y1). Since we have five departments 
we define
d x X y Y
i i i
= − + −( ) ( )2 2 , for i = 1,2,3,4 
5
We wish to minimize the sum of the distances 
given by














Traditional calculus suggests taking the deriva-
tive of the function, Dist(x,y) first with respect 
to x and then with respect to y, setting the partial 
derivatives equal to zero, and solving for x and y 
to find the stationary points. Using the locations 
of the five peripheral computers X=[ 15 25 60 











which is expressed below: Dist(x,y)=
x x y y
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In this example, traditional calculus methods do 
not work well. Thus to model and solve problems 
like this, we need to learn about numerical meth-
ods to approximate multivariable unconstrained 
optimization. Our objectives include how to set 
up, solve, and interpret the solution as well as 
perform sensitivity analysis.
BACKGROUND
Basic Theory for Unconstrained 
Optimization
The problem is to find an optimal solution (if one 
exists) for unconstrained nonlinear optimization 
problem:
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Maximize (or minimize) f(X)= f(x1, x2, . . ., xn) 
over Rn (1)
Local and Global Optima
An objective function, f(X), has a local maxima at 
X*, if there exists a neighborhood around X* such 
that f(X) < f(X*) for all X in the neighborhood 
at which the function is defined. If the condition 
is met for every positive ε (no matter how large), 
then f(X) has a global maximum at X*.
Gradient Cector and Hessian Matrix
The gradient vector is the vector of first partial 
derivatives of the function f(x1, x2, . . ., xn). We 



























, , ,  (2)
We assume that the first and second partial 
derivatives of f(x1, x2, . . ., xn) exist and are continu-
ous at all points in the domain of f. Let
∂
∂





be the partial derivative of f(x1, x2, . . ., xn) with 
respect to xi. Candidate critical points (stationary 
points) are found where
∂
∂




 = 0, for i = 1, 2, . . ., n (3) 
This sets up a system of equations that, when 
solved, yields the critical point (if one or more is 
found) that satisfies all partial derivatives.









for i = 1, 2, . . ., n.









for i = 1, 2, . . ., n as critical points (stationary 
points). Not all critical points (stationary points) 
are local extrema. If a stationary point is not a lo-
cal extremum (a maximum or a minimum), then 
it is called a saddle point.
Convexity (Bazarra et al, 1993)
Definition: A function f(x) is convex if
f x x f x f x( ( ) ) ( ) ( ) ( )λ λ λ λ
1 2 1 2
1 1+ − ≤ + −  
for every x1 and x2 in its domain and every λ ∈ 
[0,1]. Similarly, f(x) is concave if
f x x f x f x( ( ) ) ( ) ( ) ( )λ λ λ λ
1 2 1 2
1 1+ − ≥ + −  
for every x1 and x2 in its domain and every λ ∈ [0,1].
We introduce the Hessian matrix us to deter-
mine the convexity of multivariable functions. 
As we will see, the Hessian matrix provides us 
with additional information about the critical 
points as well.
Definition: The Hessian matrix is the n × n 
matrix of the second partial derivatives of a mul-












































































































































































































as you will see in our examples.
It is essential to be able to use the Hessian 
to determine the convexity of a given function 
as well as the nature of the critical points found 
from solving the first partials equal to zero. To 
put this all together we provide a few additional 
definitions and theorems.
Definition: The ith leading principal minor of an 
n × n matrix is the determinant of any i × i 
matrix obtained by deleting n − i rows and the 
corresponding n − i columns of the matrix.
Definition: The kth-leading principal minor of an 
n × n matrix is the determinant of the k × 
k matrix obtained by deleting the last n − k 
rows and n − k columns of the matrix.
We use all these determinants that give the 
principal minor and leading principal minors of 
the Hessian matrix to determine the convexity of 
the multivariate function,
Theorem 2a: Let f(x , x ,...x )1 2 n  be a function 
with continuous second-order partial de-
rivatives for every point in the domain of f. 
Then f(x , x ,...x )1 2 n  is a convex function if 
all the leading principal minors of the Hes-
sian matrix are nonnegative.
Theorem 2b: Let f(x , x ,...x )1 2 n  be a function 
with continuous second-order partial de-
rivatives for every point in the domain of f. 
f(x , x ,...x )1 2 n  is a concave function if all 
the nonzero leading principal minors of the 
Hessian matrix follow the sign of −( )1 k , 
where k represents the order of the principle 
minors (k = 1,2,3, etc).
Theorem 2c: If the leading principal minors do 
not follow either Theorem 2a or Theorem 
2b, then f(x , x ,...x )1 2 n  is neither a convex 
function nor a concave function.
As discussed earlier, the Hessian matrix pro-
vides information concerning the nature or clas-
sification of the stationary points so that we may 
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The Hessian matrix is a symmetric n × n matrix, 
where n is the number of independent variables. 
For example, z = f(x,y) would yield a 2 × 2 sym-
metric matrix. The matrix is symmetric because 
Fxy = Fyx. The function is x
THx. This notation is 
used to describe the matrix as in Table 2.
These also relate to the signs of the leading 
principal minors (PMs), which were previously 
described.
Positive definite: All leading principle minors 
are > 0.
Positive semi-definite: All leading principle 
minors are nonnegative (some are zero).
Negative definite: The leading principle minors 
follow the signs of (–1)k, where k represents 
the order of the leading principle minor. For 
example, with k = 1, 2, 3, the signs of the 
leading principle minors are minus, posi-
tive, minus.
Negative semi-definite: All nonzero valued lead-
ing principle minors follow the signs of (–1)
k, where k represents the order of the leading 
principle minor. For example, with k = 1, 2, 
3, the signs of the leading principle minors 
are minus, positive, minus. Some leading 
principle minors have value zero.
Indefinite: Some leading principle minors do not 
follow any of the rules for positive definite, 
positive semi-definite, negative definite, or 
negative semi-definite defined here.
As seen the Hessian matrix is not always a 
matrix of all constants. If the Hessian is a function 
of the independent variables, then its definiteness 
might vary from one value of x to another. To test 
the definiteness of the Hessian at a point x*, it 
is necessary to evaluate the Hessian at the point 




















The values of x1 and x2 determine whether the 
matrix is positive definite, positive semi-definite, 
negative definite, negative semi-definite, or 
indefinite.
There exists a relationship between the Hessian 
matrix definiteness and the classification of sta-
tionary points (extrema) as maximum, minimum, 
or saddle points, or as inconclusive.
The following table summarizes these results, 
with k indicating the order of the leading princi-
pal minors of the Hessian. The ith PM is found 
by eliminating the n − i rows and corresponding 
columns of the matrix. The first leading PMs are 





We illustrate a few examples using the theorems 
and definitions from the previous sections for 
unconstrained optimization.
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Table 2. Matrix 
Positive Definite > 0
Positive Semi-Definite ≥ 0
Negative Definite < 0




Consider a company that makes flat screen TVs. 
They decide that they will concentrate next year 
on 40in and 50in flat screen LCD TVs. We define 
x1 as the number of 40in flat screen TVs produced 
and x2 as the number of 50in flat screen TVs 
produced. We define the price of each as a func-
tion 839-0.01x1-0.003 x2 and 899-0.01x2-0.004 
x1, respectively. The costs, fixed and variable are 
600,000+195x1+225x2. Determine the number of 
each type TV screen to produce.
P(x , x ) (839 - 0.01x - 0.003x )+
x (899 - 0.004x - 0.01x ) -
(60
1 2 1 1 2
2 1 2
= x






















674 0 007.  
These solve to obtain x1=23253.56 and 
x2=25561.25. There is only stationary point.
H 23252 56 25561 25
0 02 0 007


















The Hessian is negative definite, the function, 
P, is concave at 23253 56 25561 25. , .( ) , therefore 




We have discussed analytical techniques to solve 
the unconstrained nonlinear programming prob-
lem (NLP) is equation (1).
In many problems, it is quite difficult to find 
the stationary points (critical points) and then use 
them to determine the nature of the stationary 
point. We present current numerical techniques 
to either maximize or minimize a multivariable 
function as expressed in Equation (1). We fully 
illustrate examples of two such methods.
Gradient Search Methods
Gradient search methods, the method of steepest 
ascent (maximization problems) and the method 
of steepest descent (minimization problems) offer 
alternatives to finding an approximate stationary 
point.
Given a function like the one in Figure 2. As-
sume that we want to find the maximum point of 
the function. If we started at the bottom of the hill, 
then we might proceed by finding the gradient. 
The gradient is the vector of the partial derivatives 
that points “up the hill.” We define the gradient 
vector as follows:
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Table 3. Hessian and conclusions 
Determinants: km leading Principle 
Minor
Results Conclusion about Stationary Points
Hk>0 Positive definite, f convex Minimia
Hk >0 Positive semi-definite, f convex Local minimia
Hk follows the signs of (-1)
k Negative definite, f concave Maximia
Hk either 0(but not all 0) or follows the 
signs of (-1)k
Negative semi-definite, f concave Local maximia
Hk not all zero and none of the above Indefinite, f neither convex nor concave Saddle point


























If we were lucky, the gradient would point all 
the way to the top of the function, but the contours 
of functions rarely cooperate. Thus, the gradient 
points up hill—but for how far? We need to find 
the distance along the gradient to travel that maxi-
mizes the height of the function in that direction. 
From that new point, we compute a new gradient 
vector to find a new direction that points us up 
the hill. We continue this method until we get to 
the top of the hill.
From a starting point, we move in the direc-
tion of the gradient as long as we continue to 
increase the value of f. At that point, we move 
in the direction of a newly calculated gradient as 
far as we can so long as it continues to improve 
f. This continues until we achieve our maximum 
value within some specific tolerance (or margin 
of acceptable error). We display an algorithm for 
the method of steepest ascent using the gradient 
(Box 1)
Example 2
Maximization with gradient search for a produc-
tion function
Maximize f(x1,x2) = 2 2 21 2 2 1
2
2
2x x x x x+ − −  
The gradient of f(x1,x2), ∇f, is found using the 
partial derivatives as shown in the last chapter. The 
gradient is the vector [2x2 - 2x1, 2x1 + 2 –4x2]. If 
we evaluate the gradient at (0,0) we have ∇f(0,0) 
= [0,2]. From (0,0) we move along (up) the x2-
axis in the direction of [0,2]. How far do we go? 
We need to maximize the function starting at the 
point (0,0) using the function f[xi + ti∇f(xi)] = f(0 
+ 0t, x0 + 2t) = 2(2t) - 2(2t)2 = 4t - 8t2.
This function can be maximized by using any 
of the one-dimensional search techniques from 
single-variable optimization such as Golden sec-
tion or Fibonacci methods. This function can also 
be maximized by simple single-variable calculus:
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t t= = − = =0 4 16 0 0 25, .  
Iteration 1: The new point is found by substitu-
tion into xi+1 = xi + ti ∇f(xi).
So, x1= [0 + 0(.25), 0 + 2(.25)], [0, 0.5]
The magnitude of x1 is 0.5, which is not less 
than our tolerance of 0.01 (chosen arbitrarily). 
Because we are not optimal, we continue. We now 
repeat the calculations from the new point [0, 0.5].
Iteration 2: The gradient vector is [2x2 – 2x1, 2x1 
+ 2 – 4x2].
∇f(0,0.5) = [1,1]. From (0,0.5) we move in the 
direction of [1,0]. How far do we go? We need to 
maximize the function starting at the new point 
(0,0.5) using the function f[xi + ti ∇f(xi)] = f(0 
+ 1t, 0.5 + 0t) = 2(t)(0.5) + 2(0.5) - t2 - 2(0.5)2 
= –t2 + t + 0.5.
df
dt
t t= = − + = =0 2 1 0 0 50, .  
The new point is found by substitution into 
xi+1 = xi + ti ∇f(xi).
So, x1 = [0 + 1(0.5), 0.5 + 0(0.5)], [0.5,0.5]
The magnitude of x1 is .5  = 0.707, which 
is not less than our tolerance of 0.01 (chosen ar-
bitrarily) . The magnitude of ∇f = 1, which is also 
not less than 0.01. Because we are not optimal, 
we continue. We repeat the calculations from the 
new point [0.5,0.5].



















is negative definite, so the point x* is a maximum. 
Note that our approximate solutions, x is (0.9922, 
0.9961) and f(x) = 1.000, are close to the exact 
value of x*= (1,1), and f(x*) = 1. To get a closer 
approximation, we should make our tolerance 
smaller. A look at the contour plot confirms a hill 
at approximately (1,1) (see Figure 3).
The Newton-Raphson Method 
(Bazarra et al, 1993)
An alternative search method is the Newton–
Raphson numerical method illustrated in two 
variables. This numerical method appears to do 
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Box 1. Steepest ascent algorithm (Fox, 2012) 
To find a maximum solution to a given multivariable unconstrained function, f(x)
INPUT: Starting point x0; tolerance, t
OUTPUT: Approximate x* and f(x*)
Step 1: Initialize the tolerance, t >0.
Step 2: Set x = x0 and define the gradient at that point.
∇f(x0)
Step 3: Calculate the maximum of the new function f[xi + ti ∇f(xi)], where ti ≥ 0, by finding the value of ti.
Step 4: Find the new xi point by substituting ti into
xi+1 = xi + ti ∇f(xi)
Step 5: If the length (magnitude) of x, defined by






2+ + + ,
(difference between 2 successive points) is less than the tolerance specified or if the absolute magnitude of gradient is less than our 
tolerance (derivative approximately zero), then continue. Otherwise, go back to step 3. 
Step 6: Use x* as the approximate stationary point and compute f(x*), the estimated maximum of the function.
STOP
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a more efficient and faster job in converging to 
the near optimal solution. It is an iterative root-
finding technique using the partial derivatives of 
the function as the new system of equations. The 
algorithm uses Cramer’s rule to find the solution 
of the system of equations.
Newton’s method for multivariable optimiza-
tion searches is based on Newton’s single-variable 
algorithm for finding the roots and the Newton–
Raphson method for finding roots of the first 
derivative, given a x0, iterate xn+1 = xn – f ′(xn)/f 
″(xn) until |xn+1 – xn| is less than some small toler-
ance. In several variables, we may use a vector x0 
or two variables (x0,y0). The algorithm is expanded 
to include partial derivatives with respect to each 
variable’s dimension. In two variables (x,y), this 
would yield a system of equations where F is the 
derivative of f(x,y) with respect to x and G is the 
derivative of f(x,y) with respect to y. Thus, we 
need to find both F = 0 and G = 0 simultaneously.





















= −, .  
The matrix equation can be solved by LU 
decomposition or in the case of a 2 × 2 by Cra-
mer’s rule. The corrections are then added to the 
solution vector






= + =δ , , ...1  
and iterated until it converges within a tolerance.
The Modified Newton with technology algo-
rithm is presented in Box 2.(Fox, 2012).
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Table 4. Initial condition: (0.0000, 0.0000) 
Iteration Gradiation Vector G Magnitude G x [k] Step Length
1 (0.0000, 2.0000) 2.0000 (0.0000, 0.0000) .25
2 (1.0000, 0.0000) 1.0000 (0.0000, .5000) .50
3 (0.0000, 1.0000) 1.0000 (.5000, .5000) .25
4 (0.5000, 0.0000) .5000 (.5000, .7500) .50
5 (0.0000, .5000) .5000 (.7500, .7500) .25
6 (.2500, 0.0000) .2500 (.7500, .8750) .50
7 (0.0000, .2500) .2500 (.8750, .8750) .25
8 (.1250, 0.0000) .1250 (.8750, .9375) .50
9 (0.0000, .1250) .1250 (.9375, .9375) .25
10 (.0625, 0.0000) .0625 (.9375, .9688) .50
11 (0.0000, .0625) .0625 (.9688, .9688) .25
12 (.0313, 0.0000) .0313 (.9688, .9844) .50
13 (0.0000, .0313) .0313 (.9844, .9844) .25
14 (.0156, 0.0000) .0156 (.9844, .9922) .50
15 (0.0000, .0156) .0156 (.9922, .9922) .25
16 (.0078, .0000) .0078
Approximate Solution: (.9922, .9961)
Maximum Functional Value: 1.0000
Number gradient evaluations: 17
Number function evaluations: 16
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Let’s repeat our previous example using tech-
nology with the Newton-Raphson method.
Example 3
Newton’s method to find a maximum of our pro-
duction function:
Maximize f(x1,x2) = 2x1x2 + 2x2 – x1
2 – 2x2
2 
starting at the point (0,0) with a tolerance of 0.01.
Hessian: [ -2.000 2.000 ], [ 2.000 -4.000 ]
Eigenvalues: -5.236 -.764
Pos def: false
New x= 1.000 new y= 1.000
Hessian: [ -2.000 2.000 ], [ 2.000 -4.000 ]
Eigenvalues: -5.236 -.764
Pos def: false
New x= 1.000 new y= 1.000
Final new x= 1.000 final new y= 1.000
Final fvalue is 1.000
It converges to the point (1,1) after 2 iterations.
Pos def
Hessian: [ -1.000 2.000 ], [ 2.000 -1.000 ]
Eigenvalues: -3.000 1.000
Pos def: false
New x= -.333 new y= .333
Hessian: [ -.717 2.000 ], [ 2.000 -1.396 ]
Eigenvalues: -3.085 .973
Pos def: false
New x= -.269 new y= .381
Final new x= -.269 final new y= .381
Final fvalue is 8.329
The maximum is found at (–0.269, 0.381) with 
a function value of 8.329.
Comparisons of Methods
We compared these two routines and found that 
Newton’s method converges faster than the gradi-
ent method. This is displayed in Table 5.
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Box 2. Pseudo -code for Newton’s method in 
two variables 
INPUT: x(0), y(0), N, tolerance
OUTPUT: x(n), y(n)
Step 1: For n = 1 to N do
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1
Step 3: If ((x(n)-x(n-1))2 + (y(n)-y(n-1))2)1/2 < tolerance,
               Then Stop 
               Else, Go back to Step 2. 
STOP




Our computer grid example is solved numerically 
using the gradient method (see Table 6).
Other search methods include Fletcher-Powell 
Method (Bazarra et al., 1993), Hook-Jeeves Pat-
tern Search (Bazarra et al., 1993), and Tabu search 
(Glover, 1989). The reader should also look at the 
Method of Rosenbrock (Bazarra et al., 1993) and 
Levenberg-Marquardt (Bazarra et al., 1993; Fox, 
2012). We outline the procedures below.
Fletcher-Powell (FP) Method
The algorithm for FP is presented as an eight- step 
method. It begins by choosing an initial vector X`, 
prescribing a tolerance level (ε), and setting a n x 
n matrix G equal to the identity matrix. Both the 
vector and the matrix G are continually updated 
until successive iterations differ by less than ε.
Step 1: Evaluate α=f(X`) and B=delf(X`).
Step 2: Determine λ* so that f(X`+λGB) is maxi-
mized when λ=λ*. Set D=λ*GB.
Step 3: Set the new X`(new)=X` (old)+D.
Step 4: Calculate β=f(X`) using X`(new). If β−
α<ε, go to Step 5 otherwise go to Step 6.
Step 5: Set X*=X`, f(X`)=β. Stop
Step 6: Evaluate C=delf(X`) for X`(new). Set 
Y=B-C.
Step 7: Calculate L and M, both n x n matrices.
Step 8: Set G(new)=G(old)+L+M, Set α = cur-
rent value of β, B= current C, go to Step 2.
Hooke-Jeeves Method
This is a directional search that utilizes explor-
atory moves, which determines the direction, 
and then patterns moves to accelerate the search. 
The method begins with an initial vector D as 
coordinate directions with n=dimensionality and 
a step size, h, and an acceleration factor, α>0. 
Choose a starting point x1, let y1=x1, let k=j=1 
and go to step 1.
Step 1: If f(yj+∆dj)<f(yj), the trial is a success. 
Let yj+1=yj+∆dj . Go to Step 2. If the trial is 
a failure and f(yj - ∆dj)<f(yj), then let yj+1=yj 
-∆dj and move to Step 2. If the trial is a 
failure and f(yj - ∆dj)>f(yj), then let yj+1=yj 
and move to Step 2.
Step 2: If j < n, replace j by j+1 and repeat Step 
1. Otherwise go to Step 3 if f(yn+1)<f(xk) and 
go to Step 4 if f(yn+1)>f(xk).
Step 3: Let xk+1=yn+1 and let y1=xk+1+ α(xk+1-xk). 
Let k=k+1, let j=1, go to Step 1.
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Table 5. Comparisons of methods 
Function 1 Initial Condition Iterations Solution Max F
Steepest ascent (0,0) 16 x = 0.9922
y = 0.9961
1.0
Newton’s method (0,0) 2 x = 1
y = 1
1.00000
Table 6. Initial condition: ( 0.0000, 0.0000) 
Iteration Gradient Vector G Magnitude G X[k] Step Length
1 (2.8702, 3.6375) 4.6335 (0.0000, 0.0000) 19.0907
2 (0.2868, -0.2263) 0.3654 (54.7946, 69.4424) 6.7062
3 (0.0119, 0.0150) 0.0192 (56.7180, 67.9247)
Approximate Solution: (56.7180, 67.9247)
2605
Step 4: If ∆ < ε, stop. The solution is xk. Other-
wise let ∆=∆/2, let y1=xk, xk+1=xk, k=k+1, 
j=1, and repeat Step 1.
Tabu Serach
The tabu search method was discovered in 1986 
(Glover, 1989, 1990). It uses a neighborhood 
optimization approach to combinatorial optimiza-
tion problems. It marks neighborhoods as Taboo 
if solution areas are banned, as it creates a tabu 
list in the computer memory structures.
FUTURE TRENDS
Issues
One major issue is the selection of good initial 
estimates for the numerical algorithms (Fox, 2011, 
2012). Selecting poor initial values can lead to 
non-convergence or the wrong solution value. See 
additional reading for more on starting points.
Solutions and Recommendations
We recommend always attempting to find a closed 
form analytical solution. In situations where the 
objective function has no closed form solution, we 
recommend multiple search methods to explore for 
an appropriate solution. We note that the choice 
of starting points might also be an issue, so we 
recommend visualization when applicable to help 
approximate a better starting point.
CONCLUSION
These methods are still valid and applicable to 
decision makers. We recommend using technol-
ogy to help with the solution. Some appropriate 
technologies include the Mathematica, Maple, 
Matlab, LINDO/LINGO, and the Excel Solver. 
In real support to business, we find that numeri-
cal approaches are most often used because of 
the nature of the function to be optimized. Often 
an exponential term, for salvage or maintenance 
costs are used.
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KEY TERMS AND DEFINITIONS
Decision Variables: The component variables, 
X, that impact the solution.
Gradient: The vector of first partial deriva-
tives.
Hessian Matrix: The matrix of second partial 
derivatives.
Numerical Search: An algorithmic procedure 
that allows for iterating to points that maximize 
or minimize an objective function.
Objective Function: A function of the decision 
variables that is to be maximized or minimized.
Optimal Solution: The values of the decision 
variables that either maximize or minimize the 
objective function.
Optimization: The maximization or minimi-
zation of an objective function that depends on a 
finite number of decision variables.
Stationary or Critical Point: The value of 
the decision variables that make the gradient 
equal to zero.
Unconstrained: The objective function is not 
constrained by resources surrounding the decision 
variables.
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