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On Generalized West and Stampfli Decomposition of
Operators
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∗
Abstract
In this paper, we characterize meromorphic operators in terms of B-Fredholm
operators and operators of topological uniform descent. Using those charac-
terizations, we recover several new results and earlier results on meromorphic
operators established in [9], [12], [17], [20] and [27]. Then, we define operators
with purely B-discrete spectrum and we prove that they are exactly the opera-
tors with a meromorphic resolvent. Moreover, we define operators with general-
ized Riesz or generalized meromorphic resolvent and we prove that an operator
T with a generalized meromorphic resolvent has a generalized meromorphic
West-Stampfli decomposition T = M + Q + D, where M is meromorphic, Q
quasinilpotent such that the commutator [M,Q] is quasinilpotent and D is a
diagonal operator whose spectrum is the B-Fredholm spectrum of T. Similar
decomposition is obtained for operators having generalized Riesz resolvent.
1 Introduction
Let C(X) be the set of all linear closed operators defined from a Banach space X
to X and L(X) be the Banach algebra of all bounded linear operators defined from
X to X. We write D(T ), N(T ) and R(T ) for the domain, nullspace and range of an
operator T ∈ C(X). An operator T ∈ C(X) is called a Fredholm operator [22] if both
the nullity of T , n(T ) = dimN(T ), and the defect of T , d(T ) = codimR(T ), are
finite. The index i(T ) of a Fredholm operator T is defined by i(T ) = n(T )− d(T ).
It is well known that if T is a Fredholm operator, then R(T ) is closed.
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The class of bounded linear B-Fredholm operators, which is a natural extension
of the class of Fredholm operators, was introduced in [2], and the class of unbounded
linear closed B-Fredholm operators acting on a Banach space was studied in [6].
Recall [8] that a linear bounded operator is called a meromorphic operator if
λ = 0 is the only possible point of accumulation of σ(T ) and every non-zero isolated
point of σ(T ) is a pole of the resolvent Rµ(T ) = (T −µI)
−1, defined on the resolvent
set ρ(T ) of T. If we also require that each non-zero eigenvalue of T have finite
multiplicity, then T will be called a Riesz operator.
A first result linking bounded B-Fredholm operators to the class M of linear
bounded meromorphics operators comes from the following theorem, established in
[5, Theorem 2.11].
Theorem 1.1. Let T ∈ L(X). Then T is a meromorphic operator if and only if
σBF (T ) = {λ ∈ C | T − λI is not a B-Fredholm operator } ⊂ {0}.
As it will be seen in the second section, we extend Theorem 1.1 by showing that it
holds also if we replace σBF (T ) ⊂ {0} by the weaker hypothesis σTUD(T ) ⊂ {0},
where σTUD(T ) = {λ ∈ C | T−λI is not an operator of topological uniform descent}
is the topological uniform descent spectrum of T. This enable us to recover some
earlier results on Riesz or meromorphic operators obtained in [9, Theorem 5], [17,
Theorem 3] and [20, Theorem 4.2], and to obtain “polynomially perturbed” versions
of recent results on polynomially Riesz or polynomially meromorphic operators ob-
tained in [27, Theorem 2.13] and [12, Theorem 4.2]. Recall that the class of operators
of topological uniform descent had been introduced in [14] and in [3] it was shown
that it forms a regularity [3, Definition 1.2 ]. We will show also that Theorem 1.1
characterizes the class of unbounded meromorphic operators M(0,∞) studied in
[10].
For a closed operator T acting a Banach space, the Weyl spectrum σW(T ) of T, is
defined [22] as the set of all complex numbers λ such that T − λI is not a Fredholm
operator of index 0. The Weyl spectrum σW(T ) of T is a subset of the spectrum
σ(T ) and its complement in σ(T ) is called the discrete spectrum, that is σD(T ) =
σ(T ) \ σW(T ).
Analogously, we define here the B-discrete spectrum for closed operators, as a
natural extension of the discrete spectrum.
Definition 1.2. Let T ∈ C(X). Then T is called a B-Weyl operator if it is a
B-Fredholm operator of index 0. The B-Weyl spectrum σBW(T ) of T is defined by
σBW(T ) = {λ ∈ C : T − λI is not a B-Weyl operator }. The B-discrete spectrum
σBD(T ) of T ∈ C(X) is defined by σBD(T ) = σ(T ) \ σBW(T )
It’s clear that both of the B-essential spectrum and the B-Discrete specrum of
T are subsets of the spectrum of T.
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Definition 1.3. We will say that T has a purely B-discrete spectrum if σ(T ) =
σBD(T ), and we will say that T has a finite purely B-discrete spectrum if σBD(T ) is
also finite.
In the third section, we characterize closed operators with non-empty resolvent set,
having a purely B-discrete spectrum, by showing that this the case if and only if the
operator considered has a meromorphic resolvent.
Moreover, using the Weyl’s criterion, we show that if T is a self-adjoint operator
acting on a Hilbert space, its B-discrete spectrum σBD(T ) coincides with the isolated
point of its spectrum, while the accumulation points of the spectrum σ(T ) of T
forms its B-Weyl spectrum σBW(T ). Thus a natural partition of the spectrum of a
self-adjoint operator is reached via these two distinguished parts of the spectrum of
T as σ(T ) = σBD(T )
⊔
σBW(T ) = acc(σ(T ))
⊔
iso(σ(T )). Here the symbols
⊔
, acc and
iso stands respectively for disjoint union, accumulation points and isolated points.
The discrete spectrum has important applications in the study of physical op-
erators. However, the discrete spectrum does not remove from the spectrum poles
of the resolvent which are of infinite rank, while the B-discrete spectrum does. An
illustrating example of an operator with purely B-discrete spectrum, is given by the
Schro¨dinger operator with a constant magnetic field B 6= 0. Its B-discrete spectrum
coincides exactly with the set of its Landau levels, while its discrete spectrum is the
empty set, (see Example 3.6).
In the fourth section, we consider operators having generalized Riesz or gen-
eralized meromorphic resolvent (Definition 4.1). Using results on meromorphic
West-Stampfli decomposition obtained in [18], we prove that an operator T with
a generalized meromorphic resolvent has a generalized meromorphic West-Stampfli
decomposition T =M+Q+D, whereM is a meromorphic operator, Q is quasinilpo-
tent operator such that the commutator [M,Q] is quasinilpotent and D is a diagonal
operator whose spectrum is exactly the B-Fredholm spectrum of T. Moreover, we
extend a result of Koliha [18, Theorem 4.13], to the case of operators having a gen-
eralized Riesz resolvent by proving that if
∞
Σ
n=1
| νn | where (νn)n are all isolated
eigenvalues of T each repeated according to its multiplicity, then T has a general-
ized West decomposition T = K + Q + D, where K is a compact operator, Q is
a quasinilpotent operator such that the commutator [K,Q] is quasinilpotent and
D is a diagonal operator whose spectrum is exactly the Browder spectrum σB(T )
of T. Recall that a Browder operator is a Fredholm operator with finite ascent
and descent and the Browder spectrum of an operator T ∈ L(X) is defined by
σB(T ) = {λ ∈ C | T − λI is not a Browder opertor }.
In the case of an operator T acting on a Hilbert space, having generalized Riesz
resolvent, we prove that T has a generalized West decomposition T = K + Q +
D, where K is a compact operator, Q is a quasinilpotent operator such that the
commutator [K,Q] is quasinilpotent and D is a diagonal operator whose spectrum
is the Browder spectrum of T.
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2 Characterizations of meromorphic operators
We begin this section, by giving some characterizations of bounded linear meromor-
phic operators in terms of operators of topological uniform descent.
Definition 2.1. [14] Let T ∈ L(X) and let d ∈ N. Then T has a uniform descent for
n ≥ d if R(T )+N(T n) = R(T )+N(T d) for all n ≥ d. If in addition R(T )+N(T d)is
closed then T is said to have a topological uniform descent for n ≥ d.
Definition 2.2. Let T ∈ L(X), n ∈ N and let cn(T ) = dimR(T
n)/R(T n+1) and
c′n(T ) = dimN(T
n+1)/N(T n).
• The descent of T is defined by δ(T ) = inf{n : cn(T ) = 0}=inf {n : R(T
n) =
R(T n+1)}
• Then the ascent a(T ) of T is defined by a(T ) = inf{n : c′n(T ) = 0}= inf
{n : N(T n) = N(T n+1)}
Theorem 2.3. Let Γ be a nonempty connected subset of C such that T − λI is an
operator of topological uniform descent for all λ ∈ Γ. If there is α ∈ Γ such that
T − αI is Drazin invertible, then every point of σ(T ) ∩ Γ is a pole of the resolvent
of T and σ(T ) ∩ Γ is a countable discrete set.
Proof. Recall that T is Drazin invertible if it has a finite ascent and descent. Since
T −αI is Drazin invertible, for n large enough we have cn(T −αI) = c
′
n(T −αI) = 0.
Let A = {µ ∈ Γ| T − µI is Drazin invertible }. Then α ∈ A and A 6= ∅. If
λ ∈ A, since T −λI is Drazin invertible, then there is an open neighborhood B(λ, ǫ)
such that B(λ, ǫ) \ {λ} ⊂ ρ(T ), where ρ(T ) is the resolvent set of T . Therefore
B(λ, ǫ) ∩ Γ ⊂ A, and A is open in Γ. Now let λ ∈ A ∩ Γ, where A is the closure of
A. In particular T − λI is an operator of topological uniform descent. From [14,
Theorem 4.7], there is an ǫ > 0 such that if |λ − µ| < ǫ, then for n large enough,
we have cn(T − µI) = cn(T − λ), c
′
n(T − µI) = c
′
n(T − λI). Since λ ∈ A, then
B(λ, ǫ) ∩ A 6= ∅. So there is µ ∈ B(λ, ǫ) ∩A. Hence cn(T − λI) = c
′
n(T − λI)) = 0,
and so λ ∈ A. Therefore A is closed in Γ. Since Γ is connected, then A = Γ.Moreover
if λ ∈ σ(T ) ∩ Γ, then T − λI is Drazin invertible and so λ is a pole of the resolvent
of T. Therefore it is an isolated point of the spectrum σ(T ) of T. Since σ(T ) is a
compact set, then σ(T ) ∩ Γ is a discrete set.
Corollary 2.4. Let Γ be a nonempty connected subset of C such that the descent
δ(T − λI) is finite for all α ∈ Γ. If there is α ∈ Γ such that T − αI is Drazin
invertible, then every point of σ(T ) ∩ Γ is a pole of T and σ(T ) ∩ Γ is a countable
discrete set. In particular if Γ = C, then σ(T ) is a countable discrete set of poles of
the resolvent of T.
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Proof. It’s easily seen that in this case T − λI is an operator of topological uniform
descent for all λ ∈ Γ.
Now we extend Theorem 1.1, by including the characterization of meromorphic
operators in terms of operators of topological uniform descent.
Theorem 2.5. Let T ∈ L(X). Then the following conditions are equivalent:
1. T is a meromorphic operator
2. σTUD(T ) ⊂ {0}.
3. σBF (T ) ⊂ {0}.
Proof. 1)⇒ 2) If T is a meromorphic operator, then T − λI is Drazin invertible for
each λ 6= 0. In particular T − λI is an operator of topological uniform descent.
2) ⇒ 3) Suppose now that σTUD(T ) ⊂ {0}. Then, for all λ 6= 0, T − λI is an
operator of topological uniform descent. Let Γ = C \ {0}, then Γ is a connected set
such that T − λI is an operator of topological uniform descent for all α ∈ Γ. Since
the spectrum of T is bounded, then there is λ ∈ Γ such that T − λI is invertible,
and so T − λI is Drazin invertible. From Theorem 2.5 it follows that every point of
Γ is a pole of T. In particular, for all λ 6= 0, T − λI is a B-Fredholm operator and
so σBF (T ) ⊂ {0}.
3) ⇒ 1) Assume now that σBF (T ) ⊂ {0}, then from Theorem 1.1, T is a Mero-
morphic operator.
As shown by the following example, there exists operators which are of topolog-
ical uniform descent but are not B-Fredholm operators. Thus the previous charac-
terization is a refinement of the characterization of bounded meromorphic operators
in terms of B-Fredholm operators.
Example 2.6. Let H be a Hilbert space with an orthonormal basis {eij}
∞
i,j=1 and
let the operator T defined by :
Tei,j =


0 if j = 1,
1
i
ei,1, if j = 2
ei,j−1, otherwise
It is easily seen that R(T ) = R(T 2) and R(T ) is not closed. Hence R(T n)
is not closed for all n ≥ 1, and so T is not a B-Fredholm operator. However,
since R(T ) = R(T 2), then T is an operator of uniform descent for n ≥ 1 and
N(T ) + R(T ) = X. Hence N(T ) + R(T ) is closed. From [14, Theorem 3.2] , it
follows that T is an operator of topological uniform descent for n ≥ 1.
Using Theorem 2.5, we prove in an easy way, as corollaries, some earlier results
on meromorphic operators obtained in [9] and [20].
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Corollary 2.7. [9, Theorem 5] Let T ∈ L(X) be a meromorphic operator, and
f an analytic function in a neighbordhood σ(T ) of T. If f(0) = 0, then f(T ) is a
meromorphic operator.
Proof. Let σTUD(T ) = {λ ∈ C | T − λI is not an operator of topological uniform
descent }. From [3, Theorem 4.3], we have σTUD(f(T )) = f(σTUD(T )). As f(0) =
0 and σTUD(T ) ⊂ {0}, then σTUD(f(T )) ⊂ {0}. Hence f(T ) is a meromorphic
operator.
In [20], the author has defined semi-finite operators. A bounded linear operator
T ∈ L(X) is called a semi-finite operator if δ(T ) is finite or, its ascent a(T ) = p is
finite and R(T p+1) is closed.
Corollary 2.8. [20, Theorem 4.2] Let T ∈ L(X). Then T is a meromorphic oper-
ator if and only if T − λI is a semi-finite operator for all λ 6= 0.
Proof. Let T ∈ L(X). It’s easily seen that if T is semi-finite, then T is an operator
of topological uniform descent.
In [9], the subclass F of M, consisting of operators T ∈ L(X), whose spectrum
σ(T ) is a finite set of poles of the resolvent Rλ(T ), had been considered. It is known
that T ∈ F if and only if Rλ(T ) is a rational function [25, p. 336].
Theorem 2.9. F = {T ∈ L(X) | σTUD(T ) = ∅} = {T ∈ L(X) | σBF (T ) = ∅}
Proof. If T ∈ F, then σ(T ) is a finite set of poles of the resolvent Rλ(T ) of T.
Moreover, if λ is a pole of T, then from [5, Theorem 2.3], T − λI is a B-Fredholm
operator. Hence from [3], it is an operator of topological uniform descent. So T −λI
is an operator of topological uniform descent for all λ ∈ C.
Conversely if T − λI is an operator of topological uniform descent for all λ ∈ C,
then from Theorem 2.3, with Γ = C, it follows that every point of σ(T ) is a pole of
the resolvent of T. As σ(T ) is compact, then it is a finite set of poles of T.
The second set equality can be proved in exactly the same way.
Remark 2.10. In [26, Corollary 2.10], the authors have obtained the same result as
Theorem 2.9, however our method of proof is rather different from their proof.
As a consequence, we obtain the following characterization of the class F proved
in [20].
Corollary 2.11. [20, Theorem 4.3] F = {T ∈ L(X) | T−λI is semi-finite for all λ ∈
C}.
Recently Zivkovic-Zlatanovic and al. in [27] and Duggal and al. in [12], studied
respectively polynomially Riesz operators and polynomially meromorphic operators.
In the following next two theorems, we extend some of their results. We begin by
giving the following useful independent result.
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Proposition 2.12. Let T ∈ L(X) be such that σBF (T ) is a finite set. Then σD(T ) =
σBF (T ) and σ(T ) is a discrete set of poles of the resolvent of T, with its eventual
accumulation points contained in σBF (T ).
Proof. Let σBF (T ) = {λ1, λ2, ...., λn} and let P (X) be the polynomial defined by
P (X) = (X − λ1I)(X − λ2I)....(X − λnI). Since from [2, Theorem 3.4], the B-
Fredholm spectrum satisfies the spectral mapping theorem, we have σBF (P (T )) =
{0}. It follows from Theorem 2.5 that P (T ) is a meromorphic operator. So σD(P (T )) ⊂
{0}. From [4, Corollary 2.4], we know that σD(T ) satisfies also the spectral map-
ping theorem. So σD(T ) ⊂ {λ1, λ2, ...., λn}. As we have always σBF (T ) ⊂ σD(T ),
then σBF (T ) = σD(T ). As σ(T ) is compact and each pole of the resolvent of T
is an isolated point of the spectrum, then σ(T ) \ σD(T ) is a discrete set. There-
fore σ(T ) = (σ(T ) \ σD(T )) ∪ σD(T ) is also a discrete set, with the only possible
accumulations points contained in σBF (T ).
If σBF (T ) is the empty set, then σ(T ) is a finite set of poles of the resolvent of
T.
Remark 2.13. Under the hypothesis of Proposition 2.12, the B-Fredholm spectrum
of T is exactly the set of essential singularities of the resolvent of T.
Moreover, in this case, if σBF (T ) = {λ1, λ2, ...., λn}, then σ(T ) could be parti-
tioned as a finite disjoint union of spectral sets, S1, S2, ..., Sn. Each set Si, 1 ≤ i ≤ n,
is associated to the element λi of the B-Fredholm σBF (T ) of T. The set Si could be
reduced to the singleton {λi}, or a finite set containing {λi} and a finite numbers
of poles of the resolvent of T if λi is not an accumulation point of σ(T ), or Si is an
infinite set containing {λi} and an infinite sequence of the poles of the resolvent of
T which converges to λi.
If σBF (T ) is the empty set, then we define S1 = σ(T ) as the unique spectral set to
consider.
Theorem 2.14. Let T, F ∈ L(X) be two commuting operators such that there exists
an integer n ≥ 1 with Fn being a finite rank operator. Then the following conditions
are equivalent.
1. There exists an non zero polynomial P such that P (T + F ) is meromorphic.
2. There exists an analytic function f in a neighborhood of the spectrum σ(T )
of T , which is not constant on any connected component of σ(T ) such that
f(T + F ) is meromorphic.
3. σBF (T ) is a finite set, eventually empty.
4. There exists a finite set of closed T-invariant subspaces (Xi)1≤i≤n, such that
X = X1⊕X2⊕ ....⊕Xn and Ti = T|Xi is a translate of a meromorphic operator
for all i, 1 ≤ i ≤ n.
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Proof. 1)⇒ 2) is trivial
2) ⇒ 3) Assume that exists an analytic function f in a neighborhood of the
spectrum σ(T ) of T , which is not constant on any connected component of σ(T ),
such that f(T +F ) is meromorphic. Then from Theorem 2.5, σBF (f(T +F )) ⊂ {0}.
From [2, Theorem 3.4], we know that σBF (f(T + F )) = f(σBF (T + F )). Hence we
have σBF (T + F ) ⊂ Zf , where Zf is the set of the zeros of f in σ(T + F ). Since
σ(T + F ) is compact, then Zf is a finite set and σBF (T + F ) is also finite. Since F
commutes with T and Fn is a finite rank operator, then from [26, Corollary 2.3], we
have σBF (T +F ) = σBF (T ). Therefore σBF (T ) is also a finite set, eventually empty.
3) ⇒ 4) Assume that σBF (T ) = {λ1, λ2, ...., λn} is a finite set. From Corollary
2.12, we know that σ(T ) is a discrete set, whose accumulation points are contained
in σBF (T ) and from Remark 2.13, σ(T ) could be partitioned as the finite disjoint
union of spectral sets, S1, S2, ..., Sn. Let Pi be the idempotent associated to the
spectral set Si, and Xi = Pi(X), 1 ≤ i ≤ n. Then it is easily seen that (Xi)1≤i≤n
satisfies the requested conditions.
If σBF (T ) = ∅, then the resolvent of T, has no essential singularity in σ(T ). Then
σ(T ) is a finite set of poles of the resolvent, and similar arguments holds as in the
previous case.
4) ⇒ 1) Assume that there exists a finite set of closed T-invariant subspaces
(Xi)1≤i≤n, such that X = X1 ⊕ X2 ⊕ .... ⊕ Xn and Ti = T|Xi is a translate of
a meromorphic operator. Then, there exists λi, 1 ≤ i ≤ n, such that Ti − λiI is a
meromorphic operator. Let P (Z) = (Z−λ1I1)....(Z−λnIn). Then we have σD(P (T+
F )) = P (σD(T+F )) = P (σD(T )) ⊂ {0}. Hence P (T+F ) is a meromorphic operator.
Taking F = 0, we recover [12, Theorem 4.2] and [17, Theorem 3]. We observe
that under the hypothesis of Theorem 2.14, the set Qσ(T ) defined in [17, page 85]
is exactly the B-Fredholm spectrum σBF (T ) of T.
From [21, Corollary 2], if R is a Riesz operator commuting with T, then σB(T +
R) = σB(T ). Following the same steps as in the previous theorem, we obtain the fol-
lowing perturbation result for polynomially Riesz operators, which we give without
proof.
Theorem 2.15. Let T ∈ L(X) and let R be a Riesz operator commuting with T.
Then the following condition are equivalent
1. There exists an non zero polynomial P such that P (T +R) is a Riesz operator.
2. There exists an analytic function f in a neighborhood of the spectrum, which
is not constant on any connected component of the spectrum σ(T ) of T such
that f(T +R) is a Riesz operator.
3. The Browder spectrum σB(T ) is a finite set, eventually empty.
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4. There exists a finite set of closed T-invariant subspaces (Xi)1≤i≤n, such that
X = X1 ⊕X2 ⊕ ....⊕Xn and Ti = T|Xi , is a translate of a Riesz operator, for
all i, 1 ≤ i ≤ n.
Taking R = 0, we obtain stronger versions of [27, Theorem 2.13] and [17, Theo-
rem 1] for non locally constant functions on connected component of the spectrum
of T.
Now, we consider the class M(0,∞) of unbounded meromorphic operators de-
fined in [9]. It contains the operators T such that λ = 0 and λ = ∞, are the only
allowable points of accumulation of σ(T ) and every non null isolated point of σ(T )
is a pole of the resolvent Rµ(T ) of T. We prove that an “unbounded version” of
Theorem 1.1 characterizes also this class of operators.
Theorem 2.16. Let T be a closed operator, with non-empty resolvent set. Then T
belongs to the class M(0,∞) if and only if
σBF (T ) = {λ ∈ C | T − λI is not a B-Fredholm operator } ⊂ {0}
Proof. If λ is a pole of the resolvent of T, then from [6, Theorem 2.4], T − λI is a
B-Fredholm operator. Hence, if T belongs to the class M(0,∞), then σBF (T ) ⊂ {0}.
Conversely, assume that σBF (T ) ⊂ {0}. As ρ(T ) is non-empty, there exists λ0
such that T −λ0I is invertible. Then from [7, Theorem 3.6], we know that σBF ((T −
λ0I)
−1) \ {0} = {λ−1 | λ ∈ σBF (T − λ0I)}. But σBF (T − λ0I) ⊂ {−λ0}. Thus
σBF ((T − λ0I)
−1) contains at most two points, and its complement set ρBF ((T −
λ0I)
−1) is a connected set of B-Fredholm points of the bounded operator (T−λ0I)
−1.
From Theorem 2.3, it follows that each element of ρBF ((T−λ0I)
−1)∩σ((T−λ0I)
−1)
is a pole of the resolvent of (T − λ0I)
−1. Then from [7, Theorem 3.6], each non null
element of ρBF ((T − λ0I)) ∩ σ((T − λ0I)) is a pole of the resolvent of T − λ0I.
Depending on wether λ0 = 0 or not, we can see easily that each non null complex
scalar is pole of the resolvent of T. Hence σ(T ) is a discrete set, for which λ = 0 and
λ =∞, are the only possible points of accumulation.
3 B-discrete spectrum
Definition 3.1. Let T ∈ C(X), with non-empty resolvent set. We will say that T
has a meromorphic resolvent if there exists a scalar λ in the resolvent set ρ(T ) of T
such that (T − λI)−1 is a linear bounded meromorphic operator. Similarly, we will
say that T has a Riesz resolvent if there exists a scalar λ in the resolvent set ρ(T )
of T such that (T − λI)−1 is a linear bounded Riesz operator.
Remark 3.2. It’s easily seen that if T has meromorphic (resp. Riesz) resolvent,
then for all scalar λ in the resolvent set ρ(T ) of T, (T − λI)−1 is a linear bounded
meromorphic (resp. Riesz) operator.
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We begin this section by characterizing operators with purely B-discrete spec-
trum.
Theorem 3.3. Let T ∈ C(X), with a nonempty resolvent set. Then T has a purely
B-discrete spectrum if and only if T has a meromorphic resolvent.
Proof. Suppose that T has a purely B-discrete spectrum. So for all λ ∈ C, T −λI is
a B-Fredholm operator of index 0. Since the resolvent set of T is non-empty, there
exists µ ∈ C, such that T−µI is invertible. From [7, Theorem 3.6], (T−µI)−1−λI is
a B-Fredholm operator for all λ 6= 0. Then using Theorem 1.1, we see that (T−µI)−1
is a meromorphic operator. Hence T has a meromorphic resolvent.
Conversely, if T has a meromorphic resolvent, we can assume without loss of
generality, that T is invertible and that T−1 is a meromorphic operator. If λ /∈ σ(T ),
then T − λI is invertible and so it is a B-Fredholm operator of index 0. If λ ∈ σ(T ),
then λ 6= 0. Since T−1 is a meromorphic operator, then from [7, Theorem 3.6], 1
λ
is a
pole of the resolvent of T−1 and λ is a pole of the resolvent of T. From [6, Theorem
2.9], it follows that T −λI is a B-Fredholm operator of index 0. Therefore T − λI is
a B-Weyl operator for all λ ∈ C and T has a purely B-discrete spectrum.
Remark 3.4. An equivalent of Theorem 3.3 for Riesz operators had been proved in
[16].
Corollary 3.5. Let T ∈ C(X), with a nonempty resolvent set. If T has a purely
discrete spectrum, then T has a purely B-discrete spectrum and σBD(T )= σD(T ).
Proof. It follows from [16, Theorem 2], that if T has purely discrete spectrum, then
T has a Riesz resolvent. So T has a meromorphic resolvent. Thus T has a purely
B-discrete spectrum. In this case, we have σ(T ) = σD(T ), so σW(T ) = ∅. Hence
σBW(T ) = ∅ and σ(T ) = σBD(T ) = σD(T ).
As shown by the following example, the converse of the previous corollary is not
true in general.
Example 3.6. [1, Theorem A] Let SB be the Schro¨dinger operator with a constant
magnetic field B 6= 0, in R2, SB = (
1
i
∂
∂x1
− Bx22 )
2 + (1
i
∂
∂x1
+ Bx12 )
2. If L is a self-
adjoint extension of SB on H = L
2(R2), then σ(L) = {(2k + 1) | B | k ∈ N}.
Moreover, each eigenvalue of L has an infinite multiplicity. As L is self-adjoint, we
have σ(L) = σBD(L), (See Theorem 3.10). Thus L has a purely B-discrete spectrum,
and its discrete spectrum is empty.
Recall [13] that the Weyl’s criterion for the spectrum state that a complex number
λ is in the spectrum of a self-adjoint operator T acting on a Hilbert space H if
and only if there exists a sequence (un)n in the space H such that ||un|| = 1 and
|| (T − λ)un ||→ 0, as n→∞.
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Definition 3.7. [13] Let H be a Hilbert space, let T be a self-adjoint operator
acting on H and let λ ∈ C. A sequence (un)n ⊂ D(T ) is called a Weyl sequence for
T at λ if :
i- ∀n ∈ N, || un ||= 1,
ii- The sequence (un)n converges weakly to 0,
iii- || (T − λ)un ||→ 0, as n→∞.
Theorem 3.8. [13, Theorem 7.2] Let H be a Hilbert space, let T be a self-adjoint
operator acting on H and let λ ∈ R. Then λ is in the Weyl spectrum σW(T ) of T if
and only if there exists a Weyl sequence for T at λ.
We give now a similar result characterizing the B-Weyl spectrum of a self-adjoint
operator.
Theorem 3.9. Let H be a Hilbert space, let T be a self-adjoint operator acting on
H, Let λ be a real scalar. Then λ belongs to the B-Weyl spectrum σBW(T ) of T if and
only if there exists a Weyl sequence for T at λ and λ is an accumulation point of
the spectrum σ(T ) of T.
Proof. Let λ be a real scalar such that λ belongs to the B-Weyl spectrum σBW(T ) of
T. As σBW(T ) ⊂ σW(T ), then from Theorem 3.8, there exists a Weyl sequence for T at
λ. If λ is isolated in the spectrum σ(T ) of T, then from [19, Theorem 4.4] R(T −λI)
is closed. Hence H = N(T − λI) ⊕ R(T − λI), and the restriction of the operator
T−λI : R(T−λI)→ R(T−λI) is invertible. In particular, it is a Fredholm operator
of index 0. As T is self-adjoint, then the resolvent set of T −λI is non-empty. From
[6, Theorem 2.4], it follows that T − λI is a B-Fredholm operator of index 0. This
contradiction shows that λ is not isolated in the spectrum σ(T ) of T.
Conversely suppose that there exists a Weyl sequence for T at λ and λ is an
accumulation point of the spectrum σ(T ) of T. As T is self-adjoint, the resolvent
set of T − λI is non-empty. If T − λI is a B-Fredholm operator, then from the
proof of [6, Propostion 2.2], there exists an integer n ≥ 1 such that R((T − λI)n)
is closed. Since T − λI is self-adjoint, then N(T − λI) = N((T − λI)n), and so
R((T − λI)n) = N((T − λI)n)⊥ = N((T − λI))⊥ = R(T − λI), the closure of
R(T − λI). Hence R(T − λI) ⊂ R(T − λI) and R(T − λI) is closed. Therefore
H = N(T − λI) ⊕ R(T − λI), and from [20, Corollary 2.2], λ is a pole of the
resolvent of T. Hence it is an isolated point of the spectrum σ(T ) of T, which is a
contradiction with the hypothesis on λ. Hence λ ∈ σBW(T ).
As a consequence of Theorem 3.9, we have the following characterization of the
B-discrete spectrum of a self-adjoint operator.
Theorem 3.10. Let H be a Hilbert space, let T be a self-adjoint operator acting on
H. Then the B-discrete spectrum σBD(T ) of T is the set of all isolated points of the
spectrum σ(T ) of T and σ(T ) = σBW(T )
⊔
σBD(T ) = acc(σ(T ))
⊔
iso(σ(T )).
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Proof. Let λ ∈ R be an accumulation point of the spectrum σ(T ) of T, thenR(T−λI)
is not closed, otherwise H = N(T − λI) ⊕ R(T − λI) and so from [20, Corollary
2.2] λ is a pole of the resolvent of T. Hence λ is isolated in the spectrum σ(T ) of T,
which is a contradiction. As R(T −λI) is not closed, then λ ∈ σW(T ). From Theorem
3.8, there exists a Weyl sequence for T at λ. As λ is an accumulation point of the
spectrum σ(T ) of T, then from Theorem 3.9, λ ∈ σBW(T ) and so λ /∈ σBD(T ).
Conversely if λ ∈ R is isolated in the spectrum σ(T ) of T, then from Theorem 3.9,
λ /∈ σBW(T ). Hence λ ∈ σBD(T ). Therefore σBW(T ) = acc(σ(T )), σBD(T ) = iso(σ(T ))
and σ(T ) = σBW(T )
⊔
σBD(T ) = acc(σ(T ))
⊔
iso(σ(T )).
4 Operators with generalized Riesz or Meromorphic Re-
solvent
In the case of an operator T having a compact resolvent, it is well known that the
existence of a complex number λ ∈ ρ(T ) such that (T − λI)−1 is compact, implies
that this is the case of all complex numbers in the resolvent set ρ(T ) of T. This
also holds for closed operators having a meromorphic resolvent, as proved in [10,
Corollary, page 747]. In this section, we prove similar results for operators having
generalized Riesz or generalized meromorphic resolvent.
Definition 4.1. Let T in L(X). We will say that T has a generalized Riesz (respec-
tively a generalized meromorphic) resolvent if there exists a scalar λ in the resolvent
set of T such that (T − λI)−1 is a polynomially Riesz (respectively polynomially
meromorphic) operator.
Theorem 4.2. Let T in L(X) such that T has a generalized meromorphic resolvent.
Then for all λ ∈ ρ(T ), (T − λI)−1 is a polynomially meromorphic operator.
Proof. For seek of simplicity, assume that T is invertible and that T−1 is a poly-
nomially meromorphic operator. Let µ /∈ σ(T ) and µ 6= 0. Then T − µI is in-
vertible and T−1 − 1
µ
I is also invertible. Therefore the function f(z) = z1−µz
is holomorphic in a neighborhood of the spectrum σ(T−1) of T−1. As T−1 is a
polynomially meromorphic operator, then from Theorem 2.14, σBF (T
−1) is a fi-
nite set. So σBF (f(T
−1)) = f(σBF (T
−1)) is also a finite set. Again from The-
orem 2.14, the operator f(T−1) is a polynomially meromorphic operator. But
f(T−1) = T−1(I − µT−1)−1 = [(I − µT−1)T ]−1 = (T − µI)−1, which proves the
theorem.
By similar arguments as in the previous theorem, we can prove the following result,
which we give without proof.
Theorem 4.3. Let T in L(X) such that T has a generalized Riesz resolvent. Then
for all λ ∈ ρ(T ), (T − λI)−1 is a polynomially Riesz operator.
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In [18], the authors had extended the West decomposition to meromorphic operators
and defined the West-Stampfli decomposition as follows.
Definition 4.4. [18, Definition 4.1] Let T in L(X). We will say that T has a West-
Stampfli decomposition if T can be written as the sum T = K + Q, where K is
compact and σ(Q) ⊂ accσ(T ). We call T = M + Q a meromorphic West-Stampfli
decomposition if M is a meromorphic operator and σ(Q) ⊂ accσ(T ).
We define and study in the following two results, meromorphic generalized West-
Stampfli decomposition and generalized West decomposition for operators having
generalized meromorphic or generalized Riesz resolvent.
Theorem 4.5. Let T in L(X) such that T has a generalized meromorphic resolvent.
Then:
1. T is a polynomially meromorphic operator
2. The space X decomposes as a direct sum X = X1 ⊕ X2 ⊕ .... ⊕Xn of closed
subspaces (Xi)i, 1 ≤ i ≤ n, such that T =
i=n⊕
i=1
(Mi +Qi + λiIi), where λi ∈ C,
Ii : Xi → Xi, is the identity operator, Mi ∈ L(Xi) is meromorphic, Qi ∈ L(Xi)
is quasi-nilpotent and the commutators [Mi, Qi], 1 ≤ i ≤ n, are quasi-nilpotent
operators.
3. T has a generalized meromorphic West-Stampfli decomposition, that is T =
M + Q + U, where M is a meromorphic operator, Q and [K,Q] are quasi-
nilpotent operators and U is a diagonal operator such that σ(U) = σBF (T ).
Proof. 1-Without loss of generality, we can assume that T is invertible and T−1
is a polynomially meromorphic operator. Thus σBF (T
−1) is a finite set. From [7,
Theorem 3.6], it follows that σBF (T ) = {λ
−1 | λ ∈ σBF (T
−1)}. Hence σBF (T ) is a
finite set and from Theorem 2.14, T is a polynomially meromorphic operator.
2- Again, from from Theorem 2.14, there exists a finite set of closed T-invariant
subspaces (Xi)1≤i≤n, such that X = X1⊕X2⊕ ....⊕Xn and Ti = T|Xi , is a translate
of a meromorphic operator for all i, 1 ≤ i ≤ n. So, for each i, 1 ≤ i ≤ n, there exist
a scalar λi ∈ C such that T − λiIi, is a meromorphic operator. From [18, Corollary
4.7], it follows that Ti − λiIi = Mi + Qi, where Mi is meromorphic, Qi and the
commutator [Mi, Qi] are quasinilpotent operators. Thus T =
i=n⊕
i=1
(Mi +Qi + λiIi).
3- Let M =
i=n⊕
i=1
Mi, Q =
i=n⊕
i=1
Qi and U =
i=n⊕
i=1
λiIi. Then T = M + Q + U, the
commutator [M,Q] is quasi-nilpotent and U is a diagonal operator such that σ(U) =
σBF (T ). From the proof of Theorem 2.14, it follows that σ(U) = {λ1, λ2, ...., λn} =
σBF (T ). Thus T has a generalized meromorphic West-Stampfli decomposition.
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For operators with generalized Riesz resolvent, acting on a Banach space, the
following result extend [18, Theorem 4.13] and extends also a result of [24], where
it was assumed that
∞
Σ
n=1
n | νn |<∞.
Theorem 4.6. Let T in L(X) be such that T has a generalized Riesz resolvent.
Assume also that
∞
Σ
n=1
| νn |< ∞, where (νn)n are all isolated eigenvalues of T, each
repeated according to its multiplicity. Then:
1. T is a polynomially Riesz operator
2. The space X decomposes as a direct sum X = X1 ⊕X2 ⊕ .... ⊕Xn, of closed
subspaces (Xi)i, 1 ≤ i ≤ n, such that T =
i=n⊕
i=1
(Ki + Qi + λiIi), where λi ∈
C, Ii : Hi → Hi is the identity operator, Ki ∈ L(Hi) is compact, Qi ∈ L(Xi)
is quasi-nilpotent and the commutators [Ki, Qi], 1 ≤ i ≤ n, are quasi-nilpotent
operators.
3. T has a generalized West decomposition T = K +Q + U, where K is a com-
pact operator, Q and [K,Q] are quasi-nilpotent operators and U is a diagonal
operator such that σ(U) = σB(T ).
Proof. 1-Without loss of generality, we can assume that T is invertible and T−1 is a
polynomially Riesz operator. Thus σB(T
−1), is a finite set. From [7, Theorem 3.6],
it follows that σB(T ) = {λ
−1 | λ ∈ σBF (T
−1)}. Hence σBF (T ) is a finite set and
from Theorem 2.15, T is a polynomially Riesz operator.
2- Again from Theorem 2.15, there exists a finite set of closed T-invariant sub-
spaces (Xi)1≤i≤n, such that X = X1 ⊕X2 ⊕ .... ⊕Xn and Ti = T|Xi , is a translate
of a Riesz operator for all i, 1 ≤ i ≤ n. So, for each i, 1 ≤ i ≤ n, there exist a scalar
λi ∈ C such that T − λiIi, is a Riesz operator. From [18, Theorem 4.13], it follows
that Ti−λiIi = Ki+Qi, where Ki is compact, Qi is quasi-nilpotent, the commutator
[Ki, Qi] is a quasinilpotent operator. Thus T =
i=n⊕
i=1
(Ki +Qi + λiIi).
3- Let K =
i=n⊕
i=1
Ki, Q =
i=n⊕
i=1
Qi and U =
i=n⊕
i=1
λiIi. Then T = K + Q + U, the
commutator [K,Q] is quasi-nilpotent and U is a diagonal operator such that σ(U) =
{λ1, λ2, ...., λn} = σB(T ). Then T has a generalized West decomposition.
When T is an operator acting on Hilbert space, having a generalized Riesz re-
solvent, we can use the West decomposition [11, Corollary ] to obtain in the same
way as in the previous theorem a generalized West decomposition for T.We mention
that this result had been also proved in [15, Lemma 3], but without proving that
the commutators [Ki, Qi], 1 ≤ i ≤ n, are quasi-nilpotent.
Theorem 4.7. Let H be a Hilbert space and let T in L(H) has a generalized Riesz
resolvent. Then:
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1. T is a polynomially Riesz operator.
2. The space H decomposes as a direct sum H = H1 ⊕H2 ⊕ .... ⊕Hn, of closed
subspaces (Hi)i, 1 ≤ i ≤ n, such that T =
i=n⊕
i=1
(Ki + Qi + λiIi), where λi ∈
C, Ii : Hi → Hi, is the identity operator, Ki ∈ L(Hi) is compact, Qi ∈ L(Hi)
is quasi-nilpotent and the commutators [Ki, Qi], 1 ≤ i ≤ n, are quasi-nilpotent
operators.
3. T = K + Q + U, where K is a compact operator, Q and [K,Q] are quasi-
nilpotent operators, and U is a diagonal operator such that σ(U) = σB(T ).
Proof. Instead of [18, Theorem 4.13], we use [11, Corollary ], which says that a
Riesz operator is the sum of a compact operator and a quasi-nilpotent one with their
commutator being quasi-nilpotent, and we follow the same steps as in Theorem 4.6.
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