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Abstract-Simple linear interpolation requires numerical multiplication which is time-consuming when a 
large number of interpolated data points is required. In practice, nearest neighbour interpolation is often 
employed, even though it is appreciably less accurate. An algorithm which combines the accuracy of linear 
interpolation and the speed of nearest neighbour interpolation is developed and applied to computed axial 
tomography by way of illustration. 
INTRODUCTION 
A continuous function f(z) is sampled at equal intervals d, so that the ith sample can be written 
as 
f; = f(id). (1) 
If f(z) is required for some value of z which lies between the sample points, then some form 
of interpolation from the existing data points is required. Many different interpolation schemes 
can be applied. The simplest of these is the nearest neighbour method which approximates f(z) 
by f..(z) where 
fn. (z) = f;. (2) 
The ith sample is determined from 
i 5 z/d + 0.5 < i + 1. (31 
Nearest neighbour interpolation is illustrated in Fig. 1. 
Linear interpolation is the next most simple method and represents the function by straight 
joining adjacent sample points, i.e. f(z) is approximated by f,(z) where 
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Fig. 1. The sampled function f, = f(id). 
fPresently Chief Engineer. Wormald International Sensory Aids Ltd., Christchurch, New Zealand. 
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and i is given by (3). Linear interpolation is illustrated by the dotted lines in Fig. 1. The relative 
accuracy of the two simple interpolation methods is discussed by Lewitt et al. [ 11. 
It is proposed to increase the effective number of sample points by a factor N. The effective 
sampling interval is reduced to d/N and linear interpolation is used to generate the additional 
sample values in the interval d. The new set of samples, spaced d/N apart, is generated by 
The subscript j is restricted: 
f(j =f,(id+jd/N) (3 
= (1 -j/W + (j/Mfi+l. (6) 
Note that fN is identical to fCi+iw. 
OSjsN. (7) 
Nearest neighbour interpolation is now applied to the new samples fii rather than to the 
original samples fi so as to produce results which are almost as accurate as those obtained by 
linear interpolation. This process is applied to the samples hown in Fig. 1, and yields the data 
set shown in Fig. 2 for which N = 4. 
THEALGORITHM 
The data expansion factor N is chosen as 
N=2M (8) 
so that a high speed algorithm can be implemented to evaluate (5). The algorithm is especially 
suitable for small computers or microprocessors which do not have multiplication hardware. 
Multiplication by 0.5 is equivalent to division by 2 which, for integer arithmetic, is implemented 
as a one bit shift of the contents of an arithmetic register. The algorithm is particularly suitable 
for hardware implementation. The value of a new sample midway between two previous 
samples is obtained by first adding the two previous samples plus one and then disregarding the 
least significant bit of the addition, i.e. the significance of the bits resulting from the addition is 
decreased by one. The one is usually ,added as a “carry bit” to achieve 4/5 round off. 
The process is illustrated for M = 3 (N = 8) as follows: 
fiO+fi 
fi8 = f(i+l)o+fi+l 
fi4+fiO+fid2 
fi2tifiO +fi4)/2 
fi6d_fi4+fid/2 
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Fig. 2. The sampled data set Ifi} has been expanded by 4 to form the expanded data set Ifii}. Nearest 
neighbour interpolation now yields more accurate results. 
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fi I c(fiO + fi2)/2 
fi3t(fi2 + fi4)D 
fiStcfi4 + .fifM 
fi7tcfi6 + fid2 
The flow chart in Fig. 3 embodies the process represented symbolically above. The first loop 
inserts the original samples into the expanded sample array. The subsequent loops linearly 
interpolate the samples to generate the new samples paced by d/N. Note that each interpolated 
sample is obtained by one addition and one division by 2. 
EXAMPLE 
In computed axial tomography, an image is formed by back projecting modified projections 
across the image and summing these projections over all possible angles (see Brooks and Di 
Fig. 3. Flow chart for the rapid interpolation algorithm. Note that fihl and fCi+,m are the same 
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Chiro[2]). The process is described as follows: 
where 
Wk Y) = cfk 4)d4 (9) 
z = x cos 4 + y sin #I. (10) 
The image W(x, y) is computed from the modified projections f(z, 4) which are formed from 
radial measurements at angle 4. 
The image is sampled at intervals D in both directions and is represented as data values in a 
Q by Q matrix. A matrix element is defined as 
Wp, = W-4 0). (11) 
In addition, only a finite number R of projections is measured, so 
where 
lrR 
(12) 
(13) 
Interpolation in angle to improve the accuracy of (12) is pointless ince W(x, y) is periodic 
in angle. Thus the nearest neighbour angular interpolation embodied in (12) provides a more 
accurate approximation to (9) than any polynomial interpolation (see Isaacson and Keller[3] p. 
340). Brooks and Weiss[4] claim that linear interpolation in angle produces improved images. 
However, since the back projection process is linear, the linear angle interpolation scheme is 
equivalent to the weighted superposition of rotated images computed from only the measured 
data set (see Dunlop[5]), i.e. an angularly blurred version of the original image is obtained. 
The image is not periodic in radius, thus radial interpolation of the data improves the 
accuracy of (12). The projection is measured at P uniformly spaced (by a distance d) points, 
and hence the modified projection is also defined as samples paced by d. Define 
fir = fW &I) (14) 
The value of f(pD cos c$~ + qD sin 4” 41) is calculated from fir by interpolation. To obtain 
speed comparisons between the usual inear interpolation method and the methods uggested in
this paper, it is necessary to consider the dimensions of the problem used for this example. 
Typical figures for commercial X-ray tomographic units are Q = 512, R = 100 and P = 100. 
The estimation of f(z, c&) from cfi,} requires evaluation of (10). This is evaluated only once 
for each 4, since determination of z for W,,,,,, requires the addition of + D cos 4, to the value 
of z determined for W,,. For changes in q, ?D sin 4 is added to z. This process is used in most 
computed tomographic systems. It is not considered further. 
Since division can be treated as a multiplication, evaluation of (4) requires 3 multiplications. 
Thus 3R@ multiplications are required to compute an image, i.e. approximately 7.9 E7 for the 
figures given. 
The use of nearest neighbour interpolation on an expanded data set requires fewer 
multiplications. If (6) is used to expand the data set, then 3(P - l)(N - 1)R multiplications are 
required. This is reduced to (P - 1)(2M - l)R multiplications when the algorithm shown in Fig. 3 is 
employed, i.e. a saving of 66%. Thus it is always beneficial to increase to 2”, the number of new 
samples in the original sampling interval. For the computed tomography example, approximately 
1.5 ES multiplications are involved when M = 4. The number of multiplications i  reduced to 0.1% 
of the number equired by straightforward application of linear interpolation. 
CONCLUSIONS 
Nearest neighbour interpolation is limited in accuracy and linear interpolation is often very 
time-consuming. It is shown here how the most attractive features of both can be combined to 
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yield substantial computational savings, i.e. up to 99.8% for the illustrative xample discussed 
here. An efficient algorithm is presented for use when 2M new samples are computed in the 
original sampling interval. The algorithm is particularly suited for hardware implementation, or
for micoprocessors and computers with limited arithmetic facilities. 
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