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ABSTRACT 
In this note we show that a rational matrix function W(A) of the form W(L) =I+ U(L), where 
U(L) is strictly proper and has contractive values for all real A, admits both left and right pseudo- 
canonical factorization. Formulas for the factors are given explicitly in terms of a realization of 
U(k). 
INTRODUCTION 
Let W(A) be an m x m rational matrix function of the form W(A) = I+ U(n), 
where U(A) is a strict contraction for all A on the extended real line. Observe 
that such a function cannot have poles on the real line and neither can it have 
zeros on the real line. A factorization 
(1.1) w(n) = w+ (1) W_(A) 
where W, and W_ are rational matrix functions is called a left canonical 
Wiener-Hopf factorization if W+ has no poles and zeros in the closed upper 
half plane and W_ has no poles and zeros in the closed lower half plane. A 
factorization 
(1.2) W(A) = V_(A) v+(n) 
where V+ and V_ are rational matrix functions is called a right canonical 
Wiener-Hopf factorization if V+ (resp., V_) has no poles and zeros in the 
closed upper (resp., lower) half plane. Note that if both left and right Wiener- 
Hopf factorization exist W(A) has neither poles nor zeros on the real line. The 
following result is well-known, see e.g. [CG], Section 3.1. 
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THEOREM 1.1. Let W(n) = I,,, + U(A) be a rational matrix valued function 
such that U(A) is strictly contractive for aN A on the extended real line. Then 
W(h) admits both left and right canonical Wiener-Hopf factorization. 
In the particular case when U(A) is strictly proper, i.e., U(a) = 0 formulas 
for the factors in the left and right Wiener-Hopf factorization may be found 
following [BGK]. These formulas are given in terms of a realization of W(A). 
Any rational matrix function W(n) with W(a) = Z admits a realization, that is, 
it can be written as W(n) = Z, + C(AZ, -A)-’ B. In fact, W(n) admits a so- 
called minimal realization, i.e., a realization where the number n, the order of 
A, is as small as possible. 
THEOREM 1.2. Let W(A) =Z,,, + U(A) be a rational matrix valued function 
such that U(n) is strictly proper and strictly contractive for all A on the extended 
real line. Let U(A) = C(AZ,, -A)-’ B be a minimal realization for U(n). Let M+, 
resp. M_, be the spectral subspace of A corresponding to the upper, resp. 
lo wet-, half plane, and let M,” , resp. M_“, be the spectral subspace of AX = 
A - BC corresponding to the upper, resp. lower, half plane. Then 
(1.3) C”=M+/M:=M_/M,x. 
Let nl, resp. ntr, be the projection along M_ onto M,“, resp. along M+ onto 
M_“. Then the factors in the canonical Wiener-Hopf factorizations (1.1) and 
(1.2) are given by 
(1.4.a) W+(n)=Z+C(A-A)-‘(I-n,)B, 
(1.4.b) W_(Q=Z+Cn,(&A)-‘B, 
(1.4.~) V_(A)=Z+C(h-A)-‘(I-n,)B, 
(1.4.d) V+(A)=Z+Cn,@-A)-‘B. 
A similar theorem holds with the real line replaced by the unit circle. This 
may be seen easily by using a Mobius transform taking the real line to the unit 
circle, and using [BGK], Section I.5 for the formulas. For m = 1, i.e., the scalar 
case, the theorem actually holds with the real line replaced by any contour. For 
m> 1 this is no longer true. In fact, the following surprising result holds. Let 
r be a simple smooth bounded contour in the complex plane. If every rational 
2 x 2 matrix function of the form W(A) = Z+ U(n) with U strictly contractive on 
Z-admits left canonical factorization with respect to I-, then r is a circle. See 
[MM], [VM], also [CG], Section 111.3. 
In this paper Theorems 1.1 and 1.2 will be generalized to the case when the 
function W(A) has zeros on the real line. More precisely, we consider functions 
of the form W(A) = Z+ U(n), where U(n) is merely contractive for all real I, in- 
stead of being strictly contractive. Note that such a function W(n) has no poles 
on the real line, but may have real zeros. We shall however assume throughout 
that U(a) is a strict contraction. In fact, to start with we shall assume U(a) =0, 
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i.e., U is strictly proper. A factorization (1.1) of such a function W(A) is called 
a left pseudo-canonical factorization if W+ has no poles and zeros in the open 
upper half plane, W- has no poles and zeros in the open lower half plane, and 
neither W+ nor W_ has poles on the real line. Also, a factorization (1.2) of 
such a function W(A) is called a right pseudo-canonical factorization if V+ has 
no poles and zeros in the open upper half plane, I/_ has no poles and zeros in 
the open lower half plane, and neither V+ nor VP has poles on the real line. 
Compare [Rl,R2], where this notion was first introduced in more generality. 
Note that the definition in [Rl, R2] involves the concept of minimal factoriza- 
tion. In case W(l) has no poles on the real line our definition implies the 
minimality of the factorizations. Next, we state our main result. 
THEOREM 1.3. Let W(n) = Z, + U(A) be a rational matrix valued function 
such that U(l) is strictly proper and has contractive values for all real 1. Then 
W(l) admits both left and right pseudo-canonical factorization. 
In the generic case, when all zeros of Ware simple we shall give an explicit 
construction and formulas which are comparable to the ones from Theorem 
1.2. Also we shall give a short direct proof of Theorems 1.1 and 1.2 for the 
special case of rational matrix functions. 
The factorizations introduced above all play an important role in the study 
of invertibility properties of integral operators of Wiener-Hopf type (see [Rl]), 
as well as singular integral operators ([CC]) and Toeplitz operators. 
The organization of the paper is as follows. Section 2 contains preliminary 
material necessary for the proofs of the main theorems which will be given in 
Section 3. In Section 4 some generalizations of the main theorems will be given. 
Finally, in Section 5 two theorems will be presented which can be seen as 
generalizations of inertia theorems for matrices. These two theorems are ob- 
tained as consequences of the proofs of the main theorems. 
2. PRELIMINARIES 
The proof of Theorem 1.3 is based on a combination of two results. The first 
is the result of [RI, R2] giving explicit formulas for the factors in pseudo- 
canonical factorizations, in case they exist, in terms of realization. The second 
is the finite dimensional version of the result of [IKL] on existence of certain 
kinds of invariant subspaces for dissipative matrices in an indefinite inner 
product space, which will turn up in a natural way. 
Any rational matrix function W(A) with W(m) = Z admits a realization, that 
is, it can be written as W(n) = Z, + C(AZ, -A)-‘B. In fact, W(2) admits a so- 
called minimal realization, i.e., a realization where the number n, the order of 
A, is as small as possible. Left and right pseudo-canonical factorizations may 
be characterized in terms of a realization. This was remarked in [R 1, R2] as a 
corollary from [BGK]. 
THEOREM 2. I. Let W(n) = I,,, f C(lZ, -A)-’ B be a minimal realization. Then 
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W(A) admits a left pseudo-canonical factorization if and only if there exist 
subspaces M_ and M,” , such that with AX = A - BC: 
(i) AM-CM-, AXMTCMT, 
(ii) C”=M_ /M,X, 
(iii) a(A I&C (2 1 Im AlO}, 
o(Ax IM~)C(l 1 Im ArO}, 
(iv) M_ contains the A-invariant spectral subspace corresponding to eigen- 
values of A with Im A < 0, 
M,” contains the AX-invariant spectral subspace corresponding to eigen- 
values of AX with Im A > 0. 
Let nl be the projection along M_ onto M,“. Put 
(2.2.a) W+(n)=Z+C(A-A)-‘(I-~rt)B, 
(2.2.b) W_(A) =I+ Cn,(I. -A)-‘B. 
Then 
W(I) = W+(A) W_(A) 
is a left pseudo-canonical factorization. 
Compare this result with Theorem 1.2. We note that for minimal realizations 
of Was in the theorem there is a one-one correspondence between left pseudo- 
canonical factorizations and pairs of subspaces AL, AI,” satisfying (i), (ii), (iii) 
and (iv). This one-one correspondence is given by (2.2.a), (2.2.b). For right 
pseudo-canonical factorizations the following analogue holds. 
THEOREM 2.2. Let W(A) = Z, + C(,IZ, -A))’ B be a minimal realization. Then 
W(A) admits a right pseudo-canonical factorization if and only if there exist 
subspaces M+ and M_“, such that 
(i) AM+cM+, AXM?cM?, 
(ii) U?=M+/M_X, 
(iii) a(A j,+)C(12 1 ImALO}, 
a(AX IM~)C{A / Im ASO), 
(iv) M+ contains the A-invariant spectral subspace corresponding to eigen- 
values of A with Im A > 0, 
M_” contains the Ax-invariant spectral subspace corresponding to eigen- 
values of AX with Im A < 0. 
Let 71, be the projection along M, onto M_“. Put 
(2.2.~) V_(Q=Z+C(A-A)-‘(I-n,)B, 
(2.2.d) I’+(A) =I+ Cn,(l - A)-‘B. 
Then 
W(A)= v_(n) V+(I) 
is a right pseudo-canonical factorization. 
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Our aim in this paper is to study pseudo-canonical factorizations for rational 
matrix functions of the form W(A) = Z+ U(A), where U(m) = 0, and U(n) is a 
contraction for all real A. In case we have a minimal realization U(n)= 
C(#lZ,,-A)-‘B, it is a well-known fact that U(A) is contractive for all real I if 
and only if there is a Hermitian matrix X solving the Riccati equation 
(2.3) XC*CX-iXA*+iAX+BB*=O 
(see, e.g. [GR], Theorem 3.2). In the special case of stable A this is known as 
the bounded real lemma in systems theory. By Theorem 3.4 in [GR] X is 
invertible. From (2.3) it is seen that 
Thus for all XE C=” 
Im (X-‘Ax,x) LO. 
So A is an X-i-dissipative matrix (see [IKL] for terminology). From [IKL], 
Theorem 11.6 we quote the following important fact, which we only state here 
for the finite dimensional case. In [IKL] it was proved in much more generality. 
THEOREM 2.3. Let J be an invertible Hermitian n x n matrix and let H be 
J-dissipative, i.e., Im (JHx,x) L 0, for all XE G’. Then there exist two H- 
invariant subspaces M+ and M- such that 
(i) M+ is maximal J-nonnegative, M_ is maximal J-nonpositive, 
(ii) a(H),+)c{I 1 ImiLO}, 
a(HI,_)C(A 1 ImAsOl, 
(iii) iW+ contains the spectral subspace of H corresponding to its eigenvalues 
in the open upper half plane, 
M_ contains the spectral subspace of H corresponding to eigenvalues in 
the open lower half plane. 
Recall that a subspace M is called J-nonnegative if (Jx, x) 2 0 for all x E M, 
and it is maximal J-nonnegative if dim M equals the number of positive eigen- 
values of J. Likewise, A4 is called maximal J-nonpositive if (Jx, x) I 0 for all 
x E M and dim M is equal to the number of negative eigenvalues of J. 
PROOF. First consider the case where H is strictly J-dissipative, i.e., 
Im (JHx,x) >O for all O#XEC’. Clearly, H cannot have real eigenvalues in 
this case. Indeed, suppose Hx= Ax, with ,Y E IR. Then (JHx,x) - (H*Jx,x) = 0, 
and the strict J-dissipativity of H then gives x=0. Let M+ be the spectral 
subspace of H corresponding to its eigenvalues in the upper half plane, and let 
M_ be the spectral subspace of H corresponding to its eigenvalues in the lower 
half plane. Let us denote by P the projection onto M+ along M_. As H is 
strictly J-dissipative 1/2i(JH- H*J)>O. Multiplying on the left with P*, and 
on the right with P, we obtain 
+i(P”JHP-P*H*JP)= $(P’JPPHP-P*HP”P*JP,zO. 
Now PHP considered as a mapping from Im P to itself doesn’t have real eigen- 
values. Thus we may apply a well-known inertia theorem, see e.g. [LT], 
Proposition 13.1 .l, to see that P*JP is positive semidefinite. Hence M, is a J- 
nonnegative subspace. Analogously, M_ is J-nonpositive. As their direct sum 
is the whole space they are maximal J-nonnegative and maximal J-nonpositive, 
respectively. 
Next, consider the general case of J-dissipative H. For any positive E the 
matrix H+ i&J is strictly J-dissipative. Denote by M+(E), respectively, M_(E) 
the spectral subspace of H+ i&J corresponding to the upper, respectively, lower 
half plane. The set of subspaces M+(E) must have a convergent subsequence as 
E 10, as the set of subspaces in a)” is compact. Denote the limit of this con- 
vergent subsequence by M+. Then it is easy to see that M+ is H-invariant and 
satisfies (i), (ii) and (iii). 0 
The proof of this theorem as given in [IKL] is not constructive. In fact an 
approximation argument comparable to the one above is used there to establish 
this result. We shall give an explicit construction of the subspaces M+ and M_ 
for the simplest but generic case, the case where the geometric and the algebraic 
multiplicity of Hat any of its eigenvalues is one. Let 2 be a real eigenvalue of 
H and let x be such that Hx= Ax. Then (Jx, x> # 0. Divide the set of real eigen- 
values in two sets as follows: R, is the set of all real eigenvalues such that 
(Jx, x) > 0 for all 0 #XE Ker(H- A), while R_ is the set of all real eigenvalues 
such that (Jx,x)<O for all O#xEKer(H-I). 
PROPOSITION 2.4. Let H be J-dissipative, and assume that both the geometric 
and the algebraic multiplicity of H at any of its eigenvalues i  one. Let M+ be 
the spectral subspace of H corresponding to its eigenvalues lying either in the 
open upper half plane or in R, , and M_ be the spectral subspace of H corres- 
ponding to its eigenvaiues lying either in the open lower half plane or in R_. 
Then M+ is maximal J-nonnegative and M_ is maximal J-nonpositive. 
PROOF. Let us denote 1/2i(JH- H*J) =EE*. First we show that an eigen- 
vector x of H corresponding to a real eigenvalue A satisfies E *x = 0. Indeed: 
(EE*x,x) = ${<JHx,x) -(Jx,Hx)} 
=;{I(Jx,x)-A(Jx,x))=O. 
Next, let 0 # y be such that Hy =,uy and p + A. Then 
$(~-~~)<Jx,Y,=~((JHx,Y)-(Jx,H~)}=$~EE*x,~)=O. 
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Thus (Jx,y) =O. 
From this it follows that (Jx,x> #O. Indeed, suppose (Jx,x) =O. By what we 
have proved in the previous paragraph (Jx,z) =0 for any vector 
zE +P*A Ker(H-p). Now any vector v may be written as v = ax+ bz, for some 
complex numbers a, b, and vector z E trtA Ker(H-p). Thus (Jx, v) = 0 for 
any vector v. But this is impossible as J is invertible. Hence the subspaces IV+ 
and IV_ are well-defined. One easily checks that M+ and M_ are J-nonnegative 
and J-nonpositive, respectively. As their direct sum is the whole space, the 
maximality follows easily. Cl 
3. PROOF OF THE MAIN RESULTS 
We start with a proof of Theorem 1.1 for the case W(A) = 1, + U(A), where 
u(n) is rational, strictly proper and strictly contractive for all real A. Actually, 
we shall prove that the factors in the canonical factorizations are given by the 
formulas in Theorem 1.2, thereby also proving that theorem. 
PROOF OF THEOREM 1.1. Let U(A) = C@I, -A))’ B be a minimal realization 
of u(A), and let X=X* be an invertible matrix solving (2.3). Then, as observed 
before, A is X-‘-dissipative. Moreover, with AX =A - BC it is straightforward 
to see from (2.3) that 
(3.1) $(x(Ax)‘-Axx)=- -+C*-B)(~XC*-B)*. 
Thus for all XE C” 
(3.2) Im (X-‘AXx,x) 20. 
So, also AX is X-l-dissipative. 
As the realization of U is minimal the eigenvalues of A are the poles of W, 
and the eigenvalues of AX =A - BC are the zeros of W. Since W has neither 
poles nor zeros on the real line both A and AX have no real eigenvalues. Let 
the subspaces M,, M_, h4,” and A4_” be as in the statement of Theorem 1.2. 
We shall show that the subspaces M, and MF are maximal X-‘-nonnegative, 
while M and MT are maximal X-‘-nonpositive. (Actually this follows from 
Theorem 2.3, however we prefer to give a purely finite dimensional proof here.) 
From (2.3) we have 
and we can use the inertia theorem, see e.g. [LT], Theorem 13.1.3, to see that 
IV+ is maximal X-‘-nonnegative, and M is maximal XP’-nonpositive. Using 
(3.1) we have 
As AX also has no real eigenvalues we can again apply Theorem 13.1.3 in [LT] 
to see that A4,” is maximal X-l-nonnegative while M_” is maximal X-‘-non- 
positive. 
Now we have to show that 
(3.3) C”=M+k%4_x=h4_kkl,x. 
Only the first equality in (3.3) will be shown, the second follows in the same 
manner. Suppose XEM+ flM_“. Then (X-‘x,x> =0, as x is contained both in 
a X-’ -nonnegative subspace and in a X-t-nonpositive subspace. Using the 
Cauchy-Schwarz inequality, which is valid on both M+ and on iM_” we have 
1 (X-‘Ax,x) 12s (X-‘Ax,Ax)(Xx,x) =o, 
I(X-‘x,Ax)121 (X-‘x,x)(XAx,Ax) =o. 
So by (2.3) 
o= ; ((X_‘A -A*X-‘)x,x) = ;(/Icxl12+ IIB*x-‘xl12). 
It follows that Cx= 0. Thus for XEM+ tl A4_” one has AXx= (4 - BC)x=Ax, 
and hence ikl+ tl M_” is A-invariant and contained in Ker C. As a consequence 
of the minimality of the realization we have nT=, Ker CAj=(O), i.e., the 
realization is observable. This implies that any A-invariant subspace contained 
in Ker C must be (0). Hence M+ flM_” = (0). As M+ is maximal X-‘-non- 
negative and M_” is maximal X-r-nonpositive, dim M+ + dim M_” = n. This 
proves (3.3). 
From (3.3) it follows that the projections TC[ and rr, of Theorem 1.2 are well- 
defined. We may then apply [BGK], Theorem 1.5 to obtain the factorizations 
(l.l), (1.2) with factors given by (1.4). 0 
Next, we turn to the proof of Theorem 1.3. Recall that a rational matrix 
function of the form W(A) = I+ u(n), where U(A) is contractive for all real I 
cannot have poles on the real line. Thus, if (I is strictly proper and 
C(M, - A)-‘B is a minimal realization for U, the matrix A has no real eigen- 
values. We shall prove the following theorem giving additionally formulas for 
the factors in a pseudo-canonical factorization. 
THEOREM 3.1. Let W(A) =I,,, + U(A) be a rational matrix valued function 
such that U(I) has contractive values for all real ,I. Then W(n) admits both left 
and right pseudo-canonical factorization. 
In fact, let W(n) = I,,, + C(AZ, - A))‘B be a minimal realization. Let M+, 
resp. M_, be the spectral subspace of A corresponding to the upper, resp. 
lower, half plane. Let AX =A - BC. Then there is an invertible Hermitian 
matrix X such that AX is X-‘-dissipative. Let M_“, resp. M,” be AX-invariant 
subspaces uch that M,” is maximal X-‘-nonnegative and M_” is maximal 
X-‘-nonpositive, 
o(Ax IM~)C{A 1 Im AlO}, 
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while M_” contains the Ax-invariant spectral subspace corresponding to eigen- 
values of A ’ with Im ,Y < 0, 
o(Ax Ilcl,~)C {A 1 Im IE?O}, 
while M,” contains the Ax-invariant spectral subspace corresponding to eigen- 
values of AX with Im il > 0. Then 
(3.4) a=“=M+/M:=M_/M,x. 
The factors in a left pseudo-canonical factorization (1.1) are given by (2.2.a), 
(2.2.b), the factors in a right pseudo-canonical factorization (1.2) are given by 
(2.2.c), (2.2.d). 
PROOF. As in the proof of Theorem 1.1, let U(A) = C(nZ, -A)-‘B be a 
minimal realization of U(A), and let X=X* be an invertible matrix solving 
(2.3). Then, as observed before, A and AX =A -BC are X-‘-dissipative. 
As before, M+ is maximal X-‘-nonnegative, and M_ is maximal X-‘-non- 
positive. From Theorem 2.3 follows the existence of two Ax-invariant 
subspaces M: and M_” as in the statement of the theorem. The proof that 
(3.4) holds for any such subspaces M:, M? is actually the same as in the 
proof of Theorem 1.1. It then remains to apply Theorems 2.1, 2.2 to derive the 
theorem. 0 
Note that this theorem gives an explicit construction for the factors provided 
the spaces M,” and M_” can be constructed explicitly. Using Proposition 2.4 
there is a case where we indeed can do this. Let W(n) = Z, + V(A) be a rational 
matrix valued function such that (I(A) has contractive values for all real A, and 
assume that the zeros of W all have multiplicity one. Let W(A) =I+ 
C(nZ,-A))‘B be a minimal realization of W. Then AX =A - BC has 
geometric and algebraic multiplicity one at each of its eigenvalues, and thus 
Proposition 2.4 applies to AX. Therefore, the pseudo-canonical factorizations 
of W can be computed explicitly in this case. 
4. GENERALIZATIONS 
The formulas for the factors W+, W_ and I’+, V_ in a left, respectively 
right, pseudo-canonical factorization given in Theorem 3.1 can also be obtained 
from nonminimal realizations, provided some extra assumptions are made. 
THEOREM 4.1. Let W(A) =I,,, + C(,IZ, - A))‘B be such that A has no real 
eigenvalues and assume there exists an invertible Hermitian matrix X such that 
(2.3) holds. Then C(,I -A)-‘B has contractive values for all real 2, and all 
conclusions of Theorem 3.1 hold. 
PROOF. To show that C(A - A)-‘B takes contractive values compute using 
(2.3) 
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I- C(A +I-‘BB*(A -A*)-‘c* 
=I-C(A-A)-‘{iXA*-iAX-XC*CX}(I-A*)-%*. 
Put w,(n)=z+C(&-A)-‘iXC*, then the above equals IV, (A) W,(x)* after 
some computation (compare also [CR]). 
Now because (2.3) holds and the invertibility of X is assumed, both A and 
AX are X-‘-dissipative. So the existence of the AX-invariant subspaces M,X 
and M_” with the properties as described in Theorem 2.3 is guaranteed, and 
also the subspaces M_ and M+ are maximal X-i-nonpositive and maximal 
X-i-nonnegative as before. To show that A4+ nA4_” = (0), one concludes as in 
the proof of Theorem 2.1 that M+ fl I’%_” is contained in Ker C, and is hence 
both A-invariant and AX-invariant, and, moreover, A IM+nM~ =AX IM,oM:. 
But then 
while on the other hand 
44 IM+rlMr)=d~X I ,kf+f~)C~(~~ IM_x)C{~ I ImAlOl. 
It follows that M+ tl M_” must be the zero space. As before one now sees that 
C” =A4+ iM_” by a dimension argument, and the existence of left and right 
pseudo-canonical factorizations now follows by appealing to Theorem 1.1 in 
[BGK]. Indeed, the factors are given by the formulas (2.2.a)-(2.2.d) and hence 
they have no poles at real points, as A does not have real eigenvalues. 0 
We note that Theorem 1.3 also holds in case (I is not strictly proper, but has 
a strictly contractive value at infinity. The formulas for the factors, as well as 
the Riccati equation (2.3), become less transparent, therefore we have chosen 
to present only the strictly proper case in full detail here. Compare [GR]. 
Next, consider the case W(A) = Z+ U(A) where U(A) is contractive on the unit 
circle, and we wish to do pseudo-canonical factorization with respect to the unit 
circle. We shall assume that U is strictly contractive for at least one value of 
A on the unit circle, in effect we only treat here in some detail the case U(1) = 0. 
Furthermore, we assume that W(A)=D+ C(,4 -A))‘B. Let @(A)=i((A + l)/(A - l)), 
and consider V(A) = I%‘(@@)). Then I/ is of the form V(A) =I+ T(h), where T 
is strictly proper and contractive for all real A. So, by applying the theory 
developed in the previous sections to V, and transforming back to the unit circle 
we can obtain the analogues of Theorems 1.1, 1.3, 3.1 for the unit circle. The 
drawback of this approach is that it does not immediately give formulas for the 
factors in terms of the realization of IV. This can be circumvented by the 
following observations. Note that a realization of I/ is given by ([BGK], 
Theorem 1.9): 
v(n) =I- 2iC(Z-A))‘@ - I’(Z+A)(A -I))1))‘(Z-A))‘& 
where we also used U(1) =O. As T is contractive there exists an invertible 
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Hermitian matrix X such that 
A straightforward computation shows that this is equivalent to 
A*X-‘A 2x-l. 
Thus, the matrix A is X-t-expansive. In a similar manner one shows that AX 
is X-l -expansive. For matrices expansive in an indefinite inner product 
Theorem 2.3 holds provided one replaces the upper half plane by the outside 
of the unit circle, and the lower half plane by the inside of the unit circle. Also, 
Theorems 2.1 and 2.2 hold verbatim if we replace the line by the unit circle, 
the upper half plane by the outside of the unit circle and the lower half plane 
by the inside of the unit circle, and restrict ourselves to functions which are 
analytic at infinity. The details of this approach are omitted here. 
5. GENERALIZATION OF INERTIA THEOREMS 
The technique used in the proof of Theorem 1.2 may be viewed as a 
generalization of the usual inertia theorems. More precisely, the following 
theorems hold. 
THEOREM 5.1. Let A, B, C be n x n, n x m, and m x n matrices such that 
(C,A) is observable. Zf the Riccati equation 
(5.1) XBB*X-XA-A*X+C*C=O 
has a Hermitian solution X, then 
(i) A has no pure imaginary eigenvalues, and X is invertible. 
Let AI+, respectively M_ , be the spectral subspace of A corresponding 
to the right, respectively left, half plane. Then 
(ii) IV+ is maximal X-nonnegative, M_ is maximal X-nonpositive. 
Moreover, let AX = A - BC. Then there exist AX-invariant subspaces 
MT, M_” such that 
(a) iVl,” is maximal X-nonnegative, AI_” is maximal X-nonpositive, 
(b) o(Ax IM;)c {A 1 ReJ.201, 
a(AX /,+,:)C{A 1 ReAlO}, 
(c) IV,” contains the spectral subspace of AX corresponding to the open 
right half plane, 
A4_” contains the spectral subspace of AX corresponding to the open 
left half plane. 
Furthermore, for any such subspaces M,” , itI_” : 
(5.2) a=“=A4+~M_x=M_~h4,x. 
PROOF. (i) and (ii) are consequences of [LT], Theorem 13.1.4, while (a), (b) 
and (c) are consequences of the fact that iAx is X-dissipative. The latter fact 
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follows easily from (5.1). To see that (5.2) holds, one applies the same 
arguments as in the proof of Theorem 1.1. I7 
Taking B= 0 yields the usual type of inertia theorem, as in that case AX =A. 
Compare Corollary 13.1.1 in [LT]. The next theorem is of the same nature as 
Theorem 5.1, but the condition of observability is replaced by a condition on A. 
THEOREM 5.2. Let A, B, C be n x n, n x m, and m x n matrices such that A 
has no pure imaginary eigenvalues. If (5.1) has a Hermitian solution X, then 
X is invertible and all conclusions of Theorem 5.1 hold. 
PROOF. The invertibility of X follows from [LT], Theorem 13.1.3, while the 
other conclusions are obtained in the same manner as in the proof of the 
previous theorem. 0 
For a general matrix T let us denote by rc( T), respectively v(T), the number 
of eigenvalues, counting multiplicities, of Tin the open right, respectively left, 
half plane. With this notation we have the following corollary. 
COROLLARY 5.3. Let A, B, C be n x n, n x m, and m x n matrices such that 
A has no pure imaginary eigenvalues. If (5.1) has a Hermitian solution X, then 
the following holds for the matrices A and AX = A - BC: 
rr(A’) I n(A), v(Ax) I v(A). 
PROOF. By Theorem 5.2 we have 
Id I dim M,” = n -dim M_ = n - v(A) = x(A). 
Likewise one proves the other inequality. Cl 
Of course, the conclusions of Corollary 5.3 also hold if we replace the 
assumption that A has no pure imaginary eigenvalues by the assumption that 
the pair (C, A) is observable, using Theorem 5.1 instead of Theorem 5.2. 
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