[1] In Jupiter and Saturn's magnetospheres, ionization of neutrals produced by the satellites and rings results in populations of newborn pickup ions with T ? > T k , which are unstable to the generation of electromagnetic ion cyclotron waves. Linear dispersion analysis of this anisotropy instability finds maximum growth at parallel propagation, with decreasing growth rates at wave vector angles, q, oblique to the ambient magnetic field, B 0 . Observed S + and SO + ion cyclotron waves near the Jovian moon, Io, propagate at a variety of angles within 60°of B 0 . Using one-dimensional hybrid simulation, we study the properties of the obliquely propagating waves in the Io plasma torus environment for q 60°. We find that the maximum growth rate decreases with increasing angle from B 0 , as predicted by linear theory, with the growth rate at q = 60°equal to $70% the growth rate at parallel propagation. At the oblique angles, cyclotron harmonics of S + and SO + are excited and grow larger with q. At q = 60°, the fundamental mode saturation amplitude is roughly four times that of the first harmonic. However, we do not expect to see these harmonics in the Io torus because thermalized O + and S + damps their growth. We also find that SO + cyclotron waves may dominate over S + if n SO +/n SO 2 + > 2.5 -3.
Introduction
[2] Ion pickup in the planetary environments of Jupiter and Saturn has been identified by electromagnetic plasma waves near the gyrofrequencies of the newborn ions [Kivelson, 1996; Warnecke et al., 1997; Leisner et al., 2006] . In these environments, pickup conditions are similar in that the ambient magnetic field is fixed roughly perpendicular to the corotating background plasma. Newborn ions are accelerated perpendicular to the ambient magnetic field and may have only small parallel velocities. This geometry produces populations of newborn pickup ions which form ''rings'' in velocity space that are unstable to the generation of left-hand electromagnetic waves near the ion gyrofrequency. In other ion pickup environments, such as in the solar wind at comets, the orientation of the flowing background plasma and the ambient magnetic field can vary and newborn ions may have large parallel velocities which excite beam instability rather than temperature anisotropy instability [Gary et al., 1989, and references therein] .
[3] Since linear dispersion analysis of T ? > T k instabilities predicts maximum growth at parallel propagation [Gary, 1993, and references therein] , previous simulation studies have focused on the behavior of the plasma and waves along the ambient field [i.e., Gary and Winske, 1993; Gary et al., 1994; Convery and Gary, 1997] . However, examination of magnetometer measurements taken by the Galileo spacecraft as it passed near to (but still outside the wake region of) the Jovian moon, Io, revealed left-hand transverse electromagnetic waves with frequencies near the gyrofrequencies of primarily sulfur monoxide and sulfur dioxide were propagating at oblique angles typically within 40°of the ambient field and occasionally as much as 60°. On the first pass by Io in 1995 (J0), most of the waves were near the SO 2 + gyrofrequency while sometimes occupying frequency bands near the SO + and S + (or H 2 S + ) gyrofrequencies. While the waves typically propagated within 20°o f the ambient field, they were sometimes seen to propagate at up to 40°. The October 1999 pass (I24) showed clear spectral density peaks near both the SO + and SO 2 + gyrofrequencies as well as weaker peaks near the S + gyrofrequency. The SO 2 + waves propagated at angles of 20°-30°, while the larger amplitude SO + waves were initially at 20°and then became field aligned. On the third pass by Io in November of 1999 (I25), a spacecraft safing event allowed only a short interval of data which showed similar wave amplitudes near the SO + and SO 2 + gyrofrequencies. The February 2000 (I27) pass observations show clear spectral peaks near the SO + , SO 2 + , and S + gyrofrequencies. The SO + waves were initially stronger than the SO 2 waves and propagated very obliquely, at angles up to 60°. The SO 2 + waves eventually became stronger than the SO + waves and propagated at 10°-20°from the ambient field.
[4] Dispersion analyses of the ring instability for conditions in the Io plasma torus have indicated why the SO + and SO 2 + ion cyclotron waves are dominant even though molecular sulfur ions compose less than 5% of the plasma in the torus [Frank et al., 1996] . Ion cyclotron waves generated by the ring instability are naturally damped by a thermalized background component of the ion. Since the plasma torus background is mainly atomic oxygen and sulfur, O + or S + rings are not favored to be unstable. The detection of waves near the S + gyrofrequency of the J0, I24 and I25 passes could indicate a lower density of background S + or more energetic newborn ions. Because the molecular sulfur ion species dissociate quickly, there is insufficient time to form a background to damp the waves Huddleston et al., 1998 Huddleston et al., , 1997 . Further dispersion analysis by Blanco-Cano et al. [2001a , 2001b showed that although instability growth rates are highest at parallel propagation, there is also substantial growth at oblique angles, as evidenced by the Galileo observations. Varying the densities of the ring ion components in the dispersion solver has also indicated that SO + waves may have larger growth rates than SO 2 + waves if the density of SO + ions is at least twice that of SO 2 + ions.
[5] These dispersion analyses have provided important information about the ring instability at Io; however, they cannot predict at what wave energies the instability will saturate. In order to interpret the observed wave amplitudes in terms of plasma and pickup conditions at Io, a more advanced treatment is required. We use one-dimensional, initial-value hybrid simulation technique to test the predictions of linear theory and examine the behavior of the ring instability at angles of propagation q 60°to the ambient magnetic field. Although linear theory predicts ion cyclotron wave growth maximizes at parallel propagation, observations in the Io torus saw waves propagating at angles <60°to the ambient field. Thus we must study the behavior of the instability at oblique angles to understand why the oblique waves, rather than the parallel propagating waves, may become dominant. A one-dimensional simulation which self-consistently models the particle and field behavior allows us to reproduce the necessary wave-particle interaction without excessive run time. However, the onedimensional simulation is limited in that it cannot reproduce all the wave modes and their behavior which would occur in three dimensional space. Also, one-dimension does not allow for certain nonlinear behavior such as mode-mode coupling which could be important at oblique angles. Thus the simulation results described in this paper are meant as guides until more advanced two-or three-dimensional simulations are performed.
[6] This paper is organized as follows: section 2 describes the linear dispersion analysis and hybrid simulation techniques used in this study; section 3 discusses the results; section 4 provides a summary of the analysis and suggests future work. The results are organized as follows: section 3.1 compares predictions and simulations for a plasma containing only an SO + or SO 2 + ring and discuss the generation of cyclotron harmonics at oblique angles; section 3.2 describes the interaction between the cyclotron harmonics and a background thermalized population of O + and S + ; section 3.3 shows what relative density of SO + to SO + is necessary in order to see higher amplitude SO + than SO 2 + cyclotron waves; section 3.4 shows the changes in the simulated wave spectrum when the ring has a small parallel drift velocity; section 3.5 discusses the group velocities of the excited waves at oblique angles which has implications for their observability in the Io torus.
Methodology
[7] To test the predictions of linear theory for the ring instability at oblique angles of propagation we use dispersion solutions generated by the WHAMP (Waves in Homogeneous, Anisotropic, Multicomponent Plasmas) dispersion solver, developed by Ronnmark [1982] . Because at oblique angles the dielectric tensor, (w, k), contains infinite sums of modified Bessel functions, WHAMP uses a Padé approximation for the dispersion function, Z, making the sums finite. The wave fluctuations are considered small so that linear theory may apply and the plasma components are represented by bi-Maxwellian velocity distributions. Blanco-Cano et al. [2001a , 2001b , who also used WHAMP, noted that because the dispersion solver considers the newborn ions in bi-Maxwellian rather than more realistic ring velocity distributions as occur at Io, the predictions may not be correct. Comparing the simulations and WHAMP solutions will determine whether or not the use of a true ring velocity distribution is important in predicting the unstable wave modes. The wave modes are described by real wave vector k and complex frequency w = w r + ig, where w r and g are the real frequency and growth rate, respectively. The maximum linear growth rate over all wave numbers is g m . The parallel wave number k k = k cos q where q is the angle between the wave vector and the ambient field, B 0 . Directions perpendicular and parallel are in reference to B 0 .
[8] The simulation we use is a one-dimensional hybrid technique which considers ions kinetically and electrons as an inertialess fluid [Winske and Omidi, 1992] . This simulation code has been shown to reproduce the ion cyclotron waves generated by pickup ions at Jupiter and Saturn at parallel propagation [Cowee et al., 2006] . Now, we allow the simulation axis, x, to be aligned at an angle, q, to the ambient magnetic field. Electromagnetic fields are calculated from the ion densities and currents collected on an imposed spatial grid with periodic boundary conditions. The plasma is composed of multiple components, j, which are either a newborn ion ring, r, or thermalized background (core), c. All ions are singly charged and the total ion density, n o = S j n j is equal to the total electron density, n e . If a species is a ring, it is given a ring velocity, v r , which is the perpendicular injection velocity (or pickup velocity) of the ring. We consider ion rings to be formed in exactly perpendicular pickup geometry so there is no parallel relative drift velocity between the ring and core components. Core ions are initialized as Maxwellian and ring ions as a cold ring (almost zero temperature spread about the ring). Simulation runs consider a system of length 25-50 c/w pSO 2 + with 512 grid cells and between 500,000 and 800,000 superparticles. No particles are injected or removed during the run. 
; anisotropy is A j = T ?j /T kj . Here, the ring T ? is not the temperature spread about the ring velocity in the perpendicular direction as is defined by Huddleston et al. [1998 but is determined by finding the average of v ?
2 for all ring particles (same as how the core component T ? is determined). Subscript i refers to the ion species whose plasma parameters were used for normalization of the results. When we discuss times or frequencies in normalized units, we always use SO + as the normalization ion for simplicity (W i À1 is 1.85 s), even when SO + is not in the plasma. For applicability to the Io plasma torus, we often display results in real units.
Results and Discussion

Wave Growth
[11] First, we address how well the WHAMP warm plasma dispersion solutions can be used to predict the behavior of the ring instability. As previously mentioned, because WHAMP considers a bi-Maxwellian rather than a ring velocity distribution function, it may not yield appropriate predictions for the unstable wave modes. If we simulate the newborn ions as a highly anisotropic bi-Maxwellian with T ? = 1/2 mv r 2 and T k $ 0 (bi-Maxwellian equivalent of a ring), the results are not distinguishable from those in which the newborn ions were simulated as a ring. This result is perhaps not surprising at parallel propagation where the linear theory predicts the same growth rate for a ring and an equivalent bi-Maxwellian [Gary, 1993] ; however, we find the excited wave modes are very similar for all angles of propagation simulated here, not just q = 0°. Since the bi-Maxwellian-and ring-driven instabilities yield the same simulated growth rates and excited wave modes, we conclude that WHAMP may appropriately model the ring as a highly anisotropic bi-Maxwellian.
[12] Linear theory predicts several general trends in the excited wave mode properties which are verified by the simulation. Blanco-Cano et al. [2001a , 2001b found that with increasing angle of propagation (1) the growth rate decreases, (2) the wave number of maximum growth increases, (3) the wave phase velocity of maximum growth decreases, and (4) the wave ellipticity decreases in magnitude. In this section we first show simulation runs which consider only one ion species, anSO 2 + ring (Case A), and then later show results from a multicomponent plasma as is more appropriate in the Io plasma torus (Cases C and E).
[13] In order to compare the simulation results and linear theory, we must use the simulated plasma parameters after W i t = 0 as inputs to the dispersion solver. Because the ring undergoes rapid scattering at early times, the simulated growth rate is better fit with dispersion solutions for a ring which has undergone some spreading in the perpendicular and parallel directions rather than a cold ring [Cowee et al., 2006] . We use the simulated plasma parameters at parallel propagation for the dispersion solutions at all angles. For Case A, the plasma parameters at W i t = 26, with SO 2 + ring T k = 5.4 eV and T ? = 1081.5 eV yield the best fit growth rate of g/W i = 0.074.
[14] Figure 1 shows good agreement between the simulated and predicted growth rate and ellipticity of the waves for Case A. The simulated wave ellipticity was calculated using time averages of wave ellipticity over several periods of the wave during the course of the run. As is predicted, the growth rate decreases with angle of propagation; at 10°the growth rate is almost equal to the value at parallel propagation, but at 60°is $65% of it. There is some disagreement between linear theory and the simulation particularly at q ! 30°, where the simulated growth rates are slightly higher than the predictions. The simulated waves become more elliptical with angle as predicted; at 10°, the ellipticity is very close to that of parallel propagation, but at 60°it is $À0.35. Again, there is disagreement between the simulated and predicted wave ellipticity at high angles (q ! 50°). However, these disagreements are small, and we expect that the predicted dispersion properties of the excited wave modes will generally agree with the simulation.
[15] Simulated wave properties are shown in Figure 2 . The wave energy has been binned by wave number (left) and phase velocity (right). Comparison with linear theory is through the gray bar at the top of each plot. Light gray is the full range of predicted unstable wave modes; medium gray is the range of predicted unstable wave modes with growth rates within 90% of the maximum growth rate; dark gray indicates the predicted wave mode of maximum growth rate. We see that there is good general agreement between simulation and prediction in that the excited wave modes are within the range predicted by linear theory (light gray bar) and that the peak modes are within the 90% of g m range (medium gray bar). Peak wave power does not occur at the predicted wave number of maximum growth (dark gray bar) because the simulated growth rate at each wave number does not strictly follow the linear theory predictions; rather, simulated peak wave growth is observed over a wider range of wave numbers. Both the simulation and prediction show the excited wave modes shifting toward higher wave numbers and lower phase velocities at larger angles as well as becoming more restricted in range. The effect is particularly noticeable between q = 40°and 60°. While the prediction and simulation generally agree, the results are not a perfect match. For example, the predicted wave number or phase velocity of peak growth (dark gray) is not aligned with the most energetic simulated wave mode. However, this is not unexpected as wave-particle interactions are inherently nonlinear and will modify the waves from their predicted character.
[16] At oblique angles of propagation, additional unstable wave modes are introduced at integer multiples of the ion gyrofrequency. Wave growth occurs when a sufficient number of ring ions transfer their energy to the waves. This happens if the resonance velocity of the wave,
where m is an integer, and v d = 0 (no parallel drifts considered here) is close to the parallel thermal velocity of the ions. Considering v d = 0 here is an approximation as the pickup geometry is not exactly perpendicular at Io. On the Galileo J0 pass, the background torus plasma and the ambient magnetic field were off from perpendicular orientation by 7° . If we assume the ions are initially traveling at Io's orbital velocity before they are picked up into a corotating flow, then they will have v d $10 km/s. When we performed simulations using a 10 km/s drift velocity the results are similar to those without any drift velocity (see section 3.4).
[17] For parallel propagation only modes with m = 1 are unstable, but at oblique angles, modes with m > 1 and higher k k may be unstable, too. Because the WHAMP dispersion solver can only find solutions for the fundamental mode, we do not have predicted growth rates for the harmonics. The simulations show that harmonics are indeed excited at oblique angles, with more power at higher q. Figure 3 (left, middle) shows the simulated power spectral density during W i t = 0 À 130 (4 min) for runs of the SO + (Case B) and SO 2 + (Case A) ring instability at several angles of propagation. The dashed and solid gray lines indicate integer multiples of the SO + and SO 2 + gyrofrequencies, respectively. Here, the gyrofrequencies of SO + and SO 2 + are 0.54 and 0.40 Hz. At q = 0 only the fundamental mode has significant power but as the angle is increased, successively higher harmonics are generated. The fundamental mode power decreases with increasing theta, but the harmonic power increases. After W i t = 130 harmonic wave power decays faster than the fundamental (not shown). For the SO 2 + ring instability (Case A) at q = 60°harmonic power is barely above the noise level by W i t = 400 while the fundamental is above the noise level until W i t $ 8000. Faster decay of wave energy at oblique angles is consistent with the lower growth rates (weaker instabilities).
[18] Figure 4 shows the saturation wave energy of the fundamental and the harmonics for the SO + (Case B, open marker) and SO 2 + (Case A, filled marker) instability at various angles of propagation. The wave energy associated with each harmonic was determined by isolating wave modes with frequencies within ±0.5W i of each mW i . This technique is appropriate through the time of saturation when the generated waves are confined to frequencies near mW i . Some time after saturation, wave power moves to smaller wave numbers and lower frequencies such that individual harmonic power cannot be isolated using frequency band filtering. The figure shows that the fundamental wave power decreases with angle, in agreement with the predicted and simulated growth rate of the instability (Figure 1 ). Yet in the range we simulate (q 60°), the fundamental saturation energy is higher than any of the harmonics. Each successively higher harmonic has a successively lower saturation wave energy. At q = 30°, the ratio between the saturation wave energy of the SO 2 + fundamental and the first harmonic is $40 (wave amplitude ratio is $6), while at q = 60°it is $20 (wave amplitude ratio is $4). This is consistent with observations, as waves were more often seen propagating at small angles to the field than large angles.
Effects of Core Ions
[19] Next we examine the behavior of the instability in a multicomponent plasma containing ring component(s) and O + and S + core components, as is more appropriate for the Io plasma torus. We will again compare the predictions of linear theory to the simulations and look for harmonic wave generation. For our comparison with linear theory we consider the plasma to only have one ring component, SO 2 + (Case C). In a multicomponent plasma, linear theory predicts the same general behavior of the instability as for a single component plasma (i.e., decreasing growth rate and increasing wave number with angle). As with the single component plasma, we find general agreement between prediction and simulation, however they do not match as well as before especially at q = 60°. Figure 5 compares the predicted (open) and simulated (filled) instability growth rate (top) and ellipticity (bottom) for the multicomponent plasma containing an SO 2 + ring (Case C). The plasma parameters used in the dispersion solver yielding the best fit growth rate of g/W i = 0.075 were obtained at W i t = 23, where the SO 2 + ring T k = 16.9 eV and T ? = 1059.3 eV, O + core T k = 99.6 eV and T ? = 100.4 eV, and S + core T k = 99.3 eV and T ? = 101.6 eV. While the ellipticity agrees well, the simulated and predicted growth rates do not show the same falloff at q > 20°; the most significant difference is at q = 60°, where the simulated growth rate is noticeably higher than the predicted growth rate. This discrepancy between the prediction and simulation is also apparent in the wave numbers and phase velocities of the waves.
[20] Figure 6 shows the simulated wave power during W i t = 0 À 130 binned by wave number (left) and phase velocity (right). The gray bar at the top of the plot indicates the predictions of linear theory. Light gray is the full range of predicted unstable modes; medium gray indicates those predicted modes with growth rates within 90% of the maximum growth rate; dark gray indicates the predicted mode of the maximum growth. As before, the predicted and simulated wave modes become more restricted in range and shift towards larger wave number and smaller phase velocity with increasing angle of propagation. For all but q = 60°, the simulated peak wave modes are within the 90% of g m range (medium gray). At q = 60°, the peak wave number is higher and peak phase velocity is lower than predicted. The greater discrepancy between the prediction and simulation in this multicomponent plasma is likely due to the more complex nonlinear interactions which occur in a multicomponent plasma. In comparing Figures 2 and 6 , we see that the presence of core ions limits the range of wave modes excited, particularly at large wave numbers and phase velocities.
[21] Because the O + gyrofrequency (m/q = 16) and the S + gyrofrequency (m/q = 32) are equivalent to integer multiples of the gyrofrequencies of SO 2 + (m/q = 64) and SO + (m/q = 48), resonant interactions between the harmonics and the core ions can occur. Simulation runs with a plasma composed of both SO 2 + and SO + rings with the O + and S + cores (Case E) show that the presence of core ions significantly damps harmonic wave growth at oblique angles. Figure 3 (right) shows the power spectral density of the waves during W i t = 0 À 130 (4 min) at various angles of propagation for runs of Case E. The dashed and solid gray lines indicate integer multiples of the SO + and SO 2 + gyrofrequencies, respectively. When compared to runs without core components ( Figure 3 , left and middle), the damping effect of the core ions is apparent. The only harmonic which is generated with significant power is the SO + first harmonic, which is clearly visible at q ! 40°. Wave power corresponding to other harmonics, notably the first, second and third SO 2 + harmonic (third SO 2 + harmonic is second SO + harmonic) is visible at high angles, however it is very weak. As with the single component plasma, the harmonics decay faster than the fundamental. For Case C, at q = 60°the harmonics have decayed by W i t = 300, while the fundamental mode does not decay to the noise level until W i t > 3000. As in the single The growth rates are expressed in terms of the maximum growth rate at parallel propagation, g m,k . The predicted growth rates are obtained using the simulated plasma parameters at W i t = 23.
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COWEE ET AL.: 1-D SIMULATION OF OBLIQUE ICW AT IO component plasma, wave activity decays faster at oblique angles than at parallel propagation (not shown). At q = 0°, wave activity remains above the noise level until W i t > 4000.
[22] The survival of the SO + first harmonic is consistent with the assumption that core ions resonantly damp the harmonics because there is no core ion with m/q = 24 in the system. To further verify that core ions interact with the harmonics, we again consider a multicomponent plasma with only one ring, SO 2 + (Case C), and examine the component temperatures at various angles of propagation. Since the ring instability (as well as other T ? /T k > 1 instabilities), reduces the free energy of the ring by transferring energy to the core and making it more anisotropic, the amount of heating is correlated with the wave activity [Cowee et al., 2006 [Cowee et al., , 2007 . To quantitatively study this heating, we compare the component temperatures at a given time during the simulation at various angles of propagation.
[23] Figure 7 shows the parallel (open marker) and perpendicular (closed marker) temperatures of the core and ring components at W i t = 130 normalized to the temperature at parallel propagation, T q=0 . As is shown in Figure 7 (bottom), the SO 2 + ring (triangle) undergoes less parallel heating and less perpendicular cooling with increasing angle, indicating that obliquely propagating waves do not scatter the ring as efficiently as parallel propagating waves. This is consistent with lower instability growth rates and shorter wave energy decay times at oblique angles, as the ring is losing less of its energy to wave growth. Figure 7 (top) shows that the interaction of the core components with the waves differs depending on the angle of propagation. For small angles (q < $30°), both the O + (circle) and S + (square) core ions have higher parallel temperatures and lower perpendicular temperatures than at parallel propagation. However at higher angles of propagation (q > $30°), this behavior reverses; core ions show a decrease in parallel temperature and an increase in perpendicular temperature. This change in the nature of the interaction at q $ 30°correlates with the development of significant power at the cyclotron harmonics (see Figure 3) .
[24] In reducing the free energy of the system, the instability heats the core ions so that they become anisotropic. At q < $30°, less energy is transferred to the core so it is less anisotropic than at parallel propagation. At q > $30°, the harmonics provide a new source of energy which, when exchanged with the core, increases its anisotropy. Thus the shape of the curve in Figure 7 (top) is the result of competing effects: those of the fundamental mode whose wave power decreases with angle and those of the harmonics whose wave power increases with angle.
Effects of Ring Density
[25] On several of the passes by Io, the SO + cyclotron waves were observed at higher amplitudes than the SO 2 + cyclotron waves. Since, at a given v r , the newborn SO 2 + is Figure 6 . Histograms of simulated wave energy as a function of wave number (left) and phase velocity (right) at q = 0°, 20°, 40°, and 60°during W i t = 0 À 130 for a multicomponent plasma containing O + and S + cores and an SO 2 + ring (Case C). The gray bars along the top of each plot indicate the predictions of linear theory. Light gray is the full range of unstable wave modes; medium gray is the range of unstable wave modes with growth rates within 90% of the maximum growth rate; dark gray indicates the wave mode of maximum growth rate. favored to generate stronger waves because of its larger mass, the newborn SO + must have had more free energy. Using dispersion analysis, Blanco-Cano et al. [2001a, 2001b] determined that the SO + ring instability may have a higher growth rate than the SO 2 + ring instability if its density is at least twice that of the SO 2 + ring (for v r = 57 km/s). To address the importance of the relative density of the two ring species in terms of generated wave amplitudes, we simulate a multicomponent plasma containing the O + and S + core components and the SO + and SO 2 + ring components for varying n SO+ /n SO 2 + (Case E, except n SO 2 + = 100 ions/cc and n SO + = 100 À 300 ions/cc). We did not consider a plasma containing only one ring component (Case C or D) because both linear theory and simulation have shown that the presence of the SO + and SO 2 + ring species together strongly influences the results. To compare the strength of the two ring instabilities, we compare the wave energy associated with each. R W is the ratio of the average wave energy at frequencies near the SO + gyrofrequency to the average wave energy at frequencies near the SO 2 + gyrofrequency over the time interval W i = 0 À 130. Power spectral density plots were used to identify the frequency ranges of the SO + or SO 2 + waves. It should be noted that the waves generated by each ring species overlap in frequency space; however, the peaks in power associated with these instabilities are clearly separated in frequency (at the ring densities we consider).
[26] Figure 8 shows simulated SO + and SO 2 + wave amplitude ratios, R W , at angles of propagation q = 0 À 40°for varying n SO +/n SO 2 +. Higher values of n SO +/n SO 2 + are indicated by larger circles. The smallest circle is n SO +/n SO 2 + = 1 with successively larger circles for n SO +/n SO 2 + = 1.5, 2, 2.5, and 3. For n SO +/n SO 2 + = 1, 1.5, and 2 (three smallest circles), we find that R W increases with angle of propagation, indicating that the SO + waves are becoming stronger relative to the SO 2 + waves. However, the SO + waves are of lower amplitude than the SO 2 + waves until q = 40°. At the higher density ratios, we find the opposite dependence of R W with angle of propagation. For n SO +/n SO 2 + = 2.5 and 3 (two largest circles), we find R W decreases with angle, indicating that the SO + waves become weaker relative to the SO 2 + waves. This behavior is the result of nonlinear interactions between the two ring species and their generated waves. For example, if a multicomponent plasma contained only one ring species (Cases C or D), the ring undergoes the typical behavior expected for this instability: parallel temperature increases while perpendicular temperature (ring velocity) decreases. When the multicomponent plasma contains both the SO + and SO 2 + rings (Case E), the SO 2 + ring may increase in perpendicular temperature (ring velocity) as it interacts with the SO + waves; higher-amplitude SO + waves (higher SO + density) lead to more perpendicular heating of the SO 2 + ring (not shown).
[27] Blanco-Cano et al. [2001a, 2001b] predicted that in order for SO + waves to dominate over SO 2 + waves at parallel propagation, n SO +/n SO 2 + > 2. Simulation results show this to be true, with SO + waves growing to larger amplitudes than SO 2 + waves at n SO +/n SO 2 + = 2.5 À 3. While at high oblique angles (q ! 40°), these higher densities of SO + are not sufficient to excite larger amplitude waves than SO 2 + , they do at lower densities. Figure 9 shows power spectral density plots of W i t = 0 À 130 for n SO +/n SO 2 + = 1 (left) and 3 (right) at q = 0°(top) and 40°(bottom). In each of the power spectral density plots, separate peaks associated with the SO + or SO 2 + ring instabilities are seen and at q = 40°, harmonic wave power is generated. [28] In this study of the ring instability, we have not considered the effect of relative drifts along the ambient field between the newborn and background ions, as is appropriate in an exactly perpendicular pickup geometry. However, observations have shown that the ambient magnetic field and the corotating plasma at Io are not exactly perpendicular. On the Galileo J0 pass, the background torus plasma and the ambient field were off from perpendicular orientation by 7° . Since we assume that the newborn ions were initially traveling at Io's orbital velocity, the newborn ion ring will have some motion parallel to the field. This introduces a small relative drift between the ring and core components which doppler shifts the excited waves in the reference frame of the plasma (see equation (1) with v d 6 ¼ 0). The generated wave spectrum could then be altered if the parallel drifts are large enough. For pickup velocity of 57 km/s, and off-perpendicular pickup angles of less than 10°, the parallel drift velocity for pickup ions is $10 km/s.
Effects of Parallel Drifts
[29] Including relative drifts between the ring and core components of 10 km/s for all angles of propagation yields small changes in the wave spectra for both the fundamental and harmonic modes. Figure 10 shows the power spectral density for a plasma containing an SO 2 + ring and O + and S + cores (Case D) at q = 60°when the newborn ion ring is drifting parallel (top) and antiparallel (bottom) to B 0 ; zero drift velocity is also shown for comparison (middle). Since the generated waves are propagating both parallel and antiparallel to B 0 , the drift velocity will doppler shift the resonance to higher frequencies for one direction of propagation and to lower frequencies for the other, spreading the power across more frequencies.
Wave Group Velocities
[30] Determination of the wave group velocity is important because the observability of a wave depends on its residence time in the unstable region [Blanco-Cano et al., 2001a , 2001b . If the unstable region at Io is a thin disk, and waves traveling at oblique angles move at equal or lesser group velocities to those at parallel propagation, then the oblique waves may remain in the unstable region longer and grow to larger amplitudes. Unfortunately, the wave group velocity is difficult to measure in the simulation because wave power cannot be sufficiently resolved in w-k space for an accurate determination of the derivative of the dispersion curve.
[31] Since we have previously found general agreement between the predicted and simulated wave modes (see section 3.1), we will assume that linear theory is correct in its predictions for the group velocities as well. Extrapolating the range of simulated wave phase velocities (see Figure 6 right) to the equivalent range of group velocities from the linear dispersion solutions for the multicomponent plasma containing the SO 2 + ring (Case C) indicates that the wave group velocities decrease with angle of propagation. Table 3 shows the range of group velocities and their directions of propagation predicted by linear theory for the waves modes with growth rates within 90% of g m (LT v g ) and as extrapolated from the simulated phase velocities (SIM v g ). The results show that group velocities inferred from the simulated wave modes become smaller with increasing q. This implies that the obliquely propagating waves take longer to propagate out of the Io torus. However, we must take into account that linear theory predicts wave group velocities are not aligned with the wave vector at oblique angles of propagation. For smaller, angles (q < 20), the difference in the direction of the phase and group velocities is small, however at larger angles (q > 20), it can become significant. Table 3 shows that the range of angles, q vg , at which the group velocities are directed are always less than q, indicating the group velocity is more field-aligned than the phase velocity.
[32] If we assume the unstable region in the Io torus is a thin disk oriented perpendicular to the ambient magnetic field, then the time it takes for the waves to exit the Io torus depends on the field-aligned component of the group velocity, v g,k = v g cos q vg . We calculate the range of v g,k at each q, and the results are not substantially different from the range of v g (not shown). The range of v g,k shifts to smaller velocities with increasing q. This could indicate why waves propagating at as much as 60°were observed near Io. In taking longer to propagate out of the Io torus they could grow to dominant wave amplitudes.
Summary and Conclusion
[33] With growth rates at angles of propagation q = 30°a nd 60°equivalent to $85 -90% and 65 -70% of the growth rate at parallel propagation, respectively, detectable wave power at oblique angles is expected for the ring instability. The results described in the section 3 show general agreement between linear theory predictions and simulations of the instability at the angles of propagation simulated here. As the angle of propagation is increased, the growth rate of the fundamental mode decreases, the excited Figure 8 . Ratio of the simulated SO + to SO 2 + average wave amplitudes for varying n SO +/n SO 2 + (circles) at several angles of propagation in a multicomponent plasma containing O + and S + cores and SO + and SO 2 + rings (Case E except with n SO 2 + = 100 ions/cc and n SO + = 100 À 300 ions/cc). The smallest circle is n SO +/n SO 2 + = 1 with successively larger circles for n SO +/n SO 2 + = 1.5, 2, 2.5, and 3. Average wave amplitudes are determined from power spectral densities calculated over W i t = 0 À 130. The gray line at 1 indicates equal amplitude SO + and SO 2 + waves. Figure 9 . Power spectral density plots of simulated wave modes during W i t = 0 À 130 in a multicomponent plasma containing O + and S + cores and SO + and SO 2 + rings (Case E except with n SO 2 + = 100 ions/cc and n SO + = 100 À 300 ions/cc). The left plots show runs with n SO +/n SO 2 + = 1; the right plots show n SO +/n SO 2 + = 3. The top plots show runs at q = 0°; the bottom plots show q = 40°. Integer multiples of the SO + and SO 2 + gyrofrequencies are shown by the dashed and solid gray lines, respectively. wave modes shift to larger wave numbers and lower phase and group velocities and become more elliptical. Beyond these predictions of linear theory, the simulations provide information about the generated wave amplitudes. For the fundamental mode (w r $ W i ), wave amplitudes are largest at parallel propagation, while for the harmonics (w r $ mW i where m > 1), wave amplitudes become larger with increasing oblique angle. Although linear theory alone is appropriate to predict the dispersion properties of the waves, the simulations are necessary to predict their amplitudes. In interpreting the Galileo observations, the relationship between the plasma and pickup conditions at Io and the observed wave amplitudes is of key importance.
[34] Near Io, waves generated by newborn SO + and SO 2 + ions are influenced by the background ion components of oxygen and sulfur. Their presence affects the decrease in growth rate and ellipticity of the generated waves with oblique angle. The growth rates are enhanced at high angles of propagation (q ! 40°), and the waves are more elliptical at all angles. Observations of the SO 2 + waves during the Galileo J0 pass found waves with propagation angles of q = 0°À 20°had ellipticity between À0.6 and À0.8. The simulation results and linear theory predict less elliptical results, with ellipticity between À0.8 and À1. The presence of core ions also restricts the range of unstable wave numbers and phase velocities which are excited.
[35] Core ions damp harmonic wave growth, though some harmonic power does survive, particularly at the first harmonic of SO + (m/q = 24). While cyclotron harmonics of SO + and SO 2 + were thought possible in the Io torus, they were not detected [Russell and Huddleston, 2000] . It is possible that these harmonic waves were present but were not strong enough to be observed. In our one-dimensional simulation, the first SO + harmonic is clearly seen at q ! 40° (  Figure 3, right) , but its amplitude is much smaller than either the SO + or SO 2 + fundamental modes. Galileo did observe wave power near the gyrofrequency of S + (m/q = 32) which has been interpreted as a signature of newborn S + or H 2 S + [Russell and Kivelson, 2000] but could also be excitation of the first SO 2 + harmonic. Examination of the propagation angle of the waves near the S + gyrofrequency during the J0 pass shows that they are within 30°of the field. This makes it unlikely that the wave is a harmonic because in the multicomponent Io torus plasma at q = 30°, the SO 2 + first harmonic's saturation amplitude would likely not have sufficient power to be observed (see Figure 3 , right). In order to see the harmonic at q = 30°, the wave amplitude would need to be higher, as could occur if the newborn SO 2 + ions were created with more free energy (i.e., higher ring velocity or density) or existed in a region of the torus absent sufficient core ions to damp wave growth.
[36] In absorbing harmonic wave power the core components are heated, increasing their anisotropy. As the angle of propagation is increased, the ring undergoes less spreading and releases less energy, consistent with weaker instability at oblique angles. Consequently, core ions are also heated less and become less anisotropic at 0°< q < $30°than at parallel propagation. However, once harmonic waves are excited at $30°< q < 60°, the core ions end up more anisotropic than at smaller oblique angles. We find that instability at high oblique angles may heat core ions by cyclotron harmonic wave absorption to anisotropies almost equal to those at parallel propagation.
[37] On several of Galileo's Io flybys, stronger waves were observed near the SO + gyrofrequency than near the SO 2 + gyrofrequency. Blanco-Cano et al. [2001a , 2001b interpreted this as evidence that the local SO + ion density was at least twice that of the SO 2 + density. Our simulation results agree with this prediction. We find that the SO 2 + cyclotron waves may be stronger than the SO 2 + cyclotron waves at parallel propagation for relative densities n SO +/n SO 2 + = 2.5 À 3 where n SO 2 + = 100 ions/cc. At oblique angles, the dominance of SO + or SO 2 + waves depends on the densities of each because the two ring species and their waves interact nonlinearly. For example, we find that the SO 2 + ring may be heated to higher perpendicular temperatures than result from ion pickup because of its interaction with SO + waves. Detailed study of the behavior of a plasma containing multiple newborn ion rings is beyond this scope of this work and is suggested for future analysis.
[38] The decrease in the group velocities of the waves with oblique angle has implications for the residence time of these waves in the unstable region. If we assume the region is a thin disk perpendicular to the ambient Jovian field, then waves whose parallel component of group velocity is smaller would remain in the region longer. Thus the obliquely propagating waves observed at Io would have spent more time in the unstable region and could have grown to higher amplitudes. However, as was mentioned in section 1, our one-dimensional results are meant as a guide rather than the definitive result. The single spatial dimension in our simulation limits behavior such as wave-wave interaction which could be important at oblique angles. Also, we estimated the range of the group velocities and directions of the group velocity based on extrapolation of the simulation results to linear theory, which may not be accurate. In the one-dimensional simulation, the direction of the group velocity cannot be determined and the group velocity magnitude is very difficult to determine. Further study of the behavior of the obliquely propagating waves in the Io torus using two-or three-dimensional simulations is a necessary next step for more accurate understanding of the wave modes generated and the relationship between propagation angle and wave amplitude.
[39] Finally, we also want to mention the applicability of these results to other T ? /T k > 1 instabilities. While we found that the simulation results were very similar when the instability was driven by either a cold ring or an equivalent highly anisotropic bi-Maxwellian, this is not true for lower anisotropies. We ran several tests at various angles of propagation comparing the wave modes generated by a warm ring with lower anisotropy (T k = 100 eV, T ? /T k = 10) and an equivalent bi-Maxwellian. The growth rate of the ring was higher, the excited wave modes covered a larger range of wave numbers, the peak wave number was at a larger k, and the saturation wave energy were higher than for the bi-Maxwellian. The WHAMP dispersion solutions agreed with the bi-Maxwellian-driven, rather than the ringdriven, simulation results as expected. Thus the WHAMP predictions are not appropriate for instabilities driven by low anisotropy, warm rings.
