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Robust Control Barrier and Control Lyapunov Functions with
Fixed-Time Convergence Guarantees
Kunal Garg Dimitra Panagou
Abstract—This paper studies control synthesis for a general
class of nonlinear, control-affine dynamical systems under
multiple constraints. We enforce forward invariance of static
and dynamic safe sets to ensure safety of the system trajectories,
and furthermore enforce convergence to a given goal set within
a user-defined time in the presence of input constraints. We
use robust variants of control barrier functions (CBF) and
control Lyapunov functions (CLF) to incorporate a class of
additive disturbances in the system dynamics, and sensing
errors in the system states. To solve the underlying constrained
control problem, we formulate a quadratic program and use the
proposed robust CBF-CLF conditions to compute the control
input. Finally, we showcase the efficacy of the proposed method
on a numerical case study involving multiple underactuated
marine vehicles.
I. INTRODUCTION
With the advent of complex missions that require multi-
robot systems to execute various tasks in parallel, the need
for systematic synthesis of algorithms that enable the un-
derlying objectives has emerged. Standard objectives in such
missions include, but are not limited to, requiring each robot
to stay within a given subset of the state space for a given
time duration, while keeping a point of interest in its field
of view, and reaching a destination within a given time
horizon. It is also important that each robot always maintains
a safe distance with stationary and moving objects or other
robots in the environment. In problems where the objective
is to stabilize the closed-loop trajectories to a given desired
point or a set, control Lyapunov functions (CLFs) are very
commonly used to design the control input [1], [2]. Temporal
constraints, i.e., constraints pertaining to convergence within
a fixed time, appear in time-critical applications, for instance
when a task must be completed within a given time interval.
The use of finite-time stability (FTS) [3] and fixed-time
stability (FxTS) [4] has enabled the synthesis of controllers
guaranteeing finite- or fixed-time reachability to a desired
point or a set [5], [6]. Similarly, safety or containment of
the closed-loop trajectories in a subset of the state-space
can be enforced using control barrier functions (CBFs).
Traditionally, CBFs have been used to encode safety with
respect to static safe sets arising due to the presence of
stationary obstacles or unsafe regions in the state-space (see
[1], [7], [8], [9]) and with respect to dynamically-changing
safe sets, such as in multi-agent systems (see [5], [10]).
The development of fast optimization solvers has enabled
the online control synthesis using quadratic programs (QPs),
where CLF and CBF conditions are encoded as linear
constraints, while the objective is to minimize the norm
of the control input [2], [11], [12] or the deviation of the
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control input from a nominal controller [5], [13]. Most of
the prior work on QP-based control design enforce the safety
constraint with one fix CBF condition, and use a slack term
in the CLF condition to guarantee that the QP is feasible
in the absence of input constraints. However, control input
constraints should be also considered in the design step,
otherwise the derived control input might not be realizable
due to actuator limits, and might lead to violation of the
safety requirements. In the prior work [14], we considered an
ideal case without any disturbances, and proposed a QP with
feasibility guarantees that achieves forward invariance of a
safe set and reachability to a goal set, even in the presence
of control input constraints.
The dynamical systems used to model the mission and the
interactions of the robots with their environment are often
subject to model uncertainties and disturbances. Encoding
safety in the presence of disturbances can be done using
robust CBFs [15], [16], [17]. While the aforementioned
work considers bounded additive disturbance in the system
dynamics, it is generally assumed that the system states are
available without any errors. In their majority, earlier work in
the literature on multi-agent collision avoidance using CBFs
[18], [19], [20], [12] assumes perfect knowledge of the states
of the agents and no sensing uncertainties. However, the
consideration of measurement errors to account for sensing
uncertainty is relevant from a practical point-of-view. In
this paper, apart from additive disturbances in the system
dynamics, we also consider bounded errors in the available
system states, and incorporate them in the robust CBF design
to guarantee forward invariance of the safe sets.
This paper studies QP-based control synthesis for multi-
task problems involving agents of nonlinear, control-affine
dynamics, with the following objectives for the closed-loop
trajectories: (i) remain inside a static safe set, (ii) remain
inside a time-varying safe set (arising for instance due to
the presence of moving obstacles or neighboring agents),
and (iii) reach a given goal set within a user-defined time.
We first present robust CBF conditions to guarantee forward
invariance while incorporating both the disturbance in the
system dynamics as well as the sensor noises. The presented
robust CBF conditions can be used to guarantee safety in
single-agent and centralized multi-agent problems. Then, we
propose a robust CLF condition to guarantee convergence to
the desired goal set within the user-defined time, extending
the prior results in [5], [6], [14]. Finally, we merge the
presented robust CLF-CBF conditions in a QP formulation,
show its feasibility, and discuss the conditions under which
the control input defined as the solution of the QP solves the
multi-task problem. To the best of the authors’ knowledge,
this is the first paper that considers additive disturbances,
sensor uncertainties as well as input constraints, and guar-
antees safety as well as, for certain conditions, fixed-time
convergence to given sets. We showcase the efficacy of the
proposed method via a multi-agent case study involving
under-actuated marine vehicles, with higher-order relative
degree CBFs.
II. MATHEMATICAL PRELIMINARIES
A. Notation
In the rest of the paper, R denotes the set of real numbers
and R+ denotes the set of non-negative real numbers. We use
‖x‖ to denote the Euclidean norm of a vector x ∈ Rn. |x|
denotes the absolute value when x ∈ R, and cardinality, or
number of elements, when x ∈ 2N is a set, for some positive
integer N . We use ∂S to denote the boundary of a closed
set S ⊂ Rn and int(S) to denote its interior, and ‖x‖S =
infy∈S ‖x − y‖, to denote the distance of x ∈ Rn from the
set S. The Lie derivative of a continuously differentiable
function V : Rn → R along a vector field f : Rn → Rn at
a point x ∈ Rn is denoted as LfV (x) ,
∂V
∂x
f(x).1 We use
Bǫ to denote a ball of radius ǫ > 0 centered at the origin.
B. Problem formulation
In this work, we consider a multi-task problem for the
dynamical system given as:
x˙(t) = f(x(t)) + g(x(t))u + d(t, x), (1)
where x ∈ Rn, u ∈ U ⊂ Rm are the state and the control
input vectors, respectively, with U the control input constraint
set, f : Rn → Rn and g : Rn → Rn×m are continuous
functions and d : R+ × Rn → Rn is an unknown additive
disturbance. We make the following assumption.
Assumption 1. There exists γ > 0 such that for all t ≥ 0
and x ∈ D ⊂ Rn, ‖d(t, x)‖ ≤ γ.
Assumption 1 implies that the disturbance d is uniformly
bounded in the domain D. This is a standard model to
account for various types of uncertainties, environmental
noises and external disturbances (see, e.g., [17]).
We now define some notations and functions necessary to
state the main problem. Let hS : R
n → R be a continuously
differentiable function defining the static safe set SS =
{x | hS(x) ≤ 0}. The system trajectories might also need to
maintain safety with respect to a dynamically-changing safe
set, for instance due to the presence of moving obstacles or
other agents in a multi-agent scenario. In such a case, a cen-
tralized collision avoidance scheme would require each agent
i to be in a safe set defined as {xi(t) | h(xi(t), xj(t)) ≤ 0}
for all j 6= i, where xi, xj ∈ Rn are the states of agent i and
j (see Section IV for a multi-agent case study). In particular,
if xi represents the position of the agent i, then the function
h can be chosen as h(xi(t), xj(t)) = d
2
s −‖xi(t)− xj(t)‖
2,
where ds > 0 is the safety distance. In this case, we can
define hT (t, xi) = maxj 6=i h(xi(t), xj(t)) so that it encodes
safety with respect to all other agents.2 To encode safety with
respect to a general time-varying safe sets, such as the one
discussed above, let hT : R+ × Rn → R be a continuously
differentiable function defining the time-varying safe set
ST (t) = {x | hT (t, x) ≤ 0}. Finally, let hG : Rn → R
1In this paper, for a function V : Rn → R, its partial derivative ∂V
∂x
∈
R
1×n is treated as a row-vector.
2One can use a smooth approximation for the max function, e.g.,
hT = log(
∑
j e
hij ), so that the resulting function hT is continuously
differentiable (see [10]).
a continuously differentiable function defining the goal set
SG = {x | hG(x) ≤ 0}. The problem formulation follows.
Problem 1. Find a control input u(t) ∈ U = {v ∈
R
m | uj,min ≤ v ≤ uj,max, j = 1, 2, . . . ,m}, t ≥ 0, and
a set D, such that for all x(0) ∈ D ⊂ SS ∩ ST (0), the
closed-loop trajectories of (1) satisfy
(i) x(T¯ ) ∈ SG for some user-defined T¯ > 0;
(ii) x(t) ∈ SS for all t ≥ 0;
(iii) x(t) ∈ ST for all t ≥ 0.
Here, U is box-constraint set where uj,min < uj,max are the
lower and upper bounds on the individual control input vj for
j = 1, 2, . . . ,m, respectively. Input constraints of this form
are very commonly considered in the literature [17], [11].
We can write U in a compact form as U = {v | Auv ≤ bu},
where
Au =


1 0 · · · 0
−1 0 · · · 0
0 1 · · · 0
0 −1 · · · 0
..
.

 ∈ R
2m×m
, bu =


u1,max
−u1,min
u2,max
−u2,min
..
.

 ∈ R
2m
.
Furthermore, we assume that the state x is not perfectly
known, in order to account for sensor noises and uncertain-
ties. More specifically, we consider that only an estimate of
the system state, denoted as xˆ, is available, and make the
following assumption.
Assumption 2. There exists an ǫ > 0 such that ‖xˆ(t) −
x(t)‖ ≤ ǫ, for all t ≥ 0.
Thus, we seek a feedback control input u(t) = u(xˆ(t)) that
solves Problem 1.
C. Forward invariance of a set
We first review a sufficient condition for guaranteeing
forward invariance of a set in the absence of the disturbances
and noises. Define S(t) = {x | h(t, x) ≤ 0} for some
continuously differentiable h : R+ × Rn → R.
Lemma 1. Let d ≡ 0 and the solution x(t) of (1) exist
and be unique in forward time. Then, the set S(t) =
{x | h(t, x) ≤ 0} is forward invariant for the trajectories
of (1) for all x(0) ∈ S(0) if the following condition holds:
inf
u∈U
{
Lfh(t, x) + Lgh(t, x)u +
∂h
∂t
(t, x)
}
≤ 0, (2)
for all x(t) ∈ ∂S(t), t ≥ 0, where ∂S(t) , {x | h(t, x) = 0}
is the boundary of the safe set S(t).
We also need the following Lemma to prove our main
results.
Lemma 2. Let d ≡ 0 and the solution x(t) of (1) exist
and be unique in forward time. If h(0, x(0)) < 0, and the
inequality
inf
u∈U
h˙ = inf
u∈U
{
Lfh(t, x(t)) + Lgh(t, x(t))u+
∂h
∂t
(t, x(t))
}
≤ α(−h(t, x(t))) (3)
holds for some locally Lipschitz class-K3 function α for all
t ≥ 0, then for any T ≥ 0, h(t, x(t)) < 0 for all 0 ≤ t ≤ T
and h(t, x(t)) ≤ 0 for all t ≥ 0.
3Recall that a function α ∈ K if it is continuous, strictly increasing, and
α(0) = 0.
A function that satisfies (2) is called a valid CBF by the
authors in [10], and the one that satisfies (3) for all x ∈ S
is called a zeroing-CBF by the authors in [2]. We make the
following assumption so that Problem 1 is feasible.
Assumption 3. The functions hS , hT satisfy (2) for (1) with
d ≡ 0.
Similar assumptions have been used in literature either
explicitly (see e.g., [1]) or implicitly (see e.g., [11]).
D. Fixed-time convergence
Next, we review a sufficient condition for fixed-time
stability of the origin for the closed-loop trajectories of (1).
Lemma 3 ([14]). Let V : Rn → R be a continuously
differentiable, positive definite, proper function, satisfying
V˙ (x(t)) ≤ −c1(V (x(t)))
a1 − c2(V (x(t)))
a2 + c3V (x(t)), (4)
with c1, c2 > 0, c3 ∈ R, a1 = 1 +
1
µ
, a2 = 1 −
1
µ
for
some µ > 1, along the closed-loop trajectories of (1). Then,
there exists a neighborhood D of the origin such that for all
x(0) ∈ D, the trajectories of (1) reach the origin in a fixed
time T where T,D are known functions of µ and c32√c1c2 .
In this work, without loss of generality, it is assumed that the
functions hS , hT , hG are relative-degree one functions. For
higher-relative degree functions, higher-order CLF and CBF
conditions can be used. For example, if the function hS is of
relative degree 2 (as in the case study presented in Section
IV), then following the results in [21], it can be shown that
satisfaction of the inequality
L
2
fhS + LgLfhSu+ 2LfhS + hS ≤ α(−LfhS − hS), (5)
for some α ∈ K implies that the set S¯S = {x | LfhS(x) +
hS(x) ≤ 0} ⊂ SS is forward-invariant. In this case, one can
define h¯S = LfhS + hS so that (5) reads
Lf h¯S + Lgh¯Su ≤ α(−h¯S), (6)
which is same as (3), thus guaranteeing forward invariance
of the set S¯S . Interested reader is referred to [22] for more
details on higher-order CBF conditions.
III. MAIN RESULTS
A. Robust CBF and CLF
In this subsection, we present conditions for robust CBFs
so that the safety requirements (ii) and (iii) in Problem 1 can
be satisfied in the presence of the disturbance d and error ǫ.
We make the following assumption.
Assumption 4. There exist lS, lT > 0 such that∥∥∥∥∂hS∂x (x)
∥∥∥∥ ≤ lS ,
∥∥∥∥∂hT∂x (t, x)
∥∥∥∥ ≤ lT ,
for all x ∈ D ⊂ Rn, and all t ≥ 0.
Since the functions hS , hT are continuously differentiable,
Assumption 4 can be easily satisfied in any compact domain
D. Corresponding to the set S(t) = {x | h(t, x) ≤ 0} for
some continuously differentiable h : R+ × Rn → R, define
Sˆǫ(t) = {xˆ | h(t, xˆ) ≤ −lǫ}, where l = sup ‖
∂h(t,x)
∂x
‖ is the
Lipschitz constant of the function h. We define the notion of
a robust CBF as follows.
Definition 1 (Robust CBF). A continuously differentiable
function h : R+ × Rn → R is called a robust CBF for (1)
with respect to a disturbance d satisfying Assumption 1 if
the following condition holds
inf
u∈U
{
Lfh(t, x(t)) + Lgh(t, x(t))u +
∂h
∂t
(t, x(t))
}
≤ α(−h(t, x(t))) − lγ,
(7)
for some locally Lipschitz class-K function α and for all
x(t) ∈ S(t), t ≥ 0.
Note that we use the worst-case bound of ‖∂h
∂x
d‖ = lγ to
define the robust CBF. This condition can be relaxed if more
information than just the upper bound of the disturbance is
known.
We can now state the following lemma that relates the
robust CBF condition with forward invariance of the set S(t)
in the presence of disturbance d.
Lemma 4. Let the solution x(t) of (1) exist and be unique
in forward time. Then, the set S(t) is forward invariant for
the trajectories of (1) for all xˆ(0) ∈ Sˆǫ(0) if b , h + lǫ is
a robust CBF for (1).
Proof. Using mean value theorem, there exists z ∈ Rn such
that
h(t, x) = h(t, xˆ+ (x − xˆ)) = h(t, xˆ) +
∂h
∂x
(t, z)(x− xˆ)
≤ h(t, xˆ) +
∥∥∥∥∂h∂x(t, z)
∥∥∥∥ ‖(x− xˆ)‖ ≤ h(t, xˆ) + lǫ.
Thus, h(t, xˆ) ≤ −lǫ implies that h(t, x) ≤ 0. Define
b(t, xˆ) = h(t, xˆ) + lǫ, so that its time derivative (b˙(t, xˆ) =
h˙(t, xˆ)) along the trajectories of (1) reads
b˙(t, xˆ) = Lfh(t, xˆ) + Lgh(t, xˆ)u+ Ldh(t, xˆ) +
∂h
∂t
(t, xˆ)
≤ Lfh(t, xˆ) + Lgh(t, xˆ)u+
∥∥∥∥∂h∂dd(t, xˆ)
∥∥∥∥+ ∂h∂t (t, xˆ)
≤ Lfh(t, xˆ) + Lgh(t, xˆ)u+
∂h
∂t
(t, xˆ) + lγ
(7)
≤ α(−h(t, xˆ)− lǫ) = α(−b(t, xˆ)).
Thus, using Lemma 1, we have that b(t, xˆ(t)) ≤ 0 (or,
h(t, xˆ(t)) ≤ −lǫ) for all t ≥ 0, i.e., the set Sˆǫ(t) is forward
invariant for xˆ(t) for all xˆ(0) ∈ Sˆǫ(0). Thus, we have
h(t, x) ≤ 0 for all t ≥ 0, implying forward invariance of
set S(t) for all xˆ(0) ∈ Sˆǫ(0). 
Thus, we can use the condition (7) to satisfy the safety
requirements (ii)-(iii) in Problem 1. Intuitively, Lemma 4
guarantees that if xˆ(t) ∈ Sǫ(t), then x(t) ∈ S(t) for any
t ≥ 0, starting from which, forward invariance of the set
S(t) can be guaranteed.
Remark 1. Note that for the robust CBF condition, if the
set Sˆǫ(0) is empty, then there exists no initial condition for
which forward invariance of the set S can be guaranteed
based on Lemma 4.
Next, we present a robust CLF condition to guarantee
FxTS of the closed-loop trajectories to the goal set. Consider
a continuously differentiable function V : Rn → R with
Lipschitz constant lV . Using Taylor expansion, we obtain
V (x) ≤ V (xˆ) + lV ǫ, (8)
which implies that if V (xˆ) ≤ −lV ǫ, then V (x) ≤ 0. Using
this and inspired from [14, Definition 2], we define the notion
of robust fixed-time CLF (FxT-CLF).
Definition 2 (Robust FxT-CLF-S). A continuously differen-
tiable function V : Rn → R is called a robust FxT-CLF-S for
a set S with respect to a disturbance d satisfying Assumption
1 if V (x) < 0 for x ∈ int(S), and there exists α ∈ K∞ such
that V (x) ≥ α(‖x‖S) for all x /∈ S, satisfying
inf
u∈U
{LfV (xˆ) + LgV (xˆ)u} ≤ −α1(V (xˆ) + lV γ)
γ1
− α2(V (xˆ) + lV γ)
γ2 + δ1(V (xˆ) + lV γ)− lV γ,
(9)
with α1, α2 > 0, δ1 ∈ R, γ1 = 1 +
1
µ
, γ2 = 1−
1
µ
for some
µ > 1, along the trajectories of (1).
For any function φ : R+ ×Rn → R with Lipschitz constant
lφ, define
φˆ(t, ·) = φ(t, ·) + lφγ. (10)
Based on this, we can state the following result.
Lemma 5. Let V : Rn → R be a robust FxT-CLF-SG
for (1). Then, there exists u ∈ U , and a neighborhood D
of the set SG such that for all xˆ(0) ∈ D, the closed-loop
trajectories of (1) reach the goal set SG in a fixed time T .
Proof. Define Vˆ (xˆ) per (10) so that
˙ˆ
V (xˆ) = V˙ (xˆ). Note
that (9) implies that there exists u ∈ U such that
˙ˆ
V (xˆ) = Lf Vˆ (xˆ) + LgVˆ (xˆ)u+ LdVˆ (xˆ)
≤ −α1Vˆ (xˆ)
γ1 − α2Vˆ (xˆ)
γ2 + δ1Vˆ (xˆ).
Thus, from [14, Theorem 4], we obtain that there exists a
domain D and fixed time 0 < T <∞ such that Vˆ (xˆ(T )) =
0 for all xˆ(0) ∈ D. Thus, we obtain that V (xˆ(T )) ≤ −lV ǫ,
which, in light of (8), implies V (x(T )) = 0 for all xˆ(0) ∈
D. Since V (x) ≥ α(‖x‖SG), V (x(T )) ≤ 0 implies that
α(‖x(T )‖SG) ≤ 0, i.e., x(T ) ∈ SG, which completes the
proof. 
The robust FxT-CLF condition guarantees that if the esti-
mated state xˆ reaches a certain level set in the interior of
the set SG, quantitatively given as {x | V (xˆ) ≤ −lV γ},
then the actual state x reach the zero sub-level set of V , and
thus, reach the set SG.
Remark 2. For Lemma 5, it is required that the set
{xˆ | hG(xˆ) ≤ −lGγ} 6= ∅. Otherwise, if the minimum
value of the function hG exceeds −lGγ, i.e., hG,min ,
min
x∈SG
hG(x) > −lGγ, so that {xˆ | hG(xˆ) ≤ −lGγ} = ∅,
it is not possible for hˆG(xˆ) to go to zero. In such cases, the
condition (9) implies that the closed-loop trajectories only
reach the set {x | hG(x) ≤ hG,min+ lGγ} and not the zero
sub-level set of the function hG. One such example is the case
when the goal set is a singleton, i.e., SG = {x | ‖x−xG‖ ≤
0} = {xG} for some xG ∈ Rn; in this case int(SG) is
empty and min
x∈SG
hG(x) = 0, and thus, condition (9) only
guarantees that the closed-loop trajectories reach the set
{x | ‖x− xG‖ ≤ lGγ}.
With robust CBF and robust FxT-CLF conditions at hand,
we can determine whether a given control input can render
a safe set forward invariant, and drive the closed-loop trajec-
tories to the desired goal set in the presence of disturbances
and sensor noises. Next, we address the problem of finding
such a control input that satisfies the robust CBF and robust
FxT-CLF condition simultaneously, along with the input
constraints. To this end, we resort to the QP-based method
similar to [14], where the CBF and FxT-CLF conditions are
cast as linear inequality constraints in a min-norm control
problem.
B. QP formulation
In this subsection, we discuss how to incorporate robust
FxT-CLF and CBF constraints in a QP formulation, and
discuss its feasibility. We use the result of Lemma 4 to
formulate robust CBF constraints for the sets SS and ST , and
Lemma 5 to formulate the robust FxT-CLF-SG constraint
for the goal set SG. For the sake of brevity, we omit the
arguments xˆ and (t, xˆ). Define z =
[
vT δ1 δ2 δ3
]T
∈
R
m+3, and consider the following optimization problem
min
z∈Rm+3
1
2
z
T
Hz + F T z (11a)
s.t. Auv ≤ bu, (11b)
Lf hˆG + Lg hˆGv ≤ δ1hˆG − α1 max{0, hˆG}
γ1
− α2 max{0, hˆG}
γ2 − LhGγ (11c)
Lf hˆS + Lg hˆSv ≤− δ2hˆS − lSγ, (11d)
Lf hˆT + Lg hˆT v ≤− δ3hˆT −
∂hˆT
∂t
− lT γ, (11e)
where H = diag{{wul}, w1, w2, w3} is a diagonal matrix
consisting of positive weights wul , w1, w2, w3 > 0 for
l = 1, 2, . . . ,m, F =
[
0
T
m q 0 0
]T
with q > 0
and functions hˆG, hˆS (respectively, hˆT ) are functions of xˆ
(respectively, (t, xˆ)) defined as per (10). The parameters
α1, α2, γ1, γ2 are fixed, and are chosen as α1 = α2 =
µπ/(2T¯ ), γ1 = 1+
1
µ
and γ2 = 1−
1
µ
with µ > 1 and T¯ the
user-defined time in Problem 1. Define SˆG = {xˆ | hG(xˆ) ≤
−LGγ} so that xˆ ∈ SˆG =⇒ x ∈ SG. Below we explain
what each constraint in the QP (11) encodes:
• (11b): control input constraint;
• (11c): convergence of the closed-loop trajectories to the
goal set SG within the user-defined time T¯ (Lemma 5)
4;
• (11d) and (11e): forward-invariance of the safe sets SS
and ST , respectively, (Lemma 4).
We are now ready to present our main result.
Let the solution of (11) be denoted as z∗(·) =[
v∗(·)T δ∗1(·) δ
∗
2(·) δ
∗
3(·)
]T
.
Theorem 1. The following holds for each agent i:
(i) The QP (11) is feasible for all xˆ(t) ∈(
int
(
SˆS
)
∩ int
(
SˆT (t)
))
\ SˆG for all t ≥ 0;
(ii) If the solution z∗ is continuous in its arguments and
max
0≤τ≤T¯
δ1(x(τ)) ≤ 0, then the control input defined
as u = v∗ guarantees convergence of the closed-loop
trajectories to the goal set SG within time T¯ , i.e.,
the control input u = v∗ solves Problem 1 for all
xˆ(0) ∈
(
D ∩ int(SˆS) ∩ int(SˆT (0))
)
.
4As shown in [6, Corollary 1], the max function in (11c) guarantees
that once the closed-loop trajectories reach the goal set SG, it is forward-
invariant.
Proof. Part (i): Since xˆ(t) ∈ (int(SˆS ∩ int(SˆT (t))) \ SG, we
have that hˆS(xˆ), hˆT (t, xˆ), hˆG(xˆ) 6= 0 for all t ≥ 0. Choose
any v = v¯ ∈ U and define
δ1 =
Lf hˆG + LghˆGv¯ + α1hˆ
γ1
G + α2hˆ
γ2
G + lV γ
hˆG
,
which is well-defined for all xˆ /∈ SˆG, so that (11c) is
satisfied with equality. Similarly, we can define δ¯2, δ¯3 so
that (11d)-(11e) are satisfied with equality. Thus, there exists
z¯ =
[
v¯T δ¯1 δ¯2 δ¯3
]T
such that all the constraints of QP
(11) are satisfied.
Part (ii): The condition (11c) implies that the time deriva-
tive of hˆG(xˆ(t)) satisfies (9) for all xˆ(t) ∈ D ∩ int(SˆS) ∩
int(SˆT (t)). Thus, using Lemma 5 and [14, Theorem 4], we
obtain that hˆG(xˆ(t)) ≤ 0 for t ≥ T¯ , which implies that
hG(xˆ(t)) ≤ −LGγ, which in turn implies hG(x(t)) ≤ 0 for
t ≥ T¯ for all xˆ(0) ∈ D∩ int(SˆS)∩ int(SˆT (0)). Furthermore,
conditions (11d) and (11e) imply that the functions hS and
hT are robust CBFs for (1), and thus, the set SS ∩ ST is
forward-invariant. Thus, the control input u = v∗ solves
Problem 1 for all xˆ(0) ∈ D = D∩ int(SˆS)∩ int(SˆT (0)). 
It is worth noting that the constraints in the QP (11) are
a function of the estimated state xˆ, and not the actual
state x, which is unknown. Thus, the resulting control input
u = v∗(xˆ) is realizable. Before presenting the case study,
we provide some discussion on the main result.
Remark 3. Theorem 1 guarantees that starting from the
intersection of the interiors of the safe sets, the closed-loop
trajectories remain inside the interior of these sets, which,
with the help of slack variables in (11d)-(11e), guarantees
recursive feasibility of the QP. The case when the initial
conditions lie on the intersection of the boundaries of the safe
sets requires strong viability assumptions such as existence
of u such that (2) holds for both hS and hT for all x ∈
∂SS ∩ ∂ST . Under this condition, the result in Theorem 1
can be extended to the set D = D ∩ (SˆS) ∩ (SˆT (t)).
Remark 4. We impose continuity requirements on the solu-
tion of the QP (11) in order to be able to use the traditional
Nagumo’s viability theorem to guarantee forward invariance
of a set. Some of the prior work e.g., [2], [12], [14] discusses
conditions under which the solution of parametric QP such
as (11) is continuous, or even Lipschitz continuous. More
recently, utilizing the concept of strong invariance and tools
from non-smooth analysis (see [23]), we discuss forward
invariance of a set requiring that the control input is only
measurable and locally bounded in [24].
Remark 5. Note that the result in part (iii) of Theorem 1
requires δ1 ≤ 0 so that the control input u solves the conver-
gence requirement of Problem 1. When this condition does
not hold, the closed-loop trajectories, while still satisfying
safety requirements, may not converge to goal set within
the required time T¯ , or from any arbitrary initial condition
x(0) /∈ SG (see [14] for a detailed discussion on the matter).
IV. CASE STUDY
We consider a numerical case-study involving underactu-
ated underwater autonomous vehicles with state Xi ∈ R6,
modeled as


x˙i
y˙i
φ˙i
m11u˙i
m22 v˙i
m33 r˙i


=


ui cosφi − vi sinφi + Vw cos(θw)
ui sinφi + vi cosφi + Vw sin(θw)
ri
m22viri +Xuui +Xu|u||ui|ui
−m11uiri + Yvvi + Yv|v||vi|vi
(m11 −m22)uivi +Nrri +Nr|r||ri|ri


+


0
0
0
τu,i
0
τr,i


(12)
where zi = [xi, yi, φi]
T is the configuration vector of the
i-th agent, τi = [τu,i, τr,i]
T is the control input vector where
τr,i are the control input along the surge (x-axis) and yaw de-
gree of freedom, respectively, Xu, Yv, Nr are the linear drag
terms, and Xu|u|, Yv|v|, Nr|r| are the non-linear drag terms
(see [25] for more details). The additive disturbance d =[
Vw(Xi, t) cos(θw(Xi, t))
Vw(Xi, t) sin(θw(Xi, t))
]
with |Vw(Xi, t)| ≤ γ models
the effect of an unknown, time-varying water current acting
on the system dynamics of each agent. We also consider
measurement uncertainties in the state estimates as stated
in Assumption 2. Note that the system dynamics is under-
actuated since there is no control input in the sway degree
of freedom (y-axis). The multi-task problem considered for
the case study is as follows (see Figure 1):
Problem. Compute the control input τi ∈ Ui =
[−τu,m, τu,m]×[−τr,m, τr,m], τu,m, τr,m > 0, such that each
agent
(i) Reaches an assigned goal region around a point gi ∈
R
2 within a user-defined time T , i.e., [xi(t) yi(t)]
T
→
gi as t→ T ;
(ii) Keeps their respective point-of-interest pi ∈ R2 in their
field of view (given as a sector of radius R > 0 and
angle α > 0), i.e., zi(t) ∈ F = {z ∈ R3 | ‖ [xi yi]
T
−
pi‖ ≤ R, |∠
(
pi − [xi yi]
T
)
−φi| ≤ α} for all t ≥ 0;
(iii) Maintains a safe distance ds with respect to other
agents, i.e., ‖ [xi(t) yi(t)]
T
− [xj(t) yj(t)]
T
‖ ≥ ds
for all t ≥ 0, i 6= j,
where ∠(·) is the angle of the vector (·) with respect to the
x-axis of the global frame.
Note that (ii) requires safety with respect to a static safe
set, while requires (iii) safety with respect to a time-varying
safe set.
Fig. 1. Problem setting for the two-agent case.
The parameters used in the case study are given in Table
I:
First, we construct CLF and CBFs to guarantee conver-
gence to the desired location, and invariance of the required
safe sets, respectively. Consider the function hij = d
2
s −∥∥∥[xi(t) yi(t)]T − [xj(t) yj(t)]T
∥∥∥2, defined for i 6= j, so
that hij ≤ 0 implies that the agents maintain the safe distance
TABLE I
DYNAMIC PARAMETERS AS TAKEN FROM [25].
m11 5.5404 Xu -2.3015 Xu|u| -8.2845
m22 9.6572 Yv -8.0149 Yv|v| -23.689
m22 1536 Nr -0.0048 Nr|r| -0.0089
ds. Since the function hij is relative degree two function with
respect to the dynamics (12), we use the second order safety
condition discussed in [13]. Similarly, for keeping the point-
of-interest in the field of view, we use two separate CBFs,
defined as hφ =
∣∣∣∠(pi − [xi yi]T
)
− φi
∣∣∣2 − α2, hR =∥∥∥[xi yi]T − pi
∥∥∥2 − R2, so that hφ(zi) ≤ 0, hR(zi) ≤ 0
implies that zi ∈ F . For hφ, hR, we use the relative degree
2 condition (5). Finally, we define the CLF as V = 12 (Xi −
Xdi)
T (Xi −Xdi), where Xi ∈ R6 is the state vector of the
i-th agent, and Xdi ∈ R6 its desired state, defined as
Xdi =


gi
θg
c1
∥∥∥gi − [xi yi]T
∥∥∥ cos(θg − φi)
c1
∥∥∥gi − [xi yi]T
∥∥∥ sin(θg − φi)
c2(θg − φi)


where θg = ∠
(
gi − [xi yi]
T
)
and c1, c2 > 0 are some
constants. We consider 4 agents for the numerical experi-
ments. First, we fix γ = 0.5 and ǫ = 0.5. Figure 2 shows the
path traced by 4 agents. The solid circular region represents
the goal set defined as {X | V (X) ≤ 0.1}, and the square
boxes denote the point of interests pi for each agent.
5 Figure
3 plots VM = maxi{Vi} showing the convergence of the
agents to their respective goal sets, while satisfying all the
safety constraints, as can be seen from Figure 4, which plots
hM = max{hij , hR, hφ} showing that all the CBFs are non-
positive at all times for all the three cases.
Fig. 2. Closed-loop paths traced by agents in a 4 agents scenario for
the nominal case, i.e., without any disturbance (solid lines), with only
state estimation error (SEE) (dashed lines) and with both SEE and additive
disturbance (AD) (dotted lines).
Figures 5 and 6 show the control inputs τu and τr,
respectively, for the 4 agents, and it can be seen that the
control input constraints are satisfied at all times.
5A video of the simulation is available at: https://tinyurl.com/y32oa4p4.
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Fig. 3. Point-wise maximum of Lyapunov functions VM (t) =
maxi{Vi(t)} with time for the three cases.
0 10 20 30 40 50 60
-2.5
-2
-1.5
-1
-0.5
0
0.5
Fig. 4. Point-wise maximum of CBFs hij , hR, hφ, showing satisfaction
of all the safety constraints for the three cases.
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Fig. 5. Control input τu for each agent.
Figure 7 plots the value of the Lyapunov function V with
time for various values of the upper-bound γ between 0.5
and 5. The value of γ increases from blue to red, and it
can be observed from the figure that the final value of the
function V increases with γ.
V. CONCLUSION
We considered a multi-task control synthesis problem
for a class of nonlinear, control-affine systems under input
constraints, where the objectives include remaining in a static
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Fig. 6. Control input τr for each agent.
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Fig. 7. Lyapunov function V with time for various disturbance bound γ
for a 2 agent scenario.
safe set and a time-varying safe set, and reaching a goal set
within a fixed time. We also considered additive disturbances
in the system dynamics, and bounded sensor noise in the
available state measurements. We utilized robust CBFs to
guarantee safety, and robust FxT-CLF to guarantee fixed-time
reachability to given goal sets. Finally, we formulated a QP,
incorporating safety and convergence constraints using slack
variables so that its feasibility is guaranteed. We showed
that under certain conditions, control input defined as the
solution of the proposed QP solves the multi-task problem,
even in the presence of the considered disturbances and input
constraints.
One of the drawbacks of the presented method is the
conservatism due to the absence of the knowledge of the
structure of the disturbance. In the future, we would like
to study online learning-based methods in order to learn
estimates of the disturbances, so that the formulation can
be made less conservative.
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