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ABSTRACT
Search for new functional inorganic materials has been a perennial focus of materials sci-
ence and plays a crucial role in uncovering novel phenomena. One class of materials that
has particularly drawn tremendous attention is that of transition metal chalcogenides ex-
hibiting strong d-electron correlations. These materials result in a plethora of exotic phys-
ical phenomena such as superconductivity, metamagnetic metallic behavior, and quantum
phase transitions via a complex interplay of spin, charge, lattice and orbitals degrees of
freedom. Since the discovery of superconductivity in low-dimensional materials, there
has been a growing thrust to understand the emergent phenomena that arise from strong
electron correlations. This dissertation describes attempts to find new materials with low-
dimensional magnets as one use case in the ternary chalcogenide phase space. This work
utilizes two different approaches to look for new magnetic materials – discovery of new
magnetic compounds and chemical substitution of existing compounds.
Increased computing power and modern electronic structure calculations have tremen-
dously aided the discovery of new materials. Core to this effort, however, is the vali-
dation of these predictions which demands versatile and efficient experimental methods.
As a part of the first approach, novel transition metal chalcogenides will be explored us-
ing high-throughput experimental techniques, such as temperature and time-resolved in-
situ x-ray diffraction, powered by computational predictions in the Ba–Ru–S and ternary
chalcogenide phase diagrams of the form X–Y –Z (X = K, Na, Ba, Ca, Sr, La, K; Y is a
3d transition metal; and Z = S or Se) (by collaborating with computational scientists) In
situ X-ray diffraction reveals the kinetic behavior of reagents, the course of their reaction,
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and the presence of any products regardless of their temperature existence window. The
research presented here aims to bridge the gap between computational and experimen-
tal studies. New insights into prioritizing computationally predicted compounds will be
suggested to guide experimental discoveries.
The second approach to discovering new compounds involves perturbing the ground
state of known magnetic materials by chemical substitution which will result in spin frus-
tration thereby resulting in new magnetic ground states. Examples here will include the
bond and geometric frustration in Mn1−xFexPSe3 and K2MnS2−xSex. The competing ex-
change interactions caused by bond frustration due to cation substitution and anisotropy
will be studied in Mn1−xFexPSe3 to reveal co-existing nanoscale magnetic phases in this
solid solution. Second, the interplay between various exchange interactions caused by
geometry and anisotropy will be exploited to reveal an unexpected incommensurate mag-
netic ordering in K2MnS2−xSex previously identified as a simple antiferromagnetic struc-
ture.
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Expanding the library of inorganic materials with novel magnetic structures and exotic
functional properties is a perennial endeavor in materials science that draws interests
from both scientific and technological fields. These inorganic compounds containing tran-
sition metals with incompletely filled d-shells are particularly of special interest because
of their strongly-correlated electrons and the resulting exotic magnetic phenomena in-
cluding superconductivity,[3] metamagnetism,[4] magnetoresistance,[5] and spin glass
behavior.[6] due to a complex interplay of spin, charge, lattice and orbitals degrees of
freedom. In these partially-filled transition metal systems, all the above degrees of free-
dom intimately couple and result in a plethora of magnetic structures, ground states, and
phase transitions.
Magnetism in inorganic crystalline solids is intimately connected to the crystal structure
and the magnetic interactions between the atoms. In low dimensional materials, such
magnetic interactions become prominent in one or two spatial directions and can result
in both experimental and theoretical realization of new phases of matter. This reduced
dimensionality in magnetic materials can be traced back to 90 years ago. While the first 40
years were primarily devoted to the theoretical studies such as Heisenberg chain model, 2D
Ising model, the experimental evidences of 1D and 2D magnetic systems came around only
in the 1970s. One of the classical examples are the early neutron scattering experiments
on (CH3)4NMnCl3 (TMMC). [7] The biggest milestone in low dimensional magnetism
was, however, achieved by Bednorz and Müller with the discovery of high-temperature
superconductivity in La2−xBaxCuO4, the parent compound of which happens to be a 2D
1
antiferromagnet. [8]
High-TC superconductivity in cuprates is one of the most intriguing phenomena in low
dimensional correlated-electron systems. These superconductors have a layered struc-
ture with CuO2 planes separated by charge reservoir layers which may dope electrons
or holes into the CuO2 planes. A generic magnetic phase diagram of cuprate supercon-
ductors is shown in Figure 1.1. The undoped parent compounds are antiferromagnetic
(AF) insulators. Upon doping, the antiferromagnetic ordering is destroyed and an un-
conventional SC phase appears at higher values of doping, with a dome-shaped critical
temperature. Between the antiferromagnetic phase and superconducting phase, many in-
tertwined phases of matter that display magnetically disorder have been observed such as
pseudogap, charge-, spin- and pair-density waves. The physics of cuprate superconductors
is rich, and therefore a simplified phase diagram such as that shown cannot capture all the
phases.
While magnetism destroys Cooper pairs in conventional superconductivity, it plays an
important role in cuprate superconductors. The mechanism by which the magnetic inter-
actions give way to Cooper pairs is highly debated. To understand the physics of non-BCS
superconductors, it is crucial to investigate how magnetic interactions evolve versus doping
- not just in superconductors, but in similar compounds where no Tc is observed. To that
end, there has been an ongoing effort to understand the emergent phenomena that arise
from correlated behaviors in low dimensional magnetic materials. One such interest and a
topic of intense scientific investigation lies in the field of pnictide and chalcogenide mate-
rials. Experimental study of materials with building blocks of transition metal-chalcogen
has received attention in the last few years. Furthermore, external stimuli such as chem-
ical substitution, pressure, and magnetic field can further perturb the delicate balance in
magnetic interactions and result in new magnetic states such as spin liquids, spin glasses,
non-collinear magnetic structures. [9] This dissertation will thus focus on finding new low



















Figure 1.1: A schematic diagram of the cuprate superconductors
3
magnetic structures to induce spin frustration and change the low temperature magnetic
ground state.
One possible way to decrease the dimensionality of a ternary magnetic system is by in-
corporation of alkali and alkaline earth metals in the crystal structure. The combination of
Group 1 or Group 2 metal with the covalent structure of a binary transition metal sulphide
leads to the formation of a ternary two-dimensional (2D) layered and one-dimensional
(1D) chain-like structures. Alkali and alkaline earth metals are too electropositive to
bond covalently with the chalcogen and hence induce formation of anisotropic covalently
bonded transition metal-chalcogen framework, which is interdispersed by alkali and al-
kaline earth metals. A ternary chalcogenide, AxMyChz can then be treated as an ionic
compound of [MxChz]n− and An+. Incorporation of more alkali and alkaline earth metals
reduces the cross-linking between TM-Ch networks. Lower electronegativity of chalcogens
as compared to oxygen leads to a more TM-Ch covalent bond and more orbital overlap,
increasing the indirect magnetic coupling between the transition metals.
The ternary chalcogenide phase space, however, is much less explored than oxides.
Based on the comparison of the number of compounds present in Inorganic Crystal Struc-
ture Database (ICSD),[10] a quick search reveals 21126 entries for ternary oxides as com-
pared to just 5922 ternary sulfides, 3611 ternary selenides and 2423 ternary tellurides.
These numbers from ICSD entries contain duplicates but can be taken as a good reflection
of the total work done in these systems. Traditionally, the focus of inorganic solid state
chemistry has been on oxides since sulfides and selenides being air-sensitive, the chal-
lenges and cost associated with handling these materials could be one of the reasons for
their relatively less explored nature. This certainly opens a question of whether there are
new undiscovered materials with potential novel properties in chalcogenide phase space.
The following section will describe the approaches used in this dissertation to find new
magnetic materials and induce spin frustration to change the low temperature magnetic
ground state.
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1.1 Approaches for discovering new magnetic materials
Two different approaches are used in this thesis for finding materials with relevant mag-
netic properties in the class of ternary transition metal chalcogenides: (1) discovery of
new inorganic magnetic materials using a combined computational and experimental ap-
proach, (2) chemical doping or substitution of existing materials to uncover interesting
magnetic phenomena.
The two approaches mentioned here can also be regarded as inverse and direct ap-
proaches as mentioned by Dr. Kiyoyuki Terakura. [11] The direct method is the deductive
method where the properties of existing materials are studied. The inverse method, re-
garded as a more difficult and challenging method, is inductive and relies on discovering
new materials or finding new materials from existing databases.
1.1.1 First approach: Discovery of new inorganic materials using a
combined computational and experimental approach
The first approach which involves finding undiscovered compounds is rather tedious and
difficult. Doing an exhaustive brute-force study of all possible phase diagrams is highly
unfeasible. For example, the number of ternary phase diagrams to be investigated con-
sisting of three different atoms chosen from a set of 85 elements would be of the order of
105. Currently there is no established, prescribed method for discovering new materials.
To go beyond discoveries made through serendipity and classical phase explorations, an
integrated approach towards combining computational and experimental efforts is essen-
tial to create a single framework for accelerated materials discovery. The first part of this
thesis focuses on finding new inorganic materials using combined approaches of a variety
of computational and experimental tools.
Such a modern approach to materials discovery can leverage advances in parallel com-
putation to organize, predict, and compute the thermodynamic stability of hypothetical
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phases. For inorganic compounds, these efforts are often embodied by chemical substi-
tution of ions in known structure types [12, 13] or by genetic algorithm approaches that
build new structure types from their constituents.[14, 15, 16] These techniques are not
mutually exclusive, and known or hypothesized phases can be used to seed a genetic
algorithm run for a given phase space. Numerous databases based on high-throughput
computation and open source web based analysis tools now exist such as the Materials
Project,[12] OQMD,[17] and Aflowlib. [18] Some reliance on data mining is typically
used to seed an initial group of structures for substitution. [14, 19, 20, 21] Computa-
tional screening for thermodynamically stable phases, involving both small-scale and high-
throughput searches, has been attempted in many areas of materials chemistry, including
hydrogen storage,[22, 23] piezoelectrics,[24] carbon capture materials,[25] radiation de-
tector materials,[26] topological insulators,[27] lithium ion batteries,[28, 29, 30, 31] ther-
moelectrics, [13, 32] binary alloys, [33], superconductors [34] and clarification of crystal
structure debates. [35]
Density functional theory (DFT) is one of the most popular methods used to calculate
and predict properties of solids in condensed matter physics. Density functional theory cal-
culations are becoming increasingly accurate in predicting formation enthalpies. However,
the predicted compounds have often eluded experimental discovery and DFT predictions
often deviates from experimental value. A deviation in these calculations can be caused
by many reasons. The approximate nature of the exchange-correlation functional, which
is the main reason behind the success and the failure of DFT results in intrinsic errors in
DFT. [36] Numerical errors in the form of computational noise also add to total error in
DFT calculations. [36] While the computational power has improved higher accuracy cal-
culations such as Quantum Monte Carlo can be performed to reduce some of the errors, it
often becomes more expensive than the laboratory experiments. Errors in computational
models, also known as model errors, can result in false predictions and reduce the overall
accuracy. Phonon-based methods of estimating the entropic term in the Gibbs free energy
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are also available,[37, 38] but cost of application to all candidate structures and the need
for self-consistency along the hull precludes their use.
Formation enthalpies obtained from DFT calculations can be used to calculate the convex
hull of a chemical space, which gives us a measure of the energy difference between the
candidate compound and the hull. In the absence of high-accuracy DFT calculations, the
predicted phases do not always lie on or below the convex hull (Figure 1.2 (a)). A decision
to synthesize a predicted compound or not is then dependent on a cutoff or DFT error bar.
There are, thus, two potential errors one can make: false positive, in which a compound
is suggested for synthesis and does not form, and false negative, in which a candidate
compound is discarded but would have formed (Figure 1.2 (b)). However, to minimize
the likelihood of false negative predictions, the false positive rate ends up being quite
large, or in other words the true positive rate is very low.
Ultimately, the goal is to find new materials and the choice of computational and experi-
mental methods should lead to an overall optimization of the total cost and time, and result
in synchronization between computational and experimental efforts. In the absence of ac-
curate computational prediction, faster experiments and a strategized plan to prioritize
the predictions is necessary to increase the conversion ratio of predicted compounds into
experimentally stable phases. Synthesis experiments can hence evolve. High-throughput
synthesis has been performed by automation, e.g. through fluidic approaches of framework
materials[39] or composition-spread film deposition of oxides and alloys, [40, 41, 42] but
their startup costs are high. When high-throughput computation leads to distinct candi-
dates, the goal is to reduce the number of synthesis attempts.[13, 43, 44]
Traditional solid state reactions, which are mainly ex situ reactions, involves a post-
mortem examination of a reaction and can be extremely tedious for exploratory purposes
when the reaction conditions are unknown. Both stable and metastable phases can be
easily missed in case of traditional solid-state reactions. We find that encapsulated in-situ






















































Figure 1.2: (a) Schematic of a convex hull for a binary system AB, (b) truth table for
computationally predicted and experimentally stable compounds
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it reveals the kinetic behavior of reagents, the course of their reaction, and the presence
of any products regardless of their temperature existence window and whether or not
they persist at the end of the reaction.[45] For each reaction, a reaction mixture is sealed
under vacuum in a quartz capillary and mounted on the diffractometer. A small oven with
heating coils can slide over the capillary with kapton windows on either side to facilitate
X-ray data collection under transmission geometry. In situ exploratory reactions are a very
efficient way of phase exploration to identify any new stable or metastable phase in a
phase space. In situ X-ray diffraction has been successfully used as a “panoramic synthesis”
diffraction method to observe melting, crystallization, and phase transformation events
for the detection of intermediate phases that may form and interconvert during heating or
cooling of a reaction mixture. [45] The study showed that new phases were found even in
systems that are already well investigated.
1.1.2 Second approach: Chemical doping or substitution of existing
materials
The second approach is to chemically dope or substitute known magnetic materials to tune
magnetism and access novel states. Chemical substitution alters the structural and elec-
tronic properties, which in turn affect the magnetic interactions. For example, chemical
doping of La2CuO4 can drive an antiferromagnetic (AFM), non-superconducting parent
compound to a superconducting (SC), non-AFM state.[8] The intertwined phases between
superconducting and antiferromagnetic states exhibit many unusual properties, such as
pseudogap behavior. Simultaneous suppression of the antiferromagnetic order and the
emergence of the pseudogap phase and the superconductor from the Mott insulator is
viewed in the form of a doped spin liquid state [46] and consequently, high-temperature
superconductivity has been theorized to arise from a disordered spin liquid state. In the
absence of knowledge of the extent, nature and cause of these phases, a better understand-
ing of disordered magnetic states, thus, will provide insights into the puzzling behavior of
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strongly correlated materials.
Frustration is a very common way to induce disorder in magnetic materials. Frustrated
magnetism is a very diverse field that has grown tremendously in the last few decades.
A system is called frustrated when the total interaction energy cannot be minimized by
minimizing every interaction term. Such a system is highly degenerate. Frustration can be
classified in two types; geometrical frustration which exists when there is incompatibility
or competition between magnetic interactions because of the underlying lattice geometry
such as triangles and tetrahedra, and bond frustration which results from site disorder and
hence incompatible neighboring magnetic interactions.
One common example of geometric frustration is a simple triangular lattice. Square
lattices can lead to ground states that perfectly satisfy antiferromagnetic ground state.
However, a triangular lattice does not allow all spins to align in an antiferromagnetic
fashion and leads to frustration. Triangular lattices, kagome lattices, pyrochlore lattices
are all very common magnetically frustrated systems and lead to very exotic magnetic
states such as spin liquids, spin glasses, non-collinear magnetic structures. [9]
Bond frustration caused by site disorder can similarly induce frustration because of com-
peting ferromagnetic and antiferromagnetic interactions. A spin glass state can result in
such cases where the spins are “frozen” in a glassy state at low temperatures. Spin glasses
are defined as “a random, mixed-interacting, magnetic system characterized by a random,
yet co-operative, freezing of spins at a well-defined temperature Tf below which a highly
irreversible, metastable frozen state occurs without the usual long-range spatial magnetic
order.”[6] Apart from interest in condensed matter physics, spin glass concepts have di-
verse applications in non-magnetic systems as well, such as combinatorial optimization
problems and algorithms (traveling salesman problem) and social networks.[6] The rea-
son lies in the parallels that can be drawn based on disorder, random interactions and
closely spaced metastable states.
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1.2 Brief background of key techniques
This section provides a brief overview of the core experimental techniques used in the
research described in this dissertation.
1.2.1 In situ X-ray Diffraction
X-rays interact with the electron density around atoms to produce X-ray diffraction pat-
terns, which serves as a fingerprint to identify the material. In situ X-ray diffraction is a
time and temperature-resolved characterization technique that allows us to capture real-
time diffraction data while continuously monitoring the syntheses. It allows observation
of any intermediate stable/metastable phases and their transformation into the final prod-
ucts, hence, revealing important thermodynamic and kinetic information about the chem-
ical reaction. Also, no quenching or processing of the samples is necessary for diffraction
characterization which minimizes the post-synthesis alterations in the sample. A schematic
of the in situ X-ray diffraction setup used in transmission geometry is shown in Figure 1.3.
The reaction mixture is vacuum sealed in a quartz capillary and a small oven, with win-
dows on either side for the incident and diffracted beam, can easily slide over the capillary
and mount on the diffractometer. Diffraction data is continuously captured throughout the
course of the reaction. The oven can reach a maximum temperature of 1000◦C. Hundreds
of diffraction patterns can be collected in a short period of time and analyzed to reveal
relative quantitative information of various crystalline phases as a function of time and
temperature.
1.2.2 Neutron diffraction
Neutron diffraction is similar to X-ray diffraction. While X-ray diffraction results from in-
teraction between X-rays and electron density, neutron diffraction results from interaction
between the neutrons and the nuclei of the atoms to reveal information about the nuclear
11
Figure 1.3: Schematic of the high-temperature in situ X-ray diffraction furnace used with
Bruker diffractometer D8
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structure. Neutrons also carry a spin (S = 1/2) and hence interact with the magnetic
moments to reveal magnetic structure. Magnetic ordering can result in formation of new
peaks or
Ihkl ∝ |Fhkl|2 = |Fnucl,hkl|2 + |Fmag,hkl|2 (1.1)
A major advantage of using neutron diffraction is that there is no systematic correlation
between atomic number and the scattering length, making it a powerful technique to
distinguish light and heavy elements and neighboring atoms simultaneously. For example,
neutron diffraction will be used to distinguish between Mn2+ and Fe2+ ions from each other
in Chapter 6. Hence, neutron diffraction, also often used as a complimentary technique
to X-ray diffraction, is used to determine the atomic and magnetic structure of a material.
Neutron diffraction experiments were carried out at Oak Ridge National Laboratory at
beamlines HB-2A, HB-3A and POWGEN.
1.2.3 Crystal Structure Refinement
Invented by Hugo Rietveld, [47] Rietveld refinement now is standard method to treat
powder diffraction patterns. It refines the crystal structure of a compound by simulating
a diffraction pattern and minimizing a residual function using a least squares approach




wi[y(obs)i − y(calc)i]2 (1.2)
Ideal diffraction patterns can be simulated if the space group symmetry, unit cell di-
mensions, atom types, relative coordinates of atoms, atomic site occupancies, and thermal
parameters are known. Other factors that affect the diffraction patterns are instrument pa-
rameters such as Lorentz Polarization, background, resolution, aberrations, radiation, and
samples parameters such as position, shape and dimensions and orientation. Each of these
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parameters can be mathematically refined to fit a refined mode for the crystal structure to
the measured data.
1.2.4 Magnetic structure solution
Determination of a magnetic structure requires three steps: (a) identify the propagation
vector k, (b) determine the coupling between Fourier components, and (c) determine the
direction and amplitudes of Fourier components to calculate the direction and amplitudes
of the true magnetic moments.
For determination of magnetic structure from neutron powder diffraction data, the pow-
der patterns are collected above and below magnetic transition temperature to clearly
identify magnetic peaks and intensities. The magnetic propagation vector(s) is then deter-
mined with the help of program K-SEARCH in FullProf [48]. After determination of the
propagation vector, SARAh - Simulated Annealing and Representation Analysis is used in
order to get the basis vectors of the irreducible representations (irreps) of the propagation
vector group. [49] The magnetic structure is then solved by using the symmetry informa-
tion obtained in previous step using trial and error methods. The final magnetic structure
is refined using the Rietveld method.
1.2.5 X-Ray Fluorescence
X-Ray Fluorescence (XRF) is a non-destructive technique for quick and easy determination
of elemental composition of a bulk sample. A high intensity, short wavelength X-ray radi-
ation illuminates the samples which excites the electrons to higher levels. Outer electrons
jump to occupy these states which emits the fluorescent (or secondary) X-ray from the
sample. Every element produces a set of characteristic fluorescent X-rays which serves as
the fingerprint of that element. A schematic of XRF is shown in Figure 1.4.













Figure 1.4: Schematic of X-ray Fluorescence technique, showing the mechanism of
formation of characteristic X-rays
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down to the ppm level. Since XRF is a bulk technique, the sample must be single phase
in order to determine the stoichiometry of a specific chemical compound. Some of the
disadvantages of XRF are that elements lighter than sodium are difficult to detect in most
XRF instruments. XRF cannot distinguish ions of the same element in different valence
states.
1.2.6 Magnetic Susceptibility
Magnetic susceptibility, a measure of the extent to which a substance becomes magnetized
when it is placed in an external magnetic field, is measured using a Quantum Design Mag-
netic Property Measurement System (MPMS). The main parts of MPMS responsible for
magnetic moment measurements are superconducting detection coils and SQUID (Super-
conducting Quantum Interference Device) connected through superconducting wires.
For a magnetic moment measurement, the sample is moved through superconducting
detection coils. As the sample moves, the magnetic moment of the sample induces an
electric current in the detection coils, which is proportional to the change in magnetic
flux. SQUID functions as a highly linear current to voltage converter. So any variations
in magnetic moment, which are directly proportional to the current induced in the circuit
results in corresponding variations in the SQUID output voltage.
1.2.7 Heat Capacity








A sintered or pressed pellet of the powder sample is mounted carefully on the sample
platform of a heat capacity puck supplied by Quantum Design using N-grease (Figure 1.6
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Figure 1.6: (a) Schematic of the heat capacity hardware, and associated thermal
connections, (b) example of a heating curve applied to measure heat capacity
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(a)). During the measurement, a controlled amount of heat is added and removed from
the sample while the temperature is monitored. A heater attached to the sample platform
induces a constant heat pulse in the sample and its relaxation is measured as a function of
temperature and time (Figure 1.6 (b)). The heater and thermometer are attached to the
bottom of the sample platform. Small wires provide electrical and thermal connection as
well as structural support to the platform. After each measurement cycle, a model is fitted
to the temperature response of the sample platform. A separate addenda measurement
is done before each run to extract the sample contribution from the total measured heat
capacity.
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1.4 Organization of the Dissertation
In the remainder of this dissertation, scientific and engineering work focused on finding
new ternary transition metal chalcogenides are organized into five chapters, and a section
for references.
The interaction between computational-algorithm building, thermodynamic stability cal-
culations and experimental synthesis with fast in situ high temperature X-ray diffraction
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is presented in the Chapter 2, 3 and 4. More specifically, the individual chapters try to
answer the two important questions of where and how to find new materials.
In Chapter 2, we apply a combination of USPEX (Universal Structure Predictor: Evolu-
tionary Xtallography), DFT (Density Functional Theory), and high-temperature in situ X-
ray diffraction studies to explore the Ba–Ru–S phase space, where no ternary compounds
are yet known to exist. A new high-temperature polymorph of BaS2 is identified, empha-
sizing and establishing the importance of in situ X-ray diffraction in efficient and quick
identification of novel phases.
In Chapter 3, a combination of high-temperature in situ X-ray diffraction, solid state
reactions and gas flow reactions were used to explore empty chalcogenide phase diagrams
guided by computational predictions obtained from data-mining based model with DFT.
Transition metal selenide and sulfide ternary systems of the form XY Z were investigated,
where the cation X = Ba, Ca, Sr, La, K, Bi, Pb; Y is a 3d transition metal; and Z = S or Se,
whose ternary phase diagrams are known to be empty. No ternary compounds are formed
according to bulk synthesis but a good harmony between computation and experiments
was demonstrated along with future insights for finding new materials.
In Chapter 4, discovery of new ternary zinc chalcogenides is reported in 4 ternary phase
diagrams - Na-Zn-S, Na-Zn-Se, K-Zn-S, and K-Zn-Se. 8 new compounds have been discov-
ered in these phase diagrams using solid state reactions. A comparison of the results from
combined computational-experimental study from chapter 2, 3 and 4 results in a useful
guideline for future combined studies for rapid discovery of materials.
The second approach of finding exotic magnetic states through doping existing materials
has been addressed in Chapter 5 and 6.
In Chapter 5, the solid solution between quasi-2D MnPSe3 and FePSe3 is investigated
to construct the magnetic phase diagram of Mn1−xFexPSe3 which represents a solid solu-
tion of two antiferromagnetic systems with mixed spin, mixed spin anisotropies, mixed
nearest neighbor magnetic interactions and mixed periodicities in their respective antifer-
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romagnetic structure. The presence of short range magnetic order with existence of both
MnPSe3-and FePSe3-type nano-sized domains is detected using neutron diffraction and
magnetization measurements. The balance between magnetic anisotropy and exchange
interactions is discussed in the light of co-existence of competing phases of both types of
magnetic ordering.
In Chapter 6, the solid solution between quasi-1D K2MnS2 and K2MnSe2 is investigated
to map their magnetic phase diagram. An incommensurate magnetic order has been es-
tablished in these compounds using single crystal and powder neutron diffraction mea-
surements. The role of geometric frustration in the framework of frustrated triangular
antiferromagnet is discussed to explain the incommensurate magnetic ordering in these
compounds. The resulting magnetically ordered state is shown to undergo a two-step
magnetic transition as detected in heat capacity measurements.
In Chapter 7, I will summarize the major findings of the current work and provide
suggestions for future work to build on the findings presented here.
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Chapter 2
COMBINED COMPUTATIONAL AND IN SITU
EXPERIMENTAL SEARCH FOR PHASES IN AN
OPEN TERNARY SYSTEM, Ba–Ru–S
In this chapter, we apply a combination of predictive computational tools with fast ex-
perimental syntheses approach to explore the Ba–Ru–S phase space, where no ternary
compounds are yet known to exist. We use a combination of evolutionary algorithms
and density functional theory to inform traditional and in situ diffraction methods. In
the course of our investigation we find that convex hull constructions of the binary con-
stituents inform interpretation of the ternary hull, which in this case has two compounds
near thermodynamic stability.
2.1 Introduction
Our interest in this particular ternary system arose from the likely correlated electronic
properties of its constituents. The chemically-related alkaline–ruthenium–oxides display a
wealth of behavior: pseudogap formation in BaRuO3,[51, 52, 53, 54] unconventional su-
perconductivity in Sr2RuO4,[55, 56] quantum phase transition in BaRu6O12,[57] metamag-
netic metallic behavior in Sr3Ru2O7,[58, 59] itinerant ferromagnetism in Sr2RuO4,[60, 61]
1. Portions of this chapter have been published in reference 1 c© 2017 by the American
Chemical Society.
2. Computational work mentioned in this chapter was carried out by Joshua Schiller
and Santanu Chaudhuri.
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and a metal-insulator transition in Ca3Ru2O7.[62] Likewise, among the plethora of Ba–Fe–
S phases[63, 64, 65, 66, 67] are the infinitely adaptive series Ba1+xFe2S4[68] and BaFe2S3,
which exhibits pressure-induced superconductivity[69] and magnetoresistance.[70]
Known phases in the Ba–Ru–O and Ba–Fe–S systems are shown in the combined ternary
phase diagram in Fig. 2.1. Surprisingly, the intersection of these two groups of materials,
the Ba–Ru–S system, has no known stable ternary phases.
Computational screening for thermodynamically stable phases, involving both small-
scale and high-throughput searches, has been attempted in many areas of materials chem-
istry and numerous databases based on high-throughput computation and open source
web based analysis tools are now available such as the Materials Project,[12] OQMD,[17]
and Aflowlib.[18] A variety of methods, such as simulated annealing[71], Ab-initio Ran-
dom Structure Searching (AIRSS)[72], particle swarm optimization[73, 74] and evolu-
tionary algorithms[75] have been used for crystal structure prediction, with some studies
resulting in newly realized materials[76, 77, 78]. We focused on the evolutionary algo-
rithm approach in this investigation. Structure searches based on evolutionary algorithms
have been performed most prolifically using the USPEX and XtalOpt programs, often ap-
plied to carbonates and silicates[15, 16, 79, 80, 81, 82, 83, 84] and metal polyhydrides
under high pressures,[85, 86, 87, 88, 89, 90, 91] where the PV free energy term becomes
increasingly dominant. Their use in a wider compositional space is less common. Mad-
dox’s challenge to the science community by calling crystal structure prediction “a scandal
in physical sciences” still remains open[92].
When high-throughput computation leads to distinct candidates, the goal is to reduce
the number of synthesis attempts.[13, 43, 44] We use encapsulated in situ XRD as our
synthesis method. It reveals the kinetic behavior of reagents, the course of their reaction,
and the presence of any products regardless of their temperature existence window and
whether or not they persist at the end of the reaction.[45]

















Figure 2.1: Ternary phase diagram of Ba–Ru–S showing known phases in the Ba–Ru–O
(×) and Ba–Fe–S (◦) chemical spaces. Compounds predicted here, BaRu2S2 and BaRuS3,
are labeled by their subscripts. Reproduced from reference 1 c© 2017 by the American
Physical Society.
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building, thermodynamic stability calculations and experimental synthesis with fast in situ
high temperature x-ray diffraction. In addition to understanding the Ba–Ru–S space on
its own merits, we hope that the detailed methods described here will serve as general
guidelines to guide similar efforts in chemically and synthetically diverse systems.
2.2 Computational Methods1
For such a search, with unconstrained stoichiometry and no knowledge of any candidate
unit cell size, considerable effort was required to generate a large population of sensible
structures and favor ternary compounds. For a computational structure search at fixed
stoichiometry, an USPEX run must contain an integer number Z of formula units per cell.
Smaller Z candidates are faster to compute, while larger Z candidates are more likely to
encompass a domain containing the optimal structure. However, unlike most evolutionary
algorithm structure searches, our Ba–Ru–S search is weakly constrained: the stoichiom-
etry is undefined. USPEX has been implemented in such a manner for the binary Zr–B
system,[93] but not in a ternary system to our knowledge. Within this type of search it is
difficult to predict, and thus restrain, Z. Consequently, we chose to build structures out
of unconstrained elemental building blocks rather than a fixed formula and restricted the
number of atoms per unit cell to between 8 and 30.
USPEX uses a combination of breeding parameters and smart mutations to determine
the most stable structure for a given set of stoichiometric and geometric restrictions. Local
relaxations for structures were conducted using the Vienna Ab-initio Simulation Packaged
(VASP)[94] utilizing large core, projector augmented wave (PAW) pseudopotentials[95].
1. Computational work mentioned in this chapter was carried out by Joshua Schiller
and Santanu Chaudhuri. Full details on computational procedure can be found in
Reference 1.
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The exchange-correlation functionals were treated within the generalized gradient approx-
imation (GGA) as provided by Perdew-Burke-Ernzerhof (PBE)[96]. Relaxations were per-
formed for both the geometry of the unit cell as well as the ionic positions. We checked
the mechanical stability of the predicted structures through phonon calculations using the
phonopy code[97] in conjunction with VASP.
2.3 Experimental Procedure
Samples were prepared from powdered BaS (99.7%, Alfa Aesar), Ru (99.95%, J&J Mate-
rials), and S (99.5%, Alfa Aesar), with manipulations carried out in an Ar-filled glovebox.
Handling of materials was done in a glovebox under an inert argon atmosphere (<0.6 ppm
of H2O and <0.1 ppm of O2).
Syntheses of the compounds BaRu2S2 and BaRuS3 were attempted using both traditional
synthesis and in situ high-temperature X-ray diffraction. A high-temperature polymorph
of BaS2 was also investigated using the high temperature in situ diffraction. Traditional ex
situ reactions were conducted by mixing reagents in a mortar and pestle, then loading into
fused silica tubes (16mm in diameter) that were evacuated and sealed under vacuum. The
sealed tubes were heated to 300◦C, 500◦C and 700◦C at the rate of 10◦C/min, held at those
temperatures for 12 hours and then water quenched. Ternary phases in the Ba–Fe–S family
have been synthesized at similar temperatures.[98] The powder was then homogenized by
grinding for conducting X-ray diffraction measurements.
Ex situ powder X-ray diffraction measurements were conducted in reflection with a
Bruker D5000 diffractometer with Cu-Kα radiation. In situ high-temperature diffraction
studies were conducted in a Bruker D8 Advance diffractometer, using a TC-Transmission
capillary stage and Mo-Kα radiation. The stage consists of an oven which uniformly heats
the sample inside a quartz capillary. The samples were sealed inside a fused silica capil-
lary of 0.7 mm diameter and doubly contained in another capillary of diameter 1 mm for
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support and containment. The samples were heated at 1◦C/min, held at their maximum
temperature for 8 hours, then cooled at 1◦C/min.
Rietveld refinements were carried out using XND[99] and TOPAS 4.2. Powder pattern
indexing and parallel tempering for ht-BaS2 was performed using FOX.[100] Structures
are visualized using VESTA.[101]
2.4 Results and Discussion
2.4.1 Computational results
The formation enthalpies of USPEX-generated structures in the Ba–S system are plotted in
Figure 2.3(a). The known rock-salt compound BaS was successfully generated by USPEX.
The known compounds Ba2S3 (a high-pressure phase), BaS2, and BaS3 were not generated
by USPEX and were added manually. The known compound lt-BaS2 lies above the hull
by only 0.02 eV/atom, a smaller discrepancy than the accuracy of DFT. Clearly, many
hypothetical structures in the Ba–S system lie near the convex hull. This may be reflected
in the experimental binary phase diagram,[102] shown in Figure 2.2, which has multiple
polysulfides with low melting temperatures.
For the Ru–S binary hull in Figure 2.3(b), there is less variance in stoichiometry, with
most of the structures confined between 0.5 and 0.7 S content. This is likely a result of
too few generated structures with negative formation enthalpies (around 70% were ener-
getically unstable), or a tendency of the Materials-Project-generated seeds to favor these
compositions. Either case seems to reflect the experimental result. Unlike the Ba–S sys-
tem, the Ru–S phase diagram only shows RuS2, which is refractory (Tm > 1400◦C).[103]
USPEX correctly generated the global minimum for this phase space to be RuS2 (pyrite
type, Pa3).
From the Ba–S convex hull, it is clear that there are many phases near the ∆Hf convex
hull that are experimentally observed, and many that are not. In this system, with so many
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Figure 2.2: The experimental Ba–S binary phase diagram, adapted from reference[102],
contains three line compounds, and a polymorphic transition in BaS2. The Ru–S phase
diagram contains only the refractory compound RuS2. Reproduced from reference 1
c© 2017 by the American Physical Society.
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Figure 2.3: The formation enthalpies of the generated (a) Ba–S structures and (b) Ru–S
structures are plotted with their convex hulls. Experimentally known structures are
shown as filled diamonds. Most apparent is the plethora of structures near the hull in the
Ba–S diagram and the dearth of compounds near the Ru–S hull except for pyrite-type
RuS2. Reproduced from reference 1 c© 2017 by the American Physical Society.
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compounds near 0.1 eV/atom (a typical DFT error bar) of the hull, it is difficult to predict
that any specific compound should be accessible, but it indicates to the experimentalist that
this phase space is likely rich with phases, and it is. The Ru–S system, in contrast, shows
only RuS2.
The accuracy of the ternary Ba–Ru–S search cannot be evaluated ab initio since no
ternary phases are experimentally known. The 3D convex hull of the Ba–Ru–S system
in Figure 2.4 is dotted with compositions only where USPEX generated structures with
∆Hf < 0, ∆Hf being formation energy with respect to elements. The two large points
in Figure 2.4 represent the compounds BaRu2S2 (ThCr2Si2 type, I4/mmm), and BaRuS3
(BaMnO3 type, P63/mmc), where ∆Hf < 0. These two compounds are closest to ther-
modynamic stability with respect to hull, at 0.14 and 0.05 eV/atom above the hull, re-
spectively (∆Hf−Hhull). Table 2.1 shows the comparison of different phases from the
USPEX search and their relative ranking in formation enthalpy. We carried out phonon
calculations for these two ternary structures. For BaRu2S2, convergence was observed
without imaginary-frequency modes, indicating that it is dynamically stable with respect
to distortions. BaMnO3-type BaRuS3, on the other hand, possesses unstable phonons. The
next-most stable BaRuS3 candidate lies 0.75 eV/atom above the hull, which is too far to
merit further computational investigation. BaRuS3, although being dynamically unstable,
still warrants experimental investigation as it was predicted to be closest to the hull (+0.05
eV/atom). Note that Figure 2.3(a) shows that stable compounds can form even when their
formation enthalpies are greater than the global minimum, and no structural search can
be exhaustive.
The density of states of BaRu2S2 is shown in Figure 2.5. It is predicted to be metal-
lic. Neither ternary phase was observed experimentally, but the structure of ht-BaS2 was
determined.
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Figure 2.4: Heat map construction of the 3-dimensional convex hull of the Ba–Ru–S
system. Diamonds represent stoichiometries explored by the USPEX algorithm that
produced crystalline candidates with positive formation enthalpy. Large circles represent
the compositions BaRu2S2 and BaRuS3 with ∆Hf < 0. Reproduced from reference 1
c© 2017 by the American Physical Society.




























Figure 2.5: Predicted electronic density of states for the predicted ternary compound
BaRu2S2 (ThCr2Si2-type, I4/mmm). The compound is metallic with Ru d and S p
character at the Fermi energy. Reproduced from reference 1 c© 2017 by the American
Physical Society.
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Table 2.1: The relative thermodynamic stability and DFT calculated properties for
Ba–Ru–S phases. Compounds in bold have been synthesized experimentally. ∆Hf −Hhull
represents the distance from (above, in all cases) the enthalpy convex hull, in units of
eV/atom. Experimental values in parentheses.[104, 105, 106, 107, 108, 109, 110, 111]
Reproduced from reference 1 c© 2017 by the American Physical Society.




∆Hf (eV/atom) ∆Hf −Hhull (eV/atom) GGA Gap (eV)
BaS Fm3̄m, #225 a 6.457
(6.375)
-2.07 (-2.40) 0 2.16 (3.90)
Ba2S3 P4/nmm, #129 a 6.249 -1.61 0.07 1.48
c 8.526
























BaRu2S2 I4/mmm, #139 a 3.990 -0.72 0.14 0.00
c 12.308
RuS2 Pa3̄, #205 a 5.646
(5.610)






















Figure 2.6: An ex situ reaction of BaS, Ru, and S with nominal composition BaRu2S2 at
700◦C and quenched after 12 h produced a mixture of BaS, Ru, and RuS2. Reproduced
from reference 1 c© 2017 by the American Physical Society.
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2.4.2 Traditional exploratory synthesis of Ba–Ru–S
Samples were prepared in the nominal compositions of BaRu2S2 and BaRuS3, which are
denoted on the ternary phase diagram in Figure 2.1, and reactions were carried out ac-
cording to following equations:
BaS + Ru + S→ BaRu2S2
BaS + Ru + 2S→ BaRuS3
These reactions conducted between 300◦C and 700◦C for 12 h resulted in only bina-
ries, BaSx and RuS2, along with unreacted Ru and S. The maximum reaction temperature
of 700◦C was limited by the vapor pressure exerted by sulfur. Figure 2.6 shows a repre-
sentative Rietveld refinement to ex situ X-ray diffraction data from a reaction of nominal
composition BaRu2S2 quenched from 700◦C after 12 h. These patterns do not indicate
formation of a new ternary phase and have almost zero difference curve. At 700◦C, there
is a significant amount of RuS2 present (Figure 2.6) in our reaction mixture to react with
BaS to form potentially stable ternaries.
2.4.3 The composition BaRu2S2 viewed by in situ high temperature
diffraction
The traditional ex situ studies did not reveal any ternaries after quenching reactions but
they are not a very effective probe of stable phases in the system. Temperature-time-
phase relationships are unknown for such an exploratory system and repeatedly quenching
reactions can be prohibitively slow. To further investigate the possibility of transient phases
we performed reactions of the same stoichiometries—BaRuS3 and BaRu2S2—in a lab-based
in situ X-ray diffractometer.
Figure 2.7 shows the in situ temperature X-ray diffraction data for the nominal BaRu2S2
composition. The collected diffraction patterns are shown in (a) and the Rietveld-refined
phase fractions in (b), along with selected refinements shown in (c-e).
During the initial heating of this sample from 25◦C to 200◦C, neither BaS nor Ru react
34





















































































































Figure 2.7: (a) High temperature in situ diffraction patterns for the nominal composition
BaRu2S2. The inset shows magnified diffraction patterns at lower angles, corresponding
to various barium disulfide phases. The was ramped to 800◦C at 1◦C/min, held for 8 h,
and cooled slowly at 1◦C/min. (b) Representative Rietveld refinements of diffraction
patterns at three different temperatures while heating and cooling. (c) Relative masses of
Ru, RuS2, and barium sulfides as a function of temperature, from sequential Rietveld
refinements. Reproduced from reference 1 c© 2017 by the American Physical Society.
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with elemental S. Since the precursor S is poorly crystalline, its melting transition at 115◦C
is not evident. Upon further heating from 200◦C to 600◦C, BaS begins to react with ele-
mental S to form BaS2 and BaS3 around 250◦C. As temperature rises further, BaS3 melts
incongruently at around 550◦C with the binary phase diagram. BaS2 starts to disappear at
700◦C, in concert with the appearance of RuS2, while the depletion of S from BaS2 leads
to nucleation of BaS.
The temperature range of 700-740◦C marks the onset of reaction of Ru, and RuS2
is formed. Since published phase equilibria suggests that BaS2 should not melt until
925◦C[102], RuS2 here forms by depleting disulfide anions from BaS2.
This in situ reaction answers a key question about synthesis in this system: Is the re-
fractory precursor BaS kinetically active in the reaction? The ex situ reaction in Figure 2.6
would seem to imply not–BaS is recovered after the reaction. In fact, from Figure 2.7 it is
clear that BaS quickly reacts and is fully converted into higher polysulfides.
Diffraction patterns obtained at around 714◦C show three unidentified peaks at Q = 1.5,
2.5, and 2.6 Å, concurrent with the disappearance of BaS2. The existing Ba–S binary phase
diagram suggests the presence of a high temperature ht-BaS2 phase, first hypothesized by
Robinson and Scott[112]. They proposed a transition of the disulfide at 664◦C based on
experimental cooling curves. No crystallographic information exists for this phase. These
Bragg peaks do not match any ternary phase that was predicted in our study, and we
investigate this new structure in the next section.
In the constant temperature interval at 800◦C for 8 hours, no noticeable changes are
observed in the balance of BaS, Ru and RuS2 obtained from Rietveld refinements. At this
point all free sulfur in the reaction has been taken up as BaS or RuS2, with excess metallic
Ru remaining.
On cooling at 1◦C/min, no noticeable changes occur in the system. BaS2 and BaS3,
which appeared during heating, do not form because highly-stable RuS2 has depleted the
remaining sulfur from the reaction.
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2.4.4 The composition BaRuS3 viewed by in situ high temperature
diffraction
Figure 2.8 shows the Rietveld-refined phase fractions for a reaction of nominal composition
BaRuS3. The progression mirrors that of the BaRu2S2-based reaction, with a few salient
differences: The highest temperature was limited to 700◦C since this composition had
more elemental sulfur than the BaRu2S2 attempt. BaS2 is observed only for a short period
of time up to 350◦C upon heating. Once equilibrium is achieved, only BaS3 is observed
from 350◦C to 600◦C in accordance with the phase diagram.[102] The high temperature
polymorph of BaS2 exists throughout the constant temperature hold at 700◦C. Unlike the
BaRu2S2 reaction, here ht-BaS2 is not depleted of sulfide by Ru and is not heated above its
dissolution temperature. Upon cooling, Ru, RuS2 and BaS2 phases coexist with no major
changes in the composition. No ternary phases were observed, and this reaction sweeps
out the space between BaS and RuS2 on the ternary phase diagram.
2.4.5 Identification of the ht-BaS2 crystal structure
The unknown contribution to our in situ X-ray diffraction data appeared when lt-BaS2
disappeared, and dissolved when BaS reappeared, with no appreciable depletion of metal-
lic Ru (Figure 2.7(C)). We thus believed that the phase was likely the high-temperature
polymorph of BaS2, which we denote as ht-BaS2. The polymorphic transition we observe
(700±30◦C) is slightly higher than the proposed 664◦C figure from the cooling curves of
Robinson and Scott[112]
Subsequent in situ diffraction studies of a reaction with nominal BaS1.5, with deficient S
to prevent excess vapor pressure, revealed the presence of this phase, confirming that it is
a binary barium sulfide. Ex-situ water quenching ht-BaS2 resulted in only the lt-BaS2. The
high-temperature diffraction data were indexed in space group I4/mmm and the atomic
positions were found using parallel tempering with FOX. The solved crystal structure gives
the fit in Figure 2.9 and the positions in Table 2.2. This high temperature polymorph is in
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Figure 2.8: Relative masses of Ru, RuS2, and barium sulfides as a function of temperature
obtained by sequential refinement of high temperature in situ diffraction patterns for the
nominal composition BaRuS3. The temperature profile consists of heating from room
temperature to 700◦C at 1◦C/min holding at 700◦C for 8 h, and cooling slowly at
1◦C/min. Reproduced from reference 1 c© 2017 by the American Physical Society.
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Figure 2.9: (a) Crystal structures of lt-BaS2 (C2/c) and ht-BaS2 (I4/mmm). (Ba, grey; S,
yellow) (b) Rietveld refinement and fit for the new ht-BaS2 phase, with the tetragonal
I4/mmm space group. The diffraction pattern was measured at 800±5◦C. Sulfur forms
dimers with a bond distance of 2.2 Å. Reproduced from reference 1 c© 2017 by the
American Physical Society.
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Atom Site x y z Occ. Beq
Ba 2a 0.0 0.0 0.0 1 3.5(8)
S 4e 0.0 0.0 0.397(3) 1 3.5(13)
Table 2.2: Atomic positions for the high temperature polymorph of BaS2 refined from in
situ XRD data at 800±5◦C. Fit shown in Figure 2.9. Space group I4/mmm, Z = 2,
a = b = 4.625(4) Å, c = 8.441(7) Å, Rwp = 16.785. Reproduced from reference 1 c© 2017
by the American Physical Society.
fact the same structure type as BaO2.[113] The atomic displacement parameters are large
and imprecise due to the few high-angle peaks, unsurprising since the temperature of data
collection is close to the melting temperature. The lt-BaS2 phase is monoclinic, C2/c, with
sulfur dimers that are slightly tilted, and not collinear with Ba2+ ions as in ht-BaS2.
2.5 Conclusions
While structure prediction by genetic algorithms has demonstrated considerable utility in
high-pressure research, the additional degrees of freedom in a search with unconstrained
stoichiometry present distinct challenges. Nevertheless, we can draw distinct conclusions
from the intersections of the computational and experimental and binary and ternary in-
vestigations.
The large number of predicted Ba–S binary compounds near the convex hull should be
viewed as a faithful representation of the experimental behavior. This is confirmed by the
multiple polysulfide phases present in the phase diagram, plus Ba2S3 which is accessible
through moderate pressure, and ht-BaS2 which is accessible through heating. The fact
that the search did not “automatically” find the experimental lt-BaS2 structure to lie on
the hull is not surprising since many nearly-stable structures are crowded around it. The
most pressing question—is an experiment likely to find many phases in this space?—here
is answered in the affirmative.
The Ru–S binary search, conversely, shows that only one stoichiometry is likely to give
a stable compound: pyrite-type RuS2. Again, this agrees with experiment. The two binary
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searches together provide an effective error bar for DFT-calculated energies as measures of
experimental attainability, usually around 0.1 eV/atom.
The ab initio ternary search does give distinct conclusions: many Ba–Ru–S compositions
give ∆Hf > 0, and two give compounds that are quite close to the hull: 0.014 eV/atom
for BaRu2S2 and 0.05 eV/atom for BaRuS3, the latter being dynamically unstable. In this
case USPEX and experiments do agree that, aside from these two compounds, the ternary
phase space seems sparsely populated. In the future, benchmarking and validation of these
techniques should be performed to recreate known ternary phases that are known to be
more crowded, e.g. the related Ba–Ru–O and Ba–Fe–S systems.
Additional physical or chemical constraints can bias the phase search toward a condition
where ternaries are likely to form. High synthesis pressure, altered gaseous sulfur activity,
epitaxial strain, or electrochemical potential could all be imposed for new ab initio and
experimental searches. The accuracy of the predicted enthalpies could be improved, but
would not change our results, given our acceptance of compounds >0.1 eV/atom of the
hull.[114, 115] Phonon-based methods of estimating the entropic term in the Gibbs free
energy are also available,[37, 38] but cost of application to all candidate structures and the
need for self-consistency along the hull precludes their use. If the pure compounds are still
not accessible, physical trends can often be investigated by approaching their stoichiometry
through solid solutions, e.g. S substitution into BaRu2As2[116, 117] or BaRuO3.
Validating the structure search is helped immensely by an information-rich synthesis
technique such as our in-situ diffraction technique. Here we can be sure that even refrac-
tory precursors such as BaS and Ru metal are reactive, and identify transient phases such
as ht-BaS2, while simultaneously collecting sufficient diffraction information to solve their





INVESTIGATION FOR NEW TRANSITION METAL
SELENIDES AND SULFIDES
In this chapter, we performed a systematic combined theoretical and experimental search
over ternary phase diagrams of the form X–Y –Z, that are empty in the Inorganic Crystal
Structure Database, where the cation X= Ba, Ca, Sr, La, K, Bi, Pb, Y is a 3d transition
metal and Z= S or Se. We conduct a variety of synthesis experiments including tradi-
tional solid-state and gas-flow reactions to check the candidate materials for stability. The
candidate materials were predicted using a data-mining based ionic substitution model, in
conjunction with density functional theory computations.
3.1 Introduction
In our searched chemical space of chosen cations and 3d transition metals, more than two
thousand three hundred oxides are listed in Inorganic Crystal Structure Database (ICSD),
whereas only around three hundred and fifty selenides and sulfides have been reported.
While significant effort has been devoted to high-throughput searches for oxides, compar-
atively little is known about the missing selenides and sulfides, and whether they might
1. Portions of this chapter have been published in reference 2 c© 2016 by the American
Physical Society.
2. Computational work mentioned in this chapter was carried out by Awadhesh
Narayan and Lucas K. Wagner. MBE experiments were carried out by Samantha
Rubeck and James N. Eckstein.
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exist in as-yet empty ternary phases. Recently, the transition metal chalcogenides including
selenium and sulfur have been of interest because of their correlated-electron properties,
as seen in the iron based superconductors and the transition metal dichalcogenides.
In this chapter, we take a first step along this direction for a number of ternary 3d
transition metal selenides and sulfides, by identifying, in silico, which of these can be
stable. Using a data-mining based ionic substitution model, in conjunction with density
functional theory computations we study ternary systems of the form X–Y –Z, where the
cation X= Ba, Ca, Sr, La, K, Bi, Pb, Y is a 3d transition metal and Z= S or Se. There are 27
empty ternary phase diagrams with such a combination of elements. Based on a Bayesian
likelihood estimate to minimize false negative predictions, we narrow down the search to
24 candidates. Three of these candidates are very similar to misfit structures not present
in the ICSD. Our predicted structures are similar, though not identical, to these disordered
structures and within the framework of the ionic substitution model we only consider
ordered structure types. We performed high-throughput experiments to synthesize the
candidates, using solid state and gas flow reactions.
Our experimental attempts resulted in only binary compounds for these systems. Based
on this combined theoretical and experimental study we conclude that the ternary com-
pounds in these 27 phase diagrams, are not accessible via standard bulk synthesis methods.
Nevertheless, it is important for us to present their predicted proximity to stability, and




Structures were generated using the method of Hautier et al. [118], in which ions are
substituted into existing known crystal structures to form new compounds. The probability
for such substitutions is obtained by constructing feature functions, which capture the key
aspects of these replacements. Feature functions are augmented by weights for substitu-
tions, which are extracted from ternary and quaternary ionic compounds in the ICSD. [?
] Ranks are assigned to the generated structures using the feature functions. In this way,
the ionic substitution method can generate likely structural candidates very quickly.
The ionic substitution method is particularly attractive for the problem we are consider-
ing, since we are interested in a survey over 27 previously empty phase diagrams. Once
the candidate structures were generated, the stability of these structures was assessed
based on a multi-level strategy. The first level of filtering is obtained by choosing the one
hundred candidate structures with highest probabilities assigned by the ionic substitution
model. At the next step, density functional theory (DFT) calculations were performed for
these selected candidates using Quantum Espresso package. [119] The phase diagrams
were constructed by comparing the total energies for the candidate compounds with all
known binaries and elements making up the compound. The total energies of elements and
binaries were calculated with our calculation setup consistent with that for the ternaries.
Tools available in Python Materials Genomics (PYMATGEN) package were used to analyze
the data.[120]
To avoid missing new compounds, the likelihood of false negative predictions was min-
imized by setting ε = 0.1 eV, where ε is an enthalpy of formation cutoff. For the choice of
1. Computational work mentioned in this chapter was carried out by Awadhesh
Narayan and Lucas K. Wagner. Full details on computational procedure can be found
in Reference 2.
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ε = 0.1 eV, the probability of true positive predictions is around 0.05-0.1, depending on the
values of α and N0. It also provides insight that the inherent uncertainties in DFT energies
leads to a high false positive rate, if the cutoff is set so that the false negative rate is low.
It also sheds light on the reason behind why many of the DFT-predicted compounds were
not synthesized in our experiments. Results for the candidate compounds are summarized
in Table 3.1 and their structures are shown in Fig. 3.1.
3.3 Experimental Procedure
We carried out solid state and gas flow reactions to attempt bulk synthesis of the predicted
compounds. Handling of reagents was performed in a glove box under argon. Traditional
ex situ reactions were conducted by mixing reagents in a mortar and pestle and then load-
ing them in 16 mm diameter quartz tubes. These tubes were then sealed under vacuum
and reacted in box furnaces at high temperatures with a ramp rate of 10◦C per minute
and 8 h hold time. The reacted tubes were then water quenched at high temperatures to
investigate the predicted ternary phases. Lower temperatures were also investigated due
to the excess sulfur content in some reactions, and the tendency for ternary phases to form
from these liquids at low temperatures.
The vapor pressures of sulfur and selenium put an upper limit to temperatures that can
be reached in a solid state reaction, typically around 700◦C in our work. [122, 123, 124]
CS2 has been known to be a powerful sulfidizing agent for oxides, which allows gas flow
reactions to be carried out at higher temperatures. [125, 126, 127] Initial stoichiometric
powders were kept in an alumina crucible and then loaded in a quartz reaction tube.
The quartz tube was then purged with nitrogen. A mixture of CS2 (99.9%) and nitrogen
carrier gas was then flown through the reaction tube while the powders were reacted at
high temperatures.
Ex situ powder X-ray diffraction measurements were conducted in reflection with a
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Table 3.1: Summary of candidate compounds found in this work: Chemical formula,
energy above hull (EAH) or inverse hull energy (EIH , in (eV/atom)), magnetic moment
(µ, in µB/TM), DFT-PBE band gap (in eV), structure type, transition metal-anion
geometry and experimental status for candidate compounds. Transition metal complexes
form tetrahedra which are edge sharing (edge-tet), vertex sharing (vertex-tet), both edge
and vertex sharing (edge-vertex-tet) or isolated (isolated-tet). Six-fold coordination was
limited to edge sharing octahedra (edge-oct). Reproduced from reference 2 c© 2016 by
the American Physical Society.
Formula EAH/EIH µ Gap Structure type Geometry Forms?
SrMn2S4 -0.028 1.74 0.00 PbC2O4 edge-tet No
CaMn2S4 +0.068 1.76 0.00 PbC2O4 edge-tet No
SrFe2Se3 -0.095 2.73 0.00 BaFe2Se3 edge-tet No
PbFe2Se3 -0.068 2.51 0.00 BaFe2Se3 edge-tet No (MBE)
Pb2FeSe3 -0.095 3.67 0.00 Ba2CdSe3 edge-tet No (MBE)
SrNiS2 +0.068 0.00 0.00 BaNiS2 edge-tet No
SrMn4S7 +0.027 3.50 0.00 SrB4O7 vertex-tet No
Sr2FeSe3 -0.094 3.23 0.00 Eu2CuS3 vertex-tet No (MBE)
Ba2Sc2S5 +0.068 0.00 2.61 Sr2Ga2S5 vertex-tet – (Sc)
SrCu2Se2 +0.054 0.00 0.32 BaCu2S2 edge-vertex-tet – (Cu1+)
SrCu2S2 +0.027 0.00 0.55 BaCu2S2 edge-vertex-tet – (Cu1+)
LaFeSe2 -0.176 2.81 0.00 CuLaS2 edge-vertex-tet No
Sr3FeSe5 -0.081 0.16 0.26 SrBeEu2O5 isolated-tet No
Pb2FeSe4 -0.014 0.01 0.19 Pb2SiSe4 isolated-tet No (MBE)
Sr2VS4 -0.013 0.92 0.00 K2WSe4 isolated-tet No
K6ScS4 +0.014 0.01 0.00 K6HgS4 isolated-tet – (Sc)
BiFeSe3 -0.095 1.08 0.52 SbCrSe3 edge-oct No[121]
La3ScS6 +0.013 0.00 0.97 La3InS6 edge-oct – (Sc)
SrV4S7 -0.014 1.51 0.00 BaCr4S7 edge-oct No
SrCr4S7 +0.028 2.74 0.00 BaCr4S7 edge-oct No
KScS2 -0.136 0.00 1.67 CsPrS2 edge-oct – (Sc)
LaTiS3 +0.027 0.02 0.00 NH4CdCl3 edge-oct Yes(misfit)
LaVS3 -0.028 1.92 0.00 NH4CdCl3 edge-oct Yes(misfit)

















Figure 3.1: Structures of the candidate compounds. The transition metal is depicted
enclosed in a polyhedron formed by the small yellow/green spheres which represent S/Se
atoms, while the third larger sphere depicts the other cation and black lines denote the
unit cell for the crystal. Reproduced from reference 2 c© 2016 by the American Physical
Society.
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Bruker D5000 diffractometer with Cu-Kα radiation and in transmission with a Bruker D8
diffractometer with Mo-Kα radiation. In situ high temperature diffraction studies were
conducted in transmission with a TC-Transmission capillary stage. The stage consists of an
oven which uniformly heats the sample inside a quartz capillary. Here those capillaries are
sealed, 0.7 mm diameter, and doubly contained in another capillary of diameter 1 mm for
support and containment. The samples were heated at 1◦C/min, held at their maximum
temperature for 8 hours, then cooled at 1◦C/min. Rietveld analysis was carried out using
TOPAS 5. [128]
We have attempted synthesis of most of the predicted compounds as summarized in
Table 3.1. We did not try to synthesize compounds which have completely empty (Sc
based compounds) or completely filled (SrCu2S2 and SrCu2Se2) d orbitals, since we expect
that these would not show interesting magnetic properties. Next, we describe our findings
for each of the ternary systems that we have investigated.
3.4 Results and Discussion
3.4.1 Ca-Mn-S
CaS (Alfa Aesar, 99.9%), Mn (Alfa Aesar, 99.3%) and S (Alfa Aesar, 99.5%) powders were
mixed in stoichiometric ratios and reacted at high temperatures under vacuum. Sulfidation
reactions were also carried out using CS2 at 900◦C. X-ray diffraction and Rietveld analysis
shows presence of binary CaS and MnS in the reacted products (Fig. 3.2). These results
are also summarized in Tables 3.2 and 3.3.
An in situ study of the initial reaction mixture containing CaS, Mn metal, and S in the
ratio of 1:2:3 was also carried out. The powder was loaded in a quartz capillary and
sealed under vacuum. 76 diffraction patterns were collected in a duration of 36 hours as
the capillary was heated to 700◦C at the rate of 1◦C per minute, held at 700◦C for 8 hours
and cooled at the rate of 1◦C per minute. In situ diffraction study further confirms the
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absence of any ternary phase in the RT-700◦C temperature range.
3.4.2 Sr-Mn-S
SrS (Strem , 99.9%), Mn and S powders were mixed in stoichiometric ratio in order to
check for predicted ternary phases and reacted at various temperatures. X-ray diffraction
showed no signs of a ternary phase (Fig. 3.2). Sulfidation was also carried using CS2 at
900◦C. The results of the ex situ reactions and gas flow reactions are displayed in Table 3.2
and Table 3.3 respectively. An in situ study was also conducted for 1:2:8 (SrS:Mn:S)
composition. The capillary was heated at 1◦C/min to 500◦C, held at 500◦C for 8 h and then
cooled at 1◦C/min. The in situ diffraction patterns obtained did not indicate formation of
a ternary phase.
3.4.3 Sr-Fe-Se
Equimolar Sr chunks (MP Biomedicals, 98%) and Se powder (Alfa Aesar, 99.999%) were
reacted using a tube-in-a-tube method[129] to form pure strontium selenide (SrSe). The
SrSe precursor was then mixed with Fe and Se powder for carrying out ex situ reactions.
No ternary compounds were formed (Fig. 3.2). The results are displayed in Table 3.2.
3.4.4 Sr-Ni-S
SrS, Ni (Acros, 99%) and S powders were mixed in a stoichiometric ratio of 1:1:1 and re-


























































































































































Figure 3.2: X-ray powder diffraction patterns of candidate materials for the Ca-Mn-S,
Sr-Mn-S and Sr-Fe-Se ternary systems. The reagents were reacted for 16 h and water
quenched at temperatures indicated. The data and fit are shown in black and red
respectively. Rietveld refinement does not indicate formation of a ternary phase.
















































































































La:Fe:Se - 1:1:2 - 600°C
Figure 3.3: X-ray powder diffraction patterns of candidate materials for the Sr-Ni-S,
Sr-Cr-S and La-Fe-Se ternary systems. The reagents were reacted for 16 h and water
quenched at temperatures indicated. The data and fit are shown in black and red
respectively. Rietveld refinement does not indicate formation of a ternary phase.
Reproduced from reference 2 c© 2016 by the American Physical Society.
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Table 3.2: Summary of direct combination ex situ reactions. Reproduced from reference 2





Sr:Mn:S 300◦C products 500◦C products
700◦C
products
SrS, Mn, S 2:1:4 2:1:6
SrS + MnS +
Mn + S
SrS + MnS + S
SrS, Mn, S 1:2:5 1:2:6
SrS + MnS +
Mn + S
SrS + MnS + S
SrS, Mn, S 2:1:6 2:1:8
SrS + MnS +
Mn + S
SrS + MnS + S
SrS, Mn, S 1:2:7 1:2:8
SrS + MnS +
Mn + S
SrS + MnS + S
SrS, Mn, S 1:2:3 1:2:4
SrS + MnS +
Mn + S




















Sr:Ni:S 300◦C products 500◦C products
700◦C
products







Sr:Cr:S 300◦C products 500◦C products
SrS, Ni, S 1:4:6 1:4:7 SrS + Cr











1:1:1 1:1:2 SrSe + FeSe in situ
SrSe, Fe,
Se








La, Fe, Se 1:1:2 1:1:2
FeSe + La3Se4 +
LaSe2
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Table 3.3: Summary of CS2 gas flow reactions. Reproduced from reference 2 c© 2016 by
the American Physical Society.
Sr-Mn-S
Reagents Molar ratio Sr:Mn 900◦C
SrCO3, Mn 1:2 SrS + MnS
Ca-Mn-S
Reagents Molar ratio Ca:Mn 900◦C
CaCO3, Mn 1:2 CaS + MnS
Sr-V-S
Reagents Molar ratio Sr:V 900◦C
SrCO3, V 3:5 SrS + V3S4
Sr-Ni-S
Reagents Molar ratio Sr:Ni 900◦C
SrCO3, Ni 1:1 SrS + NiS + NiS2 + Ni3S2
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3.4.5 Sr-Cr-S
SrS, Cr (Alfa Aesar, 99%) and S powders were mixed in 1:4:6 stoichiometric ratio and
reacted at high temperatures. X-ray diffraction did not indicate formation of a ternary
phase (Fig. 3.3).
3.4.6 La-Fe-Se
La (Alfa Aesar 99.9 % pure), Fe and Se powder were used to carry out ex situ reactions,
which resulted in the formation of binaries (Fig. 3.3). The results are displayed in Ta-
ble 3.2.
3.4.7 Sr-V-S
SrS, V (Strem, 99%), and S powders were mixed in stoichiometric ratios and reacted
at high temperatures. The results are shown in Table 3.2. The measured X-ray powder
diffraction patterns of the quenched samples were complex due to the presence of multiple
incompletely-reacted binary vanadium sulfides and SrS. A satisfactory Rietveld fit could
not be obtained, but, the diffraction patterns did not contain any unindexed peaks. No
low-angle peaks from the predicted Sr2VS4 or SrV4S7 phases were seen. An in situ study
was also conducted for 1:4:7 (SrS:Cr:S) composition. The capillary was heated at 1◦C/min
to 500◦C, held at 500◦C for 8 h and then cooled at 1◦C/min. The in situ diffraction patterns
obtained did not indicate formation of a ternary phase.
3.5 Conclusions
To summarize, in this study we investigated transition metal selenide and sulfide ternary
systems of the form XYZ, where the cation X= Ba, Ca, Sr, La, K, Bi, Pb, Y is a 3d transi-
tion metal and Z= S or Se, whose ternary phase diagrams are known to be empty. Us-
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ing a combination of data-mining based ionic substitution model and first-principles den-
sity functional theory calculations, several thousand candidate structures were explored
and examined for stability. Using a Bayesian likelihood model to minimize false nega-
tive predictions, the search was narrowed down to 24 candidates. We then carried out
high-throughput experiments to attempt synthesis 11 of these compounds using solid state
and gas flow reactions. Thin film samples of 3 of the predicted compounds (belonging
to Pb–Fe–Se system) were were grown in a multi-source molecular beam epitaxy system
optimized for combinatorial composition spread.[2] While we found similar compounds
to known misfit materials, the truly new materials were not found in our experimental
synthesis. There are three possible conclusions that result from this study:
1. 24 of the ternary phase diagrams are actually empty.
2. There are new structures or structures that do not follow ionic substitution rules in
the 24 potentially empty phase diagrams.
3. The synthesis techniques we used were not appropriate for the predicted materials.
Possibilities 2 and 3 are not mutually exclusive; there may be some new structures and
some difficult-to-synthesize compounds in the chemical phase space considered.
Our work can open avenues for further investigations: experimental synthesis attempts
of our proposed candidate materials using alternative synthesis routes will definitely be a
direction worth pursuing. Given the interesting correlated electron properties of known
chalcogenides, including a recently proposed oxysulfide superconductor [130], this can be
fruitful.
The work presented here represents a tight coupling of high-throughput quantum cal-
culations with high-throughput experiment and contains several important lessons. We
have shown that inherent errors in the density functional are sufficient to explain failures
to synthesize structures that are predicted to be stable using density functional theory cal-
culations. Higher accuracy calculations such as quantum Monte Carlo (QMC)[131] may
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be worth the additional computational cost, since they should allow reduction of both the
false positive and false negative rates by significant margins. However, given that cur-
rently our high-throughput synthesis techniques are faster than QMC calculations, it may




SEARCH FOR NEW TERNARY PHASES IN
Na–Zn–Se, Na–Zn–S, K–Zn–Se, AND K–Zn–S
TERNARY SYSTEMS
4.1 Introduction
In this chapter, we will screen ternary zinc chalcogenide phase diagrams for novel semi-
conductor materials. The prototypical binary zinc chalcogenides, ZnS and ZnSe, exhibit
direct band gaps. The band gap of ZnS is 3.66 eV in the zinc blende structure, and 3.91 eV
in the wurtzite structure. The band gap of ZnSe is 2.67 eV in the zinc blende structure. ZnS
and ZnSe consist of a network of corner sharing tetrahedra in three dimensions and the
introduction of alkali metals will be used to reduce the dimensionality of these compounds
to 2D, 1D or 0D depending on the relative amount of alkali metal with respect to zinc.
Examining the phase diagrams of type Na/K–3d transition metal–S/Se, we find that
there is a plethora of ternary phases that exist in most of these phase diagrams with similar
structure types with the exception of K–Sc–Se, Na–Sc–Se, Na–Ni–Se, Na–Ni–S, K–Zn–Se,
K–Zn–S, and Na–Zn–Se that are empty. The Na–Zn–S phase diagram, on the other hand,
has two existing phases Na2ZnS2 and Na6ZnS4. Here, we examine the four phase diagrams
K-Zn-Se, Na-Zn-Se, K-Zn-S, and Na-Zn-S and discover 8 new ternary phases.
The eight new compounds discovered can be classified into four structure-types and are
shown in Figure 4.1. The fundamental building blocks of these compounds are ZnCh4
tetrahedra. A2ZnCh2 exists in an orthorhombic space group Ibam with edge-sharing
[ZnCh4]−6 tetrahedral chains along the c direction, separated by A+ ions. A2Zn2Ch3 exists
in a monoclinic setting with a layered structure. The [ZnCh4]−6 tetrahedra share edges
and vertices to form zigzag chains that fuse into layers, separated by A+ ions. A6ZnCh4
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exists in an hexagonal setting with discrete [ZnCh4]−6 tetrahedra interdispersed with A+
ions. A2Zn3Ch4 exists in a monoclinic setting with edge-sharing Zn-Se layers in the bc
plane separated by A+ ions.
We will show the diffuse reflectance UV-Vis-near-IR spectroscopy measurements for the
ternary zinc chalcogenides to determine their optical band gaps. We will compare the
experimental results to their inverse hull energies from the Materials Project for Na–Zn–
S and Na–Zn–Se phase diagrams. We will also collate the results from the combined
computational-experimental studies from Chapter 2 and 3 to provide insights for future
rapid materials discoveries.
Similar ternary zinc chalcogenides have shown interesting properties such as the Eu(II)
activated Sr2ZnS3 phosphor, which possesses strong yellow emission and can be excited in
the wide range by near-UV and blue light.[132] Similarly, Mn-activated Ba2ZnS3 is an im-
portant phosphor material, with applications in the displays and fluorescent lamps as a pri-
mary red color phosphor.[133]. Ba2ZnSe3 has been evaluated for visible-light-responsive
photocatalytic materials.[134] Ba2ZnSe3 was found to possess large birefringence and con-
siderable anisotropy in the optical response with the help of DFT.[135] Cs2Zn3Se4 and
Cs2Zn3Te4 have been predicted as potential p-type transparent conducting materials.[136]
BaTiS3 was recently shown to have giant optical anisotropy for use in linear and nonlinear
optics.[137]
4.2 Experimental Procedure
Bulk synthesis of the samples was performed using traditional solid state synthesis and
gas flow reactions. Handling of reagents was performed in a glove box under argon with
O2<0.6 and H2O<0.6 ppm. Reactions were conducted by loading S and Se in 15 mm di-
ameter quartz tubes in their nominal compositions. Metallic K/Na spheres and Zn powder








Figure 4.1: Structures of the new ternary zinc chalcogenide compounds AxZnyChzwith
stoichiometry (a) 2-1-2, (b) 2-2-3, (c) 6-1-4, and (d) 2-3-4. The alkali metal, zinc and
chalcogen are shown in grey, blue and yellow respectively.
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under vacuum using liquid nitrogen and reacted in box furnaces at 850◦C with a slow ramp
rate of 1◦C/ minute and 36 h hold time. The reacted tubes were then furnace cooled. Bulk
synthesis of the sulfides was carried out using high temperature gas flow reactions as per-
formed by Bronger.[138] K2CO3/Na2CO3 and Zn powder were mixed using a mortar and
pestle in a stoichiometric ratio and reacted under an incoming hydrogen stream charged
with S vapor at 800◦C. The high vapor pressure of hydrogen sulfide in the gas flow furnace
facilitated the growth of sulfides.
Powder X-ray diffraction measurements were conducted in transmission with a Bruker
D8 diffractometer with Mo-Kα radiation. Rietveld analysis was carried out using TOPAS
5. [128]
Diffuse reflectance UV-Vis-near-IR spectroscopy measurements were carried out using a
Varian Cary 5G spectrometer. Air sensitive samples were laid on top of BaSO4 powder
which was sandwiched between two optically transparent quartz slides to prevent expo-
sure to air. BaSO4 was used as the standard. The band gap has been determined using the
Kubelka-Munk relationship[139, 140] is given by
F (R) = (1−R)2/2R (4.1)
The optical band gap can be determined using the relationship proposed by Tauc, Davis
and Mott[141]:
(F (R) · hν)1/n = A(hν − Eg) (4.2)
where n is 1/2 for direct allowed transitions, 3/2 for direct forbidden transition, 2 for
indirect allowed transition, and 3 for indirect forbidden transition.
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Figure 4.2: X-ray powder diffraction patterns of new ternary selenides (a) K2ZnSe2, (b)
K2Zn3Se4, (c) Na2ZnSe2, and (d) Na6ZnSe4 discovered in K–Zn–Se and Na–Zn–Se ternary
systems. The data, Rietveld fit and difference are shown in black, red and grey
respectively. Impurity peaks possible from binary zinc and alkali metal selenides are
marked with ∗ for Na6ZnSe4.
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Figure 4.3: X-ray powder diffraction patterns of new ternary sulfides (a) K2Zn3S4, (b)
K2ZnS2, (c) K6ZnS4, and (d) Na2Zn2S3 discovered in K–Zn–S and Na–Zn–S ternary
systems. The data, Rietveld fit and difference are shown in black, red and grey
respectively. Impurity peaks possible from binary zinc and alkali metal sulfides are














































Figure 4.4: Kubelka-Munk function F (R) of new ternary selenides (a) K2ZnSe2, (c)
K2Zn3Se4, (e) Na2ZnSe2, and (g) Na6ZnSe4 calculated from diffuse reflectance spectrum
and their respective Tauc plots in (b), (d), (f) and (h) showing linear regions in band gap
estimation for direct allowed transitions.







































Figure 4.5: Kubelka-Munk function F (R) of new ternary sulfides (a) K2Zn3S4, (c) K2ZnS2,
and (e) Na2Zn2S3, calculated from diffuse reflectance spectrum, and their respective Tauc
plots in (b), (d), and (f) showing linear regions in band gap estimation for direct allowed
transitions.
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4.3 Results and Discussion
4.3.1 K-Zn-Se
Two new compounds K2Zn3Se4 and K2ZnSe2 have been discovered and isolated as phase-
pure materials in the K-Zn-Se phase space. Rietveld refinements for these phases are shown
in Figure 4.2(a) and (b). The structural parameters of these phases are displayed in Table
4.4, 4.5, 4.6 and 4.7, and the crystal structures are shown in Figure 4.1. The band gaps
of K2Zn3Se4 and K2ZnSe2 were extracted from Tauc plots to be 3.0 and 3.4 eV for direct
allowed transitions from the quality of the fit. Both K2Zn3Se4 and K2ZnSe2 are grey in
color. The KM function and respective Tauc plots are shown in Figure 4.4(a), (b), (c) and
(d). The UV-visible diffuse reflectance spectra of these phase-pure materials show only a
single absorption edge and correspondingly a single linear region in the Tauc plot to allow
calculation of direct optical band gap.
4.3.2 Na-Zn-Se
Two new compounds Na2ZnSe2 and Na6ZnSe4 have been discovered and isolated with
>95% purity in the Na-Zn-Se phase space. The possible impurities could be one or a
combination of binary zinc selenide or sodium selenides. Exact identification of impurities
could not be made because very few peaks are observed. Rietveld refinements for these
phases are shown in Figure 4.2(c) and (d). The structural parameters of these phases are
displayed in Table 4.8, 4.9, 4.10 and 4.11. The crystal structures are shown in Figure 4.1.
The band gaps of Na2ZnSe2 and Na6ZnSe4 were extracted from Tauc plots to be 2.9 and
3.0 eV for direct allowed transitions. Both Na2ZnSe2 and Na6ZnSe4 are grey in color. The
KM function and respective Tauc plots are shown in Figure 4.4(e), (f), (g) and (h). The
UV-visible diffuse reflectance spectra of Na6ZnSe4 shows only a single reflection/absorption
edge and correspondingly a single linear region in the Tauc plot to permit calculation of
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optical band gap. Na2ZnSe2, however, shows a change in the slope in Tauc plot, warranting
careful examination of the band gap from a phase-pure material.
4.3.3 K-Zn-S
Three new compounds K2Zn3S4, K2ZnS2, and K6ZnS4 have been discovered in the K-Zn-S
phase space. Rietveld refinements for these phases are shown in Figure 4.3(a), (b) and (c).
It can be seen that K2Zn3S4 and K2ZnS2 are >95% pure. Possible impurities include binary
potassium and zinc sulfides. The structural parameters of these phases are displayed in
Table 4.14, 4.15, 4.12, 4.13 and the crystal structures are shown in Figure 4.1. K6ZnS4
was not isolated as phase pure, with the presence of K2ZnS2 as a secondary phase (Figure
4.3(c)) and UV-Vis spectroscopy of K6ZnS4 was not measured. The band gaps of K2Zn3S4
and K2ZnS2 were extracted from Tauc plots and were found to be 3.7 and 3.95 eV for direct
allowed transitions. K2Zn3S4 displays an off-white color, whereas K2ZnS2 is yellow in color.
The KM function and the respective Tauc plots are shown in Figure 4.5(a), (b), (c) and
(d). The UV-visible diffuse reflectance spectra of K2Zn3S4 shows only a single absorption
edge and correspondingly a single linear region in the Tauc plot allows the calculation of
the optical band gap. K2ZnS2, however, shows multiple steps in the K.M. plot and such
changes in the slope in the Tauc plot demand a careful re-examination using a phase-pure
material.
4.3.4 Na-Zn-S
One new compound Na2Zn2S3 has been discovered in the Na-Zn-S phase space. Rietveld
refinements for this phase is shown in Figure 4.3(d) with the presence of binary impuri-
ties. The structural parameters of this phase are displayed in Table 4.16 and 4.17. The
crystal structure is shown in Figure 4.1. The band gap of Na2Zn2S3 was extracted from
Tauc plot to be 3.6 eV for a direct allowed transition. Na2Zn2S3 displays a yellow color.
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The KM function and respective Tauc plots are shown in Figure 4.5(e) and (f). The UV-
visible diffuse reflectance spectrum of Na2Zn2S3 shows two reflection/absorption edges
and demands careful re-examination of band gap from a phase-pure material.
4.3.5 Comparison to computationally predicted phases
Our discovery of 8 new phases in these ternary zinc chalcogenides systems also provides an
useful opportunity to back-calculate computational predictions and validate their efficacy.
There have been several efforts made on the computational front to better estimate the
error bars in DFT calculations. A reasonable multiple of room temperature kBT ( 25, 50,
or up to 100 meV/atom) has been used often as a soft criterion for synthesizability in
various studies.[142] Recently, there have been various efforts to quantify the error bars
involved in DFT calculations and put a realistic limit on them. A study by Sun et al.[115]
quantified the thermodynamic scale of metastability for ≈30,000 observed inorganic crys-
talline phases and found that approximately 50% of all ICSD structures are metastable at
0 K. Very recently, it has been shown that 0 K energy of amorphous phases can serve as
an upper limit on the metastability of compounds that can be synthesized.[143] The effect
of temperature on the thermodynamics of these materials has also been addressed using
the SISSO (sure independence screening and sparsifying operator) approach.[142] While
these efforts try to put limits on otherwise heuristic error bars of materials screening and
increase the accuracy of computational predictions, the work presented in this dissertation
provides insights into how to prioritize the vast pool of computationally predicted phases
for experimental validation to minimize the experimental efforts.
Table 4.1 and 4.2 list the formation energies above hull by DFT in the Na-Zn-Se and
Na-Zn-S phases within 0.1 eV per atom from the hull.[12] Table 4.3 lists the number
of predicted phases, previously known experimentally stable phases and experimentally
discovered phases in this dissertation. All 3 new phases discovered in Na–Z–S and Na–
Zn–Se were found to lie within 0.1 eV/atom from the hull. Materials Project uses ionic
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Table 4.1: Computationally predicted phases from Materials Project in the phase diagram
Na–Zn–S, within 0.1 eV/atom from the hull









Table 4.2: Computationally predicted phases from Materials Project in the phase diagram























Na-Zn-S 10 2 1 Ionic substitution, VASP, Ref. 12
Na-Zn-Se 8 0 2 Ionic substitution, VASP, Ref. 12
K-Zn-S - 0 3 Ionic substitution, VASP, Ref. 12
K-Zn-Se - 0 2 Ionic substitution, VASP, Ref. 12
Sr-Mn-S 2 0 0 Ionic substitution, DFT Ref. 2
Ca-Mn-S 1 0 0 Ionic substitution, DFT Ref. 2
Sr-Fe-Se 3 0 0 Ionic substitution, DFT Ref. 2
Pb-Fe-Se 3 0 0 Ionic substitution, DFT Ref. 2
Sr-Ni-S 1 0 0 Ionic substitution, DFT Ref. 2
La-Fe-Se 1 0 0 Ionic substitution, DFT Ref. 2
Sr-V-S 2 0 0 Ionic substitution, DFT Ref. 2
Bi-Fe-Se 1 0 0 Ionic substitution, DFT Ref. 2
Sr-Cr-S 1 0 0 Ionic substitution, DFT Ref. 2
Ba-Ru-S 2 0 0 USPEX, VASP Ref. 1
Ba-S > 30 4 1 USPEX, VASP Ref. 1
Table 4.3: Number of computationally predicted, previously existing, and experimentally
discovered, classified according to phase diagrams studied in this dissertation
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substitution model to predict new phases to a very good accuracy in these cases since they
are of same structure types as already existing ternary transition metal chalcogenides.
A quick comparison based on the number of computationally predicted phases and total
number of experimentally stable phases (previously known experimentally stable phases +
experimentally discovered phases in this dissertation) in the phase diagram reveals that if
more phases are predicted to lie near the hull, there is an increased chance of synthesizing
the compounds (Table 4.3). In other words, the density of computationally predicted
phases can be taken as a rudimentary representation of experimentally accessible phases.
Non-empty ternary phase diagrams are often overlooked for new phases. Out of 5
phase diagrams in which new phases were discovered in this dissertation, 2 of them had
previously existing phases (Table 4.3). The lack of information-rich tools such as high-
temperature in situ diffraction and full dependability on traditional solid-state reactions
in the past could be a reason for missed phases. A full temperature-composition phase
space exploration is nearly impossible with traditional solid-state reactions. The chance
of missing new phases increases with an increase in stable/metastable phases in the dia-
gram, because of increasing complexity of the phase diagram caused by increasing number
of tie lines. Consequently, even phase diagrams that have been heavily explored cannot be
ignored for new phases, especially if the phase diagram is complex. On the other hand,
phase diagrams that are entirely empty are relatively easier to screen. While no assump-
tions can be made about their exploratory studies in the past due to lack of literature,
publication of negative results needs to be encouraged to prevent duplication of efforts
and to also provide a feedback to the computational models predicting them.
A general guideline is suggested for prioritizing the computationally predicted com-
pounds that satisfy these three conditions to better guide the experimental discoveries:
(a) phase diagrams that have more computationally predicted phases, (b) phase diagrams
that have previously existing experimental phases, and (c) phase diagrams that lack an




We have discovered 8 new ternary zinc chalcogenide phases with wide band gaps in four
ternary systems Na–Zn–Se, Na–Zn–Se, K–Zn–Se, and K–Zn–S. Further studies such as pho-
toluminescence, ellipsometry and polarization-resolved transmission/reflectance measure-
ments are required to fully establish their exact functional behavior. A method to prioritize
and make use of computational predictions for guiding experimental discoveries has been









Cell parameters a = 7.4507(15) Å,
b = 5.9184(8) Å,
c = 11.3542(15) Å,
β =112.537(16)◦
Table 4.4: Structural refinement of K2Zn3Se4
Atom Site x y z Occ. Beq
Zn1 2e 0.0 0.2358(67) 0.2500 1 2.0(6)
Zn2 4g 0.01005 0.2750(31) 0.9886(11) 1 2.0(4)
Se1 4g 0.7881(30) 0.5083(25) 0.5717(17) 1 1.835(33)
Se2 4g 0.7934(28) 0.9879(18) 0.8259(15) 1 2
Ke2 2f 0.5 0.5135(67) 0.25 1 2.0(12)
K1 2d 0.5 0.0 0.5 1 2








Cell parameters a = 6.9283(4) Å,
b = 13.1135(8) Å,
c = 6.4346(4) Å
Table 4.6: Structural refinement of K2ZnSe2
Atom Site x y z Occ. Beq
K1 8j 0.3315(6) 0.1455(3) 0.0 1 2
Zn1 4a 0.0 0.0 0.25 1 2
Se1 8j 0.1922(3) 0.8950(1) 0.0 1 2









Cell parameters a = 6.6282(9) Å,
b = 11.6830(17) Å,
c = 6.1588(9) Å
Table 4.8: Structural refinement of Na2ZnSe2
Atom Site x y z Occ. Beq
Na1 8j 0.3496(12) 0.1438(8) 0.0 1 2
Zn1 4a 0.0 0.0 0.25 1 2
Se1 8j 0.2151(4) 0.8848(2) 0.0 1 2








Cell parameters a = 9.3106(11) Å,
c = 7.1537(9) Å
Table 4.10: Structural refinement of Na6ZnSe4
Atom Site x y z Occ. Beq
Na1 6c 0.1487(6) -0.1487(6) 0.5466(11) 1 2
Na2 6c 0.5329(5) -0.5329(5) 0.373(2) 1 2
Zn1 2b 0.3333 0.6667 0.2500 1 2
Se1 2b 0.3333 0.6667 0.6026(17) 1 2
Se2 6c 0.18661(16) -0.18661(16) 0.1451(15) 1 2









Cell parameters a = 6.7385(5) Å,
b = 12.5784(8) Å,
c = 6.1699(4) Å
Table 4.12: Structural refinement of K2ZnS2
Atom Site x y z Occ. Beq
K1 8j 0.3353(4) 0.1458(2) 0.0 1 2
Zn1 4a 0.0 0.0 0.25 1 2
S1 8j 0.1859(6) 0.8989(3) 0.0 1 2








Cell parameters a = 7.156(2) Å,
b = 5.7218(9) Å,
c = 10.8566(17) Å,
β =112.24(3)◦
Table 4.14: Structural refinement of K2Zn3S4
Atom Site x y z Occ. Beq
Zn1 2e 0.0 0.277(4) 0.2500 1 2
Zn2 4g 0.0070(5) 0.241(4) 0.9851(8) 1 2
S1 4g 0.794(13) 0.496(4) 0.577(4) 1 2
S2 4g 0.800(13) 1.020(3) 0.821(4) 1 2
K2 2f 0.5 0.485(4) 0.25 1 2
K1 2d 0.5 0.0 0.5 1 2









Cell parameters a = 14.708(3) Å,
b = 13.106(3) Å,
c = 6.6656(11) Å,
β =116.161(13)◦
Table 4.16: Structural refinement of Na2Zn2S3
Atom Site x y z Occ. Beq
Na1 8f 0.040(3) 0.962(3) 0.130(6) 1 2
Na2 4e 0.0 0.688(4) 0.25 1 2
Na3 4e 0.0 0.425(4) 0.25 1 3.5(8)
Mn1 8f 0.2119(11) 0.5882(13) 0.300(2) 1 2
Mn2 8f 0.1835(10) 0.2702(10) 0.277(3) 1 2
S1 8f 0.1370(18) 0.409(3) 0.105(4) 1 2
S2 8f 0.1440(19) 0.7065(18) 0.090(4) 1 2
S3 8f 0.1454(18) 0.0247(19) 0.0252(5) 1 2
Table 4.17: Atomic positions and displacement parameters of Na2Zn2S3
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Chapter 5
MAGNETIC PHASE DIAGRAM OF A QUASI-2D
MIXED ANTIFERROMAGNETIC SYSTEM:
Mn1−xFexPSe3
In this chapter, we report the magnetic phase diagram of Mn1−xFexPSe3 which represents a
solid solution of two antiferromagnetic systems with mixed spin, mixed spin anisotropies,
mixed nearest neighbor magnetic interactions and mixed periodicities in their respective
antiferromagnetic structure. A short range magnetic order with existence of both MnPSe3-
and FePSe3-type nano-clusters has been established between x = 0.25 and 0.875. The
mixed ordering can be explained by high values of D arising from ligand spin-orbit contri-
butions.
5.1 Introduction
Disrupting the long-range ordering of magnetic systems can manifest a variety of behaviors
in crystalline materials, perhaps most notably in the form of emergent properties such as
unconventional superconductivity in iron-based and cuprate materials. In those cases, the
spin interactions are complex, with a mixture of local and itinerant moments and quantum
fluctuations, respectively, leading to complex behavior. The superconducting parent com-
pounds could be contrasted with materials where the behavior is more pedestrian, such
as strongly classical systems where spin-glass behavior arises as multiple competing order
parameters lead to a frozen state. A third, uncommon scenario can occur when the local
coupling is strong enough to preclude the spin glass state, and competition can lead to
uncompensated moments via complex domain formation.
A detailed mean-field and renormalization-group study of the possible magnetic order-
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ings of randomly-mixed magnets was conducting by Fishman and Aharony in 1978.[144,
145, 146] A random magnet containing a mixture of ions with competing spin anisotropies
orders in a “mixed phase” or “oblique antiferromagnetic phase” at intermediate composi-
tions and the phase diagram of such a magnet exhibits a tetracritical “decoupled” point.
Experimental evidence of such phases has been observed in the solid-solution intermetallic
TbxEr1−xNi5 and ionic Fe1−xCoxCl2.[147, 148] On the other hand, mixtures of antiferro-
magnets with different periodicities can form an intermediate phase with both magnetic
orderings, as observed in Fe1−xMnxWO4.[149] A random magnet with competing interac-
tions forms a disordered or spin glass state as observed in Mn1−xFexPS3.[150]
Fe1−xMnxWO4 displays a very rich magnetic phase diagram where MnWO4 exhibits 3
types of antiferromagnetic ordering and FeWO4 exhibits only 1 type. A solid solution
between the two results in competition between and a coexistence of interpenetrating
magnetic structures related to the pure systems MnWO4 and FeWO4.
Two such compounds that exhibit different magnetic interactions and orderings are
MnPSe3 and FePSe3 belonging to the family of metal thio(seleno)phosphates (MTPs),
which are two-dimensional layered compounds with layers bound by weak van der Waals
forces. MTPs form a unique family of compounds in which the spin dimensionality may
be varied by the choice of the transition metal ion. The MTPs were first discovered by
Friedel in 1894.[152] MnPSe3 and FePSe3 are isostructural and crystallize in R3̄ space
group. M2P2Se6 can be visualized as repeating slabs of SeM2/3(P2)1/3Se in CdI2 structure
type with 2/3 of the edge-sharing octahedral centers occupied by the transition metal an-
ions, forming a honeycomb network, and the remaining 1/3 occupied by the P-P dimers as
shown in Figure 5.1. The Se atoms’ planes stack in an ABAB sequence along c axis. P-P
dimers covalently bond to six Se atoms to form (P2Se6)−4 ethane-like units.
The magnetic structures for MnPSe3 and FePSe3 were first examined in 1981 using neu-
tron powder diffraction by Wiedenmann, et al.[153] MnPSe3 and FePSe3 both order anti-














Figure 5.1: (a,b) Crystal structure of of MnPSe3 and FePSe3 with views along the a and c
axes, where the octahedral-coordinated M2+ cations are shown in blue, S in yellow, and P
in grey. (c,d) shows the magnetic structures for MnPSe3 and FePSe3, respectively. The
direction of the Mn2+ moments in the basal plane was recently found to be canted 8◦
from a.[151]
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respectively. The magnetic moments of Mn2+ (S = 5/2) lie in the basal plane all three in-
tralayer J1 (n), J2 (nn) and J3 (nnn) interactions are antiferromagnetic. The direction of
the moments in the basal plane is not known. On the other hand, the magnetic moments
of Fe2+ (S = 2) lie along c-axis with J1 being ferromagnetic, and J2 and J3 being anti-
ferromagnetic. MnPSe3 and FePSe3 can thus be represented as Heisenberg XY and Ising
systems, respectively. A solid solution between MnPSe3 and FePSe3 thus represents a quite
complex random alloy, where S, J , D and k are all competing. Such a competition can
result in presence of one or more of the theoretically predicted and experimentally realized
magnetically ordered phases depending on the chemical composition. Magnetic ordering
can, therefore, either be glassy in case of strong competing exchange interactions as ob-
served in sulfides, or be a competing two-phase ordered state in case of strong anisotropic
contributions to the total Hamiltonian.
In this paper, we present a detailed investigation of the magnetic phase diagram of
Mn1−xFexPSe3 by means of X-ray diffraction, X-ray Fluorescence, powder neutron diffrac-
tion, DC magnetization and heat capacity measurements. Our investigation reveals pres-
ence of the two end-member magnetic orderings along with a region of competing anti-
ferromagnetic orders that exhibits uncompensated moments and nanoscale domains, as
evidenced by broad magnetic diffraction peaks, despite sharp structural Bragg peaks.
5.2 Experimental Procedure
Bulk synthesis of the samples in the solid solution range of Mn1−xFexPSe3 (0 ≤ x ≤ 1, in
increments of 0.125) was carried out using traditional solid state synthesis. Handling of
Mn (Alfa Aesar, 99.98%), Fe (Alfa Aesar, 99%), P (Sigma-Aldrich, 99.99%) and Se (Alfa
Aesar, 99.999%) reagents was performed in an Ar-filled glove box. Precursors were loaded
in 12 mm diameter fused silica tubes and sealed under vacuum using liquid nitrogen to
prevent P and Se loss during vacuum sealing and reacted at 650◦C with a ramp rate of
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10◦C per minute and 30 days hold time, followed by furnace cooling.
Powder X-ray diffraction measurements were conducted in transmission with a Bruker
D8 diffractometer with Mo-Kα radiation. Rietveld analysis was carried out using TOPAS
5. [128] XRF data were collected using a Shimadzu EDX-7000 spectrometer under a He
atmosphere. Three sets of data were collected and averaged to determine the composition.
Neutron diffraction data were collected between 1.5 K and 300 K using the HB-2A
powder diffractometer at the High Flux Isotope Reactor at Oak Ridge National Labora-
tory for x =0, 0.25, 0.375, 0.5, 0.625 and 1. Powders (1-2 g) were loaded in V cans
with He exchange gas and measured with incident neutrons with wavelength λ =2.41 Å.
Rietveld analyses and magnetic structure solutions were performed with FullProf and
SARAh.[48, 49]
Magnetic susceptibility measurements were collected on a Quantum Design MPMS 3
magnetometer. Thermoremanent magnetization(TRM) and isothermal remnant magneti-
zation (IRM) measurements were also collected on a Quantum Design MPMS 3 magne-
tometer.
Heat capacity measurements were performed using a Quantum Design Dynacool PPMS
(Physical Property Measurement System), with pressed pellets mounted using N-grease
and a two-tau procedure.
5.3 Results and Discussion
5.3.1 Evaluating structure and long-range order
Laboratory powder X-ray diffraction patterns for all compositions in Mn1−xFexPSe3 at room
temperature are shown in Figure 5.2. The Rietveld refinements for the diffraction patterns
indicate that all synthesized compositions are phase pure. Due to the long annealing
times (30 days) and the consistent peak width of reflections at high Q, it is apparent
that the cation ordering is random and relaxed. However, the occupancies of Mn and Fe
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Figure 5.2: Room-temperature X-ray diffraction patterns of Mn1−xFexPSe3 show consistent
formation of the same structure type, without impurities, and with consistent peak width.
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Figure 5.3: Lattice parameters (a) refined from neutron diffraction data show linear
variations from Mn/Fe substitution. In (b), agreement within 5% is seen in the
neutron-refined Mn/Fe occupancies and the Mn/Fe ratio obtained from XRF. Taken
together, the data indicate a random solid solution. Error bars are smaller than symbols
in all cases.
81
are indistinguishable by X-ray diffraction analysis and were refined separately by neutron
diffraction. The Mn/Fe ratios obtained from XRF data are plotted in Figure 5.3 and slightly
overestimate the Fe content by less than 10%. The XRD-refined chemical contraction of
the unit cell from MnPSe3 to FePSe3 varies smoothly, with a total change of about 4% in a
and 2% in c. This provides a consistent picture that the individual samples are truly a solid
solution.
Magnetic susceptibility measurements for all compositions in Mn1−xFexPSe3 are shown
in Figure 5.4. For low-dimensional systems, the value of TN as measured by specific heat is
not always directly correlated to the maximum in the susceptibility versus T , and a broad
maximum above TN is caused by short-range spin correlations.[154, 155, 156, 157] Here
the TN from heat capacity (Figure 5.5) is more closely tracked by the point where the slope
of the χ−T curve is maximized. The heat capacity of the x = 0.5 sample shows no lambda
anomaly, although the general features of the susceptibility vary smoothly with x.
Curie-Weiss temperatures θ and effective magnetic moments (µeff) were extracted from
the susceptibility over the 280-400 K temperature range. The θ values are negative and
summarized in Table 5.1, indicating short-range antiferromagnetic interactions in all com-
positions, and quite strong θ = −146 K in MnPSe3, which gradually weakens with Fe
substitution. The effective magnetic moments µeff of MnPSe3 (5.9µB) and FePSe3 (5.2µB)
indicate that both Mn2+ and Fe2+ are present in a high-spin state with S = 5/2 and S = 2.
The µeff off all compounds agree roughly with the ideal values, except for the x = 0.875
and x = 1 samples, where Tmax is sufficiently high that strict adherence to Curie-Weiss
behavior is not expected below 400 K.
Splitting between the ZFC and FC susceptibilities in Figure 5.4 is only observed from
x = 0.375 to x = 0.75 and and occurs around 40 K. The onset of this irreversibility is
denoted Tsplit in Table 5.1 and suggests uncompensated spins that arise at boundaries of
domains with dissimilar magnetic orderings, so it is not evident in the end members. The
uncompensated surface spins of the domains can behave in a glassy or disordered way. The
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Figure 5.4: Magnetic susceptibility under zero-field cooling and field cooling with
H = 100 Oe for all samples in the Mn1−xFexPSe3 range. The most apparent proxy for Neel
temperature is the maximum in susceptibility Tmax, evident for each curve. Only samples
from x = 0.375 to 0.625 show irreversibility, as evidenced in deviation of the ZFC and FC
susceptibilities.
Table 5.1: Expected values and measured parameters from magnetic susceptibility
measurements and fits to Curie-Weiss behavior (µeff and θ).




θ (K) Tmax (K) Tsplit (K)
0.000 5/2 5.92 5.90 -146 84 -
0.125 2.44 5.79 5.98 -150 70 -
0.250 2.38 5.66 5.98 -130 61 -
0.375 2.31 5.54 5.68 -97.7 63 40
0.500 2.25 5.41 5.76 -88.6 40 40
0.625 2.19 5.28 4.82 -56.6 73 46
0.750 2.13 5.15 4.93 -39.7 105 43
0.875 2.06 5.03 5.43 -28.3 113 -




























Figure 5.5: Heat capacity of the end members (a) MnPSe3 and (b) FePSe3 display clear
peaks at the first-order TN . The peak in MnPSe3 is weaker due to the lack of orbital
contribution when S = 5/2. At x = 0.5, the transition is broadened due to slow growth of
nano-sized competing magnetic domains, but the total contribution can still be extracted
from the Debye fits.
84
highest degree of irreversibility is observed as x approaches 0.5 suggesting a higher uncom-
pensated surface contribution form magnetic domains in intermediate compositions.
The total heat capacity measurements in Figure 5.5 only display an obvious λ anomaly
for the end members MnPSe3 and FePSe3, but even fitting the x = 0.5 sample to the Debye
model reveals a gradual onset of magnetic ordering. The large peak in FePSe3 (compared
to MnPSe3) can be explained by the magnetoelastic contribution from spin-orbit coupling,
as was suggested for FePS3.[158] Furthermore, the magnetic frustration as viewed by a
larger Curie-Weiss θ versus the susceptibility Tmax indicates that MnPSe3 is frustrated, and
slowly orders with increasing domain size upon cooling. This is reflected in the deviation
of Cp versus the Debye fit in Figure 5.5(a).
The total heat capacity at low temperatures is a combination of electronic, lattice and
magnetic contributions Ctotal = Celec + Clat + Cmag, where Celec is γT , Clat is βT 3 + αT 5.
The fit to the heat capacity at low temperatures (7 − 10 K) was made using Clat since
these chalcogenides are insulators with high resistivity of the order of 106 Ω-m to estimate
Debye temperatures. The high-temperature heat capacity data was then fit using the Debye
model to better estimate Clat and Debye temperatures. Cmag was calculated by Ctotal−Clat
and Cmag/T vs T plot was integrated to give the entropy associated with the magnetic
transition. The theoretical limit to the statistical magnetic entropy for complete ordering
of Mn2+ (S = 5/2) should be R ln(2S+1) = 14.89 J mol−1 K−1 and of Fe2+ (S = 2) should
be 13.38 J mol−1 K−1. It is clear from Figure 5.5 that the Mn1−xFexPSe3 does precisely
track Debye-like behavior, as is typical for similar materials,[159] but rough agreement
is seen: The entropy calculated for x = 0.0, 0.5 and 1.0 amount to 13.84 J mol−1 K−1,
13.23 J mol−1 K−1 and 10.73 J mol−1 K−1 with respective Debye temperatures of 235 K,
240 K and 250 K. These values indicate that the ordering in intermediate compositions
is still transitioning from states that are nearly fully disordered to fully ordered over the
measured temperature range.
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5.3.2 Progression of magnetic ordering across the Mn1−xFexPSe3
compositional range
Our refined neutron powder diffraction data at T = 1.5 K is shown for the end members
MnPSe3 and FePSe3 in Figure 5.6. We verify the magnetic propagation vectors k = [000]




], respectively.[153] The average magnetic moments on Mn2+ and Fe2+ in the
end members were refined to 3.6 µB and 4.2 µB, respectively. The direction of the Mn2+
moments can not be determined from powder diffraction data.
Smaller calculated magnetic moment can be attributed to lack of information about the
direction of magnetic moments or lack of long range magnetic order in MnPSe3. Magnetic
structure of the analogous sulfides have been subjects of recent controversy.[151, 160]
The magnetic structure of MnPS3 was identified with a propagation vector of k = [000]
where the Mn2+ moments lie at a finite angle of 8◦C from c? axis as compared to the
previously published magnetic structure where the magnetic moments are along c?.[151]
If we assume similar magnetic ordering in MnPSe3 and MnPS3, Rietveld analysis with
Mn2+ lying in the ab plane could cause the calculated magnetic moment to be lower than
expected. Small correlation lengths in MnPSe3 as shown in Figure 5.9, resulting from lack
of long range magnetic order could be another explanation for smaller calculated magnetic
moment.
Across the compositional range, a few key changes should be noted in the neutron
diffraction patterns at 1.5 K, shown in Figure 5.7: first, the magnetic reflections in FePSe3
are clearly broadened (and although it is more subtle, there is substantial diffuse scattering
from magnetic intensity in MnPSe3), and there is a progression of mixing and broadening
of the magnetic Bragg contributions from both phases as intermediate values of x are
examined.
In FePSe3, the broadening of the 012
1
2
magnetic reflection is not immediately apparent
from Figure 5.6, but upon closer inspection in Figure 5.8, it is significant and can be
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Figure 5.6: Refinements to neutron powder diffraction data at T = 1.5 K for FePSe3 and
MnPSe3 show clear signatures from magnetic ordering. All magnetic intensity in MnPSe3
























































































































Figure 5.7: Evolution of magnetic ordering peaks with temperature and composition. The
nuclear fits have been shown in black to clearly identify magnetic intensities at various
temperatures. Peaks corresponding to FePSe3-type and MnPSe3-type magnetic ordering
have been highlighted in blue and pink respectively. Presence of broad diffuse magnetic
peaks caused by short-range order is seen in intermediate compositions as compared to
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Figure 5.8: Voigt fitting of magnetic ordering peaks at 1.5 K for various compoisitions in
Mn1−xFexPSe3. The data and fit are shown in black and red respectively. The nuclear
peaks and magnetic peaks are shown in orange and blue respectively. The impurity peaks
have been marked with ∗.
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and remains broad at T = 70 K to L = 500 ± 100 Å. This peak broadens further into
a diffuse, but still detectable, contribution at 150 K, which is higher than TN = 124 K for
FePSe3, indicating short-range magnetic correlations that are common for low-dimensional




magnetic peak, the correlation lengths
are not determinable within the limits of instrumental and sample broadening.
In other magnetic compounds with strong crystalline anisotropy such as such as Sr2YRuO6[161],
CrTa2O6[162] and La2O3Mn2Se2.[163], magnetic domains that exhibit strong correlations
in two dimensions above 3D long range magnetic transition temperature are typically mod-
eled by Warren-type peaks,[164] which are characterized by long tails with increasing Q,
similar to turbostratic nuclear disorder in layered compounds and clays. While the layered
structure of Mn1−xFexPSe3 could play host to such disorder, we observe neither nuclear
disorder nor Warren-type tails on the magnetic peaks. Instead, the magnetic peaks are
best described as lorentzian contributions after instrumental and crystallite size correc-
tions (Figure 5.8). This implies that the short range ordering present in Mn1−xFexPSe3 has
a significant interplane component, unlike other 2D materials such as Sr2YRuO6, CrTa2O6
and La2O3Mn2Se2. This behavior is corroborated by the fact that the broad magnetic peaks
correspond to hkl family of planes, instead of hk0.
For samples where 0.675 ≤ x ≤ 0.375, magnetic peaks are broadened and the two
k-vectors coexist. The extracted correlation lengths for these with varying composition
and temperature are plotted in Figure 5.9. Interestingly, only the FePSe3 end member
at x = 1 shows domain sizes that are large enough that the peaks are not broadened
versus the nuclear peaks. Correlation lengths drop more steeply for FePSe3-type order-
ing as compared to MnPSe3-type ordering for intermediate compositions. The This could





























































Figure 5.9: Magnetic correlation lengths for various compositions calculated as a function
of temperature for (a) FePSe3-type 0 1̄2
1
2
at Q = 0.6 Å
−1




Q = 1.53 Å−1, (c) MnPSe3-type at Q = 1.17 Å and (d) MnPSe3-types at Q = 1.30 Å.
91
5.3.3 Nature of and driving forces for the coexistence of magnetic
domains
It is clear from the susceptibility and diffraction measurements that Mn1−xFexPSe3 exhibit
mixed magnetic ordering below TN . The layers containing magnetic cations are separated
by a van der Waals gap on the order of ∼ 7 Å, which prohibits direct exchange and super
exchange interactions between layers. The intralayer neighboring magnetic interactions
are much stronger, as evidenced by the non-Curie-Weiss behavior and diffuse magnetic
scattering above TN . Clearly, the differences between this system and other mixed magnets
(which typically result in spin glasses) should be understood. For a random cation mixture
on Mn1−xFexPSe3, a Hamiltonian for the spin interactions can be written:
























Here, J are exchange interactions between two neighboring magnetic ions and D de-
notes the anisotropy. DMn < 0 and DFe > 0 for MnPSe3 and FePSe3 as per their Heisenberg
and Ising nature, respectively. MnPSe3 is highly anisotropic as determined by single-crystal
magnetic susceptibility measurements carried out by Jeevanandam[165] with a single-ion
exchange anisotropy of magnitude 26.6 K, which is approximately five times the exchange
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interaction (−5.29 K). No comparable susceptibility measurement exists for FePSe3 to es-
timate the value of D. However, the exchange interaction JFeFe is of the similar magnitude
(between 3.7 and 10.4 K) to that of MnPSe3 but ferromagnetic in nature as determined by
Wiedenmann.[153] Assuming similar magnitudes of DFe and DMn, the question is what
ordered states are accessible by a random 2D-sheet mixture of these cations. Fishman
and Aharony have provided theoretical models for random alloys of two antiferromagnets
with different periodicities, different anisotropies and different interactions in separate
studies,[144, 145, 146] but their results cannot be directly applied to our system which
represents a combination of all three forms of competition.
A solid solution of analogous sulfides, on the other hand, results in a spin glass state
at intermediate compositions.[150] Both MnPS3 and FePS3 order antiferromagnetically
with spins normal to ab plane and k = [000] and k = [011
2
], respectively. In MnPS3, each
Mn2+ is antiferromagnetically coupled with its nearest neighbors in the plane and there is
ferromagnetic coupling between the planes. In FePS3, each Fe2+ is ferromagnetically cou-
pled with two nearest neighbors and antiferromagnetically with the third one and forms
zigzag spin chains coupled antiferromagnetically within each layer. MnPS3 is magnetically
isotropic with a very small anisotropy parameter of 0.105 K, with exchange interactions
of J1 = −9.1 K, J2 = −0.83 K and J3 = −2.15 K.[166] The nature of small anisotropy is
debated between dipolar anisotropy and single ion anisotropy, however that does not ef-
fect our argument here. FePS3, on the other hand, is anisotropic with single-ion anisotropy
parameter D = 31.7 K, approximately double the exchange parameters; J1 = 17.4 K,
J2 = −0.48 K, J3 = −11.4 K.[167]
The spin glass state in these random sulfides could be explained by competing antifer-
romagnetic and ferromagnetic exchange interactions within the plane in the presence of
smaller competing anisotropies as compared to selenides. The dominating spin exchange
interactions result in spin frustration with a formation of frozen or glassy state of spins as
temperature is lowered in these systems.[150, 168]
93
In contrast to Mn1−xFexPS3, the absence of a spin glass state in Mn1−xFexPSe3 can be
explained by a relatively larger contribution of DMn and DFe anisotropy terms as com-
pared to the exchange interactions. The tendency to obey a particular magnetic ordering
increases with increasing anisotropy. Even small local chemical clustering in a randomly
mixed solid solution can change the spin dynamics and segregate the system into coexist-
ing magnetic domains of the favored end members. Local regions rich in Mn2+ or Fe2+type
ions can continue to polarize the magnetic ordering in their vicinity resulting in a two-
phase competition region between x = 0.25 and x = 0.875.
Anisotropy parameter D, which introduces anisotropy in an otherwise isotropic Hamil-
tonian, arises from a combination of crystal-field and spin-orbit coupling.[165] Covalency
parameter and spin-orbit coupling constant are both higher for selenium than for sulfur,
which results in a higher spin-orbit interaction, which in turn has a substantial effect on
zero-field splitting parameter D. A large zero-field splitting of the transition metal in se-
lenides results in an unusually large anisotropy in MnPSe3 as compared to MnPS3.[165]
Differences in D in the EPR spectra of Cr2+ in cubic ZnS, ZnSe, and ZnTe[169] has been
explained by a similar argument
Among the SG and 2-phase models that are possible ground states for such randomly-
mixed 2D systems, each has its own tendency for formation based on J and D competition.
The macroscopic response of these scenarios manifest in changes in the amount of uncom-
pensated spins and their time-dependent susceptibility. Clearly, the spin glass scenario is
ruled out of Mn1−xFexPSe3 due to the high amount of ordered moment observed in the
neutron diffraction data, but additional confirmation can be seen in time-dependent mag-
netization measurements.
TRM and IRM curves for ideal bulk antiferromagnets should be zero,[171] and higher
values of TRM versus IRM denote irreversibility in a spin-glass or a core shell nanoparticle
behavior as shown in Figure 5.10.[170] For a spin glass, the IRM increases with increasing
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Figure 5.10: Schematic figure of thermoremnant magnetization (TRM) and isothermal
remnant magnetization (IRM) for (a) spin glass, (b) nano-wires, adapted from Ref.170,
and (c) Thermoremanent magnetization (TRM) of x = 0.5 samples shows an
sub-exponential increase with field and divergence from isothermal magnetization (IRM),
typical of an antiferromagnetic system with small domains and polarizable domain walls.
The end members MnPSe3 and FePSe3 show no remanence.
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TRM also exhibits a characteristic peak at intermediate fields.
The thermoremanent and isothermal remanent magnetization (TRM and IRM) measure-
ments at 5 K on Mn1−xFexPSe3 for x = 0.0, 0.5, 1.0 are shown in Figure 5.10. TRM and IRM
for x = 0.0 and 1.0 are negligible (ideal bulk antiferromagnets) as compared to those for
x = 0.5. For x = 0.5, the IRM increases nearly linearly, but at a slower rate than TRM.
TRM and IRM for x = 0.5 does not not saturate at high magnetic fields and does not
display a spin-glass behavior, but instead matches interface-dominated behavior, which is
seen in systems with small magnetic domain sizes, for example in Co3O4 nanowires, where
uncompensated surface spins lead to irreversibility in addition to the regular antiferromag-
netic contribution from the wires.[172] The decrease in correlation lengths of coexisting
clusters of MnPSe3 and FePSe3 type ordering at intermediate compositions lead to more
“uncompensated surfaces” with random ordering, which results in an increasing TRM and
IRM.
The final magnetic phase diagram of Mn1−xFexPSe3 is shown in Figure 5.11. The phase
transition lines were drawn based on Tmax obtained from χ − T measurements. Between
x = 0.0 and x = 0.25, MnPSe3 type magnetic ordering is present with introduction of short
range correlations as x or Fe2+ concentration is increased. Tmax decreases as x increases
and is minimum for x = 0.5. Between x = 0.25 and x = 0.875, mixed ordering or co-
existence of Mn2+- and Fe2+-type ordering is present. The mixed phase forms nano-sized
chemically disordered clusters which display both kinds of ordering. The uncompensated
surfaces between the clusters increase as the cluster size decreases and the effect can be
seen in TRM-IRM, ZFC-FC magnetization and neutron diffraction measurements. Cluster
size decreases as a function of chemical disorder present and is smallest for x = 0.5. The
absence of Schottky anomaly in heat capacity for x = 0.5 suggests short range ordering
where the transition lines in the phase diagram defined by Tmax over intermediate com-
positions are not smooth and very well defined. For x > 0.875, FePSe3 type magnetic
ordering is present. The strong dependence of correlation lengths on the Fe2+ concentra-
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Figure 5.11: Magnetic phase diagram of Mn1−xFexPSe3 showing three regions with
MnPSe3-type, mixed-type and FePSe3-type AFM ordering. The circles represent Tmax from
χ− T measurements and a crossover from paramagnetic state to a magnetic state, while
the two-phase competition region is best denoted by the susceptibility Tsplit (squares).
Short-range order (SRO) is evident from deviation from Curie-Weiss susceptibility and
diffuse magnetic nuclear scattering intensity.
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tion for x > 0.5 suggests a lower value of anisotropy DFe as compared to DMn. This is also
supported by weak dependence of correlation lengths on Fe2+ concentration for x < 0.5.
5.4 Conclusions
In conclusion, we have established a magnetic phase diagram of a mixed spin, mixed inter-
action, mixed anisotropy and mixed periodicity system Mn1−xFexPSe3 using a combination
of X-ray diffraction, X-ray Fluorescence, neutron diffraction, DC magnetic susceptibility,
TRM, IRM and heat capacity measurements on bulk powder samples. This is the first solid
solution study of a random magnet system in metal selenophosphates family. Both kinds
of MnPSe3 and FePSe3 type ordering are found to co-exist at intermediate compositions in
the form of nano-sized clusters. FePSe3 type ordering is found to be more susceptible to
doping as compared to the MnPSe3 type ordering. A long range ordering does not take
place in intermediate compositions upto 1.5 K and the broad diffuse scattering peaks are
observed in neutron diffraction patterns. The magnetic ordering in intermediate compo-
sitions take place over a wide temperature range and does not display a characteristic
lambda anomaly in heat capacity. The uncompensated surface spins increase with shorter
correlation lengths and are evident in DC magnetization and TRM-IRM measurements.
The mixed ordering can be explained by high values of D arising from ligand spin-orbit
contributions. Future measurements involving single crystal neutron diffraction can be
employed to establish the direction of moments withing the basal plane in MnPSe3. Mag-
netic domain imaging such as Lorentz microscopy and magnetic force microscopy can be
used to further characterize and image the anisotropic nature of the domains.
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Chapter 6
INCOMMENSURATE MAGNETISM IN K2MnSxSe2−x
AND PROSPECTS FOR TUNABLE FRUSTRATION
IN A TRIANGULAR LATTICE OF PSEUDO-1D SPIN
CHAINS
In this chapter, we report the first detailed investigation of quasi-1D K2MnS2 and K2MnSe2
compounds from the K2MnS2 structure-type and their magnetic solid solution K2MnS2−xSex.
We propose an incommensurate cycloid magnetic structure with a magnetic propagation
vector k = [0.58 0 1] for all samples in K2MnS2−xSex, identified by single crystal neutron
diffraction of K2MnS2 at 4 K and powder neutron diffraction of all samples at 10 and 50 K.
The quasi-1D compound is best represented as a 2D triangular antiferromagnet, which
results in geometric frustration of chains resulting in incommensurability along a and pre-
sumably in a two-step magnetic transition in K2MnS2−xSex.
6.1 Introduction
The rich physics in the magnetism of low dimensional and frustrated systems has been
a topic of great interest since last 4-5 decades.[173, 174] Magnetic frustration, the com-
petition of exchange couplings between localized spins, can be imposed by geometry or
competing interactions and has broad implications for ground states and low-temperature
properties. At low temperatures, peculiar behavior like spin ices[175] and spin liquids[174]
can result when system fluctuates between different configurations or an ordered frus-
trated state with non-collinear and/or incommensurate magnetic structures can result with
unsatisfied interactions in the Hamiltonian.[176, 177]
An ideal one-dimensional magnetic system cannot be achieved in a three-dimensional
material with translational symmetry, because some degree of interchain coupling, how-
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ever weak, will exist. This weak coupling can induce long-range three-dimensional order-
ing (a Néel temperature) at finite temperatures in quasi-1D materials. If the Hamiltonian
for such a quasi-1D magnetic system can be written asH = −
∑
Jij ~Si~Sj, then the exchange
parameters Jij can represent the “ideal” nearest-neighbor (nn) and next nearest-neighbor
(nnn) intrachain spin-exchange couplings, here grouped as Jintra while the longer-range
interchain coupling between the three chains by Jinter1 and Jinter2 between chains 1 and 2,
and 2 and 3 as shown in Figure 6.1 (c).
Materials that approach the ideal 1-D Heisenberg limit would be those where the Jintrais
strong but Jinteris weak, and 3D magnetic ordering may not be observed, or it could arise as
incommensurate magnetic structure, complicated magnetic phase diagram, and a high de-
generacy of ground states. Incommensurate magnetic ordering in quasi-1D magnetic sys-
tems can be caused by frustrated intrachain interactions as observed in LiCuVO4, NaCu2O2,
and CuCl2 where superexchange is ferromagnetic, whereas the super-superexchange is an-
tiferromagnetic and results in magnetic multiferroicity.[178, 179, 180, 181, 182] Research
in low-dimensional magnetic systems containing Cu2+ has also derived motivation from
the need to understand cuprate superconductors. Incommensurate magnetic ordering in
quasi-1D magnetic systems can also be caused by competing interchain magnetic inter-
actions resulting from spatial arrangement of magnetic chains as observed in triangular-
lattice antiferromagnets (TLAFs) such as CsNiCl3 and LiNiW2O8.[183] It would therefore
be interesting to study a system where the interactions are tunable and a range of spin and
geometric constraints could be explored.
K2MnS2 and K2MnSe2 belong to a rich family of quasi-1D compounds in the eponymous
K2MnS2 structure type, where we concentrate on the representatives whereA2MX2, where
A = K, Na, Rb, Cs; M = Mn, Fe, Co, Zn, Si, Ge, Sn; and X = S, Se, Te, P, As. K2MnS2 and
K2MnSe2 were first synthesized by Bronger by the reaction of potassium carbonate with
manganese in a stream of hydrogen charged with chalcogen.[138] Both these compounds





















Figure 6.1: (a), (b) Crystal structure of 1D K2MnS2 and K2MnSe2 with views along a and
c directions to show tetrahedrally coordinated Mn-Ch chains running along c. (c)
Arrangement of Mn2+ chains in the ab plane in the form of an isosceles triangle to show
interchain interactions. K1+ Mn2+ and chalcogen are represented by grey, green and
yellow spheres respectively.
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along the c direction. Viewed normal to the chains in Figure 6.1, the chain locations form
isosceles triangles with their short distance along 〈100〉 and the long distance along 〈110〉.
The most closely-related compounds to the K2MnS2 structure type are the family of
AFeX2 (A = K, Rb, Cs, Tl; X = S, Se) compounds, which can be divided into three
groups based on their crystal and magnetic structures.[184] All of these compounds have
tetrahedrally coordinated Fe3+ chains along c direction, but many of these have an addi-
tional degree of structural freedom, manifested as a monoclinic distortion (TlFeS2, TlFeSe2,
KFeSe2, and RbFeSe2 with the magnetic moments ordered perpendicular to the chains; and
KFeS2, RbFeS2 with the ordered moments slightly tilted from the chain axis).[185, 186]
Only CsFeS2 is orthorhombic which shows no magnetic order till 70K, at which point it un-
dergoes a structural and magnetic transition with magnetic moments approximately along
the chain direction.
Unlike the well-studied AFeX2-type compounds, the compounds in the A2MX2 family
have not been examined in sufficient detail to understand any of their magnetic ground
states. Only the compound K2CoS2 has been suggested to be a collinear antiferromagnet
(on the basis of neutron diffraction by Bronger, but without any published data).[187] The
antiferromagnetic nature of K2MnS2 and K2MnSe2 has been suggested based on suscepti-
bility measurements.[138]
In this chapter, we present a detailed investigation of the magnetic phase diagram of
K2MnS2−xSex using X-ray diffraction, neutron diffraction, magnetization and heat capacity
measurements. This is the first detailed study of compounds from the family of A2MCh2-
type compounds. We propose an incommensurate antiferromagnetic structure for K2MnS2
using single crystal neutron diffraction and powder neutron diffraction caused by geomet-
ric frustration of chains. All compounds in K2MnS2−xSex series show similar magnetic
ordering and TN, and a two-step magnetic transition characteristic of TLAFs.
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6.2 Experimental Procedure
Bulk synthesis of the samples in the solid solution range of K2MnS2−xSex with 0 ≤ x ≤ 2 in
increments of 0.2 was performed out using traditional solid state tube-in-a-tube method.
Handling of reagents was performed in a glove box under argon. Reactions were con-
ducted by loading S and Se in 15 mm diameter quartz tubes in their nominal composition.
Metallic K spheres and Mn powder were loaded in a smaller tube resting inside the big-
ger tube. These tubes were then sealed under vacuum using liquid nitrogen and reacted
in box furnaces at 600◦C with a ramp rate of 1◦C/min and 48 h hold time, followed by
furnace cooling. Synthesis of needle-shaped K2MnS2 single crystals was accomplished by
high temperature gas flow, similar to the method reported by Bronger.[138] K2CO3 and
Mn powder were mixed using a mortar and pestle in a stoichiometric ratio and reacted
under an incoming hydrogen stream charged with S vapor at 757◦C.
Powder X-ray diffraction (XRD) measurements were conducted in transmission with a
Bruker D8 diffractometer with Mo-Kα radiation. Rietveld analysis on X-ray diffraction
patterns was carried out using TOPAS 5. [128] All samples were pure as viewed by X-ray
analysis except for the x = 0.2 sample.
Neutron powder diffraction (NPD) was performed in vanadium cans on the POWGEN
instrument at the Spallation Neutron Source at Oak Ridge National Laboratory (ORNL).
The temperature was raised from 10K to a maximum of 50K with a ramp rate of 0.5K/min,
and the diffraction data were simultaneously collected. The diffraction data were also col-
lected at 10 K and 300 K for longer durations for good signal-to-noise ratio. Processing and
visualization of neutron powder diffraction data was done in the Mantid software.[188]
Single crystal neutron diffraction was collected for K2MnS2 on the HB-3A Four-circle
diffractometer at the High Flux Isotope Reactor at ORNL, with a neutron wavelength of
1.550 Å selected from a bent perfect Si-220 monochromator.[189] The selected crystal
had a size of 0.9×0.2×0.5 mm and was sealed in a 0.7 mm diameter quartz tube (wall
thickness 0.1 mm) to prevent air exposure. The crystal was held in place by another quartz
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capillary of 0.7 mm diameter. The tube was mounted on the cold head of the closed cy-
cle refrigerator (CCR) to measure the temperature range from 4 K to 450 K. Data were
collected at 4.0 K and the (020) and (060) Bragg peaks were measured at increasing tem-
peratures. The nuclear and magnetic structure refinements and representation analysis are
carried out with the FullProf Suite.[48] The magnetic symmetry analysis uses the Bilbao
Crystallographic Server.[190, 191, 192, 193, 194]
Magnetic susceptibility measurements were collected on a Quantum Design MPMS3
magnetometer. Heat capacity measurements were performed using a Quantum Design
Dynacool Physical Property Measurement System (PPMS).
6.3 Results and Discussions
6.3.1 Confirmation of solid solution behavior from X-ray and neutron
diffraction
Rietveld refinements to laboratory powder X-ray diffraction show all synthesized composi-
tions K2MnS2−xSex except the x = 0.2 sample (Figure 6.2). Figure 6.3 shows the various
refined structural parameters variation as a function of x in K2MnS2−xSex for both labora-
tory XRD and NPD. The Se occupancy varies linearly with x, for both XRD and NPD. Across
the whole composition range, increasing the Se content toward K2MnSe2 leads to a 12%
volume increase. The difference in ionic radii of S (1.84 Å) and Se (1.98 Å)[195, 196] and
increasing covalent nature with x causes an increase in Mn-S/Se bond length (ref supple-
mentary fig). The increase in volume is mirrored by by an increase in Mn-Mn distances–
both intrachain and interchain as shown in Figure 6.3 (b) and (c).
Figure 6.4(a,b) show the NPD patterns collected at 300K and 10K across the composition
range of K2MnS2−xSex. The NPD data at 10K shows magnetic ordering in all compositions,
with magnetic peaks that appear consistent across the compositional range, despite the
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Figure 6.2: Laboratory X-ray diffraction patterns for K2MnS2−xSex show consistent peaks
for all samples, indicating a solid solution. The Rietveld refinement and difference curves

































































Figure 6.3: Across the solid solution from K2MnS2 to K2MnSe2, Rietveld refinements to
XRD and NPD data show smoothly varying cell volume (a), Se occupancy (a), intrachain
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Figure 6.4: (a) Neutron powder diffraction patterns collected at (a) 300 K and (b) 10 K
for K2MnS2−xSex. The 4 K data show magnetic peaks for all compositions marked with
the pink pointers. The positions and intensities of the peaks portend equivalent magnetic
ordering among the samples, but the propagation vector is incommensurate with the
nuclear structure.
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peaks could not be indexed to a commensurate k-vector, including the [001
2
] ordering
proposed for K2CoS2 by Bronger.[138]
Initial magnetic structure predictions using SARAh and FullProf suggested incommen-
surate ordering of the Mn2+ moments. Rough determination of TN from NPD can be
accomplished by noting the temperature of disappearance of magnetic peaks at d = 5.2 Å.
Figure 6.5 (a) and (b) show this range of NPD data for K2MnS2 and K2MnSe2 at 16±2K
and 18±2K respectively. TN for all compositions lie within in this temperature range and
do not show a dramatic increase with x. This is despite the increasing distance between
intrachain Mn1-Mn2 ions (4%), interchain Mn1-Mn3 ions (3%) and interchain Mn1-Mn4
ions (4%).
6.3.2 Incommensurate magnetic ordering in K2MnS2−xSex
Magnetic reflections appear below T = 17 K for all compositions in K2MnS2−xSex as shown
in Figure 6.5(a,b). An order parameter plot for is shown in Figure 6.5(c) from single
crystal neutron diffraction of K2MnS2. The presence of magnetic reflections in both sin-
gle crystal and powder neutron diffraction is consistent with our magnetic susceptibility
and heat capacity measurements. The magnetic phase was indexed using an incommen-
surate magnetic propagation vector k = [0.58 0 1] at 4 K. The final refinement of single
crystal neutron diffraction data is shown in Figure 6.6 where the observed and calculated
structure factors for the nuclear and magnetic refinements are plotted. The refined mag-
netic structure results in a cycloidal configuration of magnetic moments in the ab plane
as shown in Figure 6.7. The spins are antiferromagnetically coupled along the chains in
c direction. The total refined magnetic moment is 2.279 µB, considerably smaller than
5.92 µB expected for Mn2+ (S = 5/2). A reduced magnetic moment is often observed in
quasi-1D spin systems such as NaFeGe2O6, Na2TiCl4 and has been believed to be caused
by spin fluctuations and covalency.[197, 198] Delocalization of d electrons has been used
































































































Figure 6.5: NPD with increasing T shows disappearance of the magnetic peaks TN around
17 K for K2MnS2 (a) and K2MnSe2 (b) while single-crystal intensity on the (0.4211) peak


























Figure 6.6: Calculated vs observed structure factors for nuclear and magnetic reflections




Figure 6.7: Magnetic structure of K2MnS2 determined from single crystal neutron
diffraction showing the cycloid arrangement of spins in the ab plane with
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Figure 6.8: Rietveld refinement of neutron powder diffraction data of K2MnS2 collected at
10K with k = [0.58 0 1].
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electrons and covalency could be partly responsible for small moment values in K2MnS2.
However, incommensurate magnetic ordering caused by frustrated moments in K2MnS2 is
possibly the primary cause for small moment values. Increasing value of intensity at 4K
from the order parameter plot (Figure 6.5 (c)) further indicates that the magnetic ordering
is not complete at 4K. A very good fit for the intensity at d = 5.23 Å could not be obtained
using the same magnetic model for the neutron powder diffraction collected at 10K.
In these quasi-1D magnetic systems, antiferromagnetic chains that propagate along c can
be viewed down the chains as a triangular lattice in the ab plane. Such a case has been pre-
viously observed in various quasi-1D systems such as CsNiCl3, CsCoCl3, NaFeGe2O6,[197]
and Li2NiW2O8.[183] The lattice is comprised of isosceles triangle, with two nearest neigh-
bor (Jinter1) and four next-nearest neighbor interactions (Jinter1) as shown in Figure 6.1(c).
The relative strengths of interchain exchange interactions Jinter1 and Jinter2, and Jintra and
anisotropy terms in the Hamiltonian determine the final magnetic ordering of the system.
Such a triangular lattice can form a simple non-frustrated square lattice if Jinter1 = 0 and
Jinter2 6= 0, a strongly frustrated triangular lattice if Jinter1 ≈ Jinter2 6= 0, and a decou-
pled spin chain if Jinter1 6= 0 and Jinter2 = 0. We can expect Jinter1 to be slightly higher
than Jinter2 from intrachain and interchain distances. Overall, the magnetic frustration in
K2MnS2 manifests itself in the form of incommensurability along a direction.
A high value of anisotropy, as observed in Li2NiW2O8,[183] can overcome the effect
of frustration and can stabilize a collinear magnetic ordering as observed in this system
below TN2. Collinear magnetic structures are also observed in case of monoclinic crystal
structures where changes in β removes the interchain frustration as seen in TlFeS2 and
TlFeSe2.[199]
Comparison of neutron powder diffraction patterns for K2MnS2−xSex compounds from
Figure 6.4 reveal similar magnetic ordering in all compositions and the cycloid model is
proposed as the magnetic structure in these compounds.
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6.3.3 Similar TN in K2MnS2−xSex
The determination of TN is more precise in these compounds when viewed by magnetic
susceptibility, single-crystal neutron diffraction, and heat capacity. Magnetic susceptibility
measurements for x = 0.0, 1.0 and 1.8 are displayed in Figure 6.9. The magnetic suscepti-
bilities of quasi-1D magnets exhibit two characteristic maxima: a broad maximum at high
temperatures associated with the short-range intrachain order in 1D, and a sharper kink at
low-temperatures associated with the interchain transition into a 3D magnetically ordered
phase. The 3D-ordering peak (TN) appears at ≈ 17 K for x = 0, 1 and 1.8. However,
our susceptibility measurements up to 300 K do not approach the region of maximum
susceptibility due to intrachain coupling, as is typical for related systems with strong 1-D
order: KFeS2 and CsFeS2 display maxima at T = 565 and 800 K, respectively.[200] Other
compounds, such as TlFeS2, TlFeSe2, and RbFeSe2, show a linear increase in susceptibility
above TN showing no signs of saturation and has been explained by delocalization of d
electrons resulting from small intrachain Fe-Fe distances.[184, 199]
A small degree of itinerancy and hence one dimensional metallic behavior is expected
but has never been proven in these ternary iron chalcogenides due to difficulty in handling
fragile fiber-like crystals. Presence of defects and mechanical breaks in the crystals further
makes it hard to prove the metallic nature at microscopic level.[184] A linear increase has
also been observed in two-dimensional metallic layered iron pnictides in the paramagnetic
regime. Several theoretical suggestions exist to explain the linear increase, which involves
coupling of itinerant electrons with local moments. The Mn2+-Mn2+distance is ≈ 3.1Å in
K2MnS2 while the shortest Mn-Mn distance is in metallic manganese is 2.67Å. If we assume
orbital overlap, some degree of itinerancy can be expected in K2MnS2 and K2MnSe2.
In the absence of high-temperature susceptibility data showing the broad maximum and
paramagnetic behavior following Curie-Weiss law, existing models for 1D magnetic chains
such as the Wagner-Friedberg model, the Rushbrooke-Wood model, the Emori model can
not be used to estimate the value of intrachain coupling as in KFeS2 and CsFeS2.[201,
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Figure 6.9: Magnetic susceptibility for x = 0.0, 1.0 and 1.8 in K2MnS2−xSex
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202, 203] If we assume very small degree of itinerancy in K2MnS2 and K2MnSe2 and that
they reach a maximum at higher temperature, results compiled by De Jongh and Miedema
can be used to put a lower bound on intrachain coupling constant J using Tmax/J ≈ 10.6,
giving Jintra> 28 K since Tmax > 300 K.[204] A comparison done in previous studies suggests
that Jintra lies within 20% of the values predicted from different models and can be used
as a good approximation.[204]
Jintra is governed by the direct and super-exchange interactions between Mn2+-Mn2+
While the direct exchange is only governed by distance between Mn2+-Mn2+, the super-
exchange depends on two opposing factors in K2MnS2 and K2MnSe2: geometric effect of
larger bridging anion causing an increase in Mn-Mn distance and polarizibility/electronegativity
of the bridging anion. A specific trend in Jintra form K2MnS2 to K2MnSe2 cannot be pre-
dicted based on these arguments
Jinter, on the other hand, is governed by complicated super-super exchange interactions
via Mn–S/Se..S/Se–Mn pathways and depends largely on the interchain distances. The
Mn2+atoms between the chains are separated by ≈ 7 Å and therefore excludes direct
exchange magnetic interactions. K2MnS2 and K2MnSe2 differ in cell volumes which is re-
flected in their lattice parameters and intra and interchain Mn2+–Mn2+ distances as shown
in Figure 6.3. Jinter will also depend on the opposing factors of geometric effect of larger
bridging anion causing an increase in Mn-Mn distance and polarizibility/electronegativity
of the bridging anion.
The final magnetic ordering temperature TN can be conjectured on degree of frustration
based on the relative strengths of Jinter1 vs Jinter2, Jintra and anisotropy terms in the Hamil-
tonian. Complicated exchange pathways and their interplay with anisotropy results in a
delicate balance between magnetic interactions resulting in a non-significant change in TN
in K2MnS2−xSexcompounds.
For less complicated cases of equal interchain interactions, a simplified version of Oguchi’s
relationship which links Jintra and Jinter to TN is given by JintraJinter = [1.92 TN/4S(S + 1)]2.
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Using TN = 16 K, Jintra = 28 K, the expression gives a rough upper bound on Jinter ≈ 0.027 K
which is approximately 1000 times smaller than Jintra.
6.3.4 Signature of a two-step magnetic transition in K2MnS2−xSex
Heat capacity data measured for x = 0, 1, 1.8 are shown in Figure 6.10 from T = 6 K to
T = 45 K. A two-step transition can be observed in all three samples, which is more evident
in the first temperature derivatives shown in the insets. The transitions can be noted as
two distinct Néel temperatures for each composition: TN1 = 16.9 K and TN2 = 18.0 K for
x = 0, TN1 = 16.9 K and TN2 = 18.0 K for x = 1, and TN1 = 16.8 K and TN2 = 17.9 K
for x = 1.8. Neutron diffraction confirms that at least one of these transitions is magnetic
in nature, but it is most likely that they correspond to consecutive orderings of neigh-
boring chains in K2MnS2−xSex, first along the short 〈100〉 interchain direction, then along
the slightly longer 〈110〉 direction. This case is more likely than two-step magnetic transi-
tions in quasi-1D compounds that can arise from ordering of magnetic ions at inequivalent
crystallographic sites (Fe3PO4·8H2O)[205], metamagnetic transitions, or association of a
structural transition with a magnetic transition (BaFe2As2).[206]
Field dependence of TN was detected for K2MnS2 as the two transition temperatures
moved closer to each other and merged as field was increased from 0 to 5 Tesla. A two-
step transition could not be observed in magnetic susceptibility measurements (Figure 6.9)
because the peak in susceptibility is relatively broad, with FWHM > 2 K compared to the
≈ 1.5 K spacing between the various TN1 and TN2.
The frustration or the competition between Jinter1 and Jinter2 could be a possible expla-
nation of splitting of TN into two. A magnetic ordering between the Mn2+ ions along a
could occur at TN1 followed by a final 3D ordering resulting in a final incommensurate
cycloid structure at TN2. Further measurements probing magnetic states between TN1 and








































Figure 6.10: Heat capacity data for samples with x = 0, 1, and 1.8 in K2MnS2−xSex (a-c,
respectively) show two closely-spaced transitions, likely corresponding to an initial
interchain ordering along the shortest direction (a axis), followed by full 3D ordering.
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6.3.5 Interchain anisotropy across many compounds in the K2MnS2
structure type
There are about 30 compounds of the type A2MX2 in the Ibam K2MnS2 structure type
reported in the Inorganic Crystal Structure Database.[10] Those with Mn, Co, Fe can be
assumed to be magnetic, while others where M = Zn, Si, Ge, Sn are not. As an arena for
tuning magnetic interactions, intrachain couplings can produce systems that are frustrated
along one direction, for example in LiCuVO4, NaCu2O2, and CuCl2,[178, 179, 180, 181,
182] while separately, these chains interact on a triangular lattice which we show to have
much weaker (< 1000 times) interactions. In the K2MnS2−xSex system, the triangular lat-
tice is anisotropic, made of isosceles triangles where the long distance is approximately 4%
longer than the short distance. In the interest of tuning these distances to further frustrate
the system, compounds with different interchain ratios and anisotropies can be investi-
gated. At this point we believe that the interchain ordering could be further suppressed,
below the ≈ 17 K temperatures seen here. In Figure 6.11, we plot the ratio of the long
versus short interchain distance for all known A2MX2 compounds, along with the M–M
intrachain distance. The only compound that has been examined by neutron diffraction
is Na2CoS2, which Bronger and Bomba noted as an antiferromagnet with TN > 9.5 K, but
no data or metrics were included to evaluate the structure solution.[138] Their proposed
model included Co moments pointing along the intrachain direction, so there are clearly
many degrees of freedom that remain unexplored in this diverse system.
6.4 Conclusions
In summary, we have presented the first detailed investigation of K2MnS2 and K2MnSe2
compounds from the K2MnS2 structure type and their solid solution K2MnS2−xSex. We
propose an incommensurate cycloid magnetic structure with a magnetic propagation vec-
tor k = [0.58 0 1] for all samples in K2MnS2−xSex, identified by single crystal neutron
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Figure 6.11: Ratio of the long versus short interchain distances versus the intrachain
metal-metal distance for all members of the K2MnS2 structure type where M is a cation.
Compounds where the ratio = 1 have 1-D chains that lie on a nearly perfect triangular
lattice.
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diffraction of K2MnS2 at 4 K and powder neutron diffraction of all samples at 10 and 50 K.
The quasi-1D compound is best represented as a 2D triangular antiferromagnet, which re-
sults in geometric frustration of chains and incommensurability along a, and presumably
results in a two-step transition in K2MnS2−xSex. The family of K2MnS2 compounds is rather




SUMMARY AND SUGGESTIONS FOR FUTURE
WORK
In this Chapter, I will summarize the key results from all the Chapters in this dissertation.
Building off of the work in the previous chapters, I will discuss the possible ways in which
the current work can be broadly extended into a few important studies.
7.1 Summary of Findings
In this dissertation, two approaches were used to search for novel ternary transition metal
magnetic materials. The first approach utilized the combined computational-experimental
techniques to find novel ternary transition metal chalcogenides. While this approach did
not result in formation of new magnetic compounds, eight new ternary zinc chalcogenides
and one BaS2 polymorph were discovered. New insights stemmed from the compilation of
results from Chapter 2, 3 and 4 to guide future experimental efforts.
In Chapter 2, the empty Ba–Ru–S phase space was explored using a combination of evo-
lutionary algorithms and density functional theory to inform traditional and in situ diffrac-
tion methods. While the experimental study did not reveal the formation of computationally-
predicted candidates BaRu2S2 or BaRuS3, a new high temperature polymorph of BaS2 was
discovered, which could have easily been missed in a traditional solid state reaction. This
was the first study of a ternary phase diagram using USPEX and high-temperature in situ
X-ray diffraction. This methodology was exploited in the rest of the chapters to investigate
other ternary systems to screen for novel phases.
In Chapter 3, we investigated transition metal selenide and sulfide ternary systems of
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the form X–Y –Z, where the cation X= (Ba, Ca, Sr, La, K), Y is a 3d transition metal and
Z= S or Se), whose ternary phase diagrams are known to be empty. High-throughput
experiments were carried out to attempt the synthesis of candidate structures using solid
state and gas flow reactions, guided by data-mining based ionic substitution model and
first-principles density functional theory calculations. The work presented in this chapter
represented a tight coupling of high-throughput experiments and quantum calculations.
While none of the predicted ternary phases were formed using bulk synthesis methods,
inherent inaccuracies in the density functional theory were used to explain failures to
synthesize structures that are predicted to be stable by formation enthalpies at 0K alone.
In turn, this chapter pointed to higher accuracy calculations such as quantum Monte Carlo
(QMC) to reduce both the false positive and false negative rates by significant margins.
However, since the high-throughput synthesis techniques are faster than present-day QMC
calculations, it was more optimal to simply accept a larger false positive rate and utilize
experiments to winnow candidates.
In Chapter 4, eight new ternary zinc chalcogenide phases with wide band gaps were
discovered in four ternary phase diagrams: Na–Zn–Se, Na–Zn–Se, K–Zn–Se, and K–Zn–S.
Further studies are required to fully establish their utility. A comparison of the discov-
ered phases with the computational hull energies from obtained from DFT (VASP, Mate-
rials Project), was done and a strategy to prioritize and utilize computational predictions
efficiently for guiding experimental discoveries was suggested based on the combined re-
sults from Chapter 2, 3 and 4. It was concluded that phase diagrams that contain both
computationally predicted phases, and experimentally stable phases are grounds for more
explorations especially if the entire phase diagram has not been exhaustively searched.
Thus, information rich tools such as in situ X-ray diffraction are recommended first for
experimental screening.
The second part of this dissertation discussed approaches that utilized chemical substi-
tution to perturb the magnetic ground state by introducing frustration in low-dimensional
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materials. The interplay between competing exchange interactions caused by bond frus-
tration due to cation substitution and anisotropy was investigated to provide an under-
standing of magnetic ground states with competing magnetic interactions.
In Chapter 5, the magnetic phase diagram of a mixed spin, exchange, anisotropy and
mixed periodicity system Mn1−xFexPSe3 was investigated using a combination of X-ray
diffraction, X-ray fluorescence, neutron diffraction, DC magnetic susceptibility, TRM, IRM
and heat capacity measurements on bulk powder samples. This is the first study of a
solid solution of a random magnet system in the quasi-2D metal selenophosphates family.
Both kinds of MnPSe3- and FePSe3- type ordering were found to co-exist at intermediate
compositions in the form of nano-sized clusters resulting from competing exchange and
anisotropy terms. Subtle local chemical clustering in a randomly mixed solid solution was
the likely cause that segregated the system into coexisting magnetic domains of the favored
end members triggered of dominating anisotropy.
In Chapter 6, the first detailed investigation of the quasi-1D compounds K2MnS2 and
K2MnSe2 from the K2MnS2 structure type and their magnetic solid solution K2MnS2−xSexwas
presented. An incommensurate cycloid magnetic structure with a magnetic propagation
vector k = [0.58 0 1] was found for all samples in K2MnS2−xSex which was identified from
single crystal neutron diffraction study of K2MnS2 at 4 K and powder neutron diffraction of
all samples at 10 and 50 K. The quasi-1D compound was found to be best represented as
a 2D triangular antiferromagnet of antiferromagnetic chains, which resulted in geometric
frustration of the chains causing incommensurability along a and presumably a two-step
transition in K2MnS2−xSex. This study opened an arena for tuning magnetic interactions
to further frustrate the system by exploring more chemical substitution options.
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7.2 Suggestions for future work
Although the work presented in this dissertation spawned several interesting scientific
ideas, there are a few that particularly demand investigation to advance the field and are
discussed below:
1. Novel ternary zinc chalcogenides discovered as a part of this dissertation warrant
further studies to establish them as useful candidates for optical anisotropy.
2. Majority of ternary transition metal chalcogenides were discovered between 1950-
1990 with the help of traditional solid-state reactions. Phase diagrams traditionally
explored warrant an exhaustive exploratory study with the help of efficient synthesis
methods such as high-temperature in situ X-ray diffraction or combinatorial approach
to screen for “hidden” phases in these traditionally explored phase spaces. Four such
phase diagrams are Cs-Zn-S, Rb–Zn–S, Rb–Zn–Se and Cs–Zn–Se.
3. MnPSe3 and FePSe3 belong to a family of very well studied quasi-2D systems. This
family of compounds has been explored extensively for intercalation studies. While
the analogous sulfides have been explored in great detail for their magnetic prop-
erties, less literature exists on the respective selenides and tellurides. Chapter 5 of
this dissertation showed how differences in covalency can lead to high anisotropies
which in turn results in the formation of a competing two-phase magnetic order in
these compounds. Transition metal thio(selenophosphates) are van der Waals mate-
rials and hence cleavable. These materials and their solid solutions provide the ideal
platform for exploring magnetism in the two-dimensional limit to study the strongly
enhanced spin fluctuations and compare it to magnetic ground states found in bulk
materials.
4. A2MX2-type compounds, which were initially discovered by Bronger [187, 207] con-
stitutes a very rich family of relatively unexplored quasi-1D compounds. Magnetic
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and transport studies on the majority of these compounds do not exist, providing
opportunities for various solid solution studies and consequentially opportunities to
fine-tune the magnetic ground states in these quasi-1D materials by controlling the
geometry, exchange parameters and magnetic anisotropy. Substitution on one or
more of the three A, M or X sites and application of pressure can be further explored
to enhance the magnetic frustration and destroy the long range magnetic ordering.
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[171] Rodŕıguez, K. L. S.; Hoffmann, M.; Golmar, F.; Pasquevich, G.; Werner, P.; Herg-
ert, W.; Torres, C. E. R. Applied Surface Science 2017, 393, 256–261.
[172] Benitez, M.; Petracic, O.; Salabas, E.; Radu, F.; Tüysüz, H.; Schüth, F.; Zabel, H.
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