The formulation of the dynamic equations of motion proposed by UdwadiaKalaba is discussed from the point of view of numerical efficiency. Since this formulation requires the computation of a pseudoinverse matrix, it is investigated the influence of the method of pseudoinverse computation on the dynamic simulation of an overconstrained linkage. Finally, it has been proposed a new 1 dynamic equation which explicitly computes accelerations also in the case of mathematical models with rank deficient Jacobian and mass matrices.
INTRODUCTION
In a recent series of papers e.g. [Udwadia Kalaba 1992] and in a textbook [Udwadia and Kalaba 1996] , starting from the Gauss Principle of Least Constraint [Gauss 1829 , Lanczos 1970 , Chetaev 1993 , deduced a new equation of dynamics for a system of constrained particles or rigid bodies.
The main features of this formulation are:
-the equations of motion can be reduced to a system of ordinary differential equations (ODE), even when a redundant set of coordinates is used; -variations of degrees-of-freedom due to the change of topology or other causes are allowed and do not require special effort in computer programming; -rheonomic and scleronomic constraints are treated in the same way; -forward and inverse dynamics problems can be solved within the same tool; -easy computer implementation, provided that a subroutine for computing the pseudoinverse matrix is available.
The above features make the formulation very attractive. In fact, one of the shortcomings associated with the use of a redundant set of coordinates is the integration of a mixed system of differential-algebraic equations (DAE). These systems are different from ordinary differential equations (ODE) and require specialised numerical methods for their solution. The matrices are of high order, but sparse. The computer programming effort required by redundant coordinates dynamic formulations is relatively low and within the capabilities of the average mechanical engineering student.
A fundamental step of the Udwadia-Kalaba (UK) formulation is the computation of the Moore-Penrose generalized inverse or pseudoinverse matrix.
In [Arabyan and Wu 1998] Thus, one of the purposes of this paper is to report about numerical tests, for accuracy and computational efficiency, of different pseudoinverse matrix calculation algorithms with explicit reference to multibody dynamics simulations.
These tests do not seem to be readily available in literature.
The paper is organized in three parts. The first and secont parts are mainly tutorial. In the first part the main steps of the following methods for computing the pseudoinverse matrix are summarized: -Singular value decomposition (SVD) [Golub and Van Loan 1996 [Golub and Van Loan 1996] ; -Least squares solution with Householder QR factorization. [Golub and Van Loan 1996] In the second part of the paper, the fundamental equation reported in [Udwadia and Kalaba 1996] is concisely deduced for the particular case of mass and Jacobian matrices with full rank. In order to deal also with multibody formalisms with singular mass matrix, it has been proposed a new dynamic equation where these assumptions have been removed. Singular mass matrices follow when the kinematics of the rigid bodies is described by means of redundant number of coordinates (e.g.
[Wehage and Haug 1982 , Nikravesh 1988 , Haug 1989 ).
The third part describes the test problem and reports the numerical results.
REVIEW OF METHODS FOR COMPUTING THE MOORE-PENROSE PSEUDOINVERSE MA-TRIX
This section, for completeness, summarizes the main properties of the MoorePenrose pseudoinverse matrix and the main steps of the different algorithms tested during the dynamic simulations.
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Definitions
The main properties of the Moore-Penrose pseudoinverse matrix [A] + of a matrix
[A] are:
is a square matrix with full rank, then its pseudoinverse coincides with the inverse.
The Moore-Penrose pseudoinverse matrix is associated with the least squares solution of the linear system of equations
where the number m of equations is not equal to the number n of unknowns and [A] does not necessarily has full rank.
If we momentarily assume that [A] has a full rank, the following cases are distinguished:
Overdetermined system of equations (m > n)
By requiring that
is a minimum, one obtains
Therefore, the solution of (4) can be stated as
where Undetermined system of equations (m < n)
The solution is obtained imposing the minimum of the Euclidean norm
with {x} subjected to (2). Thus, introduced the new objective function,
the solution is achieved solving the system
where In the more general case of [A] of rank r, the matrix can be partitioned as By substitution into (1) one can verify that
where
From the numerical point of view, one should avoid the use of (6) The least squares method
Since there is abundance of software procedures for computing the least squares solution of a system of algebraic equations
the computation of the pseudoinverse can be reduced to such solution. These procedures are often based on QR decomposition by means of Householder reflections or GS orthogonalization.
Let
The procedure differs according to the dimensions of [A] .
Case m > n 1. Solve m times the following system
Actually the system is solved only once. The factor matrices used for the first solution are saved and used also for the remaining ones. 
Case n ≥ m 1. Solve m times the following system
Also in this case the pseudoinverse is given by equation (17).
The square matrices in (16) and (18) 
Varga's method 1. Apply the QR factorization to matrix [A] . Thus, one obtains:
Apply the QR factorization to [G
3. Since
the pseudoinverse matrix is readily obtained from
Greville's method
3. For i = 2, . . . , m compute the matrices
where 1998 ]. Then, such formulation is generalized for the case of rank deficient Jacobian and mass matrices.
Let us denote with
• {F } the vector of external generalized forces;
• [M ] the mass matrix;
• m, number of constraints on the acceleration vector;
• n, number of generalized coordinates;
• [Ψ q ] the Jacobian of constraints equations;
• {q} the vector of generalized coordinates;
• {λ} Lagrange's multiplier vector
• the upperscript + the operation of pseudoinverse of a matrix.
When in a multibody dynamics model a redundant set of coordinates is used, the following system of differential-algebraic system of equations (DAE) is obtained [Nikravesh 1988 , Haug 1989 ]
Assuming a full rank for the mass and the Jacobian matrices, the square block matrix at the left-hand of (23) can be inverted by partitioning [Stephenson 1965 ]
Introduced the vector
representing the acceleration vector of the unconstrained system, the solution of (23) follows
and
If we let
then equation (26) can be rewritten in the form
Taken into account the definition of right pseudoinverse matrix formerly stated, 13 after we let
the previous equation can be concisely expressed as follows [Arabyan and Wu 1998 ]:
This is the dynamic formulation originally proposed by [Udwadia and Kalaba 1996] starting from Gauss Principle of Least Constraint.
If the Baumgarte stabilization is introduced, then (31) is modified as follows
where α and β are the gain parameters often chosen such that α = β.
It must be pointed out that (31) is valid also when [Ψ q ] does not have a full rank.
There is an apparent inconsistency in our reasoning. We started with expression (24), valid only with full rank mass and Jacobian matrices, and we ended up with the equation of motion (31) which does not demand a full rank Jacobian.
To remove this inconsistency, let us assume a full rank mass matrix. Hence, the pseudoinverse of the matrix of coefficients in equation (23) can be expressed in the form [Campbell 1979 ]
Hence, from the least squares solution of (23) we obtain
Introducing the equalities (25) and (28) into (35) one readily obtains (31).
Multibody dynamics formulations with a singular mass matrix are not rare.
For instance, the well known formulation discussed in [Haug 1989 ] and implemented in the DADS multibody dynamics code results into a singular mass matrix. This is due to the redundancy of generalized coordinates used for the definition of each rigid body position. In this case the (31) cannot be applied.
In the following we propose a new general equation of dynamics, which maintains its validity also in the case of rank deficient Jacobian and mass matrices.
After we let
the Moore-Penrose pseudoinverse of the matrix coefficient in equation (23), assuming a symmetric mass matrix, can be expressed in the form [Campbell 1979 ]
Hence, the acceleration vector is given by the expression
An explicit form of the equations of motion for constrained mechanical systems, apt for mathematical models with singular mass matrices, is also presented in [Udwadia and Phohomsiri 2006].
If we denote with {C} the vector describing the nature of non-ideal constraints, and define
then, according to [Udwadia and Phohomsiri 2006] ,
with {η} an arbitrary n vector.
It is interesting a comparison of the number of floating point operations The equations (31) and (35) can be applied with rank deficient Jacobian, but mass matrix positive definite, whereas equations (41) and (43) are both applicable with rank deficient Jacobian and mass matrices. It should be acknowledged that flops counting, since ignores other overheads associated with program execution, is not an accurate approach for measuring computational efficiency. However, in the field of dynamics is often adopted.
In our estimate we made the following assumptions: 3. The mass matrices in (31) and (35) are diagonal, hence their inversion requires only n flops. In case this assumption is not verified, one can substitute an 3 + O n 2 , where a depends on the algorithm chosen.
The Table 1 The Table 6 offers a direct comparison for given numerical values of m and n.
THE PROBLEM OF RANK COMPUTATION
A serious numerical problem that arises in the computation of the pseudoinverse is the accurate computation of the matrix rank. At the practical level, the user must establish a numerical treshold under which the numerical values are all considered to be zero. One may set this value equal to the hardware precision. However, since the inverse of these very small values is required by the algorithms, this inflates a perturbation in the numerical solution. Thus, a truncation or other means of regularization are compulsory to obtain acceptable results.
In all the examples discussed in the paper the numerical treshold necessary for the computation of the pseudoinverse is set equal to the error tolerance parameter TOL required by the following IMSL numerical integration subroutines
• DIVPAG, which solve an ODE initial-value problem using the Adams-Moulton or Gear's method.
• DIVPRK, which solve an ODE initial-value problem using the Runge-KuttaVerner fifth and sixth order method.
During the integration process, both subroutines try to control the norm of the local error such that the global error is proportional to TOL.
It should be acknowledged that the adoption of different criterion may alter the results herein presented.
SUMMARY OF FORTRAN SUBROUTINES USED
Whenever possible the computation of the pseudoinverse has been executed by means of standard math libraries, such as IMSL. For instance, the Householder QR factorization has been carried out through the combined use of IMSL library subroutines DLQRRR and DLQERR. For other relevant matrix computations, the Fortran code available on the web site www.netlib.org, such as LAPACK, has been used.
All the Fortran subroutines described in this section and implemented by the authors are available upon request.
• Pseudoinverse by means of the SVD method The IMSL library [IMSL Math library 1997] supplies the ready-to-use DLSGRR subroutine.
• • Pseudoinverse by means of Greville's method A Fortran subroutine has been implemented with matrix operations executed with LAPACK subroutines [Anderson et al. 1995] .
• Pseudoinverse by means of Least squares solution and Householder QR factorization For the least squares solution of a linear system of equations, it has been used the IMSL subroutines DLQRRR and DLQRSL.
DLQRRR provides information on the QR factorization, whereas DLQRSL compute the least squares solution.
• Pseudoinverse by means of Least squares solution and modified Gram-Schmidt QR factorization For the least squares solution of a linear system of equations, it has been used the code written by [Wampler 1979 ].
SIMULATION RESULTS
The example chosen to test the different algorithms of pseudoinverse computation is the overconstrained mechanism shown in Figure 1 . The length, mass and moment of inertia of each of the three parallel links are L=1, m=1 and I=0.1, respectively. The length, mass and moment of inertia of the coupler are L 2 =2, m 2 =2, I 2 =0.2. The kinematic constraints were modelled by means of the method described in [Nikravesh 1988] . The position of each body is described by three coordinates, thus there are n=12 coordinates and k=12 algebraic constraints due to the presence of six revolute pairs. Due to the particular link dimension, Jacobian rank is r = 11. Thus the degree-of-freedom is F = n − r = 1.
Gravity force is included and dissipative effects neglected.
The dynamic formulation adopted for all the numerical tests is the one described by equation (32).
The gain parameters α = 1000 and β = 100 for the Baumgarte's stabilisation have been empirically chosen in order to bound the violation of constraints.
The results were monitored for t f =20 s of simulation time. Sometimes the execution was halted because of precision loss or other causes.
The results of the numerical tests are summarized in Tables 7-12. The simulations were carried out with a PC equipped with AMD Athlon (This investigation), eq. (41) 4m 2 n + 12mn 2 + 34n 3 + 3n + 4n 2 Matrix operation Flops 
668).
2 After 14.97 s of correct simulation, the integration subroutine is halted because the precision loss of constraints equations. 
2 After 9.7 s of correct simulation, the integration subroutine is halted because the precision loss of constraints equations.
