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Abstract—Zero-shot learning has been actively studied for
image classification task to relieve the burden of annotating
image labels. Interestingly, semantic segmentation task requires
more labor-intensive pixel-wise annotation, but zero-shot seman-
tic segmentation has only attracted limited research interest.
Thus, we focus on zero-shot semantic segmentation, which aims
to segment unseen objects with only category-level semantic
representations provided for unseen categories. In this paper,
we propose a novel Context-aware feature Generation Net-
work (CaGNet), which can synthesize context-aware pixel-wise
visual features for unseen categories based on category-level
semantic representations and pixel-wise contextual information.
The synthesized features are used to finetune the classifier to
enable segmenting unseen objects. Furthermore, we extend pixel-
wise feature generation and finetuning to patch-wise feature
generation and finetuning, which additionally considers inter-
pixel relationship. Experimental results on Pascal-VOC, Pascal-
Context, and COCO-stuff show that our method significantly
outperforms the existing zero-shot semantic segmentation meth-
ods. Code is available at https://github.com/bcmi/CaGNetv2-
Zero-Shot-Semantic-Segmentation.
Index Terms—Semantic segmentation, Zero-shot learning,
Contextual information, Feature generation.
I. INTRODUCTION
Zero-shot learning [1] aims to deal with the problem of
classifying previously unseen categories and numerous zero-
shot classification methods [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11] have been developed. Compared with the popularity
of zero-shot classification, zero-shot semantic segmentation
has only received limited attention. However, semantic seg-
mentation [12], [13], [14], [15], [16], [17], [18], [19], with
the goal to classify each pixel in one image, has much higher
annotation cost than the classification task. So it is in high
demand to design effective zero-shot semantic segmentation
methods.
The setting of zero-shot semantic segmentation [20] is
similar to that of zero-shot classification. All categories are
divided into seen categories and unseen categories, which have
no overlap. For ease of description, we refer to the entities
(e.g., objects, pixels, features, word embeddings) belonging
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Fig. 1: The clustering results of pixel-wise visual features of
category “cat” with K being the number of clusters (K = 2
on the left and K = 5 on the right). Different clusters are
represented by different colors.
to seen/unseen categories as seen/unseen ones. The training
images only have pixel-wise annotations for seen categories
while the test images may contain both seen and unseen
objects. To enable the trained model to segment unseen objects
in the testing stage, we need to transfer knowledge from seen
categories to unseen categories via category-level semantic
representations (e.g., word embedding like word2vec [21]).
As far as we are concerned, there are only a few zero-
shot segmentation methods [22], [23], [24], [20], [25], [26],
[27]. Among them, our work is more related to SPNet [24]
and ZS3Net [20], which are inductive methods aiming to seg-
ment multiple categories in an image. We realize that SPNet
and ZS3Net belong to two groups of methods respectively:
1) SPNet learns a mapping from visual features to word
embeddings, so that classification of all categories can be
accomplished in the word embedding space; 2) ZS3Net learns
a mapping from word embeddings to visual features, so that
unseen visual features can be generated from unseen word
embeddings. Our method belongs to the second group, so now
we introduce ZS3Net in detail.
Given the word embedding of one category and a ran-
dom vector, ZS3Net [20] tends to generate pixel-wise visual
features for this category, that is, the features before the
final classifier (the last 1 × 1 convolutional layer) in the
segmentation network (e.g., Deeplabv2 [14]). The feature
generator is trained based on seen categories, but expected
to produce features for unseen categories. The generated
features are used to finetune the final classifier to enable
segmenting unseen objects. Moreover, to capture spatial object
arrangement, ZS3Net is extended to ZS3Net(GC) by utilizing
Graph Convolutional Network (GCN) [28] to represent each
image as an object relational graph. However, ZS3Net has
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Fig. 2: The comparison between ZS3Net (a) and our CaGNet
(b). Our contextual module CM takes the output F of seg-
mentation backbone as input, and outputs visual feature x
and its corresponding contextual latent code z for all pixels.
Our generator G aims to reconstruct x based on z and word
embedding w.
three severe drawbacks: 1) It simply injects random vector into
the generator to generate diverse features, but the generator
often ignores the random vector and only produces limited
diversity, which is dubbed as the mode collapse problem [29],
[30]; 2) It only synthesizes pixel-wise visual features, which
is limited to finetuning the last 1×1 convolutional layer; 3) Its
extension ZS3Net(GC) only considers object-level contextual
information and the object relational graphs involving unseen
categories are usually unavailable.
To overcome the above drawbacks, we extend ZS3Net to
Context-aware feature Generation Network (CaGNet), where
pixel-wise contextual information is leveraged to assist with
the feature generation process. The contextual information of
a pixel means the information inferred from its surrounding
pixels (e.g., its location in the object, the pose of the object
it belongs to, background objects). To explore the relation
between pixel-wise visual features and their contextual infor-
mation, we perform K-means clustering on the visual features
(output from the ASPP module in Deeplabv2 [14]) of category
“cat” on Pascal-Context [31] dataset. From Fig. 1, it can be
seen that pixel-wise visual features are influenced by their
contextual information in a complicated and interlaced fashion.
When K = 2, the features from the exterior (resp., interior)
of the cat are clustered to the same group. When K = 5, the
form of clusters is affected by adjacent or distant background
objects. For instance, the red (resp., blue) cluster might be
related to the blanket (resp., green plant) as shown in the
top (resp., bottom) row. The above observations motivate
us to generate context-aware features with the guidance of
contextual information.
The difference between ZS3Net and our CaGNet in fea-
ture generation is shown in Fig. 2. The feature generator
G in ZS3Net takes word embedding w and random vector
z ∼ N (0,1) as input to generate pixel-wise fake feature x˜.
In contrast, we feed w and contextual latent code z into our
generator. z is obtained from our proposed contextual module
CM , which takes the output F of segmentation backbone
(segmentation network excluding the final classifier) as input
and outputs pixel-wise real feature x and its corresponding
contextual latent code z for all pixels on F. Our contextual
module contains a novel context selector, which can auto-
matically decide the suitable scale of context for each pixel.
We aim to reconstruct x based on z and w, by assuming
the one-to-one correspondence (bijection) between pixel-wise
contextual information and pixel-wise feature for a given
category. We also enforce the distribution of z to approach
unit Gaussian distribution N (0,1) with KL divergence loss
to support stochastic sampling. As proved in [32], the mode
collapse problem can be mitigated by establishing the bijection
between input latent code and output, so our model can gen-
erate diverse features from one word embedding by randomly
sampling z.
After training the feature generator G based on seen cate-
gories, we can generate pixel-wise features for both seen and
unseen categories, which are used to finetune the last 1 × 1
convolutional layer (pixel-wise finetuning) to bridge the gap
between seen categories and unseen categories. However, by
leveraging each pixel-wise feature independently, the inter-
pixel relationship on the real feature map is ignored. Thus,
we extend pixel-wise feature generation to patch-wise fea-
ture generation, which can be used to finetune the classifier
including convolutional layers with kernel size larger than
1 (patch-wise finetuning). Patch-wise feature is synthesized
on the premise of reasonable category patch, which encodes
the semantic layout of a patch. We synthesize small patches
(e.g., 3 × 3) rather than large patches, because generating
large category patches is very challenging considering the
shapes, poses, or locations of multiple objects, especially
for unseen objects. We choose PixelCNN [33] to synthesize
category patches because PixelCNN can explicitly model inter-
pixel dependencies. In our implementation, PixelCNN learns
plausible semantic layout based on word embeddings, and
such knowledge can be transferred from seen categories to
unseen categories. Then, we can synthesize patch-wise features
with the generated category patches containing both seen and
unseen categories, In this process, we use the same contextual
latent code for all pixels in a patch because the contextual
information of neighboring pixels in a small patch should be
similar. Finally, we use patch-wise features to finetune the
classifier (3× 3 and 1× 1 convolutional layers).
In summary, compared with ZS3Net, our CaGNet can pro-
duce more diverse and context-aware features. Compared with
its extension ZS3Net(GC), our method owns three advantages:
1) we leverage rich pixel-wise contextual information; 2)
we do not require object relational graphs involving unseen
categories; 3) we can synthesize both pixel-wise and patch-
wise features. Compared with our preliminary conference
version [34], we extend pixel-wise feature generation and
finetuning to patch-wise feature generation and finetuning. Our
contributions can be summarized as follows,
• We use pixel-wise contextual information as guidance to
synthesize diverse and context-aware features for zero-
shot semantic segmentation.
• Two minor contributions are 1) contextual module with a
novel context selector; 2) modified PixelCNN to generate
plausible category patches.
3• Extensive experiments on three benchmark datasets
demonstrate the effectiveness of our method.
II. RELATED WORKS
Semantic Segmentation: Semantic segmentation is a long-
standing and challenging problem in computer vision. Many
methods like [13], [14], [15], [16], [17] have made great
progress based on Fully Convolutional Network (FCN) [12]
framework. However, due to the limitation of network struc-
ture, FCN provides insufficient contextual information, which
awaits further improvement. In recent years, there are mainly
two paths to improve the segmentation ability: 1) Enlarging
receptive fields of network. For example, PSPNet [13] and
Deeplab [14] designed specialized pooling layers to fuse the
contextual information from feature maps of different scales;
2) Designing more efficient encoder-decoder structure. Seg-
mentation methods like U-Net [15] and RefineNet [16] focused
on designing network architectures that better combine low-
level features and high-level ones for ampler contextual cues.
The usage of contextual information is crucial in semantic
segmentation, since the category predictions of target objects
are often influenced by nearby objects or background scenes.
Thus, many recent works [14], [35] tended to capture and
explore contexts of different receptive fields, which also
motivates us to incorporate contexts into feature generation.
However, those models still lie in supervised learning and
require annotations of all categories during training, so they
cannot be directly applied to the zero-shot segmentation task.
Weakly Supervised Semantic Segmentation: Because se-
mantic segmentation task heavily relies on dense pixel-wise
annotations, there is an increasing interest in weakly super-
vised methods like image-level [36], [37], [38], box-level [39],
[40], or scribble-level [41] semantic segmentation, to relieve
the burden of pixel-wise annotations. In this paper, we take a
step further and only provide category-level semantic represen-
tations for unseen categories, following the zero-shot semantic
segmentation setting [24], [20].
Zero-shot Learning: Zero-shot learning (ZSL) was first intro-
duced by [42] in classification task. ZSL stands for the setting
in which all training data are from seen categories, but test
data may come from unseen categories. The key of ZSL is to
transfer knowledge from seen categories to unseen ones via
category-level semantic representations. Many existing ZSL
methods [43], [44], [45], [46], [2], [3], [4] attempted to learn
a mapping between feature space and semantic space.
Recently, training a conditional generator to synthesize
features for unseen categories is a popular approach in zero-
shot classification. For example, the method in [47] first gen-
erated features using word embeddings and random vectors,
which was further improved by later works [48], [49], [50],
[5], [6]. However, these methods generated visual features
without involving any contextual information. In contrast, due
to the uniqueness of semantic segmentation task, we utilize
contextual information to generate features.
Zero-shot Semantic Segmentation: To the best of our
knowledge, zero-shot segmentation appeared in some prior
works [22], [23], [24], [20], in which SPNet [24] and
ZS3Net [20] are closely related to our work and representative
for two groups of methods: 1) mapping from visual features
to semantic representations and 2) mapping from semantic
representations to visual features. In the first group, SPNet [24]
transferred knowledge between seen and unseen categories via
semantic projection layer, which projects features to semantic
word embeddings. In the second group, ZS3Net [20] used
semantic word embeddings to generate pixel-wise unseen
features, which are utilized to finetune a classifier trained
on seen categories. Our method belongs to the second group
and holds several advantages: 1) we leverage rich contextual
information to guide feature generation; 2) we can generate
both pixel-wise features and patch-wise features.
III. METHODOLOGY
In zero-shot semantic segmentation task, all categories are
split into seen categories Cs and unseen categories Cu, where
Cs∩Cu = ∅. Training images only have pixel-wise annotations
of Cs, while test images contain objects of Cs∪Cu. To fulfil the
knowledge transfer across categories, we resort to category-
level word embeddings {wc|c ∈ Cs ∪Cu}, in which wc ∈ Rd
is the word embedding of category c.
A. Overview
Generally speaking, any segmentation network can be split
into a backbone E and a classifier C. E extracts the feature
map of an input image and C outputs the final segmentation
results based on this feature map. Our CaGNet can be built
upon an arbitrary segmentation network. In this paper, we
adopt Deeplabv2 [14] due to its remarkable performance in
semantic segmentation. A standard Deeplabv2 network trained
on seen categories is unable to segment unseen objects. We at-
tempt to learn a feature generator G based on seen categories,
which can synthesize fake features for unseen categories. The
classifier in Deeplabv2 is finetuned with the synthesized fake
features, and thus able to segment unseen objects.
Fig. 3 shows the overall architecture of our CaGNet. We add
our proposed contextual module CM between the backbone
E and the classifier C. CM can induce pixel-wise contextual
latent code, which can guide the generator G to generate
more diverse and context-aware features. The backbone E
and the contextual module CM output real features from the
input image. The generator G outputs fake features from the
contextual latent code and the word embedding. Real features
and fake features are then delivered to the classifier C and the
discriminator D, which could share partial layers to reduce
the number of model parameters [51]. Finally, C outputs
segmentation results and D discriminates real features from
fake ones. As shown in Fig. 3, the contextual module CM and
the classifier C link the segmentation network {E,CM,C}
and the feature generation network {CM,G,D,C}.
Next, we will detail our contextual module in Sec. III-B and
pixel-wise (resp., patch-wise) feature generator in Sec. III-C
(resp., III-D). For better representation, we use capital letter in
bold (e.g., X) to denote a map and small letter in bold (e.g., xi)
to denote its pixel-wise vectors. Besides, we use upperscript
s (resp., u) to represent seen (resp., unseen) categories. The
main symbols used in this paper are summarized in Table I.
4Descriptions One-hot Label Latent Code Word Embedding Visual Featuremap pixel patch map pixel patch map pixel patch map pixel patch
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s
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s
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s
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s
n,i w
s
n,i X
s
n x
s
n,i bx
s
n,i
Fake Y˜s∪um y˜s∪um,i b˜y
s∪u
m,i Z˜m z˜m,i b˜zm,i W˜
s∪u
m w˜
s∪u
m,i b˜w
s∪u
m,i X˜
s∪u
m x˜
s∪u
m,i b˜x
s∪u
m,i
TABLE I: Notation of main symbols used in this manuscript. We use upperscript s (resp., u) to indicate seen (resp., unseen)
categories. The subscripts n (resp., m) denote the n-th (resp., m-th) real (resp., fake) map. The subscript i denotes the i-th
pixel/patch in the corresponding map.
Real
Fake
Training
Pixel-wise
Finetuning
E D
G
Losses
C
CM
LKL
LREC
LADV
LCLS
Patch-wise
Finetuning
Fig. 3: Overview of our method. Our model contains segmentation backbone E, contextual module CM , feature generator G,
discriminator D, and classifier C. W, Z, and X represent word embedding map, contextual latent code map, and feature map
respectively (see Sec. III-B and III-C for detailed definition). Optimization steps are separated into training step and finetuning
step indicated by two different colors (see Sec. III-E).
B. Contextual Module
Pixel-wise contextual information of a pixel is the aggre-
gated information of its neighbouring pixels. We design a
contextual module CM , which is the core module of our
CaGNet, to gather pixel-wise contextual information for each
pixel on the output feature map from segmentation backbone
E. For the n-th image, we use Fn ∈ Rh×w×l to denote the
output feature map from E. Our contextual module CM is
directly applied to Fn as illustrated in Fig. 3.
1) Multi-scale Context Maps: The basic function of CM
is to produce a series of context maps based on Fn, in which
multiple context maps capture the contextual information of
different scales. Each context map should have the same
spatial resolution as Fn, so that each pixel-wise vector on
the context map can represent the contextual information of its
corresponding pixel on Fn. With the above considerations, we
apply several dilated convolutional (conv) layers [35] to obtain
multiple context maps. Dilated convs support the exponential
expansion of receptive fields without losing spatial resolution,
which agrees with our needs. Fig. 4 shows the overall ar-
chitecture of our contextual module. We can see that three
serial dilated conv layers are employed to output three context
maps Fˆ0n, Fˆ
1
n, Fˆ
2
n ∈ Rh×w×l respectively. Pixels on a deeper
EltMul
Conv+ReLU
(3, 1, 1, 1)
Conv+ReLU
(3, 1, 2, 2)
Conv+ReLU
(3, 1, 5, 5)
Context-selector
h×w×l
h×w×l
Contextual Module (CM)
Conv
(kernel, stride, dilated, pad)
Conv+ReLU
(3, 1, 1, 1)
EltMul
Conv
(1, 1, 1, 0)
Sigmoid
h×w×3l
h×w×3
h×w×l
h×w×l
Sample
h×w×3l
Duplication
Fig. 4: Contextual Module. We aggregate the contextual
information of different scales using our context selector.
Then, the aggregated contextual information produces latent
distribution for sampling contextual latent code.
5context map have larger receptive fields, which means that they
collect information from larger neighborhoods. In this way, we
successfully capture multi-scale contextual information.
2) Context Selector: Different context maps represent
contextual information of different scales. We conjecture that
the visual features of some pixels may be mainly affected
by small-scale contextual information (e.g., the pose or inner
parts of objects), while others may be mainly affected by large-
scale contextual information (e.g., distant background objects).
Hence, we propose a context selector to learn different scale
weights for different pixels adaptively. Hopefully, the context
selector can select and aggregate the contextual information
of appropriate scales for each pixel. In our implementation, a
3 × 3 conv layer is employed on the concatenated context
maps [Fˆ0n, Fˆ
1
n, Fˆ
2
n] to yield a 3-channel scale weight map
An = [A
0
n,A
1
n,A
2
n] ∈ Rh×w×3, where Atn contains the
weights of the t-th scale. Thus, each pixel has its specific three
scale weights. Then, we duplicate each Atn for l times to get
Aˆtn ∈ Rh×w×l. By element-wise multiplying each Aˆtn with
the corresponding context map Fˆtn, we obtain the weighted
concatenation of context maps [Fˆ0nAˆ0n, Fˆ1nAˆ1n, Fˆ2nAˆ2n] ∈
Rh×w×3l, where the contextual information of different scales
are selected pixel-wisely. This context selector bears some
resemblance to previous attention works [52], [53], [54], but it
is specifically designed for our task with intrinsically different
motivation.
3) Contextual Latent Code: As discussed in Sec. I,
contextual latent code, which is assumed to encode pixel-
wise contextual information, functions as both the output
of contextual module and the input of feature generator.
Intuitively, given a pixel in a cat near a tree, its contextual
latent code may encode its relative location in the cat, its
nearby region in the cat, background objects like the tree, etc.
Next, we will describe how to calculate contextual latent
code based on the weighted combination of context maps.
First, we apply a 1×1 conv layer to [Fˆ0nAˆ0n, Fˆ1nAˆ1n, Fˆ2n
Aˆ2n] to obtain µZn ∈ Rh×w×l with pixel-wise µzn,i and
σZn ∈ Rh×w×l with pixel-wise σzn,i . Following [55], we
sample pixel-wise contextual latent code zn,i from Gaussian
distribution N (µzn,i ,σzn,i) by using zn,i = µzn,i + σzn,i ∈
Rl, where  ∼ N (0, 1). We also adopt a KL-divergence loss
to enforce N (µzn,i ,σzn,i) to approach N (0,1):
LKL = DKL[N (µzn,i ,σzn,i)||N (0,1)].
In this way, our contextual latent code supports stochastic
sampling to generate visual features, by sampling zn,i from
N (0,1).
Contextual latent code map Zn ∈ Rh×w×l is acquired by
aggregating all zn,i for the n-th image. The main function of
Zn is to facilitate feature generation, but it can also be utilized
to enhance feature map Fn. Inspired by [56], we use Zn as
residual attention to obtain a new feature map Xn = Fn +
Fn  φ(Zn) ∈ Rh×w×l, where φ denotes sigmoid function
and  represents element-wise multiplication. Compared with
Fn, new feature map Xn can bring a little improvement for
the segmentation results as mentioned in [34]. Note that we
use Xn instead of Fn as the target real features for feature
generation (see Sec. III-C).
C. Pixel-wise Feature Generation
In this section, we first introduce how to train feature
generator G based on training images. Note that we only
utilize the seen pixels while ignoring the unseen pixels in
the training images. When processing the n-th input image
In, our CM has two outputs: contextual latent code map
Zn ∈ Rh×w×l with pixel-wise zn,i and real visual feature
map Xsn with pixel-wise x
s
n,i. We follow [20] to use the down-
sampled segmentation label map Ysn ∈ Rh×w×(|C
s|+|Cu|)
that has the same spatial resolution as Xsn. In detail, c
s
n,i
denotes the category label of the i-th pixel on Xsn and y
s
n,i
(the i-th pixel-wise vector in Ysn) is the one-hot label vector
corresponding to csn,i. The word embedding of the i-th pixel
is wsn,i = wcsn,i corresponding to its category label c
s
n,i.
Then, the generator G takes zn,i and wsn,i as input to
synthesize pixel-wise fake feature x˜sn,i = G(zn,i,w
s
n,i). As
discussed in Sec. I, we expect to reconstruct pixel-wise real
feature xsn,i based on zn,i and w
s
n,i, with the assumption
of one-to-one correspondence between pixel-wise feature and
pixel-wise contextual information for a specific category.
Therefore, we apply an L2 reconstruction loss LREC :
LREC =
∑
n,i
||xsn,i − x˜sn,i||22. (1)
The real features xsn,i and fake features x˜
s
n,i are fed into
classifier C and discriminator D. Similar to most segmentation
methods [12], [13], [14], [16], we train the classifier C using
cross-entropy classification loss:
LCLS = −
∑
n,i
ysn,i log(C(x
s
n,i)). (2)
To make the generated fake features indistinguishable from
real ones, we adopt the adversarial loss LADV following [57]:
LADV =
∑
n,i
(D(xsn,i))
2 + (1−D(x˜sn,i))2, (3)
in which sigmoid function is used to normalize the discrimi-
nator scores from D into [0, 1], with 1 indicating real features
and 0 indicating fake ones.
Although our generator G is trained on seen categories,
it is able to synthesize pixel-wise features for both seen
and unseen categories. By randomly sampling latent code
z ∼ N (0, 1) to replace the contextual latent code zn,i, we
can synthesize fake feature G(z,wc) for an arbitrary category
c ∈ Cs ∪ Cu. Intuitively, G(z,wc) stands for the pixel-
wise feature of category c in the context specified by z. The
synthesized features will be used to finetune the classifier C
and enable segmenting unseen objects (see Sec. III-E).
D. Patch-wise Feature Generation
By using synthetic pixel-wise features, we can only finetune
1×1 convolutional (conv) layer without considering inter-pixel
relationship. If we can generate patch-wise features (e.g., 3×3
patch), we can finetune the classifier formed by conv layers
with larger kernel size (e.g., 3×3 kernel), which can be better
adapted to unseen categories by considering inter-pixel rela-
tionship. From a naive point of view, we can randomly stack
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Fig. 5: The visualization of the training (a) and generation (b) procedure of PixelCNN when patch size k = 3. In (a), the
category distribution of k× k pixels are predicted in parallel by using masked conv layers (type A or B). In (b), the category
distribution of each pixel is predicted sequentially. Different colors indicate different categories.
pixel-wise features to construct patch-wise features. However,
the semantic layout, i.e., the categories of pixels within a patch,
may be unreasonable. For example, it can be rarely seen in an
image that the ground is above the sky. To pursue plausible
semantic layout, we need to generate reasonable patch-wise
category labels (i.e. category patch) before generating patch-
wise features (i.e. feature patch). Among typical generative
models like GAN [55], VAE [58], and PixelCNN [33], we
choose PixelCNN to synthesize category patches because it
can explicitly model the inter-pixel dependencies as we expect.
1) Overview of PixelCNN: In this section, we introduce
PixelCNN [33] (denoted as P ), a popular auto-regressive gen-
erative model which can capture the inter-pixel dependencies.
We creatively modify PixelCNN to generate reasonable cate-
gory patches instead of natural images as it was conventionally
developed for. Conventional PixelCNN [33] scans an image
row by row and pixel by pixel. For each pixel, it predicts
the distribution of its pixel value (RGB values) conditioned
on the pixel values of observed pixels. Thus, conventional
PixelCNN takes the observed pixel values as input to predict
the remaining pixel values.
In our designed PixelCNN, we take the word embeddings
of the observed pixels as input to predict the category distri-
butions of the remaining pixels. By virtue of category-level
word embeddings, the knowledge of semantic layout can be
transferred from seen categories to unseen categories. For ease
of representation, we flatten one k×k category patch as a se-
quence c = (c1, c2, · · · , ck2), where these k2 pixels are taken
from the patch row by row. The category distribution of t-th
pixel in the category patch depends on the word embeddings
of previous observed pixels, i.e., p(ct|wc1 ,wc2 , · · · ,wct−1).
Following [33], the estimated logarithmic joint distribution of
the category patch log p(c) can be written as the summation
of logarithmic conditional distributions over all pixels in the
patch:
log p(c) =
k2∑
t=1
log p(ct|wc1 ,wc2 , · · · ,wct−1). (4)
Both the training stage and the generation stage of PixelCNN
are related to (4), which will be detailed later.
2) Training PixelCNN: We aim to maximize (4) when
training PixelCNN with seen categories, so that the knowledge
of semantic layout in the training patches can be learnt. To
model the conditional probability p(ct|wc1 ,wc2 , · · · ,wct−1)
in (4), PixelCNN utilizes 3 × 3 masked convolutional layers
to avoid seeing the future pixels, as shown in Fig. 5. Following
[33], we use two types of masks named mask A and mask B.
The only difference between them lies in whether the central
entry is 0 or 1. Mask A is only applied to the first layer and
mask B is applied to all the subsequent layers. The first layer
uses Mask A to exclude the word embedding of the central
pixel when predicting the category distribution of this pixel.
More details of masked convolutional layers can be found in
[33]. By stacking one mask A layer, several mask B layers,
and a 1 × 1 conv layer as PixelCNN (see Fig. 5), the output
category distribution of each pixel will depend on the word
embeddings of all previous pixels, which coincides with (4).
To obtain the training patches to train PixelCNN, we
slice the label map Ysn into real category patches by
s
n,i ∈
Rk×k×(|Cs|+|Cu|). Note that we discard those patches con-
taining unseen pixels. The corresponding word embedding
patches are bwsn,i ∈ Rk×k×d. Taking bwsn,i as input, P
outputs the normalized category distribution of each pixel,
i.e., P (bwsn,i) ∈ Rk×k×(|C
s|+|Cu|). After flattening bysn,i and
P (bwsn,i) into one-dim vectors, the training loss of PixelCNN
can be represented by the cross-entropy classification loss:
LP = −
∑
n,i
bysn,i log(P (bw
s
n,i)). (5)
We optimize P by minimizing LP , which is equivalent to
maximizing (4). Note that P is optimized independently from
the network modules in Fig. 3.
3) Category patch generation by PixelCNN: Based on the
trained model P , we can generate category patches containing
both seen and unseen categories in the form of b˜y
s∪u ∈
Rk×k×(|Cs|+|Cu|). As shown in Fig. 5, the training process is
7paralleled while the generation process is sequential, that being
said, we generate each patch row-by-row and pixel-by-pixel in
k2 steps. In step t for t ∈ {1, 2, · · · , k2}, the trained PixelCNN
model P takes an incomplete word embedding patch filled
with the word embeddings of previous t − 1 pixels as input
and outputs the normalized category distribution of the t-th
pixel, which is denoted as pt = p(ct|wc1 ,wc2 , · · · ,wct−1) ∈
R(|Cs|+|Cu|). The category label of the current t-th pixel
c˜s∪ut should be sampled from pt, i.e., c˜
s∪u
t ∼ pt. We use
ys∪ut ∈ R(|C
s|+|Cu|) to represent the one-hot label vector of
c˜s∪ut and fill this y
s∪u
t into the t-th pixel of the incomplete
category patch to finish step t. On the whole, we repeat the
above procedure for t = 1, 2, · · · , k2 until t reaches k2.
Finally, we can get a complete category patch b˜y
s∪u
.
4) Patch-wise feature generation: Based on the synthe-
sized category patches, we can generate feature patches for
both seen and unseen categories. We use b˜w
s∪u ∈ Rk×k×d
to denote the word embedding patch according to an arbi-
trary category patch b˜y
s∪u
containing both seen and unseen
categories. As discussed in Sec. I, we opt for small (e.g.,
3× 3) patches due to the difficulty in synthesizing reasonable
large category patches. Considering that neighboring pixels
within a small patch are supposed to have similar contextual
information, we simply use a same contextual latent code
z ∈ Rl randomly sampled from N (0, 1) for k2 pixels in the
patch. We repeatedly stack z to construct the contextual latent
code patch b˜z ∈ Rk×k×l, which is concatenated with b˜ws∪u
as the input of G to generate feature patch G(b˜z, b˜w
s∪u
).
Note that G consists of several 1×1 conv layers, so each pixel-
wise feature in G(b˜z, b˜w
s∪u
) is generated independently as
in Sec. III-C. Synthetic patch-wise features for both seen
and unseen categories are used to finetune the classifier (see
Sec. III-E).
E. Optimization
The procedure of optimizing our CaGNet consists of two
steps: 1) training and 2) finetuning, as illustated in Fig. 3. In
the first step, both pixel-wise and patch-wise methods share
the same training pipeline on seen data (red line). In the second
step, we will introduce pixel-wise finetuning (blue line) and
patch-wise finetuning (green line) separately.
1) Training: In the training step, we utilize training
data of only seen categories to update the whole CaGNet
(E,CM,G,D,C). The objective function of this step can be
formulated by
min
G,E,C,CM
max
D
LCLS + LADV + λ1LREC + λ2LKL, (6)
where all the four loss terms have been discussed in Sec. III-C
and λ1, λ2 are hyper-parameters. The above minimax problem
is optimized in an alternating manner. We first maximize
LADV to update D and then minimize the entire objective
function to update {G,E,C,CM}.
2) Finetuning: In the finetuning step, we utilize the feature
generator G to generate both seen and unseen features, which
are used to finetune the classifier C, so that CaGNet can
generalize to unseen categories. In this step, only G, D, and
C are updated. E and CM are frozen since there are no real
visual features for gradient backpropagation. The finetuning
step can be based on either pixel-wise features or patch-wise
ones, which are called pixel-wise finetuning and patch-wise
finetuning respectively.
Pixel-wise Finetuning: For pixel-wise finetuning, the classi-
fier C consists of two 1 × 1 convolutional (conv) layers as
shown in Fig. 6, and the discriminator D shares the first 1×1
conv layer with C. First, we construct the m-th synthetic label
map Y˜s∪um ∈ Rh×w×(|C
s|+|Cu|) by randomly stacking pixel-
wise one-hot label vector y˜s∪um,i . As discussed in [34], using ap-
proximately the same number of seen pixels and unseen pixels
in each label map can generally achieves good performances.
The corresponding word embedding map is W˜s∪um ∈ Rh×w×d
with pixel-wise embedding w˜s∪um,i = wc˜s∪um,i , in which c˜
s∪u
m,i
is the category label of i-th pixel. Then, we construct latent
code map Z˜m by randomly stacking pixel-wise latent code
z˜m,i, each of which is sampled from N (0,1) independently.
Utilizing z˜m,i and w˜s∪um,i as the input of generator G, we
can generate pixel-wise fake features x˜s∪um,i = G(z˜m,i, w˜
s∪u
m,i ),
giving rise to fake feature map X˜s∪um as shown in Fig. 6. The
objective function of pixel-wise finetuning can be written as
min
G,C
max
D
L˜CLS + L˜ADV , (7)
in which classification loss L˜CLS and adversarial loss L˜ADV
are obtained by modifying (2) and (3) respectively:
L˜CLS = −
∑
m,i
y˜s∪um,i log(C(x˜
s∪u
m,i )), (8)
L˜ADV =
∑
m,i
(1−D(G(z˜m,i, w˜s∪um,i )))2. (9)
Patch-wise Finetuning: As mentioned in Sec. III-D, we
generate small category patches, resulting in small feature
patches. In our implementation, we synthesize 3 × 3 feature
patches by default, so we will take k = 3 as an example to
describe patch-wise finetuning. In this case, the classifier C
consists of a 3 × 3 conv layer (stride=1) and a 1 × 1 conv
layer as shown in Fig. 6. The discriminator D shares the first
3× 3 conv layer with C.
One issue is that most of generated category patches in
Sec. III-D contain more than one category. However, in reality,
the majority of 3× 3 patches in the training data only have a
single category. For ease of description, we name the category
patches with only one category as pure patches and the
generated patches with multiple categories as mixed patches.
We fuse pure patches with mixed patches at the ratio of λr : 1
to better imitate real training data, where λr ∈ R is a hyper-
parameter.
It is noteworthy that we encounter two main problems when
dealing with mixed patches. One problem is that real category
patches in the training data usually contain no more than
3 categories, but the generated mixed patches often contain
more than 3 categories. Another problem is that the generated
mixed patches contain very few unseen pixels due to seen
bias. To tackle the above two problems, we use a simple
yet effective strategy to control the number of categories and
81×1 conv
3×3 conv
1×1 conv
(a)              (b)  
1×1 conv
Fig. 6: The comparison between (a) pixel-wise finetuning and
(b) patch-wise finetuning with k = 3. In (b), we discard the
invalid loss entries when a 3 × 3 conv filter overlaps with
more than one generated patch, leading to only four valid loss
entries in the loss map.
simultaneously ensure more unseen pixels in mixed patches.
To be specific, we preset the first λf pixels in each cate-
gory patch as a same random unseen category c˜u ∈ Cu,
where λf ∈ {0, 1, 2, · · · , k2 − 1} is a hyper-parameter. Then,
PixelCNN will sequentially generate the remaining pixels
{λf +1, λf +2, · · · , k2} based on λf observed pixels, which
is analogous to category map inpainting. Finally, we filter out
the mixed patches with more than 3 categories.
The procedure of patch-wise finetuning is similar to that
of pixel-wise finetuning. First, we construct the m-th label
map Y˜s∪um by randomly stacking generated category patches
b˜y
s∪u
m,i . For each category patch b˜y
s∪u
m,i , we can obtain the
corresponding word embedding patch b˜w
s∪u
m,i . The associated
latent code patch b˜zm,i is obtained by repeatedly stacking
a same random latent code z. Then, we construct the m-th
word embedding map W˜s∪um (resp., latent code map Z˜m) by
randomly stacking b˜w
s∪u
m,i (resp., b˜zm,i). Based on W˜
s∪u
m and
Z˜m, we can generate fake feature map X˜s∪um with feature
patches b˜x
s∪u
m,i . Recall that the feature generator G consists
of several 1× 1 conv layers, so each feature patch is actually
generated independently, that is, b˜x
s∪u
m,i = G(b˜zm,i, b˜w
s∪u
m,i ).
The objective function of patch-wise finetuning has the same
form as (7) with slightly different notations. In detail, we
replace y˜s∪um,i (resp., x˜
s∪u
m,i ) in (8) with b˜y
s∪u
m,i (resp., b˜x
s∪u
m,i ),
and replace w˜s∪um,i (resp., z˜m,i) in (9) with b˜w
s∪u
m,i (resp.,
b˜zm,i). The output adversarial loss map and classification loss
map are of the same size as the input feature map X˜s∪um . Note
that in the 3 × 3 conv layer (stride=1), when a conv kernel
overlap with more than one generated patch, the covered 3×3
patch may be an unreasonable patch, leading to an invalid loss
entry in the loss map. Therefore, we apply a loss mask to
the output loss maps to discard the invalid loss entries. For
example, as shown in Fig. 6, a 6× 6 feature map results in a
6× 6 loss map, but only 4 loss entries are valid.
Optimization strategy: We use ResNet-101 [59] pre-trained
on ImageNet [60] to initialize Deeplabv2 backbone E. Then,
the training step is applied until our model converges. After
that, the training step and the finetuning step are performed
alternatingly every 100 iterations so that the segmentation
model can be gradually adapted to unseen categories. If we
perform finetuning continuously, the model will be biased
towards fake features and the final segmentation quality will be
impaired. At test time, we only use the segmentation network
(E, CM , and C) to acquire the segmentation results of input
test images.
IV. EXPERIMENTS
A. Datasets and Basic Settings
Our experiments are conducted on Pascal-VOC 2012 [61],
Pascal-Context [31], and COCO-stuff [62] dataset. Pascal-
VOC 2012 contains 1464 training images with segmentation
annotations of 20 object categories. Following [24], [20],
we adopt additional supervision from semantic boundary an-
notations [63] for Pascal-VOC. The Pascal-Context dataset
contains 4998 training images and 5105 validation images
of 33 object/stuff categories. COCO-stuff has 164K images
with dense pixel-wise annotations from 182 categories. We
follow the standard train/test set split of three datasets. The
seen/unseen category split can be found in [34]. In the training
stage, we only use the pixel-wise annotations of seen cate-
gories and ignore other pixels.
In terms of word embedding, we concatenate 300-dim
word2vec [21] (trained on Google News) and 300-dim fast-
Text [64] (trained on Common Crawl), leading to 600-dim
word embedding. If a category name has multiple words, we
average the embeddings of multiple words to obtain the word
embedding of this category.
The experimental results for seen categories or unseen
categories are analysed based on four evaluation metrics: pixel
accuracy, mean accuracy, mean IoU (mIoU), and harmonic IoU
(hIoU) following [24], [34]. Among these evaluation metrics,
“mIoU” quantizes the overlap between predicted objects and
ground-truth ones, which is more reliable than “accuracy”
considering the integrity of objects. In zero-shot segmentation,
“hIoU” is more valuable than “mIoU” because it can balance
all categories and prevent seen categories from dominating the
overall results.
B. Implementation Details
We use Deeplabv2 [14] as segmentation backbone E. The
generator G has three 1× 1 convolutional (conv) layers (512
intermediate dimension, Leaky ReLU, and dropout for each
layer). For our pixel-wise based method, Classifier C and
discriminator D have a shared 1 × 1 conv layer [51] and a
seperate 1 × 1 conv layer. For our patch-wise based method
with patch size k × k (k > 3 and k = 3 by default), we
change the conv layer shared by C and D to [k−12 ] conv layers
(kernel size = 3, stride = 1, padding = 1). For PixelCNN,
we use 4 masked conv layers (1A+3B).
In the training stage, the learning rate is initialized as 2.5e−4
and divided by 10 whenever the loss stops decreasing. Most
experiments have been carried out with batch size 8 on one
Tesla V100. The side length of input images is set to 368. We
set λ1 = 10, λ2 = 100 in (6) via cross-validation by separating
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Method Overall Seen UnseenhIoU mIoU pixel acc. mean acc. mIoU pixel acc. mean acc. mIoU pixel acc. mean acc.
SPNet 0.0002 0.5687 0.7685 0.7093 0.7583 0.9482 0.9458 0.0001 0.0007 0.0001
SPNet-c 0.2610 0.6315 0.7755 0.7188 0.7800 0.8877 0.8791 0.1563 0.2955 0.2387
ZS3Net 0.2874 0.6164 0.7941 0.7349 0.7730 0.9296 0.8772 0.1765 0.2147 0.1580
CaGNet(pi) 0.3972 0.6545 0.8068 0.7636 0.7840 0.8950 0.8868 0.2659 0.4297 0.3940
CaGNet(pa) 0.4326 0.6623 0.8068 0.7643 0.7814 0.8745 0.8621 0.2990 0.5176 0.4710
ZS3Net+ST 0.3328 0.6302 0.8095 0.7382 0.7802 0.9189 0.8569 0.2115 0.3407 0.2637
CaGNet(pi)+ST 0.4366 0.6577 0.8164 0.7560 0.7859 0.8704 0.8390 0.3031 0.5855 0.5071
CaGNet(pa)+ST 0.4528 0.6657 0.8036 0.7650 0.7813 0.8527 0.8394 0.3188 0.5939 0.5417
COCO-stuff
SPNet 0.0140 0.3164 0.5132 0.4593 0.3461 0.6564 0.5030 0.0070 0.0171 0.0007
SPNet-c 0.1398 0.3278 0.5341 0.4363 0.3518 0.6176 0.4628 0.0873 0.2450 0.1614
ZS3Net 0.1495 0.3328 0.5467 0.4837 0.3466 0.6434 0.5037 0.0953 0.2275 0.2701
CaGNet(pi) 0.1819 0.3345 0.5658 0.4845 0.3549 0.6562 0.5066 0.1223 0.2545 0.2701
CaGNet(pa) 0.1984 0.3327 0.5632 0.4909 0.3468 0.6542 0.5125 0.1389 0.2962 0.3132
ZS3Net+ST 0.1620 0.3367 0.5631 0.4862 0.3489 0.6584 0.5042 0.1055 0.2488 0.2718
CaGNet(pi)+ST 0.1946 0.3372 0.5676 0.4854 0.3555 0.6587 0.5058 0.1340 0.2670 0.2728
CaGNet(pa)+ST 0.2269 0.3456 0.5711 0.4629 0.3617 0.6425 0.4828 0.1654 0.3702 0.2567
Pascal-Context
SPNet 0 0.2938 0.5793 0.4486 0.3357 0.6389 0.5105 0 0 0
SPNet-c 0.0718 0.3079 0.5790 0.4488 0.3514 0.6213 0.4915 0.0400 0.1673 0.1361
ZS3Net 0.1246 0.3010 0.5710 0.4442 0.3304 0.6099 0.4843 0.0768 0.1922 0.1532
CaGNet(pi) 0.2061 0.3347 0.5975 0.4900 0.3610 0.6180 0.5140 0.1442 0.3976 0.3248
CaGNet(pa) 0.2135 0.3243 0.5816 0.5082 0.3718 0.6004 0.5282 0.1498 0.3981 0.3412
ZS3Net+ST 0.1488 0.3102 0.5842 0.4532 0.3398 0.6107 0.4935 0.0953 0.3030 0.1721
CaGNet(pi)+ST 0.2252 0.3352 0.5951 0.4962 0.3644 0.6120 0.5065 0.1630 0.4038 0.4214
CaGNet(pa)+ST 0.2478 0.3364 0.5832 0.4964 0.3482 0.6010 0.5119 0.1923 0.4075 0.4023
TABLE II: Zero-shot segmentation performances on Pascal-VOC, COCO-stuff, and Pascal-Context. “pi” (resp., “pa”) means
pixel-wise (resp., patch-wise) finetuning. “ST” stands for self-training. The best results with or w/o self-training are denoted
in boldface, respectively.
out 20% seen categories as validation categories [34]. For
category patch generation, we set λf = 5, λr = 4, which
will be further analysed in Sec. IV-E.
C. Comparison with State-of-the-art
We refer to our pixel-wise based method and patch-wise
based method as CaGNet(pi) and CaGNet(pa), respectively.
We compare our method with two baselines: SPNet [24]
and ZS3Net [20]. We also compare with SPNet-c, i.e., an
extension of SPNet, which deducts the prediction scores of
seen categories by a calibration factor. ZS3Net(GC) in [20]
is not included for comparison, because the object relational
graphs they used are unavailable in our setting and difficult to
acquire in real-world applications. In addition, we employ the
Self-Training (ST) strategy in [20] for both ZS3Net and our
CaGNet. To be exact, we use the trained segmentation model
to tag unlabeled pixels in training images and then use the
new training set to finetune our CaGNet. The above two steps
are executed iteratively.
Table II shows the experiment results of all methods. Com-
pared to SPNet1 and ZS3Net, our method achieves significant
improvements for “unseen” and “overall” evaluation metrics,
especially w.r.t. “mIoU” and “hIoU”. Although our method
underperforms baselines in some “seen” evaluation cases, our
method sacrifices some seen pixels for much better overall
1Our reproduced results of SPNet on Pascal-VOC dataset are obtained using
their released model and code with careful tuning, but still lower than their
reported results.
hIoU mIoU S-mIoU U-mIoU
pure 0.4104 0.6421 0.7715 0.2795
mixed (random) 0.4027 0.6397 0.7801 0.2713
mixed (constrained random) 0.4205 0.6553 0.7743 0.2886
mixed (PixelCNN) 0.4163 0.6542 0.7812 0.2837
mixed (constrained PixelCNN) 0.4268 0.6601 0.7756 0.2943
Ours: pure + mixed 0.4326 0.6623 0.7833 0.2988
TABLE III: Ablation studies of special cases of patch-wise
finetuning on Pascal-VOC.
performance. We also observe that our CaGNet(pa) outper-
forms CaGNet(pi) w.r.t. “overall” hIoU and “Unseen” mIoU
(two most valuable metrics) on all three datasets, especially
on the datasets with fewer categories like Pascal-VOC. This
demonstrates the advantage of patch-wise finetuning, which
takes inter-pixel relationship into consideration.
D. Ablation Studies
The results of ablation studies for our CaGNet(pi) have been
reported in our conference version [34], so we omit them here
due to page limitation.
To verify the performance gain of patch-wise finetuning in
our CaGNet(pa), we conduct ablation studies on Pascal-VOC.
Recall that we use two types of category patches, i.e., pure
patches and mixed patches, to synthesize feature patches. Pure
patches only contain a single category, while mixed patches are
generated by our PixelCNN and contain multiple categories.
Instead of PixelCNN, we can also randomly construct mixed
patches with multiple categories. In Table III, we compare the
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 Image         GT mask         SPNet           ZS3Net        Ours (pi)      Ours (pa)
Fig. 7: Visualization of zero-shot segmentation results on
Pascal-VOC. GT mask is ground-truth segmentation mask.
segmentation results when finetuning the classifier with pure,
mixed (random), or mixed (pixelCNN) patches. As mentioned
in Sec. III-E, we impose two constraints on the mixed patches:
1) preset the first λf pixels; 2) remove the mixed patches with
more than 3 categories. We also compare the mixed patches
with or without constraints in Table III.
The first row obtains slight improvements over our pixel-
wise based method in Table II, which shows that patch-wise
finetuning is beneficial even with pure patches. By comparing
the third (resp., fifth) with the second (resp., fourth) row,
we observe that adding constraints can significantly improve
the performance, because the abovementioned two constraints
can improve the authenticity of category patches and the
generalization performance on unseen categories. The fifth
row achieves the best results among mixed patches and also
significantly outperforms pure patches, which demonstrates the
advantage of mixed patches generated by PixelCNN under
necessary constraints. The last row is our method, which fuses
pure patches with mixed patches (constrained PixelCNN) at
the ratio of λr : 1 for patch-wise finetuning. This method
achieves the best results because both pure and mixed patches
commonly exist in the real training data.
E. Hyper-parameter Analyses
We have analysed λ1 and λ2 in (6) in the conference
version [34], so we omit them here due to page limitation.
In patch-wise finetuning, we explore the impact of two
hyper-parameters λf , λr. We vary λf (resp., λr) within the
range [0,8] (resp., [0.5,16]) and report hIoU(%) in Fig. 8.
The hIoU increases when λf increases from 0 to 5, which
indicates the benefit of introducing more unseen information.
When λf is larger than 5, the performance decreases due to
patch size hIoU mIoU S-mIoU U-mIoU
k = 3 0.4326 0.6623 0.7833 0.2988
k = 5 0.4065 0.6514 0.7768 0.2752
k = 7 0.3767 0.6365 0.7632 0.2501
TABLE IV: Performances of CaGNet(pa) with different patch
size k on Pascal-VOC.
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Fig. 8: The performance variance of CaGNet(pa) when varying
λf , λr on Pascal-VOC. The dashed lines denote the default
values used in our paper.
the lack of patch varieties, because preset pixels dominate the
patch and only leave few pixels for generation. For λr, when
it is too large, pure patches account for a large proportion, in
which case inter-pixel relationship across different categories
is seldom considered. When λr is too small, mixed patches
will overwhelm pure patches, which contradicts the fact that
most real category patches in the training data are actually pure
patches. Consequently, it harms the performances on both seen
and unseen categories. Based on Fig. 8, the optimal choice is
λf = 5 and λr = 4. We also observe that this choice can
consistently achieve the best results on all three datasets.
F. Different Patch Sizes
As discussed in Sec. III-D, we opt for small patches and
set k = 3 by default. We additionally experiment on our
CaGNet(pa) with patch size k = 5, 7 on Pascal-VOC. From
Table IV, we observe that the performance decreases when
enlarging the patch size, but the performance with k = 5 is still
slightly better than CaGNet(pi) in Table II. The unsatisfactory
performance with large k might be caused by the following
two reasons: 1) Generating plausible large-scale category
patches is very challenging, because the shapes and poses of
unseen objects are very hard to imagine; 2) The contextual
information of pixels within a large patch will be different
from each other, so using a same contextual latent code for
all pixels in a patch becomes unreasonable.
G. Qualitative Analyses
In this section, we provide some visualization results of our
method on Pascal-VOC.
Semantic segmentation: Fig. 7 shows some segmentation
results of baselines and our method. “GT” means ground-truth
segmentation mask. Our CaGNet(pi) and CaGNet(pa) perform
favorably on unseen objects, e.g., tv monitor (orange), train
(light green), sofa (green), potted plant (dark green), sheep
(dark blue). Moreover, our CaGNet(pa) can segment unseen
objects better than CaGNet(pi), e.g., sofa in the third row and
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Image          GT mask          w/o CM with CM
Fig. 9: Visualization of feature generation quality of
CaGNet(pa) on Pascal-VOC test set. GT mask is ground-truth
segmentation mask. In the third and fourth columns, we show
the reconstruction loss maps between generated feature maps
and real feature maps (the darker, the better).
tv monitor in the sixth row, showing that patch-wise finetuning
is helpful.
Feature generation: We evaluate the effectiveness of feature
generation of CaGNet(pa) on test images. On the one hand,
one test image is fed into the segmentation backbone to obtain
the real feature map. On the other hand, the corresponding
word embedding and the latent code are fed into the generator
to obtain the generated feature map. Then, we calculate the
reconstruction loss map based on these two feature maps, as
shown in Fig. 9, where smaller loss (darker pixel) implies
better generation quality. “With CM” represents our full
method (latent code is contextual latent code produced by
CM ) and “w/o CM” is a controlled experiment (latent code
is random vector). We can see that our CM is able to generate
better features for seen categories (e.g., “person”) and unseen
categories (e.g., “potted plant”, “sofa”, “tv monitor”, “sheep”)
consistently.
Context selector: A context selector is proposed in our
contextual module to select the context of suitable scale for
each pixel. We calculate the scale weight map [A0n,A
1
n,A
2
n] ∈
Rh×w×3 which contains three scale weights for each pixel in
the feature map Fn. A0n (resp., A
1
n, A
2
n) represents small
scale (resp., middle scale, large scale) with 3 × 3 (resp.,
7 × 7, 17 × 17) receptive field size w.r.t. Fn, according to
the calculation method in [65]. By choosing the scale with
the largest weight for each pixel, a scale selection map can be
obtained.
As shown in Fig. 10, we present some images with their
scale selection maps obtained by CaGNet(pi). For better
visualization, we use three different colors to represent the
most suitable scale for each pixel. Small scale, middle scale,
and large scale are respectively denoted by dark blue, green,
Image        Scale selection map     GT mask     
Fig. 10: Visualization of scale selection in CaGNet(pi) on
Pascal-VOC. GT mask is the ground-truth segmentation mask.
In scale selection maps, dark blue, green, light blue means
selecting small-scale, middle-scale, and large-scale context
respectively.
and light blue. It can be observed from Fig. 10 that pixels in
discriminative local regions (e.g., animal faces, small objects
on the table) tend to be affected by small scale, because small-
scale contextual information is sufficient for these pixels to
reconstruct features. Other pixels prefer middle or large scale
since they require contextual information within larger scale.
By discovering the most suitable scale of context for each
pixel, the context selector plays a critical role in our contextual
module. More analyses of context selector and contextual
model CM can be found in [34].
Category patch generation: To qualitatively verify the effec-
tiveness of category patch generation using PixelCNN, we tend
to visualize some 3×3 mixed patches (constrained PixelCNN)
and mixed patches (constrained random). As mentioned in
Sec. IV-D, the constraints mean that we preset λf = 5 unseen
pixels in each patch and filter out the patches containing
more than 3 categories. For each preset unseen category (the
first λf pixels in the patch are set as this unseen category),
we first generate 100 mixed patches (constrained random)
and 100 mixed patches (constrained PixelCNN). Then, we
calculate the logarithmic likelihood of these mixed patches
according to (4), which reflects the probability of authenticity
and reasonableness of each category patch. Finally, for each
preset unseen category, we show the category patch with
the largest logarithmic likelihood from mixed patches (con-
strained random) and mixed patches (constrained PixelCNN)
respectively in Fig. 11. We find that our category patch
generation method (“constrained PixelCNN”) beats random
method (“constrained random”) in spatial object arrangement
and object-level continuities. For spatial object arrangement,
in the fifth column of Fig. 11, “tv monitor”, “sofa”, and “cat”
are adjacent in the patch generated by our method, which
is reasonable and common in reality. However, “tv monitor”,
“cow”, and “bird” are adjacent when using random method,
which rarely happens in the real world. For object-level
continuities, in the first column of “constrained random”, two
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Ours 
(constrained 
PixelCNN)
constrained
random
   Seen               Unseen
bottle
person
chair
dining table
bird
cat
aeroplane
bicycle
cow
potted plant
sheep
sofa
train
tv monitor
Fig. 11: Visualization of mixed patches (constrained PixelCNN) and mixed patches (constrained random) on Pascal-VOC when
k = 3 and λf = 5.
“cat” pixels are split by “train”, showing the unreasonableness
of random method. On the contrary, the pixels of the same
category are usually gathered together in our method, which
demonstrates better object-level continuities.
V. CONCLUSION
In our proposed CaGNet for zero-shot semantic segmenta-
tion, we utilize contextual information to generate diverse and
context-aware features by unifying segmentation and feature
generation. We have successfully extended the pixel-wise
feature generation and finetuning to patch-wise ones. The
effectiveness of our method has been proved via plenty of
qualitative and quantitative experiments. In the future, we
will explore how to generate large feature patches with the
consideration of reasonable shapes or poses of unseen objects,
which may further enhance the performance of zero-shot
semantic segmentation.
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