We investigate the climate forcing from and response to projected changes in short-lived 16 species and methane under the A1B scenario from 2000-2050 in the GISS climate model. 17
oxidation and natural emissions. However, the impact of these fairly uncertain physical 23 effects is substantially less than the difference between alternative emission scenarios for 24 all short-lived species. The net global mean annual average direct radiative forcing from 25 the short-lived species is .02 W/m 2 or less in our projections, as substantial positive ozone 26 forcing is largely offset by negative aerosol direct forcing. Since aerosol reductions also 27 lead to a reduced indirect effect, the global mean surface temperature warms by ~0.07°C 28 by 2030 and ~0.13°C by 2050, adding 19% and 17%, respectively, to the warming 29 induced by long-lived greenhouse gases. Regional direct forcings are large, up to 3.8 30 W/m 2 . The ensemble-mean climate response shows little regional correlation with the 31 spatial pattern of the forcing, however, suggesting that oceanic and atmospheric mixing 32 generally overwhelms the effect of even large localized forcings. Exceptions are the polar 33 regions, where ozone and aerosols may induce substantial seasonal climate changes. 34 35 1. Introduction 36 37 While well-mixed greenhouse gases (WMGHGs) dominate both the radiative forcing 38 since the preindustrial (PI) and the debate over global warming, short-lived species also 39 play an important role. Hence it important to better quantify their contribution to climate 40 change. Additionally, mitigation of climate change via controls on short-lived species has 41 several attractive features. Many of the short-lived species, ozone and the aerosols, are 42 pollutants that cause substantial harm to humans, crops and natural ecosystems. Thus 43 controls on these radiatively active pollutants could provide health benefits in addition to 44 climate change mitigation. In some cases, controls may be beneficial for health but 45 detrimental for climate, a trade-off that needs to be considered carefully. The effects of 46 controls could also be felt much more quickly than for WMGHGs, perhaps allowing 1 substantial mitigation of radiative forcing over the next one to two decades, while more 2 effective CO 2 emissions reduction strategies are developed (though prompt CO 2 3 emissions reductions using current technologies are nevertheless necessary to avoid many 4 of the worst impacts of climate change [Hansen et al., 2007a] ). 5 The short-lived species are inherently much more variable in space and time than the 6 long-lived, however, making projection of their future concentrations extremely complex. 7
Additionally, they are chemically reactive, and dependent upon one another, making is 8 difficult to isolate the effects of a single species on climate [Shine et al., 2005] . 9 Furthermore, the atmospheric distribution is dependent upon a wide variety of sources 10 and subsequent chemical transformations, many of which are fairly uncertain. In projects 11 such as the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment 12
Report (AR4) simulations, while models generally used identical projections for the 13 WMGHGs, the scenarios for short-lived species were quite varied. Those that did include 14 short-lived species included only a subset of these, and did not isolate their impact from 15 that of the WMGHGs. 16 We attempt here to better characterize the effects of short-lived species and to 17 provide input for the US Climate Change Science Program (CCSP) Synthesis and 18 Assessment Product 3.2 "Climate Projections Based on Emissions Scenarios for long -19 lived radiatively active trace gases and future climate impacts of short-lived radiatively 20 active gases and aerosols". We project the evolution of short-lived species following an 21 A1B scenario, a mid-range projection from the Special Report on Emission Scenarios 22 [Nakicenovic et al., 2000] , and the climate response to these species. For comparison, we 23 also project the response to long-lived gases under this same scenario. These simulations 24 can then be compared with similar studies undertaken at the NOAA Geophysical Fluid 25 Dynamics Laboratory and the National Center for Atmospheric Research. 26 Projections of climate change are made via a three-step process. First, projections of 27 emissions of radiatively active species and their precursors are derived from Integrated 28 Assessment Models (IAMs). Secondly, models are used to calculate the atmospheric 29 abundance based on the projected emissions. For many species, especially WMGHGs, 30 the IAMs themselves project future concentrations. For short-lived species, full 3D 31 composition models are usually used. Finally, climate models simulate the climate 32 response to the abundance changes. Our study includes both the second and third steps of 33 this process, while the intercomparison with the other modeling groups will evaluate the 34 effects of all three steps as projections from different IAMs were used by the different 35 modeling centers. Additionally, we put our results in context by exploring the variations 36 in composition resulting from: (1) uncertainties in some of the physical processes 37 affecting the short-lived species, (2) different IAM projections of A1B emissions, and (3) 38 the difference between A1B and other scenarios (note that the name A1 was used in the 39 IAM runs, with the 'B' added later to denote 'balanced', referring to the balance between 40 fossil fuel and renewable energy sources). This is accomplished primarily by comparison 41 with prior GISS simulations with different model configurations or emissions. 42 As one of our goals is to assess the role of those species whose reduction could have 43 potential ancillary benefits in addition to their climate effects, and those with a response 44 time that is rapid relative to the response time of CO 2 (centuries), we also explore the 45 potential future behavior of methane in some detail. Methane, unlike the other 46 1 a decade. It is also a valuable commodity (the main component of natural gas), providing 2 ancillary benefits if it is captured rather than released to the atmosphere [West et al., 3 2006 ]. Finally, it plays an important role in tropospheric ozone chemistry and thus the 4 tropospheric oxidation capacity, and hence is intimately connected to the short-lived 5 species [Fiore et al., 2002; Shindell et al., 2005] . Following conventional definitions of 6 WMGHGs, we include methane among the long-lived rather than the short-lived species, 7 but explore the potential for methane to deviate substantially from the IAM projections 8 due to interactions of natural emissions with climate change and to the effects of 9 tropospheric chemical changes on methane loss rates. 10 11 2. Experimental setup 12 13
The simulations described here consist of several parts. (Table  27 2) with emission factors from [Andrae and Merlet, 2001 ] for aerosols. The IIASA 28 inventory is based on the 1995 EDGAR3.2 inventory, extrapolated to 2000 using national 29 and sector economic development data [Dentener et al., 2005] . This is the same inventory 30 as used in several recent multi-model intercomparisions of future tropospheric chemistry 31 [Dentener et al., 2006; Shindell et al., 2006b; Stevenson et al., 2006] . Lightning NO x 32 emissions are calculated internally in the GCM, and other natural sources are prescribed 33 according to conventional estimates ( The most notable  5 exception is the projection for SO x emissions, which were substantially reduced in the 6 revisions subsequent to the SRES (Figure 1 ). We also take projections of biomass 7 burning changes (which are applied to all emitted species) from [Streets et al., 2004] . 8 Note that emissions for a given species depend upon projections for many individual 9 sources, and these may have different emissions factors for each species. Hence black 10 carbon (BC), with greater emissions from fossil fuel burning, declines more rapidly than 11 organic carbon (OC), whose emissions depend more on vegetation burning (Figure 1 ). 12
The one species whose emissions were not based on the IMAGE A1 projections is NH 3 . 13
Projections instead come from IIASA as the A1B emissions were not yet available at the 14 time the simulations were performed. The effects of these differences are discussed 15 further below, however. 16 The IMAGE model A1 projections are somewhat different from the results of 17
another IAM, the AIM model ( Figure 1 ). These latter emissions projections are widely 18 used, as the SRES referred to them as a 'marker' scenario. The SRES defines this as "a 19
scenario that was originally posted on the SRES web site to represent a given scenario 20 family". However, they also note that their 'marker' scenarios do not represent the 21 average, best, or median results, and that all IAM results should be treated equally. with and without projected surface climate changes. The latter are imposed via prescribed 6 sea surface temperatures (SSTs) and sea ice coverage (Table 1 ). Both sets of runs used 7 projected WMGHGs, so even the runs without ocean surface changes are not fully fixed 8
climates, but include land and atmospheric temperature changes (the relatively fast 9 climate responses). To better characterize interannual variability, and to test the 10 robustness of the climate induced changes, the two 2050 simulations were extended to 4 11 years. Additional runs were performed using EDGAR 1995 emissions, to facilitate 12 comparison with prior runs, and with calculated methane at 2050, as noted previously 13 (Table 1) . We note that the composition simulations without prescribed surface climate 14 changes were the ones used to drive the transient climate simulations, for consistency 15 with the other CCSP modeling groups. As natural mineral dust and sea-salt emissions 16 could therefore not respond to climate change, these species were not passed from the 17 composition model for the climate runs, which instead kept those fixed through time. Future burdens of the radiatively active short-lived species are given in Table 3 along  36 with the percentage burden change normalized to the percentage total emission change of 37 the primary precursor. Ozone changes generally follow the emissions projections for NO x 38 quite closely, at least for the global mean. These will have also been affected by the 39 increases in VOC and CO emissions and methane abundance, of course. Sulfate appears 40 to have a fairly linear response as well over the small range sampled here, with a burden 41 increase ~60% of the sulfur dioxide emissions change. The carbonaceous aerosol burdens 42
show more non-linearity, especially organic carbon, which has a rather different response Aerosol optical depths (AOD) by species are given in Table 4 . With much of the 3 sulfate burden absorbed onto dust [Bauer and Koch, 2005] , the dominant species are dust 4 and sea salt. This is true in both the global and hemispheric averages, and sea salt is the 5 larger of the two, especially in the SH. For comparison with observations, we compute 6 clear-sky AOD as well as all-sky. For computational efficiency, each grid-box is assigned 7 to be either cloud-free or fully cloud-covered for the radiative transfer calculation in the 8 GISS GCM based on a combination of random chance and the fractional cloud cover in 9 the box. We use these cloud-free radiative transfer calculations for the clear-sky AOD. 10
Hence our calculation is geographically weighted towards less cloudy areas, as are the 11 clear-sky satellite AOD data. The total PD global mean clear-sky optical depth is 0.12, 12 slightly lower than the values of 0.135 derived from ground-based AERONET 13 observations or the satellite composite value of 0.151 [Kinne et al., 2006] . Neither of the 14 observation-based datasets are fully global, however. 15 Our results are broadly consistent with other models, which now produce total AODs 16 in the range of 0.10-0.15 [Kinne et al., 2006] . The relative importance of individual 17 aerosol species varies dramatically among the models however. While the contribution 18 from BC is always small, some models have sea salt and dust together contributing more 19 than 2/3 of the AOD, while others have OC and sulfate contributing the majority of the 20
AOD. In our model, the dominance of sea salt and dust, which have largely natural 21 sources and were not varied in these simulations, leads to a relatively small impact from 22 changes to anthropogenic sulfate and carbonaceous aerosols. Hence the forcings in our 23 model change little with time, especially in the SH (Table 4) . 24 Ozone changes were simulated throughout the troposphere and stratosphere ( Figure  25 2). Ozone responded to both the changes in emissions of short-lived precursor species, 26 whose direct influence is primarily in the troposphere, and to changes in the abundance of 27 long-lived species (CO 2 , N 2 O, CH 4 , and CFCs) that affect both stratospheric composition 28 directly and indirectly by altering local temperatures. Ozone increases nearly everywhere 29 in the future, with especially large changes in the vicinity of the mid-to high-latitude 30 tropopause owing to the reduction of halogens. The halogen reduction, combined with 31 enhanced greenhouse gas cooling, also leads to a substantial increase in the upper 32 stratosphere. The projected stratospheric ozone recovery extends down into the 33 troposphere, especially in the SH, as there is a substantial downward flux of extratropical 34 ozone from the stratosphere to the troposphere (the model's PD stratosphere-troposphere 35 exchange (STE) is 504 Tg/yr, in good agreement with values inferred from observations 36 [Gettelman et al., 1997] ). This result emphasizes the importance of full-atmosphere 37 chemistry simulations. 38 Our results are consistent with observations indicating that stratospheric ozone 39 depletion has likewise influenced ozone down to the surface [Oltmans et al., 1998 ]. show a substantial impact on the troposphere. 2 SST changes have little direct effect on most of the stratosphere, where temperature 3 changes are largely due to local composition changes. They do enhance the overturning 4 circulation, as noted previously, leading to increased ozone at high laittudes. They also 5 cause a small decrease in ozone in the tropical stratosphere as they lead to an enhanced 6 influx of water due to a warming of the tropical tropopause. Warmer SSTs enhance water 7 in the troposphere substantially, leading to ozone decreases, especially in the tropics, by 8 augmenting odd oxygen loss via reaction of singlet-D atomic oxygen with water. 9
The largest single radiative forcing at 2030 and 2050 comes from these ozone 10 changes ( as the carbonaceous aerosols largely offset one another, the reduction in black carbon 28 dominates over all the other aerosol changes in 2050. 29 The spatial structure of the net direct radiative forcing is quite heterogeneous ( Figure  30 3). Values are generally positive at high latitudes and near zero over much of the tropical 31 and subtropical oceans. Positive values also occur over most of the mid-latitudes in the 32 SH, and in some parts of the NH such as North America. There are strong negative 33 forcings over much of the NH tropical and subtropical continental area in the Eastern 34
Hemisphere. 35 The causes of these spatial patterns are readily determined by examination of the 36 forcing from individual species (Figure 4 ). Ozone increases are greatest at high-latitudes, 37 where recovery from halogen-induced depletion in the lower stratosphere plays the 38 largest role. The increases themselves extend into the troposphere due to transport, 39 leading to maximum increases centered on the tropopause (Figure 2 ), precisely where 40 their RF is largest. This leads to the sizeable positive middle and high latitude forcings. 41 Tropical ozone forcing is comparatively small, despite substantial increases in projected 42 tropical precursor emissions, due to increases in overhead ozone. At high altitudes, where 43 these increases are largest (Figure 2 ), they have a cooling effect, and hence offset some of 44 the RF due to increases at lower altitudes. impacts of these different scenarios are shown in Figure 5 . It is obvious that the A1B 45 scenario used here does not cover all future possibilities. More importantly, it is clear that 46 the forcing is extremely sensitive to the emissions used. In fact, Figure 5 shows that the 1 influence of various physical processes/uncertainties is generally substantially less than 2 the difference between the emission scenarios, at least for the processes and scenarios 3 examined here. Tg/yr from the AIM model used here (compared with 323 Tg/yr for 2000). 25 We find that methane emissions from wetlands increase from 195 to 241 Tg/yr while 26 emissions of isoprene increase from 356 to 555 Tg/yr. Additionally, even in the absence 27 of changes in emissions from natural sources, the projected anthropogenic emissions of 28 ozone precursors (including methane itself) increase the lifetime of methane while 29 climate change reduces it via increased temperature and water vapor ( Table 5 ). The effect 30 of precursor emissions is stronger in our scenario, so that the net effect of anthropogenic 31 emissions and climate changes is to increase methane's lifetime. When natural emissions 32 are also allowed to respond to climate change, increased competition from isoprene and 33 increased methane emissions from wetlands lead to further increases in methane's 34 lifetime (Table 5 ) and enhanced methane abundance. 35 The 2050_meth simulation had a global mean surface methane value of 2.86 ppmv in 36 year 3, with sources exceeding sinks by 80 Tg/yr (a growth rate that may reflect an 37 overestimate of the loss rate in the AIM model used in the initial guess). Extrapolating 38 the change in methane out to equilibrium using an exponential fit to the three years of 39 model results yields a 2050 value of 3.21 ppmv. 40 We calculate radiative forcings using the TAR calculation ( Figure 6 ), 45 despite a miniscule increase in the direct forcing ( warming from short-lived species is attributable to positive forcings from ozone and the 25 aerosol indirect effect, with a lesser contribution from OC, which are partially offset by 26 negative forcings from BC and sulfate (Table 7) . It is worth noting that all these forcings 27 are of the same order of magnitude, differing by only a factor of 3 or 4, and hence any of 28 these can substantially influence the net RF. 29 30 4.2 Regional and seasonal responses 31 32 The spatial pattern of the climate response to short-lived species bears relatively little 33 resemblance to the direct radiative forcing (Figure 7 versus Figure 3 ). While the forcing 34 is largest at high latitudes and over some tropical land areas, the response is clearest over 35 tropical and subtropical oceans (statistical significance for surface temperature is 36 calculated by comparing the mean change between future and present with the variability 37 during the present, e.g. using the 18 years of 2003-2008 in the 3 ensemble members for 38 Figure 7 ). Though the aerosol indirect effect plays a role in these differences, it cannot 39 account for all of the spatial mismatch between forcing and response. For example, over 40 South Asia and Africa north of the equator, the aerosol indirect forcing should enhance 41 the direct forcing as both are primarily due to increased sulfate ( Figure 4 ). Hence both 42 direct and indirect forcing should induce cooling, yet this does not happen. Similarly, 43 there are reductions in both BC and sulfate over the eastern US, which will lead to a 44 reduced aerosol indirect effect there. As the net direct forcing there is positive (Figure 3 ), 45 both should cause warming, but this also does not take place. On a hemispheric scale, the response does seem to be related to the projected future 14
forcing from short-lived species, though the relationship depends on the poorly quantified 15 aerosol indirect effect. Due to stronger positive ozone forcing in the SH and stronger 16 negative aerosol forcing in the NH, the net direct forcing is ~0.3 W/m 2 greater in the SH 17 than the NH for 2030-2050 (Table 6 ). Some of this difference is removed by the stronger 18 reduction in the aerosol indirect effect in the NH, however the SH RF is always greater 19 than in the NH. Consistent with this enhanced RF, the SH warms by .01-.05°C more than 20 the NH. Thus at 2050, the hemispheric mean warming from short-lived species is ~55% 21 greater in the SH than in the NH. In contrast, the WMGHGs induce roughly 60% more 22 warming in the NH than in the SH, largely as a result of stronger positive feedbacks since 23 the RFs in the two hemispheres are roughly equal. Hence the greater SH response to 24 short-lived species is clearly a result of the inhomogeneous forcings rather than 25 inhomogeneous feedbacks. 26 The seasonal responses to the projected changes in short-lived species show some 27 significant (at 95%, taking into account the local autocorrelation of ~1-2 year) and stable 28 features, including warming over large areas of the oceans other than the Arctic, cooling 29 of the Arctic during boreal spring (significant only in some portions) and warming of the 30 Antarctic during austral summer ( Figure 9 ). The NH mid to high latitude response during shown) and is statistically significant at the 95% level. This is similar to the response to a 35 warmer climate seen in several other model studies [Miller et al., 2006b ]. In contrast, 36
WMGHGs induce an amplified (relative to the global mean) boreal winter warming 37 through most of the Northern high latitudes (Figure 10 ), including North America, 38
Eurasia and the Arctic Ocean (enhanced westerly flow is also induced by WMGHGs, but 39
it is not such a dominant factor as in the short-lived species response). The response to 40 WMGHGs also includes strong warming over eastern Africa and much of central Asia 41
that is not seen in the response to short-lived species. Thus the regional response to the 42 short-lived species is clearly distinct from the response to WMGHGs. 43 We can compare the seasonal responses to short-lived species with their forcing, 44 focusing on the boreal winter when some of the most significant regional responses were 45 seen. Sulfate provides some positive forcing over North America, especially in the 46 eastern US, but the direct high latitude forcing from short-lived species is dominated by 1 the forcing from ozone ( Figure 10 ). This positive ozone forcing is mostly due to 2 stratospheric ozone, as the forcing remains comparably large even in summer (not 3 shown) when tropospheric ozone formed from mid-latitude pollution is largely destroyed 4 chemically before reaching the Arctic. As with the annual average, the climate response 5 generally does not closely resemble the direct forcing (though again, the aerosol indirect 6 effect contributes to this mismatch). 7
Sizeable areas in the Arctic cool by more than 0.5°C during NH winter and spring in 8 2030 (visible in the annual average as well (Figure 7) ), and during NH spring in 2050 9 ( Figure 9 ), all of which are statistically significant in at least some areas. This may be 10 related to a reduction in high-latitude aerosol indirect effect longwave forcing. It is 11 possible, however, that cooling from short-lived species results from their overall 12 negative forcing in the NH extratropics which is then communicated dynamically to the 13 Arctic [Shindell, 2007] . 14 In contrast, the Antarctic is far removed from most anthropogenic pollution, and thus 15 there is little aerosol forcing there ( Figure 4) . As a result, there is no aerosol-induced 16 cooling and instead climate there shows substantial warming from short-lived species, 17 maximizing in austral summer ( Figure 9 ). This warming results from stratospheric ozone 18 recovery due to both its direct radiative impact ( Figure 4) about at least in part from the influence of the short-lived species on its oxidation, we 31 believe it is useful to consider methane along with these others. Note that the climate 32 change induced by the short-lived species is not included in the SSTs used to drive the 33 methane simulation and would further alter both natural emissions and oxidation rates, so 34 that our calculated methane RF is only a rough approximation. Taking into account the 35 climate sensitivity of our model, these potential enhancements to the ozone and methane 36 forcings imply an additional .16°C global mean annual average equilibrium warming 37 (~0.1°C assuming the response was not fully realized). This would make the total 38
warming from short-lived species plus the warming from enhanced methane relative to 39 the standard A1B scenario about 0.20-0.25°C at 2050. This is ~33% of the response to 40 WMGHGs at that time. These results further underline the potential importance of the 41 short-lived species for climate projection. 42 We also emphasize that some of the processes included in our simulations have large 43
uncertainties. Among the most important to the current results may be the influence of 44 sulfate absorption onto dust, which decreases the sulfate forcing by ~40% between 2000 45 and 2030 in comparable simulations by [Bauer et al., 2007] . However, the absorption 46 rates are quite uncertain, hence this process could in reality be substantially smaller. 1
Mixing of additional aerosol types is also highly uncertain, but is known to occur in the 2 atmosphere and would also affect the magnitude of aerosol forcings. Additionally, many 3 aspects of aerosol-cloud interactions are poorly known, and our highly parameterized 4 approach is quite crude. Thus a substantial portion of the response in our simulations 5 results from processes with a relatively low level of scientific understanding. Hence the 6 effects of these physical processes provide an indication of the uncertainties associated 7 with projections of short-lived species. While the results suggest a substantial impact of 8 short-lived species on climate, there is less evidence of a strong impact of climate change 9 on the short-lived species other than ozone (and methane). Hence while it would be 10 preferable to calculate the composition and climate changes interactively, using offline 11 composition fields to drive the climate simulations seems likely to capture the primary 12 aspects of the response (though further work is required to fully evaluate this). 13
It is also clear that some potential processes have not been included yet. An example 14 is the future dust loading, which can influence the composition of other short-lived 15 species and can also be influenced by those species (e.g. via changes in solubility due to 16 nitrate or sulfate uptake [Bauer and Koch, 2005] very rough estimate of the RF from the aerosol indirect effect using the calculation 7 described in the text and assuming that 80% of the global effect is in the NH. RF due to 8 long-lived species is based on the AIM A1B results. 9 10 shown in the lower right, while hatching indicates 95% significance in the lower left. 7 8 9
