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Abstrakt 
Multicore processorer har erstattet enkeltkerneprocessorer og indenfor et tidsrum på 10 år, forventes 
manycore processorer med op til flere hundrede processorkerner. I projektet udforskes hvilken 
betydning overgangen til parallelle maskinarkitekturer vil få for den brede målgruppe af 
softwareudviklere bag samfundets hverdagsapplikationer, samt hvilke abstraktionsformer der kan 
være med til at sikre let og ubesværet udnyttelse af denne nye form for skalering i processorkraft. 
 
Projektet tager udgangspunkt i et omfattende teoretisk studie af problemfeltet, med inddragelse af 
eksempler samt påpegelse af sammenhænge mellem teorien og aktuelle tiltag på Java og .NET 
platformene. Det teoretiske studie suppleres med en empirisk og eksperimentel undersøgelse af 
CBEA processoren og IBM SDK for Multicore Acceleration Version 3.0. 
 
Konklusion og resultater 
Imperative programmeringssprog og sekventiel tankegang i programmeringen, er det herskende 
paradigme i dag. Med dette udgangspunkt, kan automatisk parallelisering af applikationer og 
algoritmer ikke foretages effektivt. Softwareudviklere må derfor tilpasse deres kildekode, for at 
sikre fortsat skalering i ydelse på nye parallelle maskinarkitekturer. Detaljer på lavt niveau skal dog 
undgås, da de vil bringe softwareudviklingen ind i en ny parallelprogrammeringskrise. Eksplicit 
parallelisering bør derfor foretages igennem højere abstraktionsformer (frameworks) for 
parallelprogrammering. Til eksplicit parallelisering er det fordelagtigt, at tænke i dataparallelitet 
frem for opgaveparallelitet; det er simplere og kan skalere bedre på de kommende manycore 
processorer. Derudover ses egenskaber fra deklarative sprog introduceret i ellers overvejende 
imperative udviklingsmiljøer, særligt på .NET platformen. Det er vigtigt at udnytte disse 
egenskaber, da de kan gøre automatisk parallelisering opnåelig. Brug af software komponenter der 
er en del af udviklingsplatformen eller tilbydes af tredjepartsleverandører, er en fordel, for her er det 
leverandørens opgave, at opdatere disse med effektive og skalerbare parallelle algoritmer. 
 
Igennem to eksperimenter vises at det er muligt at programmere CBEA processoren med relativt høj 
abstraktion igennem IBM SDK for Multicore Acceleration Version 3.0, med anvendelse af C++ 
udvidet med vektor datatyper, samt den højere abstraktionsform for parallelprogrammering 
Accelerated Library Framework (ALF). Måling af ydelsesforbedring ved parallelisering, viser dog 
blandede resultater: Fem til 10 gange forbedret ydelse observeres for dataorienterede og 
beregningsintensive opgaver, mens resultaterne for mindre velegnede opgaver går fra ingen 
ydelsesforbedring til fordoblet ydelse. Parallelprogrammering af CBEA processoren er fortsat 
forbundet med store tekniske udfordringer, særligt med henblik på effektiv udnyttelse af 
hukommelsesorganisationen samt de specialiserede SPE enheder. Højere abstraktion er nødvendig – 
i projektet beskrives tanker og idéer om hvordan der kan arbejdes mod dette mål. 
Abstract 
Multicore processors have become the norm, and within a timeframe of ten years, we may be facing 
manycore processors with hundreds of cores. The project explores the significance of this transition 
to parallel machine architectures, and what challenges it puts upon the broad base of mainstream 
software developers: Which forms of abstraction can facilitate easy and trouble-free exploitation of 
this new way of scaling processor power, and secure continued technological progress for the vast 
amount of software that permeates our society? 
 
A comprehensive theoretical coverage of the problem area is carried out, tieing in examples and 
pointing out correlations between theory and actual tendencies on the Java and .NET platforms. The 
theoretical approach is supplemented with an empirical and experimental look at the CBEA 
processor and IBM SDK for Multicore Acceleration Version 3.0. 
 
The findings 
Imperative programming languages and sequential thinking, characterizes the currently dominating 
paradigm in programming. This means that efficient automatic parallelization of current 
applications and algorithms, cannot be accomplished. In order to make software scalable on parallel 
machine architectures, software developers need to partially rewrite their source code. However, 
low-level details must be avoided, or a new parallel programming crisis will emerge. Higher forms 
of abstraction (frameworks) for explicitly expressing parallelism, should be used. A data parallel 
approach to parallelization is preferable over task parallelism; it is simpler and will scale better on 
future manycore processors. Furthermore; features from the theory of declarative programming 
languages, are being introduced on the .NET platform, a traditionally imperative environment. It is 
important to adopt these features; they are a step on the way towards making automatic 
parallelization possible. Using software components provided as part of the development platform 
or by third parties, alleviates the developer of the parallelization task – it is the suppliers 
responsibility to update the components with efficient and scalable parallel algorithms. 
 
Supported by two experiments, it is found that with IBM SDK for Multicore Acceleration Version 
3.0, the CBEA processor can in fact be programmed with a relatively high level of abstraction. 
Measuring speedup achieved by parallelization, does however show mixed results: Five to 10 times 
speedup is observed for data-oriented, compute-intensive problems, while problems less suitable for 
the CBEA processor, results in no speedup at all. Parallel programming the CBEA processor is still 
linked with major technical challenges, especially with regards to efficient use of the memory 
organization and the specialized SPE processors. There is a need for higher abstraction – in the 
project thoughts and ideas are given, on how to work towards this goal.  
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 Kapitel 1 - Indledning 
Projektet er et enkeltfagsspeciale i Datalogi til 22,5 ECTS point.  
I dette indledende kapitel gives en læsevejledning, problemfeltet defineres, projektets 
problemformulering opstilles og rammerne for projektet fastlægges. 
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Læsevejledning 
Det vil lette læsningen af rapporten at være opmærksom på følgende: 
 
• Referencer til litteratur i form af bøger og artikler skrives efter følgende regler: 
o [Forfatter(e) (Årstal). Side X]. 
o Som eksempel: [FLORIDI, L. (2004). Side 238]. 
o Sidetal udelades ved reference til artikler og pdf dokumentation. 
 
• Referencer til websider angives i fodnote direkte på siden. I fodnoten angives URL samt 
titel. 
 
• Citater og uddrag af kildetekster skrives efter følgende regel: 
o Med gåseøjne omkring og i kursiv. Altid efterfulgt af reference til kilde. 
o Som eksempel: ”Et citat eller uddrag af en kildetekst...” [Forfatter (2008). Side 87]. 
 
• Krydshenvisninger til kapitler og underafsnit i rapporten skrives som titlerne på kapitel og 
underafsnit adskilt af ”:”. 
o Som eksempel: (se ”Kapitel der henvises til:Afsnit der henvises til”). 
 
• Igennem projektet vil der blive introduceret ord eller begreber som ikke på hensigtsmæssig 
vis kan oversættes til dansk, og som er vigtige begreber indenfor projektets problemfelt. Så 
vidt muligt tilstræbes, at første gang et sådant ord eller begreb bruges, skrives det i kursiv. I 
nogle tilfælde uddybes det indenfor få linier efter, i andre antages at det er almen datalogisk 
viden som evt. kan slås op i lærebøger eller online. 
 
• Alle figurer, diagrammer, eksempler og lignende er egen idé og produktion med mindre 
andet angives i den tilhørende billedtekst. 
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Problemfelt 
Parallelprogrammering er en meget aktuel udfordring for datalogiske undervisningsinstitutioner, 
programmører og anvendt IT. Igennem årtier har en sekventiel tankegang, med grundlag i den 
sekventielle Von Neumann maskinarkitektur, været herskende, mens parallelprogrammering og 
parallelle maskinarkitekturer har eksisteret i baggrunden inden for super computing til 
videnskabelige formål og på mere teoretisk plan i datalogisk forskning. Så langt tilbage som i 1978 
kritiserede den amerikanske datalog, og Turing Award vinder, John Backus, den sekventielle 
tankegang i artiklen ”Can Programming Be Liberated from the von Neumann Style? A Functional 
Style and Its Algebra of Programs.”: 
 
“Von ?eumann computers are built around a bottleneck: the word-at-a-time tube connecting the 
CPU and the store. Since a program must make its overall change in the store by pumping vast 
numbers of words back and forth through the von ?eumann bottleneck, we have grown up with a 
style of programming that concerns itself with this word-at-a-time traffic through the bottleneck 
rather than with the larger conceptual units of our problems.” [BACKUS, J. (1978)]. 
 
Det er værd at bemærke, at på dette tidspunkt, havde Von Neumann maskinarkitekturen allerede 
været dominerende siden omkring 1950, og altså fulgt med datalogien siden dens start som 
selvstændig videnskab. På trods af kritikken fra John Backus, og det datalogiske samfunds 
anerkendelse af betydningen af denne, levede den sekventielle tankegang i programmeringen videre 
uden større problemer, først og fremmest fordi Gordon Moore’s forudsigelse fra 1965 (Moore’s 
Law) om eksponentiel udvikling i kapaciteten på processorer viste sig at gå i opfyldelse [MOORE, 
G. E. (2000)]. Af denne fulgte det indirekte at enkeltkerne processorkraften fordobledes ca. hvert 
andet år, i takt med den teknologiske udvikling. 
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Denne konstante, og for programmører belejligede, udvikling i enkeltkerne processorkraft, er 
hastigt ved at ændre sig. Von Neumann maskinarkitekturen begynder at ramme øvre barrierer for 
hvad det er muligt at tvinge ud af den ved øget clock frekvens, parallelisme på instruktionsniveau, 
hurtigere RAM og cache [STENSTROM, P. (2007)]. Det har ført til at vi inden for de senere år har 
set Intel og AMD x86 multicore processorer komme på forbrugermarkedet – det er en følge af, at 
man ikke længere effektivt kan skalere enkeltkerne processorer i højden (sekventielt, højere 
clockfrekvens), men nu må skalere i bredden (parallelt, flere processorkerner med samme 
clockfrekvens). Disse multicore processorer er dog ikke højparallelle, forstået på den måde at de 
ikke er gennemført designet med parallelitet i tankerne på alle niveauer, men blot bygger videre på 
x86 maskinarkitekturen. De fleste fundamentale skalerings og performance problemer er derfor ikke 
adresseret tilstrækkeligt, på grund af krav om kompatibilitet med x86 maskinarkitekturens 
eksisterende softwarebase.  
 
På software siden, markerer skiftet til parallelle maskinarkitekturer store udfordringer for den 
sekventielle tankegang indenfor programmering. Nogle forskere1,2 forudsiger at vi står overfor et 
paradigmeskift fra sekventiel tankegang i programmeringen til parallel tankegang: Indenfor 
operativsystemets tråde og multitasking opnås naturligvis højere ydelse i det øjeblik der er f.eks. to 
eller fire parallelle processorkerner til stede, og på samme måde vil flertrådede programmer også i 
nogen grad kunne skalere. Men de fleste programmer og algoritmer er resultatet af en sekventiel 
tankegang, og er rettet mod en oprindeligt sekventiel maskinarkitektur. For disse opnås langt fra en 
fordobling i ydelse, i takt med fordoblingen af processorkerner. Dette er formuleret med Amdahl’s 
lov [SCOTT, L. R., CLARK, T. & BAGHERI, B. (2005). Side 44 - 45], som logisk nok giver, at 
selv med uendeligt mange parallelle processorer, er den begrænsende faktor for 
hastighedsforøgelse, den del af programmet der skal afvikles sekventielt (ikke kan paralleliseres)3. 
Eksemplet i Tabel 1 illustrerer Amdahl’s lov i brug:  
                                                 
1 http://ing.dk/artikel/77258 - Fremtidens computere bruger kernekraft. Artikel i Ingeniøren, 9. marts 2007. 
2 http://msdn.microsoft.com/en-us/magazine/cc872852.aspx - Paradigm Shift: Design Considerations For Parallel 
Programming. 
3 I praksis kan hastighedsforøgelsen være højere end det teoretiske maksimum givet af Amdahl’s lov. Det kan ske i 
særlige tilfælde, hvor paralleliseringen afhjælper en flaskehals. 
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T(1) = afviklingstid på 1 processor. 
P = antal parallelle processorer. 
f = sekventiel brøkdel (i tid) af programmet. 
 T P
` a ≥ f AT 1` a+ 1@ f
b c
AT 1
` a
P
ffffffffffffffffffff   
 
Tid i sek. (1 processor) 100 
Antal parallelle processorer 10 
Sekventiel procentdel 25 
Sekventiel brøkdel 0,25 
Tid i sek. (10 processorer) 32,5 
Tabel 1. Et program tager 100 sekunder at afvikle på 1 processor. 25 % af programmet kan ikke paralleliseres. 
Hvis man afvikler det på en processor med 10 parallelle processorkerner, er den teoretisk hurtigste afviklingstid 
32,5 sekunder; altså kun ca. 3 gange hurtigere end på 1 processor. 
 
Udover denne logiske begrænsning i hastighedsforøgelse, er der en lang række mere teknisk 
betingede kommunikations-, synkroniserings- og balanceringsfaktorer [SCOTT, L. R., CLARK, T. 
& BAGHERI, B. (2005). Side 48], som i praksis vil gøre at hastighedsforbedringen sjældent når op 
på det teoretiske maksimum der er givet af Amdahl’s lov. 
 
I år 2000 indledte Sony, Toshiba og IBM (STI) et samarbejde med det formål at udvikle en 
højparallel og innovativ processor, og det resulterede efter fem års forskning og udvikling, samt 
investeringer på omkring en halv milliard USD, i Cell processoren, eller mere præcist Cell Broad 
Band Engine Architecture (CBEA)4 processoren. Med denne har de adresseret mange af de barrierer 
der i tiltagende grad varsler om enden på den sekventielle Von Neumann maskinarkitektur. CBEA 
processoren fandt sin første anvendelse i spillekonsollen Playstation 3 der kom på markedet i 2006 - 
2007, og findes nu også som multimedieaccelerator i udvalgte Toshiba bærbare5 og i IBM’s High 
Performance Computing Blade Center6 servere – altså et bredt spænd af anvendelser. Samtidig er 
den også indgået som byggeklods i verdens nuværende hurtigste7 super computer: IBM 
Roadrunner8. CBEA processoren er blevet genstand for stor datalogisk interesse pga. den 
                                                 
4 http://www.research.ibm.com/cell/ - The Cell project at IBM Research. 
5 http://www.computerworld.dk/art/46674?cid=4&q=toshiba+cell&sm=search&a=cid&i=4&o=0&pos=1 – 
Computerworld.dk – Video: Se SpursEngine processoren i aktion. 
6 http://www-03.ibm.com/systems/bladecenter/hardware/servers/qs21/index.html - IBM BladeCenter QS21. 
7 http://www.top500.org/lists/2008/06 - seneste liste over super computere. 
8 http://www.ibm.com/ibm/ideasfromibm/us/roadrunner/20080609/index.shtml - IBM The Roadrunner project. 
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højparallelle, og potentielt meget højtydende, maskinarkitektur den tilbyder alle interesserede til en 
meget lav pris: Med en Playstation 3, Linux og IBM SDK for Multicore Acceleration Version 3.09 
åbnes mulighed for at udvikle applikationer der kan paralleliseres over seks 3.2 GHz RISC 
vektorprocessorkerner, som styres af én 3.2 GHz PowerPC processorkerne.  
 
Den eftertragtede processorkraft der åbnes mulighed for, med parallelprogrammering og CBEA 
processoren, er på trods af den lave indgangspris på hardware (processoren er billig fordi den 
masseproduceres til Playstation 3), ikke noget man som programmør får forærende. Det er godt 
beskrevet af bl.a. følgende uddrag fra artiklen ”Programming the Cell Processor: It may be tricky, 
but the performance gains are worth the effort”: 
 
“...The good news is that the Cell is really fast: It provides enough computational power to replace 
a small high-performance cluster. The bad news is that it's difficult to program: Software that 
exploits the Cell's potential requires a development effort significantly greater than traditional 
platforms. If you expect to port your application efficiently to the Cell via recompilation or threads, 
think again.”10 
 
Med tanke på at CBEA processoren og det omkringliggende udviklingsmiljø er en nyhed på 
markedet, er der retfærdigvis sket en rivende udvikling inden for ganske få år – fra første version, 
IBM Cell SDK 1.0, til det nuværende IBM SDK for Multicore Acceleration Version 3.0. Men, hvis 
abstraktionsniveauet mellem programmør og hardware stadig er for lavt, kan det gøre teknologien 
utilgængelig og drukne potentialet for høj ydelse i tekniske udfordringer, hvilket vil være et 
væsentligt problem for udbredelsen og udnyttelsen af CBEA processoren. 
                                                 
9 Også kendt som IBM Cell SDK. Gratis tilgængeligt i developer version. 
10 http://www.ddj.com/hpc-high-performance-computing/197801624 - Dr. Dobb’s - Programming The Cell Processor.  
9. marts 2007. 
Kapitel 1 – Indledning. 
Side 7 af 154. 
Problemformulering 
Der tages udgangspunkt i den ganske sandsynlige situation, at programmører nu, og i fremtiden, 
står over for udfordringen både at skulle udvikle nye applikationer, samt portere eksisterende 
sekventielle applikationer, til parallelle maskinarkitekturer. Denne overgang bør selvfølgelig gøres 
så let og problemfri som mulig; derfor søges følgende spørgsmål belyst igennem projektet: 
 
- Hvad indebærer overgangen til parallelle maskinarkitekturer, og hvilke abstraktionsformer 
kan anvendes til at sikre en relativt let og ubesværet udnyttelse af denne nye form for 
skalering i processorkraft? 
 
- Hvor tilgængelig og anvendelig er CBEA processoren igennem IBM SDK for Multicore 
Acceleration Version 3.0? Hvilke abstraktionsformer tilbydes, kan væsentlige forbedringer i 
ydelse opnås igennem disse, og giver de transparens overfor den højparallelle 
maskinarkitekturs komplicerede tekniske detaljer? 
 
Perspektivet på spørgsmålene, er at parallelle maskinarkitekturer udbredes og erstatter sekventielle 
maskinarkitekturer. Det er relevant at undersøge hvilken betydning denne tendens får, for 
udviklerne af samfundets hverdagsapplikationer – f.eks. multimedia, komprimering, parsning af, og 
søgning i, store XML dokumenter og andre krævende opgaver. CBEA processoren er valgt som 
konkret eksempel på en højparallel maskinarkitektur, for at kunne supplere teorien med praktiske 
erfaringer. Det er vigtigt at bemærke, at projektets fokus er fjernt fra parallelle scientific computing 
applikationer, da målet netop er at se på programmering af parallelle maskinarkitekturer, i forhold 
til en bredere målgruppe. 
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Datalogisk kontekst og motivation 
Til specialet søgte jeg en klassisk datalogisk problemstilling, med aspekter indenfor 
programmeringssprog og compiler teknologi samt datalogiens videnskabsteori og historie. Den 
skulle dog også kunne kombineres med min interesse for abstraktionsformer på højere niveau, i 
form af software udvikling baseret på frameworks og software komponenter. Alle disse aspekter er 
til stede, i opgaven med at undersøge overgangen til parallelle maskinarkitekturer, de deraf følgende 
udfordringer for den sekventielle tankegang i programmeringen, samt hvilke abstraktionsformer der 
med fordel kan anvendes i denne sammenhæng. Det er samtidigt også et meget aktuelt og 
spændende problemfelt at arbejde med, fordi det er i udvikling netop nu og stadig indeholder mange 
uvisheder og ubesvarede spørgsmål. 
 
Valget af CBEA processoren som konkret eksempel til at supplere teorien, er først og fremmest 
ansporet af nysgerrighed overfor mulighederne med en ny højparallel maskinarkitektur. I idéfasen 
op til specialet havde jeg set mange populærvidenskabelige nyheder om forskere der udtrykte 
begejstring over CBEA processoren. Videre litteratursøgning på ACM Digital Library afslørede et 
godt datalogisk grundlag, i form af mange publicerede artikler og forskningsresultater. På 
undervisningssiden viste det sig, at det kendte amerikanske universitet MIT arbejder med forskning 
og undervisning i parallelprogrammering på PS311, ligesom også flere danske universiteter har taget 
CBEA processoren til sig i forskning og undervisning12; det resulterede i, at prisen for årets 
datalogiske speciale 2008 blev givet til Mohammad Jowkar for ”Exploring the Potential of the Cell 
Processor for High Performance Computing”13. 
 
 
                                                 
11 http://cag.csail.mit.edu/ps3/ - Multicore Programming Primer: Learn and Compete in Programming the 
PLAYSTATION®3 Cell Processor. 
12 http://www.computerworld.dk/art/43014?cid=4&q=30+ps3&sm=search&a=cid&i=4&o=1&pos=2 – Danske forskere 
er vilde med Playstation 3. 
13 http://www.computerworld.dk/art/46388?cid=4&q=jowkar&sm=search&a=cid&i=4&o=0&pos=1 - Kort nyt: Årets 
bedste speciale i datalogi. 
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Målgruppe og resultater 
Projektet er et datalogisk speciale, og henvender sig derfor til ligesindede, altså personer med viden 
der som minimum svarer til specialemodulet på datalogi på RUC. De primære målgrupper, som 
forventes at kunne have interesse i projektet, er: 
 
• Programmører af samfundets hverdagsapplikationer, som ønsker at deres applikationer skal 
skalere i ydelse, i takt med at antallet af processorkerner stiger. Projektet kan være en støtte 
til at afklare om det vil være hensigtsmæssigt at parallelisere applikationerne, samt hvilke 
udfordringer der er forbundet med denne opgave. 
 
• Undervisere, studerende og professionelle indenfor programmering, der søger viden om 
CBEA processoren, som en mulig platform, til udforskning af udfordringer og muligheder i 
forbindelse med programmering af højparallelle maskinarkitekturer. 
 
De væsentligste resultater som produceres af projektet, er: 
 
• Et kritisk indblik og syn på de forestående udfordringer for den sekventielle tankegang 
indenfor programmeringsverdenen, fulgt op af anbefalinger af hvilke abstraktionsformer, 
der kan være med til at sikre, at software relativt let og ubesværet kan udnytte den nye form 
for skalering i processorkraft. 
 
• En teknologiundersøgelse af IBM SDK for Multicore Acceleration Version 3.0 og CBEA 
processoren, med fokus på balancen mellem ydelsesforbedring og kompleksitet. 
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Metode 
For at kunne bearbejde problemformuleringen på struktureret og dybdegående vis og nå frem til en 
velbegrundet besvarelse, planlægges følgende faser og delelementer som styrende for projektet: 
 
Teoretisk grundlag ► Empiri og eksperimentelt arbejde ► Efterbehandling og afrunding 
 
Teoretisk grundlag 
Der skal etableres en teoretisk vidensbase og begrebsverden, både over for mig selv, såvel som 
læsere af projektrapporten. Hermed menes, at der foretages et litteraturstudie inden for: 
 
• Den historiske udvikling inden for parallelprogrammering og parallel maskinarkitektur. 
 
• Maskinarkitektur – Von Neumann, moderne x86 og CBEA processoren. 
 
• Parallelprogrammering – definitioner, problemstillinger, metoder, mulige 
abstraktionsformer mellem programmør og parallel maskinarkitektur. 
 
Størstedelen af det teoretiske grundlag udvælges blandt generel litteratur om abstraktionsformer, 
parallel maskinarkitektur og parallelprogrammering, og vil således ikke være specifikt for CBEA 
processoren. Målet er at analysere og fortolke den etablerede viden, dels med henblik på at opnå et 
grundlag for at svare på problemformuleringen, og dels for at udforme modeller og bestemme 
fremgangsmåder, som kan anvendes i det undersøgende og eksperimentelle arbejde med CBEA 
processoren og IBM SDK for Multicore Acceleration Version 3.0. 
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Empiri og eksperimentelt arbejde 
Der udføres eksperimenter med mini-cases på applikationer hvor processorkraften udfordres til 
grænsen, både ved at skulle bearbejde store datamængder, og ved at skulle udføre kompliceret og 
tidskrævende logik. Resultaterne af eksperimenterne anvendes som egenproduceret empiri, til brug i 
besvarelsen af problemformuleringen som supplement til det teoretiske grundlag. 
 
De konkrete valg af mini-cases til eksperimenterne, præsenteres først i ”Kapitel 4 - Eksperimenter”. 
 
Igennem eksperimenterne undersøges: 
 
• Hvor stor forbedring i ydelse opnås på de udvalgte mini-cases med parallelisering af 
sekventielle applikationer? 
 
• Hvilke skridt er i praksis nødvendige for at komme fra parallel tankegang og design, til et 
effektivt og velfungerende, parallelt program på CBEA processoren? 
 
Målet med eksperimenterne er: 
 
• At få erfaringer med IBM SDK for Multicore Acceleration Version 3.0, som kan indgå i 
besvarelse af problemformuleringen. 
 
• At afklare hvorvidt det er muligt at opnå væsentlige forbedringer i ydelse, der kan skalere i 
takt med antallet af processorkerner der tages i anvendelse, alene med anvendelse af 
abstraktionsformer på højere niveau, og uden omfattende håndoptimering og hensyn til 
hardware detaljer. 
 
En del andenhånds empiri, i form af eksisterende publikationer og dokumentation af relevans for 
teknologiundersøgelsen af IBM SDK for Multicore Acceleration Version 3.0 inddrages også, for at 
kunne danne et overblik over mulighederne og betingelserne for den praktiske udførsel af 
eksperimenterne.  
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Teknologi og eksperimentel opsætning 
Til eksperimenterne anvendes følgende opsætning: 
 
• 1 udviklingsmaskine: x86 bærbar med Windows Vista. På denne installeres Fedora 7 Linux 
med IBM SDK for Multicore Acceleration Version 3.0 i en Sun xVM virtuel maskine. 
Fedora 7 Linux vælges, da det er den Linux distribution der officielt understøtter SDK’et og 
er testet af IBM. 
 
• 1 testmaskine: Playstation 3 med Yellow Dog 6 Linux. Af praktiske årsager udvikles ikke 
direkte på denne. I stedet udnyttes SDK’ets mulighed for cross-compilation, på den måde at 
kildekoden skrives og oversættes på udviklingsmaskinen, hvorefter de binære eksekverbare 
filer flyttes til testmaskinen. På testmaskinen foretages altså kun afprøvning og 
hastighedsmålinger. 
 
 
Figur 1. Diagram over den eksperimentelle opsætning. 
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Afgrænsning af empiri og eksperimentelt arbejde 
Projektet udføres med en enkelt Playstation 3 som test og målplatform – PS3 clusters behandles 
ikke. Dette er både af praktiske grunde, men også for at holde projektet fokuseret. Det er ikke 
parallelitet over flere computere der skal undersøges, men paralleliteten indenfor den enkelte 
computer med flere processorkerner. 
  
Playstation 3 med Linux og IBM SDK for Multicore Acceleration Version 3.0 er, som vært for 
CBEA processoren, lidt begrænset. Der er ingen direkte tilgang til hardware, det foregår igennem 
en HyperVisor (et virtualiseringslag). Man er begrænset til 256 MB RAM og har ikke adgang til 
grafikacceleratoren. CBEA processoren har otte SPE enheder, men kun seks af disse er 
tilgængelige. Begrænsningerne forventes ikke at have væsentlig betydning for projektet, da PS3 ses 
som en eksperimentel platform – erfaringerne herfra kan tages direkte over på f.eks. en IBM 
BladeCenter server med CBEA processorer, hvor begrænsningerne er fjernet. 
 
Det er indlysende, at der foregår en hel del programmering af CBEA processoren i form af de 
mange spil der udvikles til Playstation 3. Empiri herfra inddrages ikke i projektet, af to primære 
grunde: For det første sker udviklingen af PS3 spil igennem et lukket SDK, udviklet af Sony. Det er 
kun tilgængeligt for licenserede spiludviklere. For det andet, er der indenfor spiludvikling en 
tradition for at acceptere et meget lavt abstraktionsniveau over hardware, og vægte hastighed frem 
for alt. Det harmonerer ikke med projektets fokus, som netop er at se på anvendeligheden, 
tilgængeligheden og abstraktionsformer overfor et bredere publikum af applikationsudviklere, der 
er vant til højere abstraktion over hardware. 
 
I undersøgelsen af IBM SDK for Multicore Acceleration Version 3.0 fokuseres på udvalgte 
elementer der bedømmes som værende mest nødvendige, mens andre fravælges – f.eks. den store 
mængde værktøjer til debugging og performanceanalyse på lavt niveau, som også indgår i SDK’et. 
 
Endelig skal det bemærkes, at projektets mål ikke er at gå dybt ned i hardware detaljer omkring 
CBEA processoren. Niveauet der arbejdes på er SDK’et som interface til den bagvedliggende 
højparallelle maskinarkitektur. Derfor foretages ikke dybdegående undersøgelser og forklaringer af 
hardware detaljer. 
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Efterbehandling og afrunding 
Undervejs i rapporten, både for det teoretiske grundlag og det eksperimentelle arbejde, foretages 
løbende analyse, diskussion og delkonklusioner. Afsluttende samles trådene; det teoretiske grundlag 
og eksperimenterne diskuteres og ses i sammenhæng. Problemformuleringen besvares med 
grundlag i alle projektets delelementer. 
  
Kapitel 2 - Teoretisk grundlag 
I dette kapitel er målet, at få indkredset og etableret det teoretiske grundlag bag parallelle 
maskinarkitekturer (herunder CBEA processoren), parallelprogrammering og abstraktionsformer. 
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Parallelprogrammering 
Det helt overordnede tema for det teoretiske grundlag er parallelprogrammering, hvor på følgende 
definition er typisk (jeg vælger at se på parallel computing og parallel programming som en og 
samme ting): 
 
“We define parallel computing to be the application of two or more processing units to solve a 
single problem.” [SCOTT, L. R., CLARK, T. & BAGHERI, B. (2005). Side 3]. 
 
Her er det vigtige i sætningen at der er tale om ét enkelt sammenhængende problem. Målet med 
parallelprogrammering er altså, at benytte parallelitet til at opnå større regnekraft til løsning af 
enkelte problemer. Dermed er multitasking ikke parallelprogrammering, ligesom heller ikke alle 
former for trådprogrammering er det. F.eks.  nævnes i artiklen ”Concurrent CS: Preparing Students 
for a Multicore World” [ERNST, D. J. & STEVENSON, D. E. (2008)], at anvendelse af tråde til 
event handlers, blokerende I/O og client / server kommunikation, i alle tilfældene alene sker, fordi 
de applikationer simpelthen ikke ville fungere uden tråde. Definitionen på parallelprogrammering, 
kan for dette projekt præciseres som: 
 
Def. 1 - parallelprogrammering: Opgaven at tage et enkeltstående og afgrænset 
programmeringsmæssigt problem, der ikke af nødvendighed er parallelt, og omforme det til en 
parallel udgave. Formålet er at få det til at eksekvere parallelt – og hurtigere - på to eller flere 
fysiske processorenheder. 
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Teorien 
Det teoretiske felt bag parallelprogrammering spænder bredt, faktisk over de samme emner som 
teorien bag traditionel sekventiel programmering. Følgende datalogiske emner, udpeges som det 
grundlæggende teoretiske og praktiske fundament for parallelprogrammering [SCOTT, L. R., 
CLARK, T. & BAGHERI, B. (2005). Side 2]:  
 
• Maskinarkitektur. 
 
• Algoritmer. 
 
• Programmeringssprog. 
 
At det er vigtigt med en forståelse og indsats på tværs af emnerne, fremhæves også i artiklen ”The 
Paradigm Shift To Multi-Cores: Opportunities and Challenges” [STENSTROM, P. (2007)]. 
 
Det fundament der lægges op til, vil kunne genfindes i strukturen og diskussionerne igennem dette 
kapitel. Udover fundamentets maskinarkitektur, algoritmer og programmeringssprog, inddrages 
metoder for parallel tankegang og design, mulighederne for højere abstraktionsformer, samt 
udfordringer i parallelprogrammering. For at undgå en ligegyldig opremsning og gentagelse af 
tekster fra bøger, inddrages CBEA processoren, samt udbredte teknologier som Java og .NET 
platformene, løbende og indplaceres i forhold til teorien. Hvor det bedømmes hensigtsmæssigt, 
gives korte kildekode eksempler. 
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Historisk udvikling 
Forud for de mere teknisk orienterede teoriafsnit, mener jeg det er relevant at se på 
parallelprogrammering i en historisk kontekst, for at skabe et grundlag for bedre at kunne forstå den 
situation med udfordringer for den sekventielle tankegang i programmeringen, som vi er stillet 
overfor i dag, og hvilken betydning den kan tænkes at få i fremtiden. 
Frem til midten af 1990’erne 
Efter igennem flere årtier at have været genstand for teoretisk forskning, men kun i mindre omfang 
være blevet realiseret i praksis, blev parallelprogrammeringen kommercialiseret sidst i 1980’erne og 
først i 1990’erne og tog tilløb til at slå igennem [LEOPOLD, C. (2001). Side 1 - 6], [HEALEY, R. 
et al (1998). Side 28 - 30]. En række hardware producenter indenfor super computing verdenen 
satsede på dette tidspunkt i stor stil på højparallelle maskinarkitekturer. Inden denne lovende 
udvikling nåede at blive en succes, blev den imidlertidig bragt brat tilbage til virkeligheden: 
Efterspørgslen og begejstringen for de mange nye og potentielt højtydende maskiner udeblev, 
ganske enkelt fordi det var for svært at programmere dem. 
 
I artiklen ”Quo Vadetis, Parallel Machine Models” fra 1995 af Jiří Wiedermann, opridses den 
situation som parallelprogrammeringen, og de producenter der satsede på parallelle 
maskinarkitekturer, befandt sig i: 
 
”The practice of parallel computing seems to be in a crisis. Parallel computing has not become a 
common matter as it was expected some time ago.” [LEEUWEN, J. V. (1995). Side 101]. 
 
Problemet bekræftes også meget rammende af en nyere kilde: 
 
”If you build it, they will come. And so we build them. Multiprocessor workstations, massively 
parallel supercomputers, a cluster in every department... and they haven’t come. Programmers 
haven’t come to program these wonderful machines.” [MATTSON, T. G., SANDERS, B. A. & 
MASSINGILL, B. (2005). Preface]. 
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J. Wiedermann kalder situationen the parallel computing crisis og betragter den som en gentagelse 
af the (sequential) software crisis, et begreb der opstod i slutningen af 1960’erne. For begge kriser 
kan problemet skitseres ved, at hardware udviklingen var foran software udviklingen – dvs. at 
brugernes krav til software og problemer der skulle løses, sagtens kunne opfyldes af den hardware 
der var til rådighed, men ikke kunne opfyldes tilfredsstillende af programmørerne, med den teori og 
de metoder, modeller og værktøjer der var til rådighed. Lav produktivitet, fejl og forsinkelser truede 
den teknologiske udvikling.  
 
Set tilbage på denne problemstilling fra i dag, mener jeg at fremgangen i systemudviklingsmetoder, 
overgangen til højniveau programmeringssprog, objektorienteret programmering, store frameworks 
af genbrugbar funktionalitet og langt højere abstraktion i programmeringen generelt, i høj grad har 
været effektive midler til at kæmpe mod den sekventielle software krise. Der er sket en enorm 
udvikling på software området, hvor applikationer til et væld af formål, har bredt sig til alle hjørner 
af samfundet og dagligdagen. Stadig er det dog sådan, at hardware omkostninger er ubetydelige 
sammenlignet med omkostninger til udvikling og indkøb af software, og Brooks berømte ”No silver 
bullet” tese [BROOKS, F. P., JR. (1987)] er stadig relevant. 
Midten af 1990’erne til i dag 
Mens en række håbefulde producenter af parallelle super computere blev presset ud af markedet i 
1990’erne, både pga. økonomi og tekniske udfordringer, betød det dog ikke på nogen måde at 
parallelprogrammering døde ud. I stedet skete et skift i retning af cluster computing, hvor den 
parallelle regnekraft opnås ved netværkskobling af billigere og lettere tilgængelige computere, 
typisk almindelige masseproducerede PC’ere med Intel og AMD x86 processorer.  
 
Hvor cluster computing kan siges at være mere løst koblet end de tidligere parallelle 
supercomputere, men trods alt stadig tæt integreret på samme lokation, er skridtet også taget videre 
herfra med det endnu løsere koblede grid computing, som kan faciliteres via Internettet. Her nærmer 
parallel computing og distributed computing sig hinanden, på den måde at man lader maskiner af 
forskellige typer, og spredt over forskellige geografiske lokationer, deltage i komplicerede, 
tidskrævende, beregninger. De mere kendte eksempler på dette er SETI@home14 og 
                                                 
14 http://setiathome.berkeley.edu/ . 
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Folding@home15, som baserer sig på frivillig donation af beregningstid fra privatpersoner med PC 
og PS3. 
Nutiden og fremtiden 
Den seneste trend inden for parallelprogrammering, er at paralleliteten i den enkelte maskine er på 
vej tilbage, i form af flere processorkerner. Det unikke er, at det nu sker på hele markedet, og ikke 
kun indenfor super computing – alle samfundets computere bliver nu parallelle, og paralleliteten vil 
vokse fra de nuværende få processorkerner, til mange i fremtiden: 
 
”Multiple cores are the new megahertz. Multicore will be the transition from brute-force 
performance to architectural elegance.” [GEER, D. (2005)]. 
 
CBEA processoren er blot ét udvalgt eksempel på denne udvikling; den er særligt interessant fordi 
den er længere fremme end resten af markedet. Men er J. Wiedermann’s 
parallelprogrammeringskrise fra 1990’erne løst, eller vil den ramme endnu en gang? Et er sikkert, 
og det er at parallelprogrammering, som givet ved Def. 1 (se ”Kapitel 2 - Teoretisk grundlag: 
Parallelprogrammering”), er en aktuel og stor udfordring, hvor der stadig er mange åbne opgaver 
der skal løses. I artiklen “The Landscape of Parallel Computing Research: A View from Berkeley” 
[ASANOVIC, K. et al (2006)], opstilles en række mål for fremtiden, hvoraf jeg udvælger følgende 
som særligt vigtige retningslinier for den fremtidige udvikling, og giver min egen fortolkning og 
begrundelse for at der skal stræbes mod dem: 
 
• Mål: “The overarching goal should be to make it easy to write programs that execute 
efficiently on highly parallel computing systems.” 
 
• Begrundelse: Dette er en forudsætning for at udnytte de højparallelle maskinarkitekturer til 
noget fornuftigt. Hvis det er for svært at programmere dem, vil det medføre en forsinkelse 
og reduktion i udviklingen af ny software og nye algoritmer, samt et fald i kvaliteten og 
stabiliteten af software. 
 
 
                                                 
15 http://folding.stanford.edu/ . 
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• Mål: “To maximize programmer productivity, future programming models must be more 
human-centric than the conventional focus on hardware or applications.” 
 
• Begrundelse: For at nå det første mål, er det vigtigt at designe abstrakte 
programmeringsmodeller, som er optimalt tilpasset til de menneskelige programmører der 
skal bruge dem, frem for tilpasset til den hardware de skal anvendes på. 
 
• “To be successful, programming models should be independent of the number of 
processors.” 
 
• Begrundelse: Væksten i antallet af processorkerner på en enkelt chip kommer til at gå 
hurtigt. Samtidig kommer der formentlig til at eksistere forskellige maskinarkitekturer med 
et varierende antal processorkerner. Kort sagt – man skal have en programmeringsmodel, 
som kan skalere i takt med udviklingen, uden at man skal skrive sin kildekode om hele 
tiden. 
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Maskinarkitektur 
I dette afsnit sammenlignes CBEA processoren med den traditionelle Von Neumann 
maskinarkitektur og nutidens udbredte Intel og AMD x86 processorer, med fokus på CBEA 
processoren som parallel maskinarkitektur: Hvilke typer parallelitet tilbydes, og hvordan adresseres 
de problemer der i stigende grad udfordrer Von Neumann maskinarkitekturen? 
Von Neumann maskinarkitekturen 
Von Neumann’s stored program computer maskinarkitektur fra 1940’erne [CERUZZI, P. E. 
(1998). Side 23 - 24] revolutionerede datalogien da den blev udbredt. Stored program computer 
betegnelsen, står for at programmets instruktioner lagres sammen med data – dette som kontrast til 
de første elektroniske computere, hvor opsætningen af nye programmer var en kompliceret manuel 
opgave. 
 
Instruction set
Load dst, src
Store dst, src
Mov dst, src
Add dst, src
Sub dst, src
Mul dst, src
Div dst, src
Print src
Read dst
End
IO devices
Memory
1
2
3
4
5
6
7
8
9
10
11
12
13
Read mem[11] (a)
Read mem[12] (b)
Load R1, mem[11] (a)
Load R2, mem[12] (b)
Add R2, R1 (R2 = b + a)
Mul R1, 5 (R1=a*5)
Div R2, R1 (R2 = R2 / R1)
Store mem[13], R2 (c = R2)
Print mem[13] (c)
End
c
b
Control Unit
Clock
Program counter
Fetch – decode – execute
ArithmeticLogicUnit
Arithmetic operations
Logical operations
R1
R2
R3
R4
c
CPU
B
U
S
 
Figur 2. Et konceptuelt eksempel på en simpel Von ?eumann stored program computer. I eksemplet er indlæst 
et program i hukommelsen, noteret i pseudo assembler kildekode, som kan indlæse to tal a og b, og herefter vise 
resultatet c. Udregningen programmet foretager, er c = a + b5 A a
ffffffff  
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De fire centrale elementer – kontrolenhed, ALU, hukommelse og IO – udgør tilsammen Von 
Neumann maskinarkitekturen. De er forbundet af en delt bus som transporterer data mellem dem. 
Implicit i begrebet Von Neumann maskinarkitektur er, at hukommelse og IO er adskilte enheder fra 
CPU’en, som alene udgøres af kontrolenhed og ALU. Det der driver beregningerne på Von 
Neumann maskinarkitekturen, er clock frekvensen på kontrolenheden – man kan betragte dette som 
dens heartbeat. En processor på 3 gigahertz vil have 3 milliarder hjerteslag i sekundet. Indenfor 
hvert af disse gennemgås af kontrolenheden følgende skridt: 
 
1. Fetch – Hent instruktionen fra hukommelsesadressen som peges på af program counter. Læg 
1 til program counter. 
 
2. Decode – Undersøg instruktionen, match og afkod med maskinens instruktionssæt, iværksæt 
dataoverførsler og IO, klargør til ALU hvis det er aritmetisk eller logisk operation – flyt data 
til registre. 
 
3. Execute – Eksekver instruktionen.  
 
Med udgangspunkt i dette, bliver det også let at forklare, hvorfor Von Neumann maskinarkitekturen 
forbindes med sekventiel tankegang: Den ligger op til en yderst lineær, instruktion efter instruktion, 
programmeringsmodel, med konstant kommunikation mellem CPU og RAM over bussen, og er på 
trods af videreudvikling, stadig det essentielle som alle moderne og udbredte maskinarkitekturer, 
virtuelle maskiner og programmeringssprog bygger oven på: 
 
”This concept, of fetching and then executing a linear stream of instructions, is the most lasting of 
all; even computer designs that purport to be non-von ?eumann typically retain the fetch-decode-
execute heartbeat of a single-processor machine”. [CERUZZI, P. E. (1998). Side 24]. 
 
Von ?eumann flaskehalsen og andre barrierer 
Von Neumann flaskehalsen har ikke været et alvorligt problem fra starten, men er taget til i takt 
med kraftigt stigende datamængder, og at hukommelsens og bussens hastighed ikke længere kan 
følge med CPU’ens clock frekvens. I “Programming the Cell Broadband Engine™ Architecture: 
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Examples and Best Practices” [AREVALO, A. et al (2008)], præciseres hvor meget ude af 
proportion hastigheden på processor, bus og hukommelse, i nogle tilfælde kan være: 
 
“On multi-gigahertz symmetric multiprocessors (SMPs)16, even those with integrated memory 
controllers, latency to DRAM memory is currently approaching 1,000 cycles.” [AREVALO, A. et 
al (2008)]. 
 
Denne forsinkelse, Von Neumann flaskehalsen, kan forklares ved at overføre de angivne 1000 
cycles tilbage på programeksemplet i Figur 2: 
 
Fetch [Program counter = 1] CPU venter 1000 cycles 
Decode-Execute Read a ? cycles (input indregnes ikke) 
Fetch [Program counter = 2] CPU venter 1000 cycles 
Decode-Execute Read b ? cycles (input indregnes ikke) 
Fetch [Program counter = 3] CPU venter 1000 cycles 
Decode-Execute Load R1, a CPU venter 1000 cycles 
Fetch [Program counter = 4] CPU venter 1000 cycles 
Decode-Execute Load R2, b CPU venter 1000 cycles 
Fetch [Program counter = 5] CPU venter 1000 cycles 
Decode-Execute Add R2, R1 1 cycle (simpel register-register instruktion) 
Fetch [Program counter = 6] CPU venter 1000 cycles 
Decode-Execute Mul R1, 5 1 cycle (simpel register-immediate instruktion) 
Fetch [Program counter = 7] CPU venter 1000 cycles 
Decode-Execute Div R2, R1 1 cycle (simpel register-register instruktion) 
Fetch [Program counter = 8] CPU venter 1000 cycles 
Decode-Execute Store c CPU venter 1000 cycles 
Fetch [Program counter = 9] CPU venter 1000 cycles 
Decode-Execute Print c ? cycles (output indregnes ikke) 
                                                 
16 Symmetric multiprocessors er en anden betegnelse for multicore processorer som de kendes fra Intel og AMD i dag; 
to eller flere identiske processorkerner deles om fælles hukommelse. 
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Tabel 2. Von ?eumann flaskehalsens betydning illustreret ved eksempel. De aritmetiske instruktioner udgør en 
ubetydelig del af programmets eksekveringstid. Det er overførsler af instruktioner og data mellem hukommelse 
og CPU (samt IO), der tager tid. Enhver aritmetisk register-register instruktion defineres til at koste 1 cycle.  
 
Det bliver med eksemplet klart at det slet ikke hænger sammen, at de essentielle operationer koster 
få cycles, mens overførsel af instruktioner og data fra hukommelsen koster op mod 1000 cycles.  
 
Udover Von Neumann flaskehalsen, the memory-limitation wall, nævnes i artiklen fra IBM to andre 
lige så vigtige udfordringer for ydelse på Von Neumann arkitekturen, nemlig the power-limitation 
wall og the frequency limitation wall. Disse uddybes ikke her, da de bunder i mere hardwarenære og 
fysiske forhold, særligt energieffektivitet og varmeudvikling – det bemærkes blot at disse er 
grunden til tendensen mod flere processorkerner, i højere grad end Von Neumann flaskehalsen er 
det. 
 
?utidig Von ?eumann 
Helt så galt som i det foregående eksempel på Von Neumann flaskehalsen, står det naturligvis ikke 
til i dag: Von Neumann maskinarkitekturen har udviklet sig langt i forhold til udgangspunktet, og i 
x86 maskinarkitekturen, den absolut dominerende standard der er udbredt via Intel og AMD 
processorer, anvendes følgende vigtige teknologier for at afhjælpe problemer og skabe højere 
ydelse: 
 
• Cache – en mindre mængde hurtig hukommelse der er placeret på CPU chippen, og kan 
tilgås uden forsinkelse. Intelligente caching algoritmer gemmer automatisk og transparent de 
mest brugte programkodesegmenter og data her, så der kan spares kommunikation over 
bussen med den eksterne hukommelse. 
 
• Parallelisme på instruktionsniveau – afhængighedsanalyse af data for de enkelte 
instruktioner og længere instruktionssekvenser. Gør det muligt at bryde den sekventielle 
strøm af instruktioner, og eksekvere forud, og dermed udnytte forsinkelsen i tilfælde hvor en 
bestemt instruktion er nødt til at vente på data fra den eksterne hukommelse. 
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• Vektor instruktioner / Single Instruction Multiple Data (SIMD) – særlige instruktioner, der 
ikke opererer med enkelte værdier, men på vektorer med flere værdier. 
 
• Multicore – hovedtemaet for dette projekt, tendensen til parallelisering med flere identiske 
processorkerner. 
 
Her er de to første punkter, cache og parallelisme via afhængighedsanalyse på instruktionsniveau, 
åbenlyst teknologier der skal afhjælpe Von Neumann flaskehalsen, og stadig bevare binær 
bagudkompatibilitet. De to sidste punkter derimod er initiativer til ægte parallelisme, som der er 
hentet inspiration til fra super computing verdenen. Og selv om det ville være ønskværdigt, er det 
svært at udnytte disse muligheder, uden at målrette programmers kildekode mod det – det 
understøttes bl.a. af følgende kilder: 
 
“I keep reassuring Bill Gates that there is no magic transistor that is suddenly going to solve his 
problem, despite his strong desire for such a development. What exactly is Gates worried about? 
First, a steadily rising single-thread performance would benefit the entire existing base of software. 
Second, multicore and, later, many-core processors require a new generation of programming 
tools. Given the rudimentary state of parallel software, the investment across the entire computing 
industry will be very large. Third, the tools have to be applied by people with the skills needed to 
use them effectively.”17 (Intel’s CTO i interview, november 2007). 
 
Denne manycore fremtid og et brud med den eksisterende videns- og softwarebase, ses også som 
sandsynlig og nødvendig i “The Landscape of Parallel Computing Research: A View from 
Berkeley”: 
 
“Although compatibility with old binaries and C programs is valuable to industry... Rather than 
multicore, we are focused on manycore. Successful manycore architectures and supporting 
software technologies could reset microprocessor hardware and software roadmaps for the next 30 
years.” [ASANOVIC, K. et al (2006)].  
 
                                                 
17 http://www.computerworlduk.com/technology/hardware/processors/in-depth/index.cfm?articleid=957&pn=1 – Intel 
CTO: Computing’s future in multicore machines. 
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CBEA processoren 
Afsnittet skal belyse CBEA processoren, som mål for parallelprogrammering. Det er fortolkning og 
syntese over primært “Programming the Cell Broadband Engine™ Architecture: Examples and Best 
Practices” [AREVALO, A. et al (2008)], sekundært artiklen “Using advanced compiler technology 
to exploit the performance of the Cell Broadband Engine™ architecture” [EICHENBERGER, A. E. 
et al (2006)], dokumentet Synergistic Processor Unit Instruction Set Architecture, Version 1.2 
[IBM_DOC2 (2007)] samt “Exploring the Potential of the Cell Processor for High Performance 
Computing” [JOWKAR, M. (2007)].  
 
CBEA processoren er en heterogen parallel maskinarkitektur; det vil sige opbygget af flere 
forskellige typer processorkerner, i modsætning til AMD’s og Intel’s x86 multicore processorer 
med identiske processorkerner. Figur 3 er udarbejdet som overblik over CBEA maskinarkitekturens 
hovedelementer: 
 
PPE
SPE SPE SPE SPE
SPE SPE SPE SPE
Element Interconnect Bus (EIB)
RAM
IO Devices
MIC
IOI
PPE: PowerPC Element
SPE: Synergistic Processor Element
MIC: Memory Interface Controller
IOI: Input Output Interface
LS: Local Store memory
All on a single chip«
LS LS LS LS
LS LS LS LS
 
Figur 3. CBEA maskinarkitekturen på overordnet og forsimplet niveau. Der er en PowerPC processorkerne 
(PPE) og otte Synergistic Processor Element (SPE) processorkerner. 
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IBM lægger vægt på at man skal se CBEA processoren som en helhed, og ikke de enkelte elementer 
for sig selv. Det giver også god mening, da ingen af elementerne alene er særligt imponerende: 
IBM’s designkriterier om minimering af strømforbrug og varmeudvikling, har betydet, at en række 
hardware optimeringer der ellers er standard i Intel og AMD x86 processorer, er fjernet på CBEA 
processoren [AREVALO, A. et al (2008)]. 
 
PPE enheden er en PowerPC general purpose 
processor, som er designet til multitasking og 
operativsystem opgaver. Den skal kort sagt 
varetage alle de opgaver det er normalt for en 
processor at håndtere.  
 
Med henblik på parallelprogrammering, skal 
programmer på PPE enheden opsplitte 
tidskrævende opgaver, og fordele dem ud til 
afvikling på SPE enhederne. 
 
+ Kompatibilitet med PowerPC platformen; den 
samme som indtil for få år siden blev anvendt i 
Apple’s Mac computere. 
 
- PPE enheden betegnes som meget langsom i 
test sammenlignet med nuværende AMD og 
Intel x86 processorer [Note 1]. 
PPE tekniske fakta 
64 bit IBM PowerPC RISC processor. 
3.2 GHz clock frekvens. 
SIMD multimedia extensions (AltiVec / VMX). 
L2 cache – 512 KB unified. 
L1 instruction cache – 32 KB. 
L1 data cache – 32 KB. 
Single-core, dual-threaded. 
 
 
Tabel 3. PPE enheden. 
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SPE enhederne er ikke general purpose 
processorer i samme grad som PPE enheden; de 
arbejder optimalt med beregninger på en jævn 
strøm af data. De er radikalt anderledes end 
både PowerPC processoren og Intel’s og 
AMD’s x86 processorer. 
 
+ 128 bit vektorinstruktioner. 
+ 128 registre af 128 bit til rådighed. 
+ Local store minimerer Von Neumann 
flaskehalsen sammen med de mange registre og 
asynkrone DMA overførsler. DMA overførsler 
sker via dedikeret controller, mens CPU kan 
arbejde videre uden forsinkelse – med buffer 
teknikker kan Von Neumann flaskehalsen derfor 
reduceres. 
 
- De er ikke lige egnede til alle typer opgaver, 
og kan i uheldige tilfælde yde meget langt fra 
optimalt.  
- Local store hukommelsen er meget lille – kun 
256 KB til programkode, stack, heap og data. 
SPE tekniske fakta 
128 bit RISC vektorprocessor. 
3.2 GHz clock frekvens. 
SIMD instruktionssæt. 
128x128 bit unified register file. 
Ingen cache. 
Local store hukommelse på 256 KB. 
Single-core, single-threaded. 
Asynkrone DMA overførsler mellem local store 
og delt RAM. 
 
Tabel 4. SPE enhederne. 
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Element Interconnect Bus elementet. Det er her navnet Cell Broadband Engine Architechture 
kommer til sin ret – det handler om data båndbredde. Med de parallelt arbejdende SPE enheder 
styret af PPE enheden og drevet af data fra den delte RAM, bliver det helt essentielt med stor 
kapacitet mellem enhederne og på den delte bus. IBM angiver at EIB kører med halvdelen af 
processorens clock frekvens – dvs. 1,6 GHz. Man kan regne sig frem til følgende båndbredder: 
 
Total maksimum båndbredde på EIB18: 
 3 samtidige transfers af 16 bytes på 4 ringe @ 1.6 GHz = 307,2 GB i sekundet   
 
Total maksimum båndbredde fra EIB igennem MIC til XDR RAM: 
 2 channels A 8 byte @ 1.6 GHz = 25,6 GB i sekundet    
 
For hver SPE enhed angives en båndbredde til dens local store på: 
 16 bytes @ 3.2 GHz = 51,2 GB i sekundet  
 
SPE enhedens maksimale beregningsydelse (Single Precision Floating Point Operations): 
 En vektor operation på to registre, hver med plads til fire 32bit værdier @ 3,2 GHz = 12,8 GFLOPS  
 Brug af fused multiply@ add vektor operation fordobler beregningsydelsen = 25,6 GFLOPS   
 
Med 8 SPE enheder, giver det den absolut maksimale beregningsydelse (PPE enheden ikke 
medregnet), som ofte listes for CBEA processoren på: 
 8 A 25,6 GFLOPS = 204,8 GFLOPS   
Tabel 5. EIB elementet. Beregninger på båndbredder og beregningsydelser. Til sammenligning opgives 51,20 
GFLOPS for Intels nyeste, og væsentligt dyrere, Core i7 processorserie med fire processorkerner19. Intel Core i7 
processorserien indhenter iøvrigt CBEA processoren med en maksimal båndbredde til RAM på 25,6 GB/s20. 
 
                                                 
18 http://www.ibm.com/developerworks/power/library/pa-fpfeib/ - Just like being there: Papers from 
the Fall Processor Forum 2005: Unleashing the Cell Broadband Engine Processor - The Element 
Interconnect Bus. 
19 http://www.intel.com/support/processors/sb/cs-023143.htm - Processors - Intel® microprocessor export compliance 
metrics. 
20 http://www.intel.com/products/processor/corei7/index.htm - Intel® Core™ i7 Processor Overview. 
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Der skal ikke lægges alt for stor vægt og fascination på teoretisk høje GFLOPS, da utroligt meget 
spiller ind på om disse opnås – i de fleste hverdagsapplikationer, er floating point beregninger langt 
fra det eneste der foregår. Det er dog interessant at kende maksimale databåndbredder og 
beregningsydelser, da denne viden kan være en hjælp til at estimere hvad der er realistiske 
anvendelser; kan en given applikation køre i realtid?; hvor vil evt. flaskehalse opstå? 
 
Teoretisk indplacering af CBEA processoren 
Der findes flere teoretiske modeller for klassificering af parallelle maskinarkitekturer. Disse kan 
med fordel anvendes til at forstå mulighederne med CBEA processoren. Flynn’s taxonomi er en 
accepteret model for beskrivelse af graden af parallelitet i et system, og ses i stort set alt litteratur 
om parallelprogrammering: 
 
 Single 
Instruction 
Multiple 
Instruction 
 
Single Data 
 
SISD 
 
MISD 
 
Multiple Data 
 
SIMD 
 
MIMD 
Tabel 6. Flynn's taxonomi (efter beskrivelse i [LEOPOLD, C. (2001). Side 25]). SIMD og MIMD fører ofte til 
betegnelserne Single Program Multiple Data (SPMD) og Multiple Program Multiple Data (MPMD). 
Betydningen er den samme, blot betragtet på programniveau i stedet for instruktionsniveau. 
 
Ved at betragte CBEA processoren igennem denne optik, på højt niveau, ser man en Multiple 
Instruction Multiple Data (MIMD) computer, som har otte uafhængige SPE enheder og en PPE 
enhed, som alle kan udføre forskellige opgaver på forskellige datastrømme samtidigt. Ved at 
bevæge sig et niveau ned, og betragte den enkelte SPE enhed, ses Single Instruction Multiple Data 
(SIMD) karakteristika, da en vektorinstruktion udføres på flere dataelementer samtidigt. De to 
instruktioner Fused Multiply-Add og Fused Multiply-Subtract [IBM_DOC2 (2007)] er undtagelsen, 
her udføres to instruktioner på flere dataelementer samtidigt, og der er derfor tale om MIMD. 
 
En anden måde at klassificere parallelle maskinarkitekturer, er efter hukommelsesorganisation. Her 
skiller CBEA processoren sig ud fra de mest normale typer. Jeg ser den som værende et sted 
Kapitel 2 – Teoretisk grundlag. 
 
Side 32 af 154. 
imellem en shared memory multiprocessor [SCOTT, L. R., CLARK, T. & BAGHERI, B. (2005). 
Side 75 - 79] (pga. den delte RAM) og en distributed memory multicomputer [SCOTT, L. R., 
CLARK, T. & BAGHERI, B. (2005). Side 79 - 87] (pga. SPE enhedernes local stores). Den har 
?on Uniform Memory Access (?UMA) pga. forskellen mellem delt hukommelse og local stores, 
hvor SPE enhederne kan adressere deres local store hukommelse direkte, men må anvende DMA 
overførsler for at tilgå den delte RAM, og PPE enheden kan tilgå den delte RAM direkte, men må 
anvende DMA overførsler til / fra SPE enhedernes local stores. 
 
Med modellen på Figur 4, forsøger jeg at tydeliggøre de vigtigste egenskaber og udfordringer ved 
CBEA processoren som mål for parallelprogrammering: 
 
S (EIB)
M (LS)
P (SPE)
M (LS)
P (SPE)
8 SPE total
P K (PPE)
M (Shared)
Data movement: Setup DMA transfers of data 
and code segments to / from SPE local stores. 
Double-buffering techniques and background
transfers essential. Code + data + stack + heap
must fit within 256 KB on SPE’s.
Control patterns (PPE): Schedule parallel 
tasks and parallel data on SPE’s. Control
parallel algorithm flow, present results.
Vector programming: Utilize SIMD 
instructions on SPE’s.
 
Figur 4. CBEA processoren i PMS notation (Processor - Memory – Switch notation). PMS notationen 
introduceres i [SCOTT, L. R., CLARK, T. & BAGHERI, B. (2005). Side 72] og er oprindeligt defineret af 
Siewiorek, Bell og ?ewell [SIEWIOREK, D. P. (1982). Side 17 - 22]. K står for kontrol element, og er også en del 
af notationsstandarden. 
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Opsummerende sammenligning 
Som opsummering på afsnittet må det først påpeges, at CBEA processoren stadig har stored 
program computer karakteristika, idét både den delte hukommelse og SPE enhedernes local stores, 
er lager for instruktioner såvel som data, lige så vel som hver processorkerne fortsat drives af den 
kendte fetch-decode-execute cyklus.  
 
CBEA processoren er dog ikke, set som helhed, Von Neumann maskinarkitektur i den strengt 
sekventielle SISD betydning, og den ligger også ganske langt fra Intel’s og AMD’s x86 multicore 
processorer. Isoleret set afviger SPE enhederne mest med deres 256 KB local stores. Hukommelsen 
er ikke længere kun ekstern fra CPU’en, men også integreret. Deraf følger, at man mister 
automatisk og transparent caching, hvilket også er et radikalt skift i forhold til Intel’s og AMD’s 
hidtidige strategi, hvor tendensen har været, at så mange optimeringsmekanismer som muligt 
presses ind på hardware niveau. Udnyttelse af SPE enhedernes mange registre bør, som normalt, 
håndteres af registerallokeringen i en compiler – en opgave der ofte løses ved graffarvnings 
algoritmen [GRUNE, D. (2002). Side 357 - 363]. En særlig udfordring for compileren, i forhold til 
den traditionelle problemstilling med at passe mange variable ind i få registre, kan tænkes at være, 
om der kan findes nok variable at arbejde med, til effektivt at kunne udnytte SPE enhedernes mange 
registre. 
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Algoritmer 
Med udgangspunkt i Def. 1 (se ”Kapitel 2 - Teoretisk grundlag:Parallelprogrammering”), handler 
parallelprogrammering på algoritmeniveau om, at designe og implementere parallelle algoritmer til 
løsning af opgaver, på en måde som forbedrer ydelse i forhold til sekventielle algoritmer. Det er 
ikke en triviel opgave: Ikke bare skal man tænke sig godt om for at få forbedret ydelse, man åbner 
også op for en række nye potentielle problemer og fejl [SCOTT, L. R., CLARK, T. & BAGHERI, 
B. (2005). Side 130 - 131]. Problemer der kan være ekstremt komplekse, både at forudsige, 
genskabe og debugge: 
 
• Deadlocks. En mulig følgefejl af den nødvendige synkronisering mellem parallelt 
eksekverende processer, der arbejder med delte data. Der kan introduceres uheldige tilfælde 
hvor to processer gensidigt venter på hinanden – uendeligt. 
 
• Race conditions. De parallelt eksekverende processer vil ikke nødvendigvis eksekvere med 
præcis samme hastighed for hver kørsel, og med utilstrækkelig synkronisering ved tilgang til 
delt hukommelse, kan det medføre både ovenstående deadlocks og nedenstående 
nondeterministiske resultater. 
 
• ?ondeterministiske resultater. Mens algoritmer med nondeterministisk virkemåde i 
mange datalogiske sammenhænge kan være interessante, er det dog til langt de fleste 
anvendelser ønskværdigt med en algoritme med deterministiske resultater – dvs. en 
algoritme der giver det samme svar, givet de samme input, ved hver kørsel. Med en uheldig 
kombinationen af parallelt eksekverende processer, delte data og utilstrækkelig 
synkronisering, kan man ende op med en algoritme der i nogle tilfælde giver forkerte 
resultater – som følge af uventet nondeterminisme i algoritmen. 
 
I lyset af denne øgede kompleksitet, er det forståeligt, at parallelprogrammering hidtil har været 
praktiseret af nød mere end af lyst. I fremtiden, hvor parallelprogrammering ventes at blive mere og 
mere uundgåeligt og udbredt, vil det være essentielt at have værktøjer, metoder og systematiske 
fremgangsmåder til rådighed, som kan reducere kompleksiteten i design og implementering af 
parallelle algoritmer, samt hjælpe med overgangen fra sekventiel til parallel kildekode.  
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Implicit overfor eksplicit parallelisering 
I litteraturen om parallelprogrammering skelnes ofte mellem to tilgangsvinkler til parallelisering af 
algoritmer: Implicit og eksplicit parallelisering [KRANZLMÜLLER, D. (2000)]. Med implicit 
parallelisering, analyseres programmørens sekventielle kildekode af compileren og evt. runtime 
miljøet, og paralleliseres så vidt muligt automatisk, transparent for programmøren. Eksplicit 
parallelisering er det modsatte, hvor transformationen fra sekventiel til parallel algoritme, er 
programmørens opgave – opdelingen i parallelle processer, synkronisering og dataudveksling 
foretages eksplicit i kildekoden. Der findes naturligvis forskellige grader af implicit og eksplicit, 
imellem de to ekstremer. I artiklen ”Models and Languages for Parallel Computation” [DAVID, B. 
S. & DOMENICO, T. (1998)] forsøges disse grader opdelt i seks kategorier, gående fra implicit 
mod eksplicit. Meningen med kategorierne er, at de skal kunne bruges til at klassificere 
abstraktionsformer for parallelprogrammering. Denne kategorisering mener jeg dog er 
uhensigtsmæssig, da der kan være andre kombinationer af eksplicit og implicit, end de der beskrives 
af de seks kategorier i artiklen. Grundidéen er dog god; at beskrive og vurdere abstraktionsformer 
for parallelprogrammering efter hvor implicit eller eksplicit, følgende opgaver løses: 
 
Def. 2 - Elementer til vurdering af abstraktionsformer for parallelprogrammering: 
 
1. Angivelse af muligheder for parallelitet. 
 
2. Opsplitning i delprocesser. 
 
3. Mapping af delprocesser på fysiske processorer. 
 
4. Kommunikation mellem delprocesser. 
 
5. Synkronisering af delprocesser. 
 
Meget taler for, at de to tilgangsvinkler, implicit og eksplicit, idéelt set bør komplementere 
hinanden. Det kan være urealistisk og uhensigtsmæssigt at forvente at compiler teknikker og 
runtime miljøer, kan skabe komplet transparens for programmøren. For det første kan den bedste 
parallelle udgave af en algoritme, være vidt forskellig fra den sekventielle udgave, og hvis 
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compilere og runtime miljøer skal kunne løse dette, må man tillægge dem abstrakte design- og 
analyseevner på niveau med programmørens. For det andet er det teoretisk bevist, at der ikke kan 
skrives en algoritme der i alle tilfælde kan afgøre, om to vilkårlige delsegmenter af et sekventielt 
program kan paralleliseres: 
 
Bernsteins læresætning: ”The parallelism of two program blocks is undecidable” [BERNSTEIN, A. 
J. (1966)], refereret af [KRANZLMÜLLER, D. (2000)] og [LEOPOLD, C. (2001). Side 177 - 182]. 
 
Vil det overhovedet være en god idé, at lade compileren eller et runtime miljø omstrukturere et 
program til en grad, hvor programmøren bliver uvidende om den anvendte parallelle algoritme? Det 
kan have alvorlige implikationer, i tilfælde hvor programmøren videreudvikler kildekoden, og 
uvidende kommer til at introducere konstruktioner der forårsager fejl eller ydelsesforringelser i det 
genererede parallelle program. Endnu et problem er, at det vil være meget svært at skulle udføre 
manuel debugging eller optimering af en sekventiel algoritme, som i realiteten afvikles parallelt. En 
vej uden om disse problemstillinger, kunne være at lade en automatisk paralleliserende compiler 
have et parallelt højniveausprog som mål – men det ville blot reducere compileren til et 
migreringsværktøj, hvor programmøren efterfølgende må tage over med eksplicit fremgangsmåde. 
 
Foreløbige resultater viser, at automatisk parallelisering af sekventiel kildekode, langt fra er på 
højde med eksplicit parallelisering [STENSTROM, P. (2007)], [SMITH, B. (2007)]. Der findes 
fungerende automatisk paralleliserende compilere, men de arbejder bedst på mikroniveau frem for 
makroniveau; de suboptimerer, primært på parallelitet i løkker [LEOPOLD, C. (2001). Side 177 - 
182]. I artiklen ”Models and Languages for Parallel Computation” [DAVID, B. S. & DOMENICO, 
T. (1998)] angives at trenden for udviklingen af modeller til parallelprogrammering, er fokuseret i 
midten af abstraktionsgraderne mellem implicit og eksplicit, altså netop et kompromis mellem de to 
ekstremer21. Det skal bemærkes at der fortsat er interesse og igangværende forskning i automatisk 
parallelisering, også på makroniveau: I 2006 modtog Frances E. Allen Turing Award prisen22, for 
sit arbejde og vigtige bidrag indenfor bl.a. dette område. 
                                                 
21 Dette er en 10 år gammel artikel. Det vil vise sig igennem projektet, at trenden er fortsat, og tydeligt ses i de 
muligheder der er på markedet i dag. 
22 http://awards.acm.org/citation.cfm?id=1012327&srt=year&year=2006&aw=140&ao=AMTURING – ACM Award 
Citation / Frances E Allen. Der findes her en yderst relevant video med hendes foredrag fra prisuddelingen. 
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Design af parallelle algoritmer 
I tilfældet eksplicit parallelisering, hvor det er programmørens intellektuelle opgave, at stå for 
paralleliseringen af algoritmen, kan man med fordel arbejde med at identificere kendte mønstre og 
muligheder for parallelisering i algoritmen. I bogen ”Patterns for Parallel Programming” 
[MATTSON, T. G., SANDERS, B. A. & MASSINGILL, B. (2005)] beskrives en metodisk, 
mønsterbaseret, fremgangsmåde. Denne mener jeg er ganske unik og et godt valg, både generelt og 
til dette projekt, af to primære årsager: 
 
• For det første formår den at anlægge en praktisk tilgangsvinkel, og levere en direkte 
anvendelig metode. Dette er i modsætning til langt størstedelen af litteraturen om parallelle 
algoritmer der forfalder til tung matematisk baseret teori og eksempler i lidet udbredte 
sprog. Dette er vigtigt i forhold til en udbredelse af parallel tankegang i programmeringen, 
og forståelse for hvordan algoritmer kan paralleliseres. I bogen bringes eksempler i Java og 
C, og der anvendes nogle af de mest etablerede teknologier til eksplicit at angive parallelle 
kildekodesegmenter; Java tråde, OpenMP og MPI23. 
 
• Bogens metodiske fremgangsmåde er kraftigt referet og inddraget i “Programming the Cell 
Broadband Engine™ Architecture: Examples and Best Practices” [AREVALO, A. et al 
(2008)], hvilket også gør den oplagt at anvende til projektets eksperimenter. 
 
Metoden består af fire design spaces som man arbejder sig lineært igennem. De går fra en 
betragtning af problemet på højt niveau, ned til detaljer om implementering. Indenfor hvert design 
space er en række mønstre til rådighed, og opgaven består i at finde ud af hvilke mønstre der med 
fordel kan identificeres og anvendes, i det problem man vil have den parallelle algoritme til at løse.  
                                                 
23 MPI findes ikke i effektiv implementation til CBEA processoren som enkelt processorenhed, og behandles ikke 
yderligere i projektet. Java findes heller ikke i effektiv implementation til CBEA processoren, men muligheden for en 
fremtidig implementation, diskuteres senere (se ”Kapitel 2 - Teoretisk grundlag:Højere abstraktionsformer og 
implementeringsmekanismer:
Java platformen: Threads overfor High Level Concurrency Objects”). OpenMP er implementeret til CBEA processoren, 
og uddybes senere (se ”Kapitel 3 - IBM SDK for Multicore Acceleration Version 3.0:Sprog og compilere:IBM 
XLC/C++ compiler”). 
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De fire design spaces er: Finding Concurrency – Algorithm Structure – Supporting Structures – 
Implementation Mechanisms. Idéen med hvert design space beskrives i det følgende:  
 
Design Space 1 – Finding Concurrency 
Opgaven er først at finde overordnede muligheder for parallelitet i problemet. Der er to strategier; 
man kan enten opsplitte problemet i delopgaver, eller i delsegmenter af data der kan behandles 
parallelt. De to strategier kan evt. kombineres. Man grupperer derefter delopgaver efter indbyrdes 
afhængighed, og ordner dem i rækkefølge. 
 
Design space 2 – Algorithm Structure 
Her arbejder man videre med algoritmens struktur og databevægelser. Der er tre strategier; struktur 
og organisering efter delopgaver, struktur og organisering efter datasegmenter eller struktur og 
organisering efter databevægelser. 
 
Design Space 3 – Supporting Structures 
Med algoritmens design på plads, ser man på hvilken overordnet programmeringsmodel og 
datastrukturer, der med fordel kan anvendes til implementering af algoritmen. Dette skal ses i 
forhold til de evt. muligheder der er i de(t) sprog og miljø(er) man har mulighed for at implementere 
algoritmen i. 
 
Design Space 4 – Implementation Mechanisms 
Det sidste design space omhandler implementationsdetaljer, og vil være meget afhængigt af den 
parallelle maskinarkitektur der implementeres til. Man ser på hvordan delopgaver kan afvikles, 
f.eks. som tråde i Java, eller som programmer til SPE enheder. Hvordan evt. synkronisering og 
kommunikation mellem delopgaver kan implementeres, ligger også i overvejelserne her. 
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Opfølgende overvejelser om modellen 
Hvorvidt det er en god idé, at følge modellen skridt for skridt, uden at udvide den med en grad af 
iteration, kan diskuteres: Metoden hjælper til med at komme frem til en parallel algoritme og 
implementering af den, men det vil være svært at vide, om man har truffet de bedste valg og fundet 
den mest effektive algoritme uden at gå tilbage og sammenligne med andre løsningsmuligheder. 
Denne problemstilling er endnu en af mange uløste inden for parallelprogrammering: 
 
”There is not yet a well-defined methodology for programmers or algorithm designers to use for 
this purpose in order to determine how well an algorithm will perform in parallel on a system or 
which among competing partitioning or orchestration approaches will perform better.” [CULLER, 
D. E., SINGH, J. P. & GUPTA, A. (1999). Side 961]. 
 
Design space 1, hvor den overordnede strategi for design af en parallel algoritme planlægges, skal 
ses som direkte relateret til to vigtige begreber der i vidt omfang bruges i litteratur om 
parallelprogrammering: 
 
• Task parallelism (opgaveparallelisme). Problemet opdeles i flere forskellige delopgaver som 
kan afvikles samtidigt. 
  
• Data parallelism (dataparallelisme). Flere instanser af samme opgave afvikles samtidigt, 
med forskellige delmængder af problemets samlede datamængde som input data.  
 
I forbindelse med opgaveparallelisme, mener jeg det er vigtigt, at være opmærksom på følgende: 
Begrebet opgave, og dermed også delopgave, er meget bredt og udefinerbart. På højeste niveau, kan 
en delopgave være sammensat af mange udtryk og handlinger, mens den på laveste niveau, kan 
være et deludtryk i et udtryk, f.eks. en enkelt aritmetisk operation. Dette leder til opdelingen af 
opgaveparallelisme i to typer, som er defineret ved forholdet mellem instruktioner og 
kommunikationshyppighed; altså hvor meget sammenhængende arbejde der udføres indenfor 
delopgaven, uden behov for kommunikation med dens omgivelser24: 
 
                                                 
24 https://computing.llnl.gov/tutorials/parallel_comp/ - Lawrence Livermore National Laboratory: Introduction to 
Parallel Computing. 
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• Coarse grained task parallelism (grovkornet opgaveparallelisme). Her er der tale om 
delopgaver på højt niveau, og en delopgave består af mange sammenhængende 
instruktioner. Hermed minimeres behovet for kommunikation mellem delopgaver. 
 
• Fine grained task parallelism (finkornet opgaveparallelisme). Her er forholdet modsat, og 
kommunikation bliver en væsentlig faktor – det kan sagtens tænkes er der kommunikeres 
stort set lige så hyppigt som der udføres instruktioner. 
 
Da det er tilfældet, at kommunikation er kendt som flaskehalsen i nutidens computere, vil det som 
hovedregel være mest fornuftigt at tænke i grovkornet opgaveparallelisme – det vil ganske enkelt 
være det mest effektive. Anvendelsen af grovkornet opgaveparallelisme, vil også være med til at 
gøre parallelprogrammering lettere; hvis man minimerer antallet af forskellige parallelle 
delopgaver, betyder det også at man minimerer afhængighederne og de steder der kan opstå 
deadlocks, race conditions og nondeterministiske resultater. Med idéen om grovkornet 
opgaveparallelisme, kan det naturlige og korrekte modargument følge, at det vil medføre dårlig 
skalering på manycore processorer. Det kan imidlertidig løses, ved at kombinere grovkornet 
opgaveparallelisme med mere finkornet dataparallelisme: Dermed kan mange instanser af den 
samme grovkornede delopgave, afvikles parallelt på forskellige dele af problemets data. Med Figur 
5 illustreres og uddybes forskellen på grovkornet og finkornet opgave- og dataparallelisme og 
hvordan de kan kombineres: 
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Figur 5. Kombinationen af det mest grovkornede niveau af både opgaveparallelisme og dataparallelisme 
udtrykker ingen muligheder for parallelitet, og kan betragtes som et traditionelt sekventielt program. Hvis man 
derimod kombinerer det mest grovkornede niveau af opgaveparallelisme med det mest finkornede niveau af 
dataparallelisme, har man pludselig åbnet op for en høj grad af parallelitet. ?iveauerne af opgaveparallelisme og 
dataparallelisme kan altså krydskombineres, i forhold til de muligheder og begrænsninger der ligger i problemet 
der skal løses. 
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Programmeringssprog 
Programmeringssprog er den abstraktionsform programmøren anvender, til at instruere computeren 
i at løse opgaver. Ved at udtrykke opgaverne i et sprog med høj abstraktion over computerens 
hardware, opnås de uvurderlige fordele, som vi i dag tager for givet: Programmer bliver lettere at 
forstå for nye programmører der skal videreudvikle dem, de bliver lettere at flytte mellem 
forskellige hardware platforme og, ikke mindst; de kan udvikles langt hurtigere end hvis de skulle 
være programmeret med lav abstraktion over computerens hardware, f.eks. i symbolsk maskinkode 
(assembler).  
 
I teorien om programmeringssprog, arbejder man med to overordnede, og fundamentalt forskellige, 
klasser af sprog: Imperative og deklarative sprog. 
 
“The top-level division distinquishes between the declarative languages, in which the focus is on 
what the computer should do, and the imperative languages, in which the focus is on how the 
computer should do it.” [SCOTT, M. L. (2005). Side 8]. 
 
Disse to klasser af programmeringssprog er også vigtige i forhold til parallelprogrammering, hvor 
der, som jeg oplever det igennem litteraturen, er et kraftigt spændingsfelt mellem de to, med 
divergerende meninger og mål i spil. 
 
Igennem afsnittet undersøges disse to klasser af programmeringssprog, og hvilken rolle de spiller i 
forhold til parallelprogrammering. 
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Imperative sprog 
I ”Introduction to the Theory of Programming Languages” [MEYER, B. (1990). Side 6], udpeges 
tre konstruktioner, som er de vigtigste kendetegn for imperative sprog: 
 
Def. 3 - hovedkarakteristika ved imperative sprog: 
 
1. The instruction – en kommando til computeren, om at den skal udføre en bestemt handling. 
Et program udgøres af en række instruktioner. Bemærk, at instruktion i denne sammenhæng 
ikke nødvendigvis skal forstås som maskininstruktion. 
 
2. Explicit sequencing – brugen af kontrolstrukturer som styrer rækkefølgen, instruktionerne 
afvikles i. 
 
3. Assignment – brugen af variable, tildelingen og gentildelingen af værdier til disse. Ændrer 
programmets tilstand. 
 
Disse karakteristika passer på så godt som alle udbredte og anvendte programmeringssprog; som 
eksempel er Java, C, C++, C# og VB.NET imperative sprog. 
 
Def. 3 kan ses som direkte årsag til, at imperative sprog og automatisk parallelisering ikke spiller 
godt sammen. Def. 3 er også tæt forbundet med den sekventielle tankegang John Backus taler for at 
frigøre programmeringen fra, med artiklen ”Can Programming Be Liberated from the von Neumann 
Style? A Functional Style and Its Algebra of Programs.” [BACKUS, J. (1978)] (se ”Kapitel 1 - 
Indledning:Problemfelt”). 
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Jeg vil fremhæve to væsentlige punkter, som beskriver kernen af de problemer der følger med de 
gængse imperative programmeringssprog i forhold til automatisk parallelisering: 
 
1. Måden problemløsning programmeres i detaljer. En sekventiel algoritme er oftest, som følge 
af Def. 3, ikke defineret som tydeligt identificerbare delopgaver, men som en række 
instruktioner og en trin-efter-trin, iteration-efter-iteration progression der tilsammen 
instruerer computeren i hvordan den skal løse et problem. Dermed bliver den svær at bryde 
op og parallelisere, i særdeleshed automatisk. 
 
2. Afhængigheder mellem de forskellige trin i en sekventiel algoritme, er ganske normalt 
forekommende, men ikke lette at fjerne automatisk – for der er oftest en grund til at de er 
der. 
 
Et typisk eksempel på sådanne afhængigheder igennem de forskellige trin i en sekventiel algoritme, 
er det der kaldes loop-carried data dependences [SCOTT, L. R., CLARK, T. & BAGHERI, B. 
(2005). Side 103]. 
 
Den følgende problembeskrivelse i Tabel 7 og den imperative løsningsalgoritme i Tabel 8, 
inddrages som et virkeligt eksempel på loop-carried data dependence, til uddybning og 
understøttende illustration af problemet med afhængigheder igennem trinene i en sekventiel 
algoritme: 
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Problembeskrivelse: Vi vil generere et stort billede (en plakat) der er opbygget af de seneste 
uploadede billeder. Alle billederne er skaleret til samme højde, men kan være af vilkårlig bredde. 
Billederne tegnes et efter et startende på første række, ordnet med nyeste først. Sidste billede på 
rækken klippes til i bredden, så ikke det overskrider rækkens bredde. Hvis mere end 10 % af 
billedet klippes væk, skal det gentages som første billede på næste række. 
Tabel 7. Problembeskrivelsen er fra en arbejdsopgave jeg løste kort før start på specialet. Der skulle genereres 
dynamiske baggrunde og plakater, med uploadede billeder fra brugere af et website. Problemet er valgt som 
eksempel, da det er tilstrækkeligt simpelt til brug i denne sammenhæng, men stadig komplekst nok til at påvise 
problemet med automatisk parallelisering af imperativ kildekode. 
 
 
Figur 6. Et uddrag af resultatet, som supplement til problembeskrivelsen. 
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' Method: BuildPoster. Arguments: nRows = number of rows to draw, nWidth = row 
width pixels, nHeight = row height pixels. Returns image. 
 
Dim oLatestImages = GetFromDB ' list of latest uploaded images in database 
Dim oDynamicBackground = Bitmap(nWidth, nRows * nHeight) ' image buffer 
oGraphics = Graphics(oDynamicBackground) ' graphics context 
oGraphics.WhiteFill ' fill image buffer with white 
dim nXPOS, nYPOS, nRowsDrawn = 0 ' variables for drawing position 
dim bRedraw = false '  if +10% of image is clipped, repeat on next row 
 
for i = 0 to oLatestImages.count – 1 ' loop images 
 bRedraw = false ' default no redraw 
 dim oImage = LoadFromFile(oLatestImages(i).Filename) ' load image object 
 dim nClipX = 0 ' clip image if it exceeds row width 
 if nXPOS + oImage.Width > nWidth then 
  nClipX = (nXPOS + oImage.Width) - nWidth) 
  if (oImage.Width - nClipX) / oImage.Width < 0.9 then 
   bRedraw = true ' redraw when more than 10% clipped 
  end if 
 else 
  nClipX = 0 
 end if 
 dim oDestPts() = ' destination rectangle definition 
  {  
   Point(nXPOS, nYPOS),  
   Point(nXPOS + oImage.Width – 1 - nClipX, nYPOS), 
   Point(nXPOS, nYPOS + nHeight - 1) 
  } 
 dim oSourceRect = Rectangle(0, 0, oImage.Width - nClipX, nHeight) 
 oGraphics.DrawImage(oImage, oDestPts, oSourceRect) ' draw with clipping 
 nXPOS = nXPOS + oImage.Width ' advance x drawing pos on row 
 if nXPOS >= nWidth then ' advance to next row 
  nXPOS = 0 
  nYPOS = nYPOS + nHeight 
  nRowsDrawn = nRowsDrawn + 1 
 end if 
 if nRowsDrawn = nRows then ' exit when all rows drawn 
  exit for 
 end if 
 if bRedraw and (oImage.Width * 2 < nWidth) then 
  i = i - 1 ' repeat image, only if image width < row width! 
 end if 
next  
 
return oDynamicBackground 
 
Tabel 8. Den sekventielle løsningsalgoritme, skrevet i forsimplet VB.?ET pseudokode. Algoritmen vil være 
absolut ikke-triviel (i praksis formentlig umulig) at parallelisere automatisk, på grund af flere loop-carried data 
dependences mellem iterationerne (nXPOS, nYPOS, bRedraw, nRowsDrawn). En mulig parallelisering 
kunne være dataparallel processering af hver række. Det ville dog kræve præprocessering af listen af billeder, 
undersøgelse af billedernes bredder og opsplitning i nye lister af billeder for hver række – altså et totalt redesign 
af algoritmen, som man ikke automatisk kan komme frem til, ud fra den imperative kildekode.   
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Det er meget relevant, at se danske Anders Hejlsberg, sprogdesigneren bag Microsoft’s C#, udtale 
sig om udfordringerne for parallelitet i imperative programmeringssprog, og hvordan de arbejder 
for at imødekomme disse udfordringer i den næste version af .NET platformen (4.0) 25. Planerne 
inkluderer bl.a.:  
 
• Eksplicit angivelse af parallelle opgaver på højt niveau, mere abstrakt end tråde 
 
• Mulighed for automatisk parallelisering af LINQ forespørgsler (se i øvrigt næste afsnit). 
 
• Eksplicit angivelse af, om iterationerne i loops kan afvikles parallelt.  
 
Deres valg er altså, at gøre det let at programmere parallelt på .NET platformen, men ikke 
fuldstændigt transparent, og man vil heller ikke automatisk få fuld gavn af multicore processorer, 
før den sekventielle kildekode tilpasses og der udgives nye versioner af software. De omtalte 
teknologier er allerede nu tilgængelige26 i Community Technology Preview (CTP), under 
betegnelsen Parallel Extensions to .NET Framework 3.5. 
                                                 
25 http://www.computerworld.dk/art/48521/hejlsberg-det-ultimative-udviklingssprog-findes-ikke?a=fp_1&i=0 – 
Computerworld – Hejlsberg: Det ultimative programmeringssprog findes ikke. 
26 http://msdn.microsoft.com/en-us/concurrency/default.aspx - Parallel Computing Developer Center. 
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Deklarative sprog 
De deklarative sprog er modsætningen til de imperative sprog. Her beskriver man netop ikke i 
detaljer hvordan et problem skal løses, i stedet ligger det i sprogets natur at man bruger det til at 
beskrive selve problemet på formaliseret vis. Se tilbage på eksemplet i Tabel 7 og Tabel 8 i forrige 
afsnit; i et deklarativt sprog ville programmørens opgave alene være at formalisere definitioner, 
fakta og regler om problembeskrivelsen, indtil et punkt hvor problemet er beskrevet fyldestgørende. 
Herefter vil et runtime miljø bag sproget, automatisk være i stand til at finde løsningen. Et konkret 
eksempel på et programmeringssprog der ligger meget tæt op ad denne definition på deklarative 
sprog, er Prolog. Prolog er baseret på prædikatlogik. Runtime miljøet bag fungerer som en 
bevisfører, der kan ræsonnere sig frem til løsningen, givet prædikater som beskriver problemet 
fyldestgørende [CLOCKSIN, W. F. & MELLISH, C. S. (1994). Side 221 - 242]. 
 
Deklarative sprog kan altså med rette, betegnes som værende en langt højere abstraktionsform end 
imperative sprog. Netop på grund af deklarative sprogs høje abstraktionsniveau, og formelle, 
problembeskrivende karakter, giver de langt bedre muligheder for automatisk parallelisering – se 
igen tilbage til eksemplerne i Tabel 7 og Tabel 8: Her var problemet netop at den eneste mulighed 
for parallelisering skulle tage udgangspunkt i problembeskrivelsen, som man ikke automatisk kan 
komme tilbage til, fra den detaljerede imperative problemløsningsbeskrivelse. 
 
Problemerne med de deklarative sprog, er dog ikke uvæsentlige: For det første udgør de et 
forsvindende lille segment af markedet for programmeringssprog – så godt som alt anvendt 
programmering i dag, foregår i imperative sprog. Det kan være et symptom på andre problemer med 
de deklarative sprog, men er i sig selv også et stort problem for deres udbredelse – i 
systemudviklingsverdenen vil de færreste ønske at introducere en stor risiko i deres projekt, ved at 
skifte fra det veletablerede til noget nyt og ukendt; For det andet mangler de den kontrolfaktor, 
programmøren får med de imperative sprog og deres relativt lave abstraktionsniveau over hardware. 
Det fører i mange tilfælde til langt dårligere ydelse for programmer skrevet i deklarative sprog, end 
for programmer skrevet i imperative sprog:  
 
”The design of efficient algorithms, after all, is what much of computer science is about. It is not yet 
clear to what extent, and in what problem domains, we can expect compilers to discover good 
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algorithms for problems stated at a very high level. In any domain in which the compiler cannot 
find a good algorithm, the programmer needs to be able to specify one explicitly.” [SCOTT, M. L. 
(2005). Side 8 - 9].  
 
Se i øvrigt ”Kapitel 2 - Teoretisk grundlag:Algoritmer:Implicit overfor eksplicit parallelisering”, 
hvor der også diskuteres de mulige problemer der kan tænkes at følge af, at programmøren skal 
opgive kontrollen over hvordan algoritmen afvikles. 
 
Funktionelle programmeringssprog 
I litteraturen om parallelprogrammering, fremhæves de funktionelle programmeringssprog ofte som 
særligt vigtige. Disse er en undergruppe af de deklarative sprog, og tager udgangspunkt i formel 
matematisk logik, med et syn på programmer (og de udtryk programmet opbygges af), som 
funktioner der anvendes på input for at skabe et output. En meget vigtig følge af funktionelle sprog, 
er at de medfører referentiel transparens: 
 
Def. 4 – referentiel transparens: Et udtryk, f.eks. f x
` a
, garanteres altid at returnere den samme 
værdi for det samme input, uanset hvornår i programmets afvikling det evalueres. Det garanteres 
også, at hvis det på et tidspunkt i programmets afvikling gælder, at aa b, vil dette gælde igennem 
hele programmet.  Dette implicerer at variables værdier ikke må kunne ændres, og dermed også at 
man ikke kan arbejde med tilstande igennem programmet. En funktion vil aldrig have sideeffekter, 
den eneste måde den kan kommunikere med sine omgivelser, er ved sit output. En funktions output 
vil altid kun afhænge af dens input, aldrig af eksterne tilstande. Syntese over [MEYER, B. (1990). 
Side 7 - 9], [SCOTT, M. L. (2005). Side 238 – 239, 549 - 551]. 
 
Grunden til at funktionelle programmeringssprog værdsættes i forhold til parallelprogrammering er 
bl.a., at Def. 4 medfører at man i compileren eller runtime miljøet, kan antage at deadlocks og race 
conditions ikke kan opstå, pga. fraværet af tilstande og delte variable i programmet [LEOPOLD, C. 
(2001). Side 189 - 193]. 
 
Eksempler på anvendt deklarativ programmering 
Det er vigtigt, at være opmærksom på, at selv om deklarative sprog fortsat udgør en forsvindende 
lille del af de anvendte sprog, er der flere eksempler på velafgrænsede anvendelsesområder, hvor de 
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faktisk er meget succesfulde. Der er også tendenser til, at deklarativ programmering i stigende grad 
listes ind i de imperative sprog, som ekstra egenskaber man kan vælge at bruge: 
 
• Det mest oplagte eksempel er SQL, hvor enhver forespørgsel er et perfekt deklarativt 
eksempel. Den bagvedliggende query optimizer finder frem til en effektiv 
eksekveringsplan, fuldstændigt transparent. En af grundene til at oversættelsen fra 
deklarativ problemspecifikation til effektiv eksekvering kan fungere for SQL, mener jeg er 
det meget velafgrænsede anvendelsesområde og at enhver forespørgsel er relationel algebra 
– dermed garanteres referentiel transparens og forespørgslen kan opdeles i parallelle 
delopgaver. Alt data håndteres som mængder, og enhver forespørgsel kan reformuleres til 
mængde algebra på disse. Der er meget langt fra dette anvendelsesområde, og til de bredere 
og langt mindre veldefinerede anvendelsesområder for imperative programmeringssprog. 
  
• Deklarativ programmering indføres som nye egenskaber på Microsoft’s .NET platform. Et 
eksempel er Language Integrated Query (LINQ)27. Det er inspireret af SQL, men er en 
integreret del af syntaksen i .NET sprogene. Det tillader forespørgsler mod relationelle 
databaser og XML data kilder, og giver metoder til at udnytte disse i et objektorienteret 
miljø. LINQ kan også anvendes på f.eks. generiske collections og alle andre datatyper der 
implementerer IEnumerable interface. Endnu et eksempel er det funktionelle sprog F#, der 
allerede nu findes som CTP (Community Technology Preview) og i fremtiden bliver et 
integreret sprog på .NET platformen, på linie med de nuværende imperative sprog28. 
 
Tendensen til at deklarative egenskaber bevæger sig ind i udbredte, og ellers overvejende 
imperative udviklingsmiljøer, som det er tilfældet på .NET platformen, kan få væsentlig betydning 
for deklarative sprogs anvendelse i fremtiden. De idéer der hidtil har været begrænset til brug blandt 
forskere, og ikke er blevet ført frem til en kvalitet hvor de er anvendelige for en bredere målgruppe, 
tages nu op og pakkes ind i velfungerende professionelle pakker, med en stor base af udviklere der 
gradvist kan tage dem til sig, uden at skulle forlade deres kendte udviklingsmiljøer og leverandører. 
                                                 
27 http://msdn.microsoft.com/en-us/netframework/aa904594.aspx - The LINQ Project. 
28 http://msdn.microsoft.com/da-dk/fsharp/default(en-us).aspx – Microsoft F# Developer Center. 
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Højere abstraktionsformer og implementeringsmekanismer 
Igennem de foregående afsnit, har fokus været på de, overvejende teoretiske, sprog, algoritme og 
maskinnære diskussioner om parallelprogrammering. I dette afsnit behandles abstraktionsformer for 
parallelprogrammering fra en mere pragmatisk tilgangsvinkel, og på et noget højere niveau:  
 
Der fokuseres på, hvilke mekanismer der kan fungere som højere abstraktionsformer for 
parallelprogrammering, og hvordan det ved hjælp af disse kan gøres lettere at implementere 
eksplicit parallelle algoritmer. Disse mekanismer skal ses som særligt relaterede til de to sidste 
design spaces (se ”Kapitel 2 - Teoretisk grundlag:Algoritmer:Design af parallelle algoritmer”): 
 
• Supporting Structures. 
 
• Implementation Mechanisms.  
 
Det skal de fordi de kan fungere som abstraktionsformer over det komplekse arbejde, det ellers ville 
være programmørens opgave at udføre i disse design spaces. 
Genbrugbare software komponenter og frameworks 
I dag tager programmører det for givet, og nødvendigt, at der stilles omfattende hjælpemidler til 
rådighed, som rækker langt ud over et højniveau programmeringssprog: I langt de fleste tilfælde 
kan man finde en software komponent der kan løse hele opgaven, eller et framework der igennem et 
simpelt interface (API), tilbyder genbrugbare og standardiserede mekanismer, som giver høj 
abstraktion over de tekniske detaljer i implementeringen af en opgave. Programmørens opgave 
reduceres derfor til primært at handle om, at skulle udnytte genbrugbare elementer. 
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Generic building blocks:
Linked in components,
Shared components,
Runtime,
Web-services,
External systems.    
Language
Supporting environment:
Class libraries,
Runtime,
Web-services,
External systems.
Application development environment
Application
Unique
program 
code
 
Med figuren illustreres hvordan programmeringssproget, og programmets kildekode, typisk er af mindre 
omfang og mindre betydning, end de hjælpemidler og det omkringliggende miljø, der er til rådighed. 
 
I den nu forholdsvis gamle artikel ”Beyond Programming Languages”, tales om, at karakteren af 
programmering allerede på daværende tidspunkt ændrede sig, gående fra fokus på sprog, algoritmer 
og beregninger, mod et højere abstraktionsniveau: 
  
“The building blocks out of which systems are built are not at the level of programming language 
constructs. They are “subsystems” or “packages”, each of which is an integrated collection of data 
structures, programs, and protocols.” [TERRY, W. (1979)]. 
 
Med reference tilbage til ”Kapitel 2 - Teoretisk grundlag:Historisk udvikling”, mener jeg, at det 
Terry Winograd advokerede for er gået i opfyldelse i dag, og er blevet en naturlig del af 
programmering. Denne udvikling har været et væsentligt bidrag til at kæmpe imod den sekventielle 
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software krise. Brooks oprindelige ”No silver bullet” tese anfægtes ligefrem på et lignende grundlag 
af Brad J. Cox, med artiklen ”There Is a Silver Bullet”29. Der er for mig ingen tvivl om, at dette syn 
på programmering er præcis lige så vigtigt for parallelprogrammering: Uden de samme 
hjælpemidler, som programmører er vænnet til indenfor den sekventielle programmering, vil 
parallelprogrammering ikke fungere i det øjeblik det bevæger sig væk fra forskernes afgrænsede 
eksperimenter, og ud til bred anvendelse i IT branchen og de mere komplekse systemer der 
forekommer der.  
 
At se på programmering som reduceret til at stykke byggeklodser sammen, er dog en simplificering, 
som kræver en uddybning. For det første skal nogen stadig programmere funktionaliteten i 
byggeklodserne. For det andet kan programmøren altid komme ud i opgaver som kræver 
nytænkning og implementering af nye algoritmer. Derfor vil jeg give følgende opdeling: 
 
Def. 5 – ”Brug byggeklodser” og ”Skab byggeklodser” opgaverne: 
 
1. ”Brug byggeklodser” opgaven – problemet kan løses direkte med genbrug af eksisterende, 
og komplet indkapslet, funktionalitet, som andre har implementeret effektivt i en software 
komponent. 
 
2. ”Skab byggeklodser” opgaven – der findes ikke eksisterende funktionalitet, som andre har 
implementeret effektivt i en software komponent allerede. Derfor ønsker programmøren selv 
at udvikle en ny software komponent, som kan bruges i eget projekt, og efterfølgende sælges 
eller deles på det frie marked. 
 
I Def. 5 er ”Brug byggeklodser” på højeste abstraktionsniveau, og programmøren kan se software 
komponenten som en boks med ukendt indhold. Men i ”Skab byggeklodser” opgaven, er 
programmøren involveret. Opgaven med implementering af nye byggeklodser bør derfor gøres let 
og standardiseret, med høj abstraktion over tekniske detaljer. Dette mål kan nås igennem 
frameworks. 
                                                 
29 http://www.ddj.com/184407534 - There Is a Silver Bullet. A software industrial revolution based on reusable and 
interchangeable parts will alter the software universe. 
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Frameworks som højere abstraktionsform 
Frameworks er en meget attraktiv højere abstraktionsform, fordi de implementerer generiske, 
gennemprøvede og effektive mekanismer, i en fleksibel form som programmøren kan udnytte til 
den konkrete applikation: 
 
Def. 6 – karakteristika for frameworks: 
 
“Et framework udbyder en samling klasser og mekanismer som giver standardfunktionalitet 
indenfor et bestemt domæne – det kan dog også være domæneneutralt og helt generelt anvendeligt. 
Der er først tale om et framework når klasserne er organiseret med indbyrdes sammenhænge, og 
frameworket i øvrigt udadtil ses som udbydende bestemte mønstre for brug. Dette kaldes inversion 
of control; mønstrene standardiserer og strukturerer programmørens anvendelse af frameworket, 
og overtager derved helt eller delvist kontrollen.” Syntese over [BOOCH, G. (1994). Side 327 - 
333] og [FAYAD, M. & SCHMIDT, D. C. (1997)]. 
 
Et framework for parallelprogrammering bør altså tilbyde standardfunktionalitet, som 
programmøren, igennem faste mønstre for brug, kan anvende til at implementere parallelle 
algoritmer. Jo mere kontrol programmøren fratages, jo højere abstraktion bliver der tale om, og man 
kan være sikker på at de faste mønstre for brug betyder, at meget af kompleksiteten og potentialet 
for fejl tages ud af parallelprogrammering. Det skal selvfølgelig balanceres sådan, at kontrollen ikke 
når et niveau hvor frameworket bliver mindre anvendeligt og attraktivt, fordi manglen på kontrol 
sætter for store begrænsninger. 
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Java platformen: Threads overfor High Level Concurrency Objects 
Antag at et firma med brug af Java platformen, vil implementere eksplicit parallelle algoritmer og 
levere disse i et Java bibliotek (som en / flere byggeklodser, jf. Def. 5). Findes der som en del af 
Java platformen, et framework der tilbyder abstraktion over kompleksiteten i opgaven? 
 
Java compiles til maskinuafhængig bytecode og afvikles via en Java virtuel maskine (JVM) til den 
underliggende maskinarkitektur. JVM kan opfattes som en shared memory multiprocessor. De 
basale implementationsmekanismer på lavt niveau, er tråde og delt hukommelse (som illustreret på 
Figur 7). Der leveres yderligere abstraktion over disse (siden J2SE 5) med High Level Concurrency 
Objects30, der kan betragtes som et framework for parallelprogrammering. Mekanismerne i High 
Level Concurrency Objects, er netop indført med henblik på, at imødekomme udfordringerne i at 
udnytte multicore processorer lettere og mere effektivt. 
 
                                                 
30 http://java.sun.com/docs/books/tutorial/essential/concurrency/index.html - Lesson: Concurrency (The Java™ 
Tutorials > Essential Classes). 
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Java program
Shared memory
Obj. 1 Obj. 2 Obj. 3
Program thread
Parallel task, thread 1
Parallel task, thread 2
Java Virtual Machine for OS on X
Translate bytecode for efficient parallel execution on OS for X. Map Java threads to OS on X native threads.
Multi-core architecture X
Parallel execution.
OS on X
Native thread scheduler, schedule thread 1 for execution on one core, thread 2 on another.
 
Figur 7. I Java arbejder man med en shared memory multiprocessor abstraktion over den parallelle 
maskinarkitektur. Paralleliteten i programmet implementeres som tråde, der tilgår data / objekter i den fælles 
hukommelse – programmøren synkroniserer tilgang til data / objekter hvor det er nødvendigt. Programmet 
oversættes til bytecode, som kan afvikles på alle JVM. Typisk vil JVM arbejde et lag over et operativsystem, 
f.eks. Windows. Derfor mapper JVM programmets tråde til OS tråde. Det er så operativsystemets opgave, at 
sørge for den mest effektive distribution af tråde over processorkerner. 
 
High Level Concurrency Objects i J2SE 5 giver en Master/Worker abstraktion [MATTSON, T. G., 
SANDERS, B. A. & MASSINGILL, B. (2005). Side 143] over den basale Fork/Join abstraktion 
[MATTSON, T. G., SANDERS, B. A. & MASSINGILL, B. (2005). Side 167]. Den nye 
abstraktionsform er bl.a. tilpasset multicore processor tiden med det vigtige begreb worker threads: 
Princippet er her, at man placerer delopgaver i en kø, hvorfra de automatisk distribueres ud til 
worker threads – denne mekanisme i frameworket er med til at sikre bedre ydelse og skalerbarhed 
over et vilkårligt højt antal processorkerner31.  
 
                                                 
31 http://developer.amd.com/documentation/articles/pages/1121200683.aspx - The Secret of Java Thread Pools. 
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Overvejelser om en JVM implementation til CBEA processoren 
Hvis der fandtes en effektiv JVM implementation til CBEA processoren, ville det være en høj 
abstraktion over maskinarkitekturen, og en stor fordel. Alle tekniske detaljer ville blive 
transparente. Et Java bibliotek med parallelle algoritmer, ville kunne anvendes lige godt på AMD 
og Intel multicore processorer som på CBEA processoren. Problemerne med modellen for 
parallelitet i Java programmer i forhold til CBEA processoren, er dog flere. Man skal ikke regne 
med at kunne programmere CBEA processoren med tråde alene, og forvente at få ordentlig ydelse 
ud af det (se ”Kapitel 1 - Indledning:Problemfelt”). Det skyldes ikke mindst at en af CBEA 
processorens styrker, er dens særlige hukommelsesorganisation; en væsentlig del af 
programmeringsopgaven består i distribution af delopgaver og delsegmenter af data, til de otte SPE 
enheders local stores (se ”Kapitel 2 - Teoretisk grundlag:CBEA processoren”). Man kan heller ikke 
forlade sig på, at operativsystemet vil distribuere tråde mellem SPE enhederne, da der er forskel på 
tråde til PPE enheden og tråde til SPE enhederne. Her kunne det i stedet, i en JVM implementation 
til CBEA processoren, være en mulighed at tage udgangspunkt i High Level Concurrency Objects, 
og automatisk placere worker threads på SPE enhederne, og sørge for at overføre data til / fra disse. 
 
I artiklen “Using advanced compiler technology to exploit the performance of the Cell Broadband 
Engine™ architecture” beskrives netop implementationen af en shared memory multiprocessor 
abstraktion over CBEA processoren via compiler teknologi og C og C++ udvidet med OpenMP 
standarden. Der påvises gode resultater, og gives følgende konklusion og idéer til fremtidige 
projekter: 
 
”The key to unleashing the performance potential of the powerfull new Cell BE architecture is the 
exploitation of parallelism at various levels of the system. Highly skilled programmers can achieve 
this with manual techniques, but sophisticated compiler technology enables significant performance 
potential for a broader community, resulting in a much higher rate of productivity.”  
[EICHENBERGER, A. E. et al (2006)]. 
 
Det er sandsynligt at mange af teknologierne herfra, vil kunne videreføres til en JVM til CBEA 
processoren. Hvis det skulle blive en realitet i en senere version af IBM SDK for Multicore 
Acceleration, ville det betyde meget for CBEA processorens udbredelse og anvendelsesmuligheder. 
  
Kapitel 3 - IBM SDK for 
Multicore Acceleration Version 
3.0 
Med dette kapitel bevæger jeg mig væk fra teorien, og undersøger fakta omkring IBM SDK for 
Multicore Acceleration Version 3.0. Disse er en nødvendig forudsætning at kende til, forud for 
projektets eksperimenter. 
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Sprog og compilere 
Man får med SDK’et valget mellem at programmere CBEA processoren i sprogene C og C++, Ada 
og Fortran. Af disse er alle tre imperative sprog, men C og C++ må siges at være de eneste kendte 
og udbredte sprog blandt disse. Fortran var blandt de første egentlige programmeringssprog 
[FLORIDI, L. (2004). Side 238], men det hører fortiden til og anvendes i dag stort set kun indenfor 
scientific computing. Ada er nyere, en objektorienteret art af Pascal32, men har aldrig fundet bred 
anvendelse. Med begrundelse i projektets fokus på hverdagsapplikationer og bred anvendelse af 
CBEA processoren, vælger jeg herefter at fokusere på C og C++, der for mig står som de mest 
fornuftige valg blandt de muligheder der tilbydes. 
Målgruppen for C og C++ 
Første tanke i forhold til C og C++ som programmeringssprog, er hvorvidt de nu også er acceptable 
i forhold til udbredelse af CBEA processoren til hverdagsapplikationer, eller om antallet af 
programmører der kan anvende dem er for lavt. Både C og C++ mangler abstraktion over 
hukommelsesdetaljer, som ellers er transparente for programmører der bruger Java, C#, VB.NET og 
andre tilsvarende nyere sprog. Det er derfor interessant at se, som det fremgår af Figur 8, at C er på 
andenpladsen over mest populære sprog, efterfulgt af C++ på tredjepladsen og med Java i front. 
Dette kan måske bunde i den dominerende anvendelse af C og C++ indenfor Linux og andre store 
Open Source projekter. Trend grafen indikerer i hvert fald, at C og C++ i høj grad fortsat er udbredt 
og anvendt, og også befinder sig på et ret stabilt niveau33. 
 
Da CBEA processoren og SDK’et fra IBM’s side foreløbigt er rettet mod en ydelsessøgende 
målgruppe, bliver C og C++ yderligere retfærdiggjort som valg, da de i lang tid har været 
foretrukne til tidskritiske applikationer. Det skal dog bemærkes at mit standpunkt i forhold til C og 
C++ er, at de i sig selv modarbejder et mål om høj abstraktion, og bør undgås hvor der findes reelle 
alternativer. 
 
                                                 
32 http://www.adaic.org/ - Ada Resource Assoc.'s Ada Information Clearinghouse Home Page. 
33 Hvis man ser grafen i forhold til, at mange applikationer flyttes fra desktop til web, hvor C og C++ ikke er inde i 
billedet – Java’s popularitet er dalet tilsvarende. Værd at bemærke at C# er i konstant fremgang. 
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Figur 8. Trend graf over programmeringssprogs popularitet (?ovember 2008)34. 
 
Interessant nok leveres to forskellige C og C++ compilere med SDK’et: GCC Compiler og IBM 
XLC/C++ Compiler. 
                                                 
34 http://www.tiobe.com/index.php/content/paperinfo/tpci/index.html - TIOBE Programming Community Index for 
November 2008. 
Kapitel 3 – IBM SDK for Multicore Acceleration Version 3.0. 
 
Side 61 af 154. 
GCC compiler 
GCC er standard compileren i SDK’et. Der er tale om backends (PPE og SPE) til GNU Compiler 
Collection35, som benytter standard frontends og værktøjer; compileren indgår i GNU toolchain 
med bl.a. Make, og miljøet er som det kendes fra Linux distributioner til x86 maskinarkitekturen. 
Det har ikke været muligt at finde meget baggrundsinformation om denne compiler, men det at den 
ses omtalt som Sony’s GCC [JOWKAR, M. (2007)] kunne tyde på, at den oprindeligt er finansieret 
/ implementeret af Sony med henblik på at blive brugt til Playstation 3 spiludvikling. Playstation 3 
SDK’et til spiludviklere36 er utilgængeligt og lukket for alle andre end godkendte spiludviklere der 
betaler en høj licens. Derfor må baggrunden bag GCC til CBEA processoren, forblive et åbent 
spørgsmål i dette projekt. 
 
Der er med GCC altså tale om to, og ikke en, compilere, da der er seperate compilere til PPE 
enheden og SPE enhederne. Det er naturligt nok, da det er to forskellige processorer, med hver 
deres instruktionssæt. Dette betyder, at kildekode til SPE enhederne, ikke kan skrives som en 
integreret del af et komplet programs kildekode, men i stedet skal skrives som eksterne objekter, der 
compiles for sig selv. Programmet på PPE enheden skal derfor under kørslen, iværksætte 
indlæsning og afvikling af de eksterne objekter på SPE enhederne. Der er altså absolut ingen 
abstraktion over det faktum, at PPE enheden og de otte SPE enheder, er separate og forskellige 
processorkerner. 
 
Givet en C og C++ understøttende compiler til både PPE enheden og SPE enhederne, er det en, i 
hvert fald teoretisk, mulighed, at tage et hvilket som helst stykke kildekode skrevet i C eller C++, 
compile det i uændret form og afvikle det på en SPE enhed. Eneste krav må være, at det holder 
hukommelsesbrug indenfor de 256 KB der er til rådighed.  
                                                 
35 http://gcc.gnu.org/ - GCC, the GNU Compiler Collection. 
36 http://www.scedev.net/ps3/ - Playstation 3 Developer Network. 
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IBM XLC/C++ compiler 
Den anden compiler i SDK’et, IBM XLC/C++, kan betegnes som IBM’s egen – et resultat fra deres 
forskningsafdeling. Den er på et mere eksperimentelt niveau end GCC, og tilbyder mere avancerede 
teknikker; dermed følger dog også dårligere stabilitet: 
 
“The IBM XLC/C++ compiler that comes with SDK 3 is an OpenMP directed single source 
compiler that supports automatic program partitioning, data virtualization, code overlay, and 
more. This version of the compiler is in beta mode. Therefore, users should not base production 
applications on this compiler.” [AREVALO, A. et al (2008)]. 
 
Det er for denne compiler særligt interessant at bemærke, at der arbejdes med automatisk data og 
programkode distribution til SPE enhederne [EICHENBERGER, A. E. et al (2006)], hvilket 
igennem OpenMP standarden37 vil give programmøren en simplere shared memory multiprocessor 
abstraktion over den reelle distributed memory multicomputer maskinarkitektur med local stores. 
OpenMP fungerer på en, mener jeg, noget speciel måde: Der tages altid udgangspunkt i et 
sekventielt program i C eller C++. I dette indsætter programmøren pragmas – instruktioner til 
compileren om hvordan den skal oversætte kildekoden. Disse pragmas kan betegnes som 
instruktioner til compileren om hvilke segmenter af kildekoden der kan eksekveres parallelt, og 
hvordan. Man ender så op med sekventiel kildekode, som hvis den oversættes af en compiler uden 
OpenMP understøttelse, kører sekventielt - præcis som normalt. Ved at oversætte kildekoden med 
en OpenMP compiler, opnår man parallel afvikling af de programkodesegmenter hvor man har 
angivet muligheden. 
 
Problemet med OpenMP er, at det virker som lidt af en nødløsning at tage udgangspunkt i uændret 
sekventiel kildekode, som man gradvist modificerer. Det egner sig måske til simplere algoritmer og 
programmer, men modarbejder det redesign som oftest er nødvendigt for at nå frem til en effektiv 
parallel algoritme – dette påpeges også af [MATTSON, T. G., SANDERS, B. A. & MASSINGILL, 
B. (2005). Side 254]. Derudover kan kildekode med mange pragmas fremstå rodet og uforståelig; 
man kan se det som, at man prøver at programmere til både computeren og compileren samtidigt.
                                                 
37 http://openmp.org/wp/ - The OpenMP API specification for parallel programming. 
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Valg af compiler 
Jeg vælger GCC som compiler at arbejde med i projektets eksperimenter, da den er standarden, 
gennemprøvet og bedst dokumenteret. At levere to forskellige compilere til samme sprog, virker på 
mig en smule forvirrende. Det viser sig da også, at i version 3.1 af SDK’et som udkom under dette 
projekt, er IBM XLC/C++ fjernet helt – der leveres kun en opdateret version af GCC38. Det kunne 
dog i andre projekter være interessant at undersøge effektiviteten af IBM XLC/C++ og dens 
avancerede funktionalitet. Det kunne være endnu mere interessant, at se teknologien bag OpenMP 
implementationen blive overført til en JVM til CBEA processoren, og undersøge effektiviteten af 
denne. Det skal i øvrigt bemærkes, at IBM XLC/C++ ikke er gratis men kun kan afprøves i et 
begrænset tidsrum med developer udgaven af SDK’et. 
C/C++ Language Extensions 
Som en del af SDK’et, leveres C/C++ Language Extensions for Cell Broadband Engine 
Architecture [IBM_DOC1 (2008)]. Det er udvidelser i forhold til C og C++ standarderne. I det 
følgende gennemgås vigtige dele af udvidelserne. 
 
Vektor / SIMD programmering 
SPE enhederne er vektorprocessorer, og for at få den maksimale ydelse ud af dem, er det vigtigt, at 
deres vektorinstruktioner så vidt muligt udnyttes. Det kan gøres eksplicit af programmøren, eller det 
kan i nogen grad håndteres af compileren. 
 
Både GCC og IBM XLC/C++ implementerer en automatisk parallelisering på mikroniveau (se 
”Kapitel 2 - Teoretisk grundlag:Algoritmer:Implicit overfor eksplicit parallelisering”), kaldet Auto 
SIMDization. Sekventielle løkker kan genkendes og omdannes til vektorinstruktioner [AREVALO, 
A. et al (2008)].  
 
Den eksplicitte udnyttelse af vektorinstruktioner, sker ved at arbejde med de særlige vektor 
datatyper der ses opstillet i Tabel 9: 
                                                 
38 
http://publib.boulder.ibm.com/infocenter/systems/scope/syssw/index.jsp?topic=/eicce/eiccekickoff.html&Open&S_TA
CT=105AGX16&S_CMP=LP – IBM Systems Software Information Center: New in Software Development Kit V3.1. 
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Vector data type Single-token typedef Content 
vector unsigned char vec_uchar16 Sixteen 8-bit unsigned characters 
vector signed char vec_char16 Sixteen 8-bit signed characters 
vector unsigned short vec_ushort8 Eight 16-bit unsigned halfwords 
vector signed short vec_short8 Eight 16-bit signed halfwords 
vector unsigned int vec_uint4 Four 32-bit unsigned words 
vector signed int vec_int4 Four 32-bit signed words 
vector unsigned long long vec_ullong2 Two 64-bit unsigned double words
vector signed long long vec_llong2 Two 64-bit signed doublewords 
vector float vec_float4 Four 32-bit single-precision floats 
vector double vec_double2 Two 64-bit double precision floats 
qword - Quadword (16-byte) 
Tabel 9. Vektor datatyper til SIMD operationer på SPE enhederne. [AREVALO, A. et al (2008)]. Bemærk at 
hver vektor datatype selvfølgelig optager 128 bit – størrelsen på et register. 
 
Tabel 10 viser med udgangspunkt i et simpelt eksempel, forskellen på sekventiel / skalar kildekode 
og vektoriseret kildekode: 
 
#include "spu_intrinsics.h" 
 
int main(int argc, char** argv) 
{ 
 // sequential version. Result is c = {3.0, 5.0, 7.0, 9.0} 
 float a[] = {1.0, 2.0, 3.0, 4.0}; 
 float b[] = {2.0, 3.0, 4.0, 5.0}; 
 float c[4]; 
 int j = 0; 
 for(j=0; j<4; j++) 
 { 
  c[j] = a[j] + b[j]; 
 } 
  
 // data parallel SIMD version. Result is vc = {3.0, 5.0, 7.0, 9.0} 
 vector float va = {1.0, 2.0, 3.0, 4.0}; 
 vector float vb = {2.0, 3.0, 4.0, 5.0}; 
 vector float vc; 
 vc = va + vb; 
  
 return 0; 
} 
Tabel 10. Addition af to arrays udført både på traditionel vis, og ved hjælp af vektordatatyper og 
vektorinstruktioner. 
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Det der tilbydes med Auto SIMDization, er altså en optimering på mikroniveau der automatisk kan 
genkende sekventielle løkker som i Tabel 10 og optimere dem, til SIMD vektorinstruktioner. Ved 
nyudvikling af programmer, mener jeg det vil være oplagt, at benytte vektor datatyperne fra starten 
– der nævnes en del betingelser og undtagelser for, hvornår Auto SIMDization fungerer, og i øvrigt 
er kildekoden for den eksplicit vektoriserede udgave i Tabel 10 ikke mere kompliceret end 
kildekoden for den tilsvarende skalare udgave. Det skal selvfølgelig bemærkes, at der kun kan være 
fire float elementer i vector float datatypen, så hvis man vil arbejde med vektorer med flere end fire 
float elementer, skal der introduceres en vektor af vector float elementer og håndtering af 
operationer på denne.  
 
Branch hints 
En anden udvidelse i C/C++ Language Extensions det er relevant at se på, er branch hints. 
Forgreninger i SPE programkode kan forringe ydelse væsentligt [Note 1], [AREVALO, A. et al 
(2008)]. En forklaring af branch prediction (som ikke findes på SPE enhederne) og instruction 
pipelining, som ligger bag dette problem, er hardware detaljer der ligger uden for projektets 
afgrænsning; derfor ses kun på hvad det betyder i praksis. SPE enhedernes hardware antager som 
udgangspunkt, at alle forgreninger ikke skal følges [AREVALO, A. et al (2008)]. Branch hints er 
særlige instruktioner, som anvendes til at advare SPE enhederne om forgreninger som skal følges; 
dermed er SPE enhederne forberedt på det, og ydelsen forringes ikke. Det vil f.eks. være fornuftigt 
at anvende branch hints i det konstruerede eksempel i Tabel 11: 
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#include "spu_intrinsics.h" 
 
int main(int argc, char** argv) 
{ 
 int x, boundary; 
 boundary = 95; 
  
 for(x=0; x<100; x++) 
 { 
  ;// do something... 
  // check for boundary case condition 
  if(x < boundary) 
  { 
   ;// do something more 
  } 
 } 
  
 return 0; 
} 
Tabel 11. Et konstrueret eksempel, hvor det i 95 % af iterationerne vil være en dårlig ide, at generere 
programkode som er optimeret til at alle forgreninger ikke skal følges. 
 
Branch hints kan angives eksplicit ved at anvende funktionen: 
 
int __builtin_expect(int exp, int value) 
 
I eksemplet i Tabel 11, kunne linie 12 have været erstattet med følgende: 
 
if(__builtin_expect((x < boundary), 1); // static prediction. 1 indicates 
‘likely to be true’ 
 
Branch hints er dog en lavniveau optimering, som en god compiler i langt de fleste tilfælde bør 
kunne håndtere; som udgangspunkt skal programmøren altså ikke bekymre sig om dette 
[PATTERSON, J. R. C. (1995)], [EICHENBERGER, A. E. et al (2006)]. 
 
Intrinsics 
En sidste del af C/C++ Language Extensions, som det er en fordel at være opmærksom på, er at der 
er et stort antal såkaldte intrinsics. Det er funktioner der mapper direkte til instruktioner i SPE 
enhedernes instruktionssæt, og således giver let adgang til lavniveauoptimering uden at skrive 
assembler kildekode. Jeg ser et oplagt tilfælde, hvor det kan være en fordel at anvende intrinsics 
sammen med vektor datatyperne: Hvis man ønsker at benytte sig af SPE enhedernes særlige MIMD 
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aritmetiske instruktioner; fused multiply-add, fused multiply-subtract. Igen bør en god compiler 
selvfølgelig være i stand til at optimere de fleste tilfælde automatisk. Det kunne ske ved peephole 
optimering på den genererede assemblerkode [GRUNE, D. (2002). Side 371 - 374], eller muligvis 
tidligere i oversættelsesprocessen. 
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Muligheder for abstraktion over CBEA processorens kompleksitet 
Med projektets mål om at afklare hvor tilgængelig og anvendelig CBEA processoren er igennem 
IBM SDK for Multicore Acceleration Version 3.0, har jeg søgt efter mulige højere 
abstraktionsformer og implementeringsmekanismer for parallelprogrammering i SDK’et.  
 
Med SDK’ets grundlæggende lavniveaubibliotek ”SPE Runtime Management Library” (LIBSPE), 
lades stort set alt op til programmøren. Der skal iværksættes DMA overførsler af data og 
implementeres buffer teknikker for disse, startes og administreres delopgaver på SPE enhederne og 
implementeres synkronisering og beskedudveksling mellem forskellige SPE enheder og PPE 
enheden – det bliver hurtigt en meget kompliceret opgave, og er svært at implementere effektivt og 
fejlsikkert. LIBSPE kan måske være acceptabelt for spiludviklere, udviklere af scientific computing 
applikationer og andre der er vant til at arbejde med meget lavt abstraktionsniveau – men for en 
bredere målgruppe er det et dårligt valg.  
 
Dette har IBM tilsyneladende indset, og der findes to interessante muligheder for højere abstraktion 
i SDK’et: ”Accelerated Library Framework for Cell Broadband Engine” (ALF) og ”Data 
Communication and Synchronization Library for Cell Broadband Engine” (DaCS). Af disse har jeg 
valgt at fokusere på ALF, både af tidsmæssige hensyn men også fordi det tilbyder et højere 
abstraktionsniveau end DaCS og er bedre dokumenteret. 
Accelerated Library Framework (ALF) 
Afsnittet er baseret på information fra dokumentet ”Accelerated Library Framework for Cell 
Broadband Engine. Programmer’s Guide and API Reference” [IBM_DOC3 (2007)] og fra 
“Programming the Cell Broadband Engine™ Architecture: Examples and Best Practices” 
[AREVALO, A. et al (2008)]. 
 
ALF kan bruges direkte fra en applikation, men som navnet indikerer, er hensigten med det, at det 
skal anvendes til at implementere optimerede biblioteker til CBEA processoren, som derefter kan 
benyttes fra applikationer; altså ”Skab byggeklodser” og ”Brug byggeklodser” opdelingen, jf. Def. 
5 (se ”Kapitel 2 - Teoretisk grundlag:Højere abstraktionsformer og implementeringsmekanismer: 
Genbrugbare software komponenter og frameworks”).  
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ALF understøtter Multiple Programs Multiple Data (MPMD) modellen, hvilket giver frihed til også 
at implementere mindre fleksible modeller, som f.eks. Single Program Multiple Data (SPMD)39. 
ALF understøtter dermed også både opgaveparallelisme og dataparallelisme. 
 
Vurdering af abstraktionsniveauet i ALF 
Den abstraktionsnform ALF udgør, omfatter bl.a. håndtering af dataoverførsler mellem processorer, 
styring af parallelle opgaver, dynamisk mapping og balancering af opgaver på processorer, 
synkroniseret afvikling af parallelle opgaver baseret på angivne afhængigheder. 
 
Der er altså tale om væsentlig abstraktion over meget af kompleksiteten ved CBEA processoren.  
Def. 2 (se Kapitel 2 - Teoretisk grundlag:Algoritmer:Implicit overfor eksplicit parallelisering) kan 
anvendes til at bestemme graden af abstraktion. Med udgangspunkt i denne, forholder det sig sådan, 
at: 
 
• Angivelse af muligheder for parallelitet samt opsplitning i delprocesser, er fortsat 
programmørens opgave. 
 
• Mapping af delprocesser på fysiske processorer, kommunikation mellem delprocesser og 
synkronisering af delprocesser bliver håndteret af ALF. 
 
Man kan altså sige, at ALF ligger op til implicit parallel tankegang og design på højere niveau, 
mens det giver abstraktion over de tekniske detaljer på lavere niveau, som er nødvendige for at få 
implementationen til at fungere effektivt. 
 
                                                 
39 De to begreber SPMD og MPMD introduceres under Flynn’s taxonomi i ”Kapitel 2 - Teoretisk 
grundlag:Maskinarkitektur:CBEA processoren”. 
Kapitel 3 – IBM SDK for Multicore Acceleration Version 3.0. 
 
Side 70 af 154. 
Teknologien i ALF 
Med Figur 9 illustreres teknologien i ALF, set fra programmørens synspunkt: 
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..
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physical SPE
Compute task
instance n, on
physical SPE
ALF runtime engine
On PPE: Manages compute tasks
(task queue). Manages work blocks for 
each task (work block queue).
On SPE: Receives work blocks. 
Automatic doublebuffering, 
transparently runs computation and 
data transfers in parallel.
 
Figur 9. Uarbejdet med udgangspunkt i egne erfaringer, med inspiration fra [IBM_DOC3 (2007)] og 
præsentationen ”Roadrunner tutorial”40. Det første man skal bemærke, er partitionering af input data. Dette er 
programmørens opgave og der kunne f.eks. være tale om geometrisk dekomposition. Det næste er work blocks. 
Work blocks er resultatet af partitionering af input data, dvs. specifikationer på delstykker af input data. 
Dernæst ses på compute tasks. Disse er delopgaver der skal udføre beregninger og logik på work blocks. Det er 
programmørens opgave at udvikle disse til SPE enhederne. Til hver delopgave er associeret en work block queue. 
Fra denne kø, håndterer ALF fordelingen af work blocks til en eller flere parallelle instanser af samme 
delopgave. Hver behandling af en work block resulterer i en partition af output data; altså en del af det samlede 
resultat. 
                                                 
40 http://www.lanl.gov/orgs/hpc/roadrunner/pdfs/Roadrunner-tutorial-session-3-web1.pdf - Roadrunner Tutorial, af 
Cornell Wright, 2008. 
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Med de understøttende køstrukturer og implementeringsmekanismer der gives af ALF, er 
programmørens opgave altså reduceret til: 
 
• Programmering af et bibliotek (eller optimering af et eksisterende), så det kan modtage et 
datasæt, opsplitte det, og derefter ved anvendelse af ALF Host API, få distribueret data ud til 
behandling på delopgave instanser, der kører parallelt på det antal SPE enheder der er 
tilgængelige. 
 
• Programmering af delopgaver i henhold til ALF Accelerator API. Dette er opgaverne der 
skal afvikles parallelt på SPE enhederne. En instans af en delopgave, skal kunne behandle en 
enkelt work block ad gangen. 
 
Pseudokode eksemplet i Tabel 12, baseret på egne eksperimenter, viser i overordnede træk hvordan 
man anvender ALF Host API i det optimerede bibliotek: 
 
#include "alf.h" 
 
alf_init(); // init ALF framework 
nodes = alf_query_system_info(); // how many SPE’s are available? 
task1 = alf_task_create(compute_task1_name, details); // create compute task1 
 
for(i=0; i<in_data_fracts; i+=(size(in_data_fract))) // work block loop 
{ 
 wb = alf_wb_create(task1); // create a work block for task1 
 wb_data_setup_details(wb); // input output buffer and parameter details 
 alf_wb_enqueue(wb); // place in work block queue 
} 
 
task2 = REPEAT_ABOVE; // same for task2 
 
alf_task_finalize(task1); // process task1 
alf_task_finalize(task2); // process task2 
alf_task_wait(task1); // blocking wait for task1 completion 
alf_task_wait(task2); // blocking wait for task2 completion 
results_are_ready_do_something(); // show results 
Tabel 12. Pseudokode for brug af ALF. En del detaljer er udeladt. Forudsætter at der er findes to compute tasks 
(task1 og task2), som kan kaldes. Behandlingen af work blocks starter, så snart de placeres i køen. En work 
block er en specifikation af parametre, og af hvor data skal overføres til og fra i den delte hukommelse, og altså 
ikke det fysiske data. 
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Programmeringen af delopgaver / compute tasks til SPE enhederne igennem ALF Accelerator API, 
foregår ved at man inkluderer filen alfaccel.h og implementerer tre funktioner som udgør 
delopgavens interface overfor ALF: 
 
ALF compute task
Prepare_input Do_computation Prepare_output
Input
buffer
Output
buffer
Process
data
 
Figur 10. De tre grundlæggende interface funktioner i en ALF delopgave. Internt i delopgaven arbejdes med en 
input data buffer og en output data buffer, styret af ALF. På input bufferen leverer ALF transparent double 
buffering. Den funktion der i dette tilfælde er navngivet Do_computation, kan betragtes som tilsvarende en 
main funktion i et almindeligt C eller C++ program. Her programmeres det nødvendige for at løse delopgaven. 
I Prepare_input modtages delopgavens work block, og en DMA overførsel startes for at fylde input bufferen. 
I Prepare_output, overføres resultatet fra output bufferen tilbage til den delte hukommelse. 
 
De tre funktioner skal altid eksistere, men navnene er dog valgfrie, da de eksplicit eksporteres fra 
delopgaven og eksplicit angives når delopgaven oprettes via ALF Host API. 
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Opsamling på gennemgangen af ALF 
Det er vigtigt at bemærke, at ALF angives som værende i produktionskvalitet, og også virker yderst 
gennemarbejdet. Det er som sådan heller ikke platformsafhængigt, da det er en åben specifikation, 
som kan implementeres til andre lignende maskinarkitekturer. En teknisk detalje der stadig ikke 
undgås, er begrænsningen på 256 KB som udgøres af SPE enhedernes local stores. Denne grænse 
må ikke overskrides; det gælder både i forbindelse med programkode størrelse + runtime 
hukommelsesforbrug (stak) + dynamisk allokeret hukommelse (heap), og også med hensyn til den 
automatiske buffering af work blocks. Samlet må de 256 KB ikke overskrides.  
 
I tilfælde hvor partitioneringen af input eller output data i sig selv er en krævende opgave, kan dette 
afvikles primært på SPE enhederne i stedet for på primært på PPE enheden. Det kaldes accelerator 
data partitioning, mens den simplere metode kaldes host data partitioning. Det er vigtigt, at være 
opmærksom på at begge muligheder eksisterer. 
  
Kapitel 4 - Eksperimenter 
Der udføres to eksperimenter til yderligere udforskning af tilgængeligheden, anvendeligheden og 
udbyttet af CBEA processoren igennem abstraktionsformerne i IBM SDK for Multicore 
Acceleration Version 3.0. Disse eksperimenter dokumenteres i dette kapitel. 
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Fremgangsmåde 
Eksperimenterne tager udgangspunkt i det kendskab der er opbygget til IBM SDK for Multicore 
Acceleration Version 3.0, både igennem foregående kapitels arbejde, samt igennem indledende 
afprøvning af de forskellige programeksempler der følger med SDK’et. Der opstilles følgende 
beslutninger om fremgangsmåden: 
 
• Brug C++. Der programmeres så vidt muligt i C++ frem for C. Alle eksempler der følger 
med SDK’et er skrevet i C, men jeg vælger at bruge lidt ekstra tid på at udføre 
eksperimenterne i C++. Det gøres af hensyn til den bedre indkapsling og overskuelighed, 
samt muligheden for smartere implementation, som følger med det objektorienterede C++.  
 
• Brug vektorinstruktioner på SPE enhderne. Vektorinstruktioner udnyttes så vidt muligt i 
eksperimenterne, da det er nødvendigt for at realisere SPE enhedernes fulde potentiale. 
Dette gøres ved at anvende vektor datatyperne. 
 
• Ydelsesmålinger. Der tages udgangspunkt i en sekventiel udgave af et program. Dette 
compiles i samme form til PowerPC platformen og til x86 platformen, og der foretages 
ydelsesmålinger (i wall-clock time41) på udvalgte tidsintensive stykker af programmet. Disse 
målinger tjener som reference i forhold til de efterfølgende målinger på den paralleliserede 
udgave der programmeres til CBEA processoren. For ikke at favorise en platform frem for 
en anden, anvendes kraftige compiler optimeringer (”–O3”) konsekvent.  
 
• Brug velorganiseret byggemiljø. Med tre forskellige målarkitekturer (x86, PowerPC og 
CBEA processoren), er det vigtigt at organisere programmets filer overskueligt. Filerne til 
den sekventielle udgave af programmet, er delte mellem PowerPC og x86. Den 
paralleliserede udgave til CBEA processoren skal genanvende så mange af de delte filer som 
muligt, og derudover være udvidet med særlige filer. Der anvendes Make og tre forskellige 
makefiles til automatisk at bygge programmet til de tre forskellige målarkitekturer. 
 
                                                 
41 Wall-clock time: En ofte brugt betegnelse indenfor performancemålinger på software. Det betyder ganske enkelt at 
man måler tidsforbrug i sekunder brugt på at afvikle en opgave. 
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• Parallel algoritme design – brug Patterns for Parallel Programming. De fire design 
spaces følges, for at have en metodisk tilgang til designet af parallelle algoritmer.  
 
• Abstraktion over de tekniske detaljer. Eksperimenterne udføres med ALF som 
abstraktion over CBEA processorens tekniske detaljer. 
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Eksperiment 1 – et optimeret bibliotek til billedbehandling 
Det første eksperiment er inspireret af et studiejob indenfor software til realtidsanimation til TV, jeg 
havde. Her var der fra tid til anden behov for at implementere forskellige effekter på billeder og 
video, som var udfordrende for processorkraften. Den tænkte opgavebeskrivelse lyder: 
 
HD billedformatet er nu standarden indenfor TV og video verdenen. Billedeffekter på HD formatet 
er meget krævende pga. den store datamængde. Implementer et bibliotek med metoder til 
billedeffekter som optimeres igennem parallelisering. Start som eksempel med en metode til 
vilkårlig rotation af et billede.  
 
Som udvidelse kunne der være tale om alle andre tænkelige billedeffekter. Erfaringerne fra 
eksperimentet vil være af generel relevans for billed- og videobehandlingsopgaver. 
 
Kildekode til eksperimentet findes i det seperate bilag med projektets kildekode. Se iøvrigt  
”Kapitel 6 – Bilag:Dokumentation – Eksperiment 1” som supplement til afsnittet. 
Sekventiel udgave 
Der er med vilje valgt et overskueligt og velafgrænset problem, da det er nødvendigt at kunne 
forstå, og beskrive alle dele af det, for at kunne udføre eksperimentet med henblik på det formål det 
skal opfylde, og for at kunne dokumentere det grundigt. Derfor implementerer jeg selv hele 
programmet og rotationsalgoritmen fra bunden, dog med brug af to tilgængelige open source 
biblioteker: Xlib til rendering af billeder til skærmen i Linux X Windows systemet42 og EasyBMP43 
til indlæsning af BMP billeder. 
                                                 
42 http://www.x.org/wiki/Home - X.Org Foundation. 
43 http://easybmp.sourceforge.net/ - EasyBMP Cross-Platform Windows BMP Library. 
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The main program: experiment1.cpp
Loads 24 bit bitmap specified on command line in EasyBMP object
Opens X_gfx object window, HD dimensions
Converts bitmap to points in PointTransformations object
--- transform-and-render heartbeat, 100 iterations ---
Rotates all points, using PointTransformations.Transform method.
Projects and interpolates points to 2D XImage for display, 
using PointTransformations.XImageFromPoints method.
Displays XImage in X_gfx object window using XPutImage (Xlib method).
EasyBMP
3rd party open source
library for loading BMP 
images.
Point (point.h + cpp)
Point in 3D space
defined by floating point 
X, Y, Z coordinates and 
24bit RGB color.
Methods to rotate point 
in space.
X_gfx (x_gfx.h + cpp)
Basic wrapper class
over Xlib. Implements
double-buffering.
PointTransformations
(pointtransformations.h + cpp)
Holds an STL vector<Point>
dynamic array. 
Various methods to manipulate
points array.
 
Figur 11. Diagram over programmets design og opbygning. Programmet foretager en animation af roteringen af 
et billede igennem 100 frames, ved brug af PointTransformations biblioteket. Point klassen er en del af 
en Java 3D package jeg tidligere har implementeret, og er genbrugt fordi den tillader en objektorienteret 
håndtering af pixels i billedet, og understøtter rotation. I dette eksperiment er det kun rotation om Z-aksen – 
altså i 2D - der anvendes. 
 
I eksperimentet fokuseres på de metodekald der udføres i loopet: 
PointTransformations.Transform, 
PointTransformations.XImageFromPoints. De er interessante både fordi de udføres 
mange gange, og også fordi det er i disse metoder den tidskrævende behandling af store 
datamængder udføres. Tegningen af billedet til skærmen med XPutImage foretager ikke 
væsentlige beregninger, og parallelisering af denne fravælges.  
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Parallel udgave 
PointTransformations.Transform og 
PointTransformations.XImageFromPoints forsøges begge optimeret igennem 
parallelisering. 
 
Design Space 1 - Finding Concurrency 
PointTransformations.Transform: Problemet lægger op til dataparallelitet. Der arbejdes 
på en mængde med et stort antal Point objekter – 1920 · 1080 i alt. Hvert at disse kan roteres 
uafhængigt af de andre. Her er altså et match med Data-Decomposition mønstret. 
 
PointTransformations.XImageFromPoints: I dette tilfælde er paralleliseringen ikke så 
ligetil. Der er i virkeligheden tale om to betydelige dele i problemet: Først skal mængden af Point 
objekter projekteres til en 2D billedbuffer. Derefter skal 2D billedbufferen interpoleres for 
ujævnheder – i den sekventielle algoritme gøres dette med en algoritme der udfører et moving 
window gennemløb af 2D billedbufferen. Hvis en pixel er sort (baggrundsfarven), sammenlignes 
den med sine 8 nabo pixels og interpoleres hvis den er forskellig fra mere end 5 nabo pixels. Denne 
simple interpolationsmetode genbruges i den parallelle udgave. På trods af, at der er to delopgaver, 
kan Task-Decomposition mønstret ikke anvendes, da interpoleringen afhænger af at hele 
projektionen er udført; derfor kan delopgaverne ikke udføres parallelt.  
 
Projektionsopgaven matcher heldigvis Data-Decomposition mønstret, da hvert enkelt Point objekt 
kan projekteres til 2D billedbufferen uafhængigt af de andre. Der eksisterer således mulighed for 
parallelitet indenfor denne delopgave. 
 
Interpoleringsopgaven er mere kompliceret. Der er en ubrydelig dataafhængighed mellem en pixel 
og dens naboer. Hvis man forestiller sig at første pixel interpoleres til en ny værdi, hvorefter vinduet 
flyttes til dens nabopixel – så afhænger interpoleringen i det nye vindue, af den forrige beregnede 
værdi. Der synes ikke at være større delopgaver indenfor interpoleringen af en enkelt pixel, så det 
kan ikke betale sig at forsøge med med Task-Decomposition mønstret. Data-Decomposition 
mønstret kan anvendes ved at interpolere på mindre dele af billedet parallelt, f.eks. blokke af 64 · 64 
pixels. Det vil dog resultere i et mindre korrekt resultat end for den sekventielle algoritme. Jeg vil 
gøre forsøget med denne metode alligevel, da forskellene forventes at være minimale og kun 
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optræde i få tilfælde ved kanterne af de blokke der opdeles i. Evt. kan tydelige fejl langs kanterne 
løses enten ved overlappende blokke, eller ved at gentage interpoleringen to gange, første gang på 
hele billedet, og anden gang på områderne ved kanterne af forrige interpolering. 
 
Design Space 2 – Algorithm Structure 
PointTransformations.Transform: 
Her er et match med Geometric-Decomposition mønstret. Algoritmen skal stå for opsplitningen af 
mængden af Point objekter i delmængder. Disse skal ved brug af ALF, sendes til parallel 
transformation. Delmængderne skal være tilstrækkeligt store til, at de faste omkostninger der er 
forbundet med kommunikationen, reduceres mest muligt. De må dog ikke være for store, både pga. 
den begrænsede lagerplads der er til rådighed på hver SPE enhed, mens også for at algoritmen skal 
kunne skalere over et vilkårligt højt antal SPE enheder. Under Geometric-Decomposition mønstret, 
anbefales det at gøre det let at indstille disse vigtige parametre, f.eks. igennem argumenter til 
programmet, da det kan kræve en del eksperimenteren, at nå frem til den optimale størrelse. 
 
PointTransformations.XImageFromPoints: 
For projektionen er der et match med Geometric-Decomposition mønstret. Algoritmen skal stå for 
opsplitningen af mængden af Point objekter i delmængder. Disse skal ved brug af ALF, sendes til 
parallel projektion på 2D billedbufferen. Med hensyn til størrelsen af delmængden, gælder samme 
som nævnt for PointTransformations.Transform. 
 
Også for interpoleringen er der et match med Geometric-Decomposition mønstret. Algoritmen skal 
stå for opsplitningen af 2D billedbufferen i mindre billedsegmenter. Disse skal ved brug af ALF, 
sendes til interpolering. Med hensyn til størrelsen af delmængden, gælder samme som nævnt for 
PointTransformations.Transform. 
 
Design Space 3 & 4 – Supporting Structures & Implementation Mechanisms 
Disse bliver mindre vigtige at overveje, på grund af den abstraktion over implementationsdetaljerne, 
som gives af ALF. ALF tilbyder det der svarer til Master/Worker mønstret og SPMD mønstret i 
Supporting Structures. Da der i dette problem er tale om ren dataparallelitet, og ikke flere 
forskellige delopgaver, er det SPMD mønstret der anvendes. 
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Implementation 
Klassen PointTransformations er biblioteket der skal optimeres. Main programmet og 
klassens interface forbliver uændret, bortset fra tilføjelse af muligheden for at overføre parametre til 
angivelse af work block størrelse og antal SPE enheder der skal anvendes. Rent praktisk holdes den 
parallelle udgave adskilt fra den sekventielle, ved at duplere til filerne experiment1_parallel.cpp og 
pointtransformations_parallel.h + cpp. 
 
Core_transform.cpp
Setup in-data transfers.
Rotate Point objects.
Setup out-data transfers.
Core_project.cpp
Setup in-data transfers.
Project Point objects.
Setup out-data transfers.
Core_interpolate.cpp
Setup in-data transfers.
Interpolate image blocks.
Setup out-data transfers.
ALFAccelerator (alfaccelerator.h + cpp).
Base class implemented to hide most of the repetitive ALF details.
PointTransformations : ALFAccelerator (pointtransformations_parallel.h + cpp).
Inherits ALFAccelerator. Optimized methods enqueues work blocks for ALF. Interface 
unchanged, except for ALF configuration parameters for fine-tuning performance.
PP
E
SP
E 
1,
2 
.. 
6
DMA LS ↔ RAM
Main program : experiment1_parallel.cpp.
Unchanged, except for ALF configuration parameters for fine-tuning performance.
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Figur 12. Diagram over implementationen, hvor PointTransformations biblioteket er paralleliseret. Der 
anvendes wrapper klassen ALFAccelerator som jeg valgte at bygge oven på ALF (se ”Kapitel 6 – 
Bilag:Dokumentation – ALFAccelerator base klassen”). 
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Erfaringer og resultater 
Tekniske udfordringer: Ved implementeringen af eksperimentet, opstod flere tekniske 
udfordringer, hvor hver enkelt kunne tage både timevis og dagevis at løse. En del af disse var 
generelle problemer for alle C og C++ opgaver i et relativt nyt og ukendt udviklingsmiljø: De 
rigtige biblioteker skulle linkes ind, indlæring var nødvendig for at kunne bruge open source 
bibliotekerne og ALF, compileren skulle gives de rigtige options, makefiles skulle konstrueres osv. 
Disse standardopgaver blev kompliceret yderligere af, at der var tale om cross-compiling fra en 
platform til en anden. Det er dog mere vigtigt, at fremhæve de CBEA processor specifikke 
udfordringer der skulle løses: 
 
• Data alignment viste sig helt nødvendigt at have styr på, da det er et krav for at tingene 
fungerer. Mindstekravet er 16 byte aligned adresser på data, mens 128 byte aligned adresser 
anbefales for bedste ydelse. Det betyder, at data som skal overføres via DMA mellem PPE 
enheden og SPE enhederne, skal have en startadresse i hukommelsen som 16 går op i. 
Endnu et krav er, at størrelsen på en overførsel skal gå op i 16 bytes, eller at 16 bytes skal gå 
op i størrelsen – dvs. 1, 2, 4, 8, 16, 32, 64 ... 2n bytes. Størrelsen må heller ikke overskride 
16 KB. Kravene til størrelse på overførsler gav mange problemer under udviklingen, f.eks. 
hvor jeg forsøgte at overføre objekter som fyldte 12 bytes – i et sådant tilfælde må man 
anvende data structure padding, dvs. attributter som kun er til stede, for at opfylde kravet 
om en bestemt størrelse på elementer. Kravene til data alignment gav også meget store 
problemer: For det første medførte det, at der ofte opstod uforståelige fejl, som omhyggeligt 
måtte spores til steder hvor data ikke var alignet korrekt. Derudover betød det også, at jeg 
måtte gå væk fra brugen af det ellers smarte dynamiske STL std::vector array, og 
bruge statiske arrays i stedet. Det kunne muligvis have været løst ved at implementere en 
custom allocator til std::vector. 
 
• Efter tilpasning af kildekoden til data alignment kravene, viste de første målinger meget 
dårlige resultater, og manglende skalering i takt med antal SPE enheder i brug. Der var en 
flaskehals et sted. Efter større undersøgelser, blev den identificeret som værende i 
dataoverførslerne. Dette hang ikke sammen med min opfattelse af mulighederne med ALF 
og CBEA processorens store båndbredde. På trods af, at tilsvarende dårlige resultater var 
opnået i et andet projekt med ALF (”Scientific Programming on the Cell using ALF” [HILL, 
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J. (2007)]), mente jeg der måtte være en løsning. Først omskrev jeg kildekoden til at udføre 
accelerator data partitioning fremfor host data partitioning. Det gav dog ingen betydelig 
forbedring. Problemet viste sig til sidst at kunne løses, ved at undgå gentagen allokation og 
deallokation af større hukommelsessegmenter – i stedet indførte jeg buffers til Point 
objekter og 2D billedbufferen som medlemmer i klassen PointTransformations. 
Disse buffers allokeres ved konstruktion af klassen, og deallokeres ved destruktion af 
klassen. Herefter oplevedes den forventede skalering over antallet af SPE enheder i brug. 
Forespørgsler og søgning på IBM DeveloperWorks forum44, tyder på at det er en flaskehals, 
som PS3’ens HyperVisor er ansvarlig for, og som ikke ville være opstået på en IBM 
BladeCenter maskine. 
  
• SPE enhedernes begrænsede local stores på 256 KB, voldte indirekte problemer. Problemet 
var ikke så meget, at det var svært at holde programmets hukommelsesbrug indenfor 
grænsen, men mere at brugen af C++ og GCC compileren spu-g++ resulterede i en 
eksekverbar fil på omkring 200 KB, selv med kun få liniers kildekode. Dette fik jeg dog hen 
ad vejen løst, ved at bruge de rigtige compiler flags, særligt ”–fno-exceptions”, som slår 
C++ exception handling fra. Det var også nødvendigt at undgå brugen af C++ new og 
delete til dynamisk allokering af hukommelse, da disse resulterede i en tilsvarende stor 
eksekverbar fil. I stedet måtte jeg anvende SDK’ets funktioner _malloc_align og 
_free_align. 
 
Det er vigtigt at bemærke, at de tekniske udfordringer der kostede så meget tid i eksperimentet, ikke 
var deciderede fejl, men blot besværlige og ulogiske elementer, der var med til at gøre indlæringen 
og opstarten på udvikling til CBEA processoren igennem SDK’et kompliceret og tidskrævende. En 
compiler som kunne sørge for korrekt alignment af data, kombineret med bedre fejlmeddelelser fra 
ALF, ville være skridt på vejen mod at gøre det lettere at arbejde med CBEA processoren, ligesom 
eksempler på kildekode og makefiles for C++ frem for kun C kunne have været en stor hjælp. 
                                                 
44 http://www.ibm.com/developerworks/forums/thread.jspa?threadID=247772&tstart=15 - developerWorks : Power 
Architecture : Cell Broadband Engine Architecture forum : SDK 3.0 ALF on PS3 - data transfers ... 
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Programmering til SPE enhederne: Tilgangsvinklen til programmering af SPE enhederne, var at 
anvende C++ og ikke foretage andre optimeringer, end at anvende vektor datatyperne. I forbindelse 
med vektor datatyperne introduceredes en del omkostninger i form af konvertering mellem vektor 
datatyper og skalare datatyper – alternativet havde været at anvende vektor datatyper til de 
forskellige datastrukturer allerede i kildekoden til PPE enheden. Valget faldt dog på at overføre 
Point objekter direkte til SPE enhederne, og det var truffet ud fra ønsket om at benytte 
objektorienterede metoder, og holde den sekventielle kildekode der var udgangspunktet, så uændret 
som muligt. Endnu en ting der var nødvendig, var at flytte rotations- og projektionsberegningerne 
fra Point klassen til de accelererede funktioner på SPE enhederne - fordi der var brug for fire 
Point objekter ad gangen i beregningerne, igen pga. vektor datatyperne. Der blev givet direkte 
tilgang til de tidligere private attributter i Point klassen. Point klassen blev altså reduceret til en 
minimal objektstruktur (point_spu.h + cpp), i forhold til den oprindelige Point klasse. 
 
DMA overførsler og scatter / gather kommunikation:  
I PointTransformations.Transform var der tale om en mapping af en mængde uordnede 
Point objekter som input til SPE enhederne, til en mængde ligeledes uordnede Point objekter 
som output fra SPE enhederne. Der skulle derfor ikke tænkes særligt over kommunikationsmønstret 
i denne opgave – det var muligt, at lade hele overførslen ske som en enkelt samlet DMA overførsel 
af x bytes fra startadressen på SPE enhedens output buffer, til et sammenhængende område i den 
delte hukommelse. 
 
Med projektionen i PointTransformations.XImageFromPoints forholdt det sig 
anderledes, da hvert Point objekt i input mængden skulle kunne mappes til en vilkårlig pixel 
indenfor 2D billedbufferen i den delte hukommelse som output; altså kan man ikke en enkelt samlet 
DMA overførsel i dette tilfælde. Dette valgte jeg at løse ved at indføre et mapping array med X,Y 
koordinater, som indekserer et array af RGB værdier i SPE enhedens output buffer hen på vilkårlige 
elementer i 2D billedbufferen i den delte hukommelse – det illustreres med Figur 13: 
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Source: Local store output buffer
RGB value d3
RGB value c2
RGB value b1
RGB value a0
(X, Y) →
offset 9
3
(X, Y) →
offset 4
2
(X, Y) →
offset 7
1
(X, Y) →
offset 2
0
Mapping array
RGB value d9
8
RGB value b7
6
5
RGB value c4
3
RGB value a2
1
0
Shared memory 2D 
image buffer
DMA
 
Figur 13. Scatter-gather kommunikationsmønster mellem ordnede elementer i local store på SPE enhederne og 
spredte elementer i den delte hukommelse. 
 
Særligt scatter-gather kommunikationsmønstre, nævnes som et af de områder hvor CBEA 
processoren distancerer sig i forhold til konventionelle processorer, og bryder med Von Neumann 
flaskehalsen: 
 
“One of the DMA transfer methods of the SPE supports a list, such as a scatter-gather list, of DMA 
transfers that is constructed in the local storage of an SPE. Therefore, the DMA controller of the 
SPE can process the list asynchronously while the SPE operates on previously transferred data. In 
several cases, this approach to accessing memory has led to application performance exceeding 
that of conventional processors by almost two orders of magnitude. This result is significantly more 
than you expect from the peak performance ratio (approximately 10 times) between the Cell/B.E. 
processor and conventional PC processors. The DMA transfers can be set up and controlled by 
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the SPE that is sourcing or receiving the data, or in some circumstances, by the PPE or another 
SPE.” [AREVALO, A. et al (2008)]. 
 
I core_project.cpp, i accelerator data partitioning funktionen 
project_output_dtl_prepare, anvendes fire DMA overførselslister til at overføre RGB 
værdier til 2D billedbufferen. De vil dog ikke give maksimal ydelse, da størrelsen på hver 
overførsel der sættes op i listerne kun er 4 bytes (størrelsen på unsigned long; en RGB værdi for en 
pixel). Den optimale overførselsstørrelse angives til at være et multiplum af 128 bytes. At der 
anvendes fire lister frem for bare en, skyldes igen de komplicerede data alignment udfordringer man 
stilles overfor med CBEA processoren: Hvis man placerer elementer på mindre end 16 bytes i en 
DMA overførselsliste, træder 16 byte alignment i kraft automatisk, og den korte forklaring på hvad 
det medfører, er at tingene absolut ikke virker efter hensigten hvis man forsøger at placere gentagne 
elementer af 4 bytes i en DMA overførselsliste. Med fire lister, og en individuel offset værdi på 
henholdsvis 0, 4, 8 og 12 bytes for hver, kan man omgå dette problem45. I eksperimentet lykkedes 
det dog ikke at få det til at fungere – der vedblev at være en fejl, hvor det ser ud til at de fire DMA 
overførselslister, overfører de samme RGB værdier og ikke forskellige. Om det i det hele taget er 
muligt at løse det indenfor rammerne af ALF, er uklart. I core_interpolate.cpp, i accelerator data 
partitioning funktionen interpolate_output_dtl_prepare, er et velfungerende eksempel på en DMA 
overførselsliste til scatter-gather kommunikation. Den overfører sammenhængende dataelementer 
på over 16 bytes. 
 
                                                 
45 http://www.ibm.com/developerworks/forums/thread.jspa?messageID=13891596&#13891596 - developerWorks : 
Power Architecture : Cell Broadband Engine Architecture forum : DMA list issues ... 
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Resultater: Til ydelsesmålingerne implementerede jeg klassen Wallclock (wallclock.h + cpp), 
som gør det let at starte og stoppe timers, og få oplyst gennemsnitlig tid over et antal målinger. 
Kørslen af målingerne er gentaget fire gange, med 10 minutters mellemrum, for bedre at udjævne 
evt. påvirkninger fra operativsystemopgaver. De anvendte resultater er altså gennemsnittet af fire 
adskilte kørsler, hvor resultatet af hver kørsel, er gennemsnittet over 100 iterationer. Kørslerne er 
foretaget med kommandoerne: 
 
./experiment1_ppe hd.bmp 0.1 
./experiment1_x86 hd.bmp 0.1 
./experiment1_cbea hd.bmp 0.1 [NUM_SPES] 1024 1 
 
PointTransformations.Transform
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
Number of SPEs used
Se
co
nd
s
x86 0,23375 0,23375 0,23375 0,23375 0,23375 0,23375
PPE 0,58151925 0,58151925 0,58151925 0,58151925 0,58151925 0,58151925
CBEA 0,1187005 0,0688805 0,04901525 0,0409345 0,02610925 0,0230035
1 2 3 4 5 6
 
Figur 14. PointTransformations.Transform ydelsesmålinger. 
 
PPE enheden viser sig, som ventet, at være betydeligt langsommere end x86. Det er interessant at 
se, at den paralleliserede version til CBEA processoren er hurtigere allerede ved brug af kun en SPE 
enhed. Det kan skyldes anvendelsen af både vektor datatyperne og fused multiply-add og fused 
multiply-subtract. Det maksimale udbytte af parallelisering til CBEA processoren i forhold til x86, 
ved udnyttelse af seks SPE enheder, er en ca. ti gange højere ydelse. 
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PointTransformations.XImageFromPoints (Project)
0
0,1
0,2
0,3
0,4
0,5
0,6
Number of SPEs used
Se
co
nd
s
x86 0,0931 0,0931 0,0931 0,0931 0,0931 0,0931
PPE 0,347399 0,347399 0,347399 0,347399 0,347399 0,347399
CBEA 0,50417925 0,26559325 0,18460075 0,14625175 0,11552475 0,073838
1 2 3 4 5 6
 
Figur 15. PointTransformations.XImageFromPoints (Project) ydelsesmålinger. 
 
I dette tilfælde er udbyttet ved parallelisering til CBEA processoren langt fra lige så godt. Igen ses 
at PPE enheden er flere gange langsommere end x86. Den paralleliserede version til CBEA 
processoren, er endnu langsommere ved kun en SPE enhed, men skalerer jævnt i takt med at flere 
SPE enheder udnyttes. Det er dog først ved seks SPE enheder, at CBEA processoren bliver 
hurtigere end x86. Problemet kan her være, som tidligere diskuteret, at der er tale om maksimalt 
spredt scatter-gather kommunikation; det giver en uoptimal udnyttelse af DMA overførselslister. 
Dette, kombineret med problemerne med overførsel af elementer på mindre end 16 bytes, giver 
grund til at konkludere, at det er vigtigt at organisere data på en måde, så der kan overføres større 
sammenhængende datamængder af gangen end der sker i dette tilfælde. 
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PointTransformations.XImageFromPoints (Interpolate)
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
Number of SPEs used
Se
co
nd
s
x86 0,09995 0,09995 0,09995 0,09995 0,09995 0,09995
PPE 0,42344075 0,42344075 0,42344075 0,42344075 0,42344075 0,42344075
CBEA 0,103111 0,05529275 0,0395955 0,03253375 0,02327775 0,02063825
1 2 3 4 5 6
 
Figur 16. PointTransformations.XImageFromPoints (Interpolate) ydelsesmålinger. 
 
Her ses igen et bedre udbytte af parallelisering til CBEA processoren. PPE enheden er, som 
forventet, igen flere gange langsommere end x86. Allerede ved udnyttelse af en SPE enhed, er 
CBEA processoren på niveau med x86. Ved udnyttelse af seks SPE enheder, er CBEA processoren 
næsten fem gange hurtigere end x86. Grunden til at der kun opnås halvt så højt udbytte som i det 
første tilfælde, kan være at der her ikke anvendes vektor datatyper på SPE enhederne, men uændret 
skalar kildekode – tilmed med mange løkker og forgreninger. 
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Opsamling på eksperimentet: Først må påpeges, at der kunne være implementeret en mere 
effektiv algoritme til rotation af et billede (det hele kunne klares i et gennemløb, og interpolering 
kunne undgås ved at foretage rotationen omvendt; med udgangspunkt i destinations pixels). Det 
vigtige er dog, at opgaven fungerede godt til at udforske mange relevante aspekter vedrørende 
programmering af CBEA processoren. ALF viste sig at levere en relativt høj abstraktion, og var 
velfungerede og stabilt. Der skal en del linier kildekode til opsætning af delopgaver, men en stor del 
af dette kunne skjules igennem ALFAccelerator baseklassen, jeg implementerede oven på. 
Derefter var det blot et spørgsmål om at sætte work blocks i kø og implementere de optimerede 
funktioner til SPE enhederne. Disse kunne programmeres alene med brug af C++ og vektor 
datatyperne. Abstraktionsformens fordele falder dog igennem på et punkt: Pointer aritmetik og data 
alignment arbejde skal udføres omhyggeligt, og er helt afgørende at have styr på i forbindelse med 
partitionering af data og DMA overførsler. 
 
Generelt var resultaterne opløftende, og viste at der med en sekventiel, dataorienteret, applikation 
afviklet på x86 som udgangspunkt, er mulighed for en ti gange bedre ydelse, ved parallelisering til 
CBEA processoren igennem ALF. Det er vel at mærke med anvendelse af vektor datatyper, som 
den eneste optimering til SPE enhederne. Også helt uændret ikke-vektoriseret kildekode kørte uden 
problemer på SPE enhederne og gav omkring fem gange ydelsesforbedring i forhold til x86; det var 
tilfældet med interpoleringsalgoritmen. Resultaterne viser også, at det ikke bare er en fordel, men 
helt nødvendigt, at parallelisere tidskrævende kode der skal køre på CBEA processoren, da PPE 
enheden alene er meget langsom. 
 
Det fungerede godt at lade ”Patterns for Parallel Programming” styre tankegangen igennem 
paralleliseringsprocessen. Metoden hjælper med at finde frem til løsningsmulighederne, og lige så 
vigtigt – med sin gennemgang af de fire design spaces, fungerer den som et redskab til, at sikre 
struktureret dokumentation over designovervejelser. 
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Eksperiment 2 – Sudoku opgaver og backtracking algoritmen 
Til det andet eksperiment har ønsket været, at finde frem til et mere logikorienteret problem – i 
modsætning til det første eksperiment, som var meget dataorienteret. Valget er blevet: 
 
Sudoku opgaver kan løses ved at anvende en backtracking algoritme. Dette kan dog være 
tidskrævende.  Implementer en parallel udgave af backtracking algoritmen til løsning af Sudoku 
opgaver til CBEA processoren. Målet er at få den til at løse svære Sudoku opgaver hurtigere end 
den sekventielle algoritme. 
 
Sudoku falder indenfor gruppen af ?P-komplette problemer; problemer hvor et givent 
løsningsforslag hurtigt kan valideres, men hvor der ikke findes nogen anden sikker måde at finde en 
løsning på, end at afprøve alle kombinationer. Kompleksiteten af sådanne problemer stiger 
eksponentielt, og i praksis medfører det, at problemerne hurtigt bliver uløselige i takt med at der 
tilføjes ekstra dimensioner46. For Sudoku betyder det, at der for opgaver med 9 · 9 felter (den mest 
populære type) sagtens kan findes en løsning via backtracking algoritmen på under et sekund, mens 
det allerede med 16 · 16 felter kan tage timevis. Med endnu større opgaver bliver det et uløseligt 
problem47. Forventningen er derfor selvfølgelig ikke, at en parallel backtracking algoritme kan løse 
Sudoku opgaver af vilkårlig størrelse og kompleksitet. I stedet er målet med eksperimentet, at 
undersøge om det er muligt at få løsningen af de problemer der ligger indenfor grænserne af hvad 
der er muligt, til at foregå hurtigere ved anvendelse af en paralleliseret backtracking algoritme. I 
artiklen ”A Survey of Parallel Search Algorithms for Discrete Optimization Problems” [GRAMA, 
A. Y. & KUMAR, V. (1995)], peges på at for nogle applikationer, kan parallelisering af 
backtracking algoritmen være den eneste mulighed for at opnå acceptable svartider. Resultaterne af 
eksperimentet, kan være relevante for anvendelser af backtracking algoritmen indenfor f.eks. 
beslutningssystemer og kunstig intelligens, herunder automatisk parallelisering af programmer 
skrevet i logiksprog som Prolog: I runtime miljøet bag Prolog er backtracking algoritmen et 
essentielt element [CLOCKSIN, W. F. & MELLISH, C. S. (1994). Side 34]. 
                                                 
46 For Sudoku kan forskellige strategier anvendes til at reducere søgerummet / antallet af mulige kombinationer der skal 
afprøves. Det undlades dog i dette eksperiment, for i stedet at fokusere på parallelisering af backtracking algoritmen. En 
lignende opgave, at finde vej igennem en labyrint, kan kun løses med ren backtracking og ikke reduceres via strategier. 
47 http://ing.dk/artikel/86100 - Sudoku – et avanceret matematisk tidsfordriv | Ingeniøren. 
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Kildekode til eksperimentet findes i det seperate bilag med projektets kildekode. Se iøvrigt  
”Kapitel 6 – Bilag:Dokumentation – Eksperiment 2” som supplement til afsnittet. 
Sekventiel udgave 
The main program: experiment2.cpp
Load Sudoku in SudokuSolver object (file specified on command line)
--- performance benchmark loop, 100 iterations ---
Start solving Sudoku using SudokuSolver.Solve method.
Show solution using SudokuSolver.PrintBoard method.
Reset to unsolved state using Sudokusolver.Reset method
SudokuSolver (sudokusolver.h + cpp)
Holds two Sudoku board structures: One is 
active, the other is a backup to allow
resetting to unsolved state.
Provides public methods: Load, Solve, 
PrintBoard and Reset.
 
Figur 17. Diagram over programmets design og opbygning. Klassen SudokuSolver er en generel klasse til 
indlæsning og løsning af Sudoku opgaver af vilkårlig n · n størrelse. Programmet modtager et filnavn via 
kommandolinien, og bruger derefter SudokuSolver klassen. 
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Den sekventielle udgave implementerer den rekursive backtracking algoritme. Algoritmen arbejder 
med Sudoku opgaven repræsenteret som et todimensionelt array, og fungerer ved at starte i 
elementet (række 0, kolonne 0), og derefter arbejde sig igennem de mulige kombinationer, hvoraf 
kun en kan udfylde arrayet hele vejen frem til elementet (n, n) uden at bryde de to regler i Sudoku: 
 
 
Det der gør enhver Sudoku opgave unik, er at 
den er forudfyldt med faste værdier i nogle få af 
felterne. Med udgangspunkt i disse, gælder for 
udfyldelse af resten af felterne: 
 
1. Tallene 1 – 9 skal optræde indenfor hver 
delblok af ni felter, hvert kun en gang. 
2. Indenfor hver række og kolonne af 9 · 9 
felter, må hvert af tallene 1 – 9 ikke 
optræde mere end en gang. 
 
 
      
                   Figur 18. En tom 9 · 9 Sudoku. 
Tabel 13. Opbygningen og reglerne i Sudoku. Forklaret for en standard 9 · 9 Sudoku. 
 
I øvrigt kan antages, at der kun findes en enkelt løsning, da dette altid er et krav til Sudoku opgaver. 
I implementationen stopper backtracking algoritmen derfor så snart der er fundet en løsning. For 
andre typer opgaver kan det være nødvendigt at lade backtracking algoritmen søge videre efter flere 
løsninger. 
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Parallel udgave 
Til parallelisering af Sudoku løsningsalgoritmen, kan det være en fordel at vide at backtracking 
algoritmen, også kan betragtes som en dybde-først søgning i en træstruktur [KNUTH, D. E. 
(2000)]: 
 
0,0
0,1 0,1 0,10,1 0,1 0,1 0,10,10,1
n,nn,n . .
Level 0
Level 1
..
..
Level n · n
1 2 3 4 5 6 7 8 9
1 9
 
Figur 19. For hvert felt (række, kolonne) er ni mulige videre veje. Den rigtige løsning er den vej gennem 
træstrukturen, som kan følges hele vejen fra niveau 0 til niveau n · n uden at bryde reglerne undervejs. 
Kompleksiteten af en traversering af alle muligheder i træstrukturen, er O(nn·n). Begrænsningerne i form af 
spillets regler, vil dog i langt de fleste tilfælde betyde en væsentlig reduktion af søgerummet efterhånden som 
backtracking algoritmen arbejder sig igennem det. Det er dette der giver backtracking algoritmen en stor fordel 
over ren brute-force afprøvning.   
 
Backtracking algoritmen vil altså, forklaret i forhold til illustrationen i Figur 19, bevæge sig 
igennem søgerummet, gående i dybden fra venstre mod højre. De øverste niveauer er mest 
betydende for kompleksiteten af søgningen. Da søgningen går fra venstre mod højre, vil opgaver 
hvor de rigtige valg ligger overvejende i venstre side af træstrukturen på de øverste niveauer, blive 
løst hurtigere end de opgaver hvor det ikke er tilfældet. 
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Design Space 1 - Finding Concurrency 
Ved at betragte træstrukturen som problemets data, bliver det naturligt med en 
paralleliseringsstrategi baseret på Data-Decomposition mønstret. Det er muligt at gennemløbe 
forskellige grene af træet parallelt. Se tilbage på Figur 19; her kunne man allerede mellem niveau 0 
og niveau 1, opsplitte i ni parallelle søgninger. Men hvis man kun opsplitter i ni parallelle 
søgninger, kan der tænkes at opstå et balanceringsproblem: Antag at søgningerne i de første otte 
grene hurtigt afsluttes pga. overtrådte begrænsninger / regler. Så vil den niende søgning køre 
sekventielt på kun en processor, mens de andre processorer ikke anvendes, og det er selvfølgelig 
uhensigtsmæssigt. På samme måde vil algoritmen ikke blive hurtigere end den sekventielle udgave, 
hvis resultatet findes i den af de ni grene der er længst til venstre. En anden mulighed er ultimativt 
at splitte op i alle de knuder der optræder i træstrukturen. Dette vil dog være en meget finkornet 
parallelitet, og kan ikke forventes at være effektivt.  
 
Der eksisterer afhængigheder i opgaven, da resultatet for hver knude afhænger af dens efterfølgere, 
ligesom knuder der er efterfølgere af en knude ikke skal evalueres hvis den overtræder reglerne - 
dette skal håndteres i implementationen. 
 
Alle de parallelle instanser skal have adgang til den konkrete Sudoku opgave – reglerne skal 
checkes mod denne, og det er også denne der definerer søgerummet. Der er ikke behov for 
synkronisering, da der kun vil blive skrevet til dette data en gang, nemlig af den ene parallelle 
instans, som finder den rigtige løsning i sin gren af søgetræet. 
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Design Space 2 – Algorithm Structure 
Her er der to muligheder der bør overvejes: Recursive Data mønstret og Divide and Conquer 
mønstret. Under Recursive Data mønstret, henvises til Divide and Conquer fremgangsmåden for 
opgaver som denne [MATTSON, T. G., SANDERS, B. A. & MASSINGILL, B. (2005). Side 97], 
og det viser sig også ved nærmere undersøgelse, at dette mønster passer bedst på de overvejelser jeg 
allerede har taget op i design space 1: Der peges både på at der skal tages hensyn til load 
balancering, og særligt interessant med henblik på CBEA processoren, at på maskinarkitekturer 
med distribueret hukommelse, kan man overveje om delopgaver skal genereres dynamisk på 
forskellige processorenheder, hvilket vil betyde at data skal flyttes herfra, og over på andre. Det 
pointeres også, at delopgaverne ikke skal være for små, da rekursionen ellers hurtigt kan medføre at 
man har alt for mange delopgaver, hvilket medfører høje omkostninger til styring af disse. 
 
I forhold til overvejelserne i design space 1, hvor den overordnede strategi for algoritmen fastlagdes 
som værende en dataparallel opsplitning af søgetræet, synes det nødvendigt at organisere 
algoritmen omkring selvstændige parallelle delopgaver. Den primære grund er, at delopgaverne kan 
afslutte på forskellige tidspunkter, og at det skal være muligt at styre disse individuelt, for at kunne 
afbryde de igangværende søgninger og returnere resultatet, så snart det er fundet.  
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Implementation 
Klassen SudokuSolver er biblioteket der skal optimeres. Main programmet og klassens interface 
forbliver uændret. Den parallelle udgave holdes adskilt fra den sekventielle, ved at duplere til 
filerne experiment2_parallel.cpp og sudokusolver_parallel.h + cpp. Den valgte strategi, er en 
implementation med statisk opsplitning i delopgaver, hvor antallet af delopgaver kan justeres via 
parametre til programmet. ALF kan håndtere dynamisk load balancering af delopgaverne. Figur 20 
giver et overblik over implementationen. 
  
Core_search.cpp (task 1)
Get Sudoku + search space
definition for this sub-task.
Solve with backtracking.
Send solved board (if solved).
ALFAccelerator (alfaccelerator.h + cpp).
Base class implemented to hide most of the repetitive ALF details.
SudokuSolver : ALFAccelerator (sudokusolver_parallel.h + cpp).
Inherits ALFAccelerator. Optimized method creates sub-tasks, and schedules different parts 
of the search space to each task. Interface unchanged.
PP
E
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E 
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Main program : experiment2_parallel.cpp.
Unchanged.
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Core_search.cpp (task n)
Get Sudoku + search space
definition for this sub-task.
Solve with backtracking.
Send solved board (if solved).
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Figur 20. Diagram over implementationen af det optimerede SudokuSolver bibliotek. 
 
Sammenlignet med eksperiment 1, er der her tale om en anderledes anvendelse af ALF. Følgende 
beskrivelse uddyber, hvordan implementationen paralleliserer løsningen af Sudoku opgaver 
(beskrevet for en standard 9 · 9 Sudoku): 
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1. Den optimerede Solve metode i SudokuSolver biblioteket (på PPE enheden), starter 9, 
81 eller 729 delopgaver, afhængigt af parametre til programmet. Hver af disse delopgaver 
skal afvikles på en SPE enhed. Det er ALF abstraktionsformens opgave, at placere disse på 
SPE enheder. Nogle af delopgaverne må ALF sætte i kø, da der er flere delopgaver, end der 
er SPE enheder. 
 
2. Den optimerede Solve metode i SudokuSolver biblioteket (på PPE enheden), sætter 
derefter en enkelt work block i kø til hver delopgave. Denne work block består til dels af 
den uløste Sudoku opgave, som er ens for hver delopgave, og derudover af en individuel 
definition af søgerummet for den bestemte delopgave. 
 
3. Delopgaverne afvikles nu på SPE enhederne, og hver søger de deres del af det samlede 
søgerum igennem, ved brug af backtracking algoritmen. 
 
4. Imens delopgaverne afvikles på SPE enhederne, venter Solve metoden i SudokuSolver 
biblioteket (på PPE enheden), på at en af delopgaverne finder løsningen. Så snart en løsning 
er fundet, kan de andre delopgaver afbrydes, da en ægte Sudoku kun har en enkelt løsning. I 
praksis implementeres dette ved polling af delopgaverne. Hver gang en af delopgaverne 
skifter status til afsluttet, undersøges om den har fundet løsningen og sendt den tilbage. 
Alternativt kunne dette have været løst smartere uden polling, med events i stedet (ALF 
understøtter events i simpel form). Events var dog en ny og dårligt beskrevet funktionalitet i 
ALF, og der fandtes ingen eksempler på brugen af disse, derfor valgtes den simplere polling 
metode. 
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Erfaringer og resultater 
Erfaringerne fra det første eksperiment, betød at de tekniske udfordringer nu var lettere at 
overkomme. De interessante erfaringer i dette eksperiment, udspringer derfor i stedet af 
udfordringerne med parallelle delopgaver og dynamisk load balancering af disse, samt i afvikling af 
den rekursive backtracking algoritme på SPE enhederne. 
 
Parallelle delopgaver og dynamisk load balancering i ALF: Som alternativ til den beskrevne 
implementation, overvejede jeg oprindeligt, hvordan dynamisk load balancering for Sudoku 
algoritmen kunne implementeres på en måde, så antallet af processorer hele tiden udnyttes fuldt ud. 
En fornuftig fremgangsmåde kunne være, at starte et mindre antal delopgaver op til at starte med, 
som passer til det antal fysiske processorer der er til rådighed. Det kunne f.eks. være 9, som hver 
tildeles en del af søgerummet ved opsplitning på øverste niveau. Efterhånden som nogle af disse 
afslutter uden at finde løsningen, bliver processorer ledige. En besked kunne så sendes til en 
tilfældig delopgave der endnu ikke har afsluttet, om at den skal splitte sit søgerum yderligere op, og 
så at sige afgive en del af det til en ny delopgave. På den måde ville søgerummet blive opsplittet 
dynamisk under afvikling af programmet, ligesom nye delopgaver ville blive startet op dynamisk.  
 
Det blev dog hurtigt klart, at ALF ikke var tilstrækkeligt fleksibelt til at understøtte de overvejelser 
der var inde i billedet: Det er endnu ikke muligt, med ALF, at sende beskeder til/fra kørende 
delopgaver, hverken mellem PPE enheden <-> SPE enheder eller SPE enhed <-> SPE enhed. Det er 
muligt at det vil komme i en senere version af ALF, for IBM SDK for Multicore Acceleration 
Version 3.0 er fortsat i udvikling; ALF har i tidligere versioner faktisk slet ikke understøttet flere 
individuelle delopgaver, som det nu gør. Det er heller ikke muligt, at starte en ny ALF delopgave 
fra en allerede kørende delopgave – det kan kun gøres fra PPE enheden. 
 
Men der fandtes en langt simplere løsning på problemet (som beskrevet i det foregående afsnit 
Implementation) – nemlig at udnytte ALF’s mulighed for dynamisk load balancering. Udfordringen 
med denne løsning ligger i, om der kan findes en velfungerende statisk opsplitning af søgerummet.  
Den skal være tilstrækkeligt finkornet til at antallet af processorer udnyttes effektivt til at reducere 
den tid det tager at løse Sudoku opgaven. Den skal dog også være grovkornet nok til, at selve 
opsplitningen ikke tager for meget tid, og styringen af delopgaver ikke bliver en væsentlig faktor. 
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Valget blev derfor den beskrevne parameteriserbare statiske opsplitning af søgerummet i 
henholdsvis 9, 81 og 729 dele. Heraf fulgte en formodning om, at så mange individuelle delopgaver 
kunne være en meget ineffektiv implementation, med det begrænsede antal SPE enheder der er til 
rådighed. Derfor benyttede jeg mig af, at hver delopgave i virkeligheden indeholder den samme 
programkode, og implementerede to forskellige fremgangsmåder, som vil kunne ses holdt op mod 
hinanden i ydelsesmålingerne: 
 
1. Opsplitning i et variabelt antal individuelle delopgaver (9, 81 eller 729) som hver modtager 
en enkelt work block med definition af deres del af søgerummet. 
 
2. En enkelt delopgave, som modtager et antal work blocks (9, 81 eller 729) der hver 
indeholder en definition på en del af søgerummet. Det viste sig at være muligt at afbryde 
afviklingen så snart en løsning er fundet, dog ikke så let som for individuelle delopgaver. 
 
Programmering af backtracking algoritmen til SPE enhederne: Backtracking algoritmen blev 
overført til SPE enhederne, ved at oprette en reduceret SudokuSolver klasse 
(sudokusolver_spu.h + cpp). Den er reduceret på to punkter: For det første skal den kun håndtere 
selve løsningen af Sudoku opgaven, men ikke indlæsningen af opgaven fra en fil. For det andet, er 
den interne datastruktur til repræsentation af Sudoku opgaven, ændret fra et multidimensionalt 
array, til et array med kun en dimension. Det blev gjort, fordi det var lettere at overføre dette 
mellem PPE enheden og SPE enheder, end at sætte DMA overførsler op for et dynamisk allokeret 
multidimensionalt array.  
 
Selve backtracking algoritmen i metoden Solve er tilpasset, så den kan gives argumenter, som 
definerer en bestemt del af det samlede søgerum, hvori delopgaven skal søge efter en løsning. 
Derudover kan den fungere i stort set uændret form med den rekursive fremgangsmåde. Man bør 
være varsom med rekursion på SPE enhederne pga. den begrænsede mængde local store 
hukommelse, men det er ikke et problem i dette tilfælde, da dybde-først søgning, som backtracking 
algoritmen er en variant af, netop er kendetegnet ved at være meget hukommelseseffektiv. 
 
Som det vil fremgå af resultaterne, var det svært at opnå samme positive ydelsesforbedring i dette 
eksperiment, som i det forrige. Det skyldes, at backtracking algoritmen kører meget langsomt på 
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SPE enhederne. Forskellige tiltag blev afprøvet for at forbedre dette, bl.a. anvendelse af branch 
hints, en ikke-rekursiv implementation af backtracking algoritmen (NonRecursiveSolve og 
WhileSolve i sudokusolver_spu.h + cpp), og en vektoriseret udgave af checket på om reglerne 
opfyldes (VectorizedLegalMove i sudokusolver_spu.h + cpp). Ingen af disse tiltag havde dog 
en positiv effekt. Der foretages, målet med eksperimenterne taget i betragtning, ikke yderligere 
lavniveau kodeanalyse og optimering, men et kvalificeret bud på problemet, er at der foretages 
Load og Store operationer af skalare værdier i hver iteration igennem afviklingen af backtracking 
algoritmen, og at det er disse der er årsag til at backtracking algoritmen afvikles meget langsomt på 
SPE enhederne. Dette understøttes af et indlæg på IBM DeveloperWorks forum48, hvor problemet 
beskrives for A* søgealgoritmen, som har karakteristika der er meget tæt på backtracking 
algoritmens. 
 
Resultater: Da tidsforbrug og ydelsesforbedring mellem sekventiel og parallel udgave, i dette 
eksperiment kan variere meget afhængigt af hvilken Sudoku opgave der skal løses, er målingerne 
blevet udført på seks forskellige 9 · 9 Sudoku opgaver. Kriteriet for udvælgelsen, har været at der 
skulle være både svære / tidskrævende opgaver og lettere / hurtigt løste opgaver.  
 
Også i dette eksperiment, er kørslen af målingerne gentaget fire gange, med et passende tidsrum 
imellem, for bedre at udjævne evt. påvirkninger fra operativsystemopgaver. De anvendte resultater 
er altså gennemsnittet af fire adskilte kørsler, hvor resultatet af hver kørsel, er gennemsnittet over 
100 iterationer. Kørslerne er foretaget med kommandoerne: 
 
./experiment2_ppe puzzle[PUZZLE_ID].txt 
./experiment2_x86 puzzle[PUZZLE_ID].txt 
./experiment2_cbea puzzle[PUZZLE_ID].txt [NUM_SPES] [METHOD 
1=TASKS  2=WORK BLOCKS] [GRANULARITY/LEVEL 0=9 1=81 2=729] 
 
Resultater for to udvalgte Sudoku opgaver blandt de seks, præsenteres i følgende serie af grafer 
(resten findes som bilag). 
 
 
                                                 
48 http://www.ibm.com/developerworks/forums/thread.jspa?messageID=13750939&#13750939 - developerWorks : 
Power Architecture : Cell Broadband Engine Architecture forum : About SPU's load/store method ... 
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Puzzle 1 - Work blocks
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Figur 21. SudokuSolver.Solve ydelsesmålinger. Anvendt metode er 1 delopgave og opsplitning i flere work blocks 
til denne. 
 
Af denne graf kan tolkes tendenser, som er generelle for resultaterne for størstedelen af de seks 
Sudoku opgaver: Afvikling af backtracking algoritmen på kun en SPE enhed, er omkring tre gange 
langsommere end på x86. En opsplitning af søgerummet i 9 dele, er utilstrækkelig, og skalerer ikke 
i takt med at flere SPE enheder tages i anvendelse. En opsplitning i 81 dele er heller ikke 
tilstrækkelig, men 729 dele giver derimod en mere jævn skalering over antallet af processorer der 
tages i anvendelse. Ved anvendelse af seks SPE enheder, løses problemet stadig kun omkring 
dobbelt så hurtigt som på x86 – det passer igen med, at backtracking algoritmen kører omkring tre 
gange langsommere på SPE enhederne end på x86. 
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Puzzle 1 - Tasks
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Figur 22. SudokuSolver.Solve ydelsesmålinger. Anvendt metode er flere selvstændige delopgaver, som hver 
modtager 1 work block. 
 
Løsning af Sudoku 1 med selvstændige delopgaver fremfor flere work blocks til en enkelt 
delopgave, viser følgende tendenser, som igen er gældende for størstedelen af de seks Sudoku 
opgaver: 729 selvstændige delopgaver var for stor belastning for ALF, og medførte store udsving 
og faste omkostninger på omkring 0,5 sekunder – derfor fremgår der ikke resultater for denne 
metode på grafen. Resultaterne for en opsplitning af søgerummet i 9 og 81 dele, fungerer generelt 
bedre (hurtigere), end det var tilfældet med opsplitningen i et tilsvarende antal work blocks. Dette 
kan dog ikke tolkes helt klart, men kan have noget at gøre med at mekanismerne i ALF er 
forskellige for load balancering af delopgaver og load balancering af work blocks. Det er interessant 
at se, at en opsplitning af søgerummet i kun 81 dele, skalerer bedre i takt med antallet af processorer 
i anvendelse, end det var tilfældet ved work blocks metoden. 
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Puzzle 2 - Work blocks
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
Figur 23. SudokuSolver.Solve ydelsesmålinger. Anvendt metode er 1 delopgave og opsplitning i flere workblocks 
til denne. 
 
Igen er en opsplitning af søgerummet i 9 og 81 dele, utilstrækkeligt til at opnå skalering i takt med 
at flere processorer tages i anvendelse. For Sudoku 2, er backtracking algoritmen afviklet på en 
enkelt SPE enhed, lidt langsommere i forhold til x86 end for Sudoku 1. En opsplitning af 
søgerummet i 729 dele er igen det der skalerer bedst, og ved anvendelse af seks SPE enheder, løses 
problemet lidt hurtigere end på x86.  
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Puzzle 2 - Tasks
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Figur 24. SudokuSolver.Solve ydelsesmålinger. Anvendt metode er flere selvstændige delopgaver, som hver 
modtager 1 work block. 
 
Igen ses tendensen med, at resultaterne for en opsplitning af søgerummet i 9 og 81 dele, giver bedre 
resultater, end det var tilfældet med opsplitningen i et tilsvarende antal work blocks. Opsplitningen 
af søgerummet i 81 dele, skalerer ikke ligeså jævnt og tydeligt, som det var tilfældet for Sudoku 1. 
Her skal man dog være opmærksom på, at denne opgave løses meget hurtigere, så det kan være et 
tilfælde af at ydelsesforbedringen ved flere processorer er ubetydelig, i forhold til de faste 
omkostninger der er, ved opstarten og styringen af de mange delopgaver. 
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Opsamling på eksperimentet: Dette eksperiment var interessant som supplement til det første, 
fordi der var tale om en anden form for dataparallelitet – eller vel i virkeligheden en mellemting 
mellem dataparallelitet og opgaveparallelitet. Igen viste ALF sig at være i stand til at håndtere 
opgaven, men der afsløredes også mangler: Beskedudveksling mellem SPE enheder og PPE 
enheden ville være en vigtig udvidelse til ALF, ligesom opstart af nye delopgaver fra SPE 
enhederne kunne være interessant. Men som eksperimentet viste, var det muligt at designe sig uden 
om disse mangler, med en simplere implementation. Et vigtigt resultat der kan noteres af 
eksperimentet, var at ALF fungerede godt og uden væsentlige faste omkostninger, med op til 81 
delopgaver. 
 
Ydelsesforbedringen var mindre positiv end i første eksperiment, pga. backtracking algoritmens 
meget langsomme afvikling på SPE enhederne. Det positive var dog, at der igen kunne ses en klar 
tendens til at den parallelle algoritme kunne skalere, og løse problemerne hurtigere i takt med at 
flere processorer blev taget i anvendelse. 
 
Igen var ”Patterns for Parallel Programming” en stor hjælp, og gav anvisninger der viser sig at være 
meget rammende: F.eks. foreslås under Divide and Conquer mønstret, en løsning hvor delopgaver 
opstår dynamisk undervejs i afviklingen, men det fremhæves også at en løsning meget lig den jeg 
har anvendt i dette eksperiment, kan være det bedste i nogle tilfælde: 
 
“At some level of recursion, the amount of computation required for a subproblem can become so 
small that it is not worth the overhead of creating a new task to solve it. In this case, a hybrid 
program that creates new tasks at the higher levels of recursion, then switches to a sequential 
solution when the subproblems become smaller than some threshold, will be more effective.” 
[MATTSON, T. G., SANDERS, B. A. & MASSINGILL, B. (2005). Side 75]. 
 
Afsluttende vil jeg pege på, at selv om Sudoku som eksempel måske ikke synes direkte relevant i 
forhold til samfundets hverdagsapplikationer, nævnes både backtracking algoritmen og graf 
traversering som meget relevante og udbredte algoritmetyper [ASANOVIC, K. et al (2006)]. 
Applikationer hvor jeg forestiller mig man kunne genanvende meget af eksperimentet, kunne være 
parsning af, og søgning i, XML dokumenter (se f.eks. artiklen ”A Parallel Approach to XML 
Parsing” [WEI, L., CHIU, K. & YINFEI, P. (2006)]). 
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Diskussion 
Dette afsnit skal ses som en opsamling på vigtige elementer og resultater fra projektet. Disse 
elementer og resultater drages ind i diskussionen om, hvad der bør konkluderes på spørgsmålene i 
projektets problemformulering. 
Et paradigmeskift i programmeringen? 
Med litteraturstudiet bag det teoretiske grundlag, har jeg afdækket en enighed blandt kilderne, som 
peger uomtvisteligt på at der eksisterer et alvorligt problem, og at vi befinder os midt i det nu: 
Processorer skalerer fremover ikke i clockfrekvens, men i form af et voksende antal parallelle 
processorkerner. Denne nye form for skalering af processorydelse, vil software ikke kunne drage 
gavn af automatisk, på samme måde som det ellers har været en selvfølge igennem de foregående 
årtier af datalogiens historie.  
 
Det er altså klart, at det herskende paradigme med imperative programmeringssprog og sekventiel 
tankegang i programmeringen, er kraftigt udfordret. Det er dog langt mindre klart, hvilken fremtid 
der venter det. Det er en diskussion som er interessant at tage op, og bidrage til med udgangspunkt i 
den viden og de erfaringer der er opbygget igennem projektet. 
 
Videnskabsteorien bag 
I ”Videnskabens revolutioner”, gives i Stig Andur Pedersens indledende essay, en definition på 
Thomas S. Kuhn’s paradigmebegreb i videnskabsteorien: 
 
”...alment anerkendte videnskabelige resultater, som for en tid giver en gruppe udøvere mønster-
problemer og løsninger...Paradigmet er således bestemmende for forskerens opfattelse af 
virkeligheden, af sit fag, dets metoder og standarder for gyldighed. ?år en forsker arbejder 
indenfor et bestemt paradigme, vil han anskue verdenen på en bestemt måde, som er dikteret af 
paradigmet.” [KUHN, T. S. & ANDUR PEDERSEN, S. (1995). Side 9]. 
 
Her mener jeg det er særligt interessant at bemærke mønsterproblemer og løsninger, for det er disse 
der videregives fra forskerniveau til udviklere af samfundets hverdagsapplikationer igennem bl.a. 
undervisningsforløb og lærebøger. Disse mønsterproblemer og løsninger, indenfor det herskende 
paradigme med sekventiel tankegang i programmeringen, er de kendte algoritmer, datastrukturer og 
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de imperative programmeringssprog. Det arbejde og forskning der udføres indenfor et paradigme, 
indordner sig som normalvidenskab; det gør ikke op med paradigmet, men udforsker det i detaljer 
og hjælper med til at bygge det yderligere op. Derfor betegnes udviklingen indenfor et paradigme 
som kumulativ. 
 
At alternative, konkurrerende, paradigmer opstår, er en naturlig del af den udvikling af et 
paradigme, der sker igennem normalvidenskab. Disse vil være ansporet af anomalier, nye 
opdagelser og videnskabelige revolutioner indenfor det etablerede, normalvidenskabelige, 
paradigme. I en klassisk naturvidenskab med et klart grundlag i naturlove og observerbare 
fænomener, som f.eks. fysik, kunne det være opdagelse og forståelse af nye fænomener, der 
ugyldiggør væsentlige dele af de hidtige antagelser der ligger til grund for et herskende paradigme.  
 
Datalogien som videnskab 
Datalogien som videnskab, adskiller sig dog noget fra klassiske naturvidenskaber, og historisk set 
har det været en diskussion om datalogien overhovedet er en videnskab, blot et værktøj i andre 
videnskaber eller en gren af matematikken. I artiklen ”Computing is a Natural Science” 
[DENNING, P. J. (2007)] gives et opdateret syn på denne problemstilling:  
 
”Computer science is no longer a science of just the artificial. It is the study of information 
processes, natural and artificial.” 
 
Begrundelsen for dette, er at man er begyndt at kunne argumentere for, at informationsprocesser, 
algoritmer og beregninger er naturligt forekommende og observerbare. Eksempler der gives i 
artiklen, er bl.a. hvordan naturen gemmer information i DNA og udfra dette kan genskabe nye 
organismer; eller hvordan man kan observere menneskers skabelse af sociale netværk, og søgning 
efter informationer på internettet. Datalogien kan både handle om udforskningen af disse naturligt 
forekommende informationsprocesser igennem computere, men også om at blive inspireret til nye 
fremskridt indenfor datalogien ud fra disse observationer. 
 
Datalogien er dog fortsat også i høj grad en anvendt videnskab – og om dette kaldes videnskab eller 
ingeniørdisciplin er mindre væsentligt. I den tidligere artikel, ”Computing as a discipline” 
[COMER, D. E. et al (1989)], hvor Peter Denning også var blandt forfatterne, udpeges to 
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hovedområder for kompetence indenfor datalogien: Discipline-Oriented Thinking og Tool Use. 
Dette projekt falder under det første af de to områder, som en datalogisk undersøgelse af, hvordan 
der kan skabes bedre værktøjer til programmering af parallelle maskinarkitekturer. 
 
Alternative paradigmer 
Det herskende paradigme med sekventiel tankegang i programmeringen, udfoldes på et kunstigt 
menneskeskabt fundament, nemlig den sekventielle Von Neumann maskinarkitektur. Udfordringen 
med multicore, og på længere sigt manycore, processorer, er en alvorlig anomali i fundamentet bag 
paradigmet, og er med til at anspore nye alternative paradigmer. 
 
Et egentligt paradigmeskift sker ikke pludseligt, men over tid. Paradigmeskiftet er heller ikke 
nødvendigvis åbentlyst mens det er i udvikling, men først efter det er gennemført: 
 
”Et nyt, alternativt paradigme vil ifølge sagens natur i starten stå svagt. Det har ikke det gamle 
paradigmes omfattende system af begreber, metoder og teorier... efterhånden som det nye 
paradigme udvikles, vil det begynde at true det gamle som et egentligt alternativ. De to paradigmer 
vil bekrige hinanden. Der vil opstå et modsætningsforhold mellem de to paradigmer, som meget vil 
ligne tilstandene under en revolution... På et eller andet tidspunkt vil det ene paradigme vinde, 
hvorimod det andet vil uddø.” [KUHN, T. S. & ANDUR PEDERSEN, S. (1995). Side 12 - 13]. 
 
Vi befinder os midt i udviklingen af de alternative paradigmer netop nu. Igennem projektets 
teoretiske grundlag, koblet med empirien og eksperimenterne, er det blevet klart for mig, at der kan 
være flere veje igennem situationen og at hver af disse er belagt med forskellige abstraktionsformer 
der kan hjælpe softwareudviklere sikkert - eller mindre sikkert - igennem. Hvilke 
abstraktionsformer der bliver fremherskende og succesfulde, vil vise sig – formentlig indenfor få år, 
da behovet er meget presserende: Vi kan forvente processorer med otte processorkerner på 
forbrugermarkedet i år 2009 - 2010, og med et tidsperspektiv på 10 år forventes mulighed for flere 
hundrede processorkerner [STENSTROM, P. (2007)]. For næste generation af CBEA 
processoren49, som kan være på markedet allerede år 2010, er planen at levere 2 PPE enheder og 32 
SPE enheder på en processor. De leverandører indenfor softwarebranchen, som ikke sørger for at 
                                                 
49 http://www.ibm.com/developerworks/forums/thread.jspa?threadID=226138&tstart=0 - developerWorks : Power 
Architecture : Cell Broadband Engine Architecture forum : Cell roadmap ... 
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levere produkter der udnytter mulighederne for ydelsesforbedring, vil tabe til de velforberedte, som 
leverer software der kan skalere i ydelse og tilbyde nye avancerede funktionaliteter i takt med 
udviklingen.  
Hvad vil der ske? 
Det kan selvfølgelig endnu ikke med sikkerhed siges hvordan situationen vil udvikle sig, men med 
velovervejet fremskrivning af de muligheder og tendenser der er fundet frem til i det teoretiske 
grundlag, koblet med erfaringer fra empirien og eksperimenterne, opstilles og analyseres i Tabel 14, 
Tabel 15 og Tabel 16, tre rivaliserende retninger for udviklingen af situationen: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Kapitel 5 – Efterbehandling og afrunding. 
 
Side 112 af 154. 
Den pragmatiske vej 
Situationens udvikling: De eksisterende imperative sprog bibeholdes, men udvides med 
frameworks som højere abstraktionsform for parallelprogrammering. Programmøren skal eksplicit 
angive de overordnede muligheder for parallelitet, mens standardiserede og genbrugbare 
mekanismer i frameworket, sørger for resten. Lettilgængelige metoder, som ”Patterns for Parallel 
Programming”, kombineret med de faste mønstre for brug som frameworks definerer, vil gøre 
design og implementering af parallelle algoritmer, til en mindre kompleks opgave. Gradvist kan 
automatisk parallelisering supplere den eksplicitte parallelisering: Tendensen er, at deklarative 
sprog og egenskaber flyder ind i traditionelt imperative miljøer (som det ses på .NET platformen 
med LINQ og F#), og grænsen mellem de to klasser af sprog bliver mindre udtalt – ikke et enten-
eller valg men både-og, hvor man tager det bedste fra begge. I nogle tilfælde vil paralleliserings-
problemstillingen helt kunne undgås, ved brug af software komponenter der leveres som del af et 
SDK eller fra tredjepart. I det tilfælde er det leverandørens opgave, at opdatere komponenten så 
den effektivt udnytter parallelle maskinarkitekturer. 
 
Fordele: Giver mulighed for en gradvis tilvænning, og en udvikling hvor først og fremmest de 
tidskritiske dele af sekventiel kildekode paralleliseres. Indenfor eksisterende udviklingsmiljøer, 
kan man begynde at udnytte parallelle maskinarkitekturer med begrænset indsats, og med høj 
abstraktion over den kompleksitet der traditionelt har været forbundet med parallelprogrammering.  
Allerede nu tilbydes på Java platformen High Level Concurrency Objects. På den kommende 
version af .NET platformen introduceres både et integreret framework for parallelprogrammering 
samt deklarative sprog og egenskaber. For CBEA processorens vedkommende, er Accelerated 
Library Framework tilgængeligt igennem IBM SDK for Multicore Acceleration Version 3.0. 
 
Ulemper: Parallelprogrammering bliver en mindre kompleks opgave, men gøres ikke helt 
transparent. Programmøren udfordres stadig, ved at skulle udtænke, og eksplicit angive, 
mulighederne for parallelitet på overordnet niveau. Ved eksplicit parallelisering af kildekoden 
igennem frameworks, går man fra det tidligere problem; at binde sin kildekode stærkt til 
sekventielle maskinarkitekturer ved brug af imperative sprog og sekventiel tankegang i 
programmeringen; til et nyt – at binde kildekoden til parallelle maskinarkitekturer ved parallel 
tankegang i programmeringen. 
Tabel 14. 
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Frigørelsen af programmering fra maskinarkitektur 
Situationens udvikling: De imperative sprog opgives fuldstændigt og erstattes af deklarative 
sprog. Bagvedliggende automatisk parallelisering sørger for at der oversættes til både finkornet og 
grovkornet parallelisme. 
 
Fordele: Et mere fleksibelt paradigme, som hverken binder sig til sekventiel eller parallel 
maskinarkitektur. Den bagvedliggende hardware bliver ukendt for programmøren, og det kan, når 
sprog og værktøjer er intuitive, veludviklede og på plads, faktisk vise sig at være en fordel, og 
noget programmører vil forstå at sætte pris på. Denne tendens til stigende abstraktion imellem 
hardware og programmør, er ikke ukendt; vi ser den allerede (dog på et andet niveau) med de 
virtuelle maskiner bag Java og .NET platformene. Deklarative sprog åbner mulighed for både 
grovkornet og finkornet automatisk parallelisering, og vil derfor have god mulighed for at skalere 
på fremtidens manycore processorer. 
 
Ulemper: Det er et meget stort spring, og vil formentlig kun have chance for succes set over et 
længere tidsrum. Deklarative sprog som erstatning for imperative sprog mangler fortsat at slå 
igennem overfor et bredere publikum (bortset fra på afgrænsede domænespecifikke områder som 
f.eks. SQL), og hvad der skal til for at det sker, og om det overhovedet kan blive succesfuldt, er 
endnu ikke klart. Ved at tage ved lære af deklarative sprogs historie, kan man dog pege på tab af 
kontrol og ydelse som store udfordringer, ligesom der også er en mental og historisk betinget 
barriere, som skal overvindes. 
Tabel 15. 
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Parallelprogrammeringskrisen 
Situationens udvikling: Uden at have lært af de hidtige besværligheder med 
parallelprogrammering, fortsætter man med at fokusere på detaljer på lavt niveau; mapping af 
delprocesser på fysiske processorer, kommunikation og synkronisering mellem delprocesser. At 
styre tråde, message passing og buffering af data vil vedblive at være blandt de store udfordringer i 
softwareudvikling til parallelle maskinarkitekturer. 
 
Fordele: Med kontrol på lavt niveau, kan man opnå det mest effektive program. Nogen skal stadig 
have disse kvalifikationer, for de er nødvendige i udviklingen af frameworks som højere 
abstraktionsformer for parallelprogrammering, og også i udviklingen af runtime miljøer bag 
deklarative sprog. 
 
Ulemper: Pga. det lave abstraktionsniveau, kompleksiteten og potentialet for fejl, er det en ganske 
sikker vej ind i en ny parallelprogrammeringskrise hvis denne vej vælges til almindelig 
softwareudvikling. Det understøttes meget rammende i artiklen ”Are new languages necessary for 
multicore?”: 
 
“If we expect concurrent programming to be mainstream, and if we demand reliability and 
predictability from programs, then we must discard threads as a programming model. Concurrent  
programming models can be constructed that are much more predictable and understandable than 
threads. Threads must be relegated to the engine room of computing, to be suffered only by expert 
technology providers.” [LEE, E. A. (2007)]. 
Tabel 16. 
 
Muligheden i Tabel 15 er teoretisk set meget attraktiv, og ville være en opfyldelse af ”Frigørelsen af 
programmering fra maskinarkitektur”, som John Backus talte for (se ”Kapitel 1 - Indledning: 
Problemfelt”); ikke bare en frigørelse fra Von Neumann maskinarkitekturen, for i stedet at blive 
afhængig af parallelle maskinarkitekturer, men en total frigørelse. Dette alternative paradigme har 
jo i virkeligheden eksisteret i lang tid, men med begrænset succes. Udfordringen med multicore og 
manycore processorer kan imidlertidig tænkes at blive det, der giver det en konkurrencefordel og 
får det til at slå igennem og udkonkurrere det hidtil herskende paradigme, med imperative sprog og 
sekventiel tankegang i programmeringen. 
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Muligheden i Tabel 14 ser jeg som den mest sandsynlige på kortere sigt. I takt med at deklarative 
egenskaber og deklarative sprog introduceres, og benyttes mere og mere indenfor de ellers 
imperative udviklingsmiljøer, vil man nærme sig den teoretisk mest attraktive mulighed med 
”Frigørelsen af programmering fra maskinarkitektur”. Muligheden i Tabel 14 kan altså betragtes 
som en mere moderat og realistisk vej mod dette ultimative mål. 
 
Andre overvejelser 
I tiden der kommer, hvor situationen udvikler sig, ser jeg flere interessante og, til mit kendskab 
relativt ubehandlede, problemstillinger, som også er nødvendige at være opmærksom på:  
 
Det er overvejende sandsynligt at softwareudviklere allerede er i gang med, eller planlægger, at 
udføre en eller anden form for eksplicit parallelisering af tidskritiske dele af deres applikationers 
kildekode. Hvis et teknologisk gennembrud på et tidspunkt skulle komme, som gør at man igen går 
væk fra multicore processorer, vil vi befinde os i den modsatte verden; med en masse kildekode, 
som er unødigt kompleks, og som vil medføre programmer der kører for langsomt pga. de faste 
omkostninger der er ved parallelisering. 
 
Indenfor få år, når de fleste nye versioner af softwareprodukter i hvert fald i nogen grad udnytter 
multicore processorerne igennem parallelitet, kan der opstå en interessant situation. Med et 
multitasking operativsystem, og mange samtidige applikationer som alle forsøger at udnytte de 
samme delte processorkerner, kan der opstå en ny flaskehals. Programkode skal ind- og udlæses fra 
de enkelte processorer, eller en parallel algoritme bliver simpelthen kun tildelt en enkelt eller to 
processorkerner. Problemet vil eksistere i starten, hvor antallet af processorkerner stadig er relativt 
lavt, men i takt med at antallet fordobles og vi nærmer os den manycore fremtid der spås om, vil 
problemet aftage. 
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CBEA processoren og projektets eksperimenter 
På mange måder ville det have været lettere og måske også mere aktuelt, at undersøge en udbredt 
multicore processor som f.eks. en almindelig Intel eller AMD x86 med to eller fire processorkerner, 
og have eksperimenteret med deklarative sprog og forskellige frameworks for parallel 
programmering, som de muligheder jeg har fundet på Java og .NET platformene. At undersøge, og 
eksperimentere med, CBEA processoren og IBM SDK for Multicore Acceleration Version 3.0 i 
stedet, skal ses som et bevidst valg af en mere ekstrem case. Det har på nogle områder givet en 
bedre dækning af problemfeltet, end en simplere case ville have gjort. F.eks. påpeges i en 
pressemeddelelse om nylige forskningsresultater, at bussen til hukommelsen udgør en flaskehals, 
allerede ved udnyttelse af mere end fire processorkerner, og at det er et stort problem der bør 
undersøges nærmere50 51.  
 
Det er jo netop et problem der allerede i høj grad er adresseret med CBEA processorens hurtige EIB 
og DMA overførsler mellem local stores og den delte hukommelse, som kan køre i baggrunden 
mens SPE enhederne arbejder videre. 
 
Ulempen ved arbejdet med CBEA processoren og IBM SDK for Multicore Acceleration Version 
3.0, har været at det stadig var et meget kompliceret miljø at sætte sig ind i, og også ret uproduktivt 
at arbejde i – både pga. den generelt lavere produktivitet der følger med C og C++ i forhold til Java 
og .NET platformene, men også pga. de store mængder af kildekode og tilretninger der skulle 
skrives for at implementere eksperimenterne. 
 
                                                 
50 http://www.computerworld.dk/art/49844/mange-processorkerner-kan-forringe-chip-ydelsen?a=block&i=188&pos=8 
- Computerworld - Mange processorkerner kan forringe chip-ydelsen. 
51 http://www.sandia.gov/news/resources/releases/2009/multicore.html - More chip cores can mean slower 
supercomputing, Sandia simulation shows. 
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Udbyttet af eksperimenterne 
Med projektets eksperimenter, blev en del af myterne omkring programmering af CBEA 
processoren heldigvis også afvist. Programmøren behøver ikke kaste sig ud i et virvar af tråde, 
synkronisering, assembler programmering og andre lavniveau detaljer, for at opnå gode resultater 
der skalerer i takt med antallet af processorer der tages i anvendelse. Det jeg erfarede igennem 
eksperimenterne, var at opgaven med programmering af CBEA processoren i virkeligheden kan 
deles op i to: 
 
1. Udvælgelse af tidskritiske dele i et sekventielt program skrevet til PPE enheden. Opgaven 
var derefter, at splitte den tidskritiske del op i grovkornet opgaveparallelitet kombineret med 
dataparallelitet. Til dette formål fungerede ALF i begge eksperimenter godt, som højere 
abstraktionsform over parallelprogrammeringsopgaven. Data alignment kravene, som er tæt 
knyttet til opgaven med at specificere DMA overførsler mellem SPE enhedernes local stores 
og den delte hukommelse, blev dog ikke skjult af hverken ALF eller compileren, og 
medførte behov for mange tilretninger af den oprindelige, sekventielle, kildekode. 
 
2. Tilpasning af de optimerede funktioner, som flyttes fra PPE enheden til afvikling på SPE 
enhederne. På den positive side står først og fremmest, at ALF håndterede buffering af data 
transparent, og at det var muligt at anvende C++. Mindre positivt var, at der i praksis fulgte 
mange uhensigtsmæssigheder og behov for tilretning, med opgaven at flytte C++ kildekode 
til SPE enhederne. Flere vigtige dele af C++ standarden, f.eks. new og delete, exceptions 
og STL, var ikke ordentligt understøttet og forårsagede for stor programkode størrelse i 
forhold til de 256 KB der var til rådighed. Idéelt set, bør alle datastrukturer allerede i PPE 
enhedens kildekode, struktureres så de er direkte klar til vektorinstruktioner på SPE 
enhederne – det vil også medføre behov for omfattende tilretning af eksisterende kildekode, 
ligesom det ikke harmonerer særligt godt med objektorienteret udvikling. Eksperiment 2 
viste, at mens det måske nok er muligt at compile uændret skalar C++ kildekode til SPE 
enhederne, kan det for nogle opgavetyper betyde meget dårlig ydelse, så man kan sige, at 
her er det fortsat nødvendigt med optimering på lavniveau og hensyntagen til CBEA 
processorens tekniske detaljer. Med tiden vil mere avancerede compiler teknologier 
forhåbentligt sikre langt bedre ydnyttelse af SPE enhedernes potentiale. 
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Vurdering af eksperimenternes kvalitet 
Målet med eksperimenterne har været at skabe et overordnet billede af forholdet mellem den 
sekventielle algoritme på x86 og PowerPC og den parallelle algoritmes skalering på CBEA 
processoren. Om hypervisor laget på Playstation 3 har haft anden indflydelse, end det ene problem 
der blev opdaget og løst, kan ikke siges med sikkerhed. I eksperiment 1, er det slående at PPE 
enheden ligefrem er omkring fem gange langsommere end x86 – det kan ikke udelukkes, at 
HyperVisoren spiller ind her. Resultaterne for x86 processoren blev opnået på en bærbar computer 
med en 2.2 GHz Core2 duo processor, igennem Linux kørende i en virtuel maskine, og bedre ydelse 
må kunne forventes ved anvendelse af en hurtigere x86 processor. At der ville kunne ses en vis 
variation i resultaterne af ydelsesmålingerne under andre forhold, er naturligt, og har ingen 
betydning for resultaternes validitet. 
 
I og med, at målingerne er blevet planlagt og udført på højt niveau, er der mange detaljer som de 
ikke har kunnet kaste klart lys over. Detaljerede målinger og analyse på laveste niveau, kunne have 
identificeret flaskehalse og uhensigtsmæssigheder klart, og på den måde resulteret i mere viden 
igennem eksperimenterne. 
 
Hverdagsapplikationer er datadrevne 
Programmering af CBEA processoren inspirerer til grovkornet opgaveparallelisme, og det virker 
med ALF mest oplagt at anvende ren dataparallelisme efter SPMD modellen, på trods af at begge 
former for parallelitet understøttes. Langt den overvejende del af tidskrævende problemer indenfor 
hverdagsapplikationer, betragter jeg som værende datadrevne, og derfor i mange tilfælde velegnede 
til dataparallelitet. Tænk over hvordan udviklingen har været hidtil; datamængden i digitalbilleder 
og i lyd- og videomateriale er vokset eksplosivt, og gør det fortsat. Og hvis man bevæger sig væk 
fra multimedieapplikationerne, og ud i forretningsapplikationer, er den altafgørende faktor for 
succes også at have så meget information som muligt tilgængeligt i det daglige vidensarbejde, og 
kunne bearbejde det hurtigt. Faktisk oplevede jeg det som svært at finde relevante ikke-datadrevne 
problemer til eksperimenterne. I artiklen “The Landscape of Parallel Computing Research: A View 
from Berkeley” [ASANOVIC, K. et al (2006)], understøttes min antagelse, med refererence til en 
undersøgelse af Intel, som peger på at behovet for øget processorkraft i fremtiden, vil være drevet af 
de meget store mængder data der skal arbejdes med. Det er interessant at se, at også Microsoft’s 
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hold bag de parallelle tiltag på .NET platformen, fremhæver dataparallelisme som særligt lovende i 
en guide til parallelisering af applikationer: 
 
“Data Parallelism: This is an area that I predict will see most use for parallelism in the near 
future.  This form of parallelism exists when the application performs effectively the same work on 
independent pieces of data.  This can be exploited by dividing the data/work across multiple CPUs 
as well as possibly using SIMD (Single Instruction Multiple Data) instruction sets (ala 
MMX/SSE).”52 
 
Med grovkornede delopgaver og dataparallelisme, bortfalder meget af behovet for synkronisering 
og beskedudveksling, ligesom load balancering bliver simplere. Det kan være med til, at tage de 
mest komplicerede elementer ud af parallelprogrammering. 
 
                                                 
52 http://blogs.msdn.com/hshafi/archive/2008/12/11/basics-process-for-parallelizing-an-application.aspx - Hazim Shafi's 
Blog : Basics Process for Parallelizing an Application. 
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Konklusion 
Med basis i diskussionen, gives den endelige konklusion på problemformuleringens to spørgsmål. 
 
Spørgsmål: Hvad indebærer overgangen til parallelle maskinarkitekturer, og hvilke 
abstraktionsformer kan anvendes til at sikre en relativt let og ubesværet udnyttelse af denne nye 
form for skalering i processorkraft? 
 
Svar: Imperative programmeringssprog og sekventiel tankegang i programmeringen, er det 
herskende paradigme i dag. Med dette udgangspunkt, kan automatisk parallelisering af 
applikationer og algoritmer ikke foretages effektivt. Softwareudviklere må derfor tilpasse deres 
kildekode, for at sikre fortsat skalering i ydelse på nye parallelle maskinarkitekturer. Detaljer på lavt 
niveau skal dog undgås, da de vil bringe softwareudviklingen ind i en ny parallelprogrammerings-
krise. Eksplicit parallelisering bør derfor foretages igennem højere abstraktionsformer (frameworks) 
for parallelprogrammering. Til eksplicit parallelisering er det fordelagtigt, at tænke i dataparallelitet 
frem for opgaveparallelitet; det er simplere og kan skalere bedre på de kommende manycore 
processorer. Derudover ses egenskaber fra deklarative sprog introduceret i ellers overvejende 
imperative udviklingsmiljøer, særligt på .NET platformen. Det er vigtigt at udnytte disse 
egenskaber, da de kan gøre automatisk parallelisering opnåelig. Brug af software komponenter der 
er en del af udviklingsplatformen eller tilbydes af tredjepartsleverandører, er en fordel, for her er det 
leverandørens opgave, at opdatere disse med effektive og skalerbare parallelle algoritmer. 
 
Spørgsmål: Hvor tilgængelig og anvendelig er CBEA processoren igennem IBM SDK for 
Multicore Acceleration Version 3.0? Hvilke abstraktionsformer tilbydes, kan væsentlige 
ydelsesforbedringer opnås igennem disse, og giver de transparens overfor den højparallelle 
maskinarkitekturs komplicerede tekniske detaljer? 
 
Svar: Vær forberedt på at det koster meget arbejde og tid at sætte sig ind i udviklingsmiljøet, samt 
CBEA processorens krav til data alignment. Derefter er CBEA processoren relativt let tilgængelig 
og anvendelig igennem IBM SDK for Multicore Acceleration Version 3.0, og forudsætter kun godt 
kendskab til C og C++ samt Linux udviklingsmiljøet. Accelerated Library Framework (ALF), en 
højere abstraktionsform i SDK’et, blev afprøvet i projektets to eksperimenter. Det første 
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eksperiment med ALF var dataorienteret, og viste jævn skalering i takt med antallet af SPE enheder 
i parallel anvendelse, samt mulighed for både fem og 10 gange ydelsesforbedring, i forhold til den 
samme algoritme i sekventiel udgave på x86. Disse resultater blev vel at mærke opnået uden anden 
optimering end begrænset anvendelse af vektor datatyper og vektorinstruktioner i C++. I det andet, 
mere logikorienterede, eksperiment der også blev udført med ALF, var billedet anderledes: Det var 
stadigt muligt at opnå tydelig skalering i takt med antallet af SPE enheder i anvendelse, men samlet 
set varierede resultatet mellem ingen ydelsesforbedring og dobbelt så god ydelse, i forhold til den 
samme algoritme i sekventiel udgave på x86. Optimering på lavt niveau og med høj hensyntagen til 
CBEA processorens tekniske detaljer, kan fortsat være nødvendigt. 
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Perspektivering 
Arbejdet med det teoretiske grundlag, var utroligt spændende og gav mulighed for en rejse igennem 
flere årtier af datalogiens historie. Den overvejende del af litteraturen er dog med overlæg valgt 
blandt nyere publikationer; de fleste fra denne side af år 2000 og mange fra de seneste fire år. Dette, 
kombineret med inddragelsen af nyeste tendenser på Java og .NET platformene og CBEA 
processoren med IBM SDK for Multicore Acceleration Version 3.0, har været med til at sikre at det 
er en nutidig og relevant dækning af problemfeltet om programmering af multicore processorer, der 
er foretaget i projektet. 
 
Der er selvfølgelig foretaget en selektion af emner indenfor det meget omfattende teoretiske felt, og 
der er derfor meget der kan arbejdes videre med. Her peges på et par eksempler: 
 
• Det kunne være særligt interessant, at arbejde yderligere med teori omkring teknikker til 
automatisk parallelisering i runtime miljøerne bag deklarative sprog. Dette kunne gøres i 
sammenhæng med en undersøgelse af deklarative sprog designet specielt med henblik på, at 
gøre automatisk parallelisering lettere og mere effektiv. 
 
• Objektorienteret programmering er det herskende programmeringsparadigme i dag, og 
selvom det generelt set er imperativ programmering, kunne det være interessant at søge teori 
om, på hvilke områder objektorienteret programmering harmonerer særligt godt, eller 
mindre godt, med parallelprogrammering, og hvilke egenskaber objektorienterede sprog evt. 
kan tilføjes for at blive bedre stillet. 
 
Der er ingen tvivl om, at de anbefalinger og erkendelser jeg er kommet frem til igennem projektet, 
er nogle jeg selv vil tage til mig. F.eks. ser jeg frem til at få mulighed for, at arbejde mere med både 
frameworks som højere abstraktionsform for eksplicit parallelprogrammering, og de deklarative 
sprog og egenskaber på .NET platformen; både LINQ og det selvstændige funktionelle sprog F#. 
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Bedre abstraktionsformer for CBEA processoren 
Der er fortsat et stort behov for bedre og højere abstraktionsformer i IBM SDK for Multicore 
Acceleration Version 3.0, over CBEA processorens kompleksitet.  
 
ALFAccelerator klassen, jeg udviklede i dette projekt var en start, og den kunne måske 
videreudvikles på følgende måde: 
 
• De forskellige mønstre for dataparallelitet fra ”Patterns for Parallel Programming” 
[MATTSON, T. G., SANDERS, B. A. & MASSINGILL, B. (2005)], f.eks. geometrisk 
dekomposition og rekursiv data som anvendtes i projektets eksperimenter, kunne 
implementeres som templates til behandling af vilkårlige datamængder. På den måde kunne 
opgaven med opsplitning af data i work blocks, også håndteres automatisk. 
 
Det ville dog stadig ikke dække over, at en væsentlig del af opgaven med programmering af CBEA 
processoren, ligger i programmering af SPE enhederne med deres særlige vektorinstruktionssæt, og 
forskellige begrænsninger i forhold til almindelige processorer. Med tiden må mere avancerede 
compiler teknologier, kunne hjælpe med til mere effektiv, og mindre uforudsigelig, udnyttelse af 
SPE enhedernes potentiale. Et problem der dog ikke kan undgås, med C++ som sprog, er at det er 
naturligt at arbejde med datastrukturer og sprogkonstruktioner, som harmonerer meget dårligt med 
SPE enhedernes design. 
 
Paradokset er, at den bedste abstraktionsform over CBEA processoren, i virkeligheden kan være 
nødt til, at tage hensyn til at CBEA processoren ikke er egnet til alle typer opgaver, men først og 
fremmest beregningsintensive opgaver hvor data er struktureret så vektorinstruktionerne let kan 
udnyttes. Ved at acceptere dette, bliver det lettere at foreslå en gennemtænkt abstraktionsform, der 
ville kunne realiseres indenfor IBM SDK for Multicore Acceleration Version 3.0 miljøet: 
 
• Et simpelt deklarativt sprog der arbejder på mængder. Det skal kunne anvendes til at skrive 
funktioner på mængder direkte i et C++ program til PPE enheden. Et bagvedliggende 
runtime miljø, kan så sørge for effektiv parallelisering over det tilgængelige antal SPE 
enheder. Idéen er inspireret af muligheden for at anvende LINQ direkte i alle .NET 
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sprogene, samt behovet for at kunne arbejde med ensartede mængder og dermed udføre 
vektorinstruktioner på dem på CBEA processoren.  
 
Et produkt der ligger tæt på denne idé, findes faktisk til CBEA processoren og andre parallelle 
maskinarkitekturer, i form af RapidMind Multi-Core Development Platform53. Det ville være et 
oplagt udgangspunkt for opfølgende projekter, at se nærmere på dette. 
                                                 
53 http://rapidmind.com/pdfs/WP_RapidMindPlatform.pdf - White Paper: RapidMind Multi-Core Development 
Platform. 
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Dokumentation – ALFAccelerator base klassen 
ALFAccelerator klassen er et produkt af projektet og generelt anvendelig – derfor 
dokumenteres den her. Den er en generalisering og C++ indpakning af C eksempler fra IBM SDK 
for Multicore Acceleration Version 3.0. Målet har kort sagt været at gøre så meget som muligt af 
den trivielle og gentagne opsætningskode (boilerplate code) forbundet med ALF Host API, 
genbrugbar.  
 
ALFAccelerator
(alfaccelerator.h + cpp)
ALFAccelerator(int nodes)
my_alf_init_task(...)
my_alf_associate_dataset(...)
YourLibrary : 
ALFAccelerator
To specify max SPE’s to 
use, call 
ALFAccelerator(nodes)
in your constructor.
For each task, it may also be 
specified how many SPE’s 
to use.
 
Figur 25. Klassediagram for ALFAccelerator, med eksempel på anvendelse. 
 
Kort sagt, man skal nedarve klassen til det bibliotek man ønsker at optimere. Det vil automatisk 
initialisere en ALF runtime med det maksimalt tilgængelige antal SPE enheder, eller det antal man 
angiver. my_alf_init_task og my_alf_associate_dataset metoderne bruges til at 
instantiere delopgaver. Det er fortsat brugerens opgave at anvende ALF Host API til at sætte work 
blocks i kø og vente på resultater mm. Klassen anvender standardindstillinger der viste sig passende 
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i projektet, men for nogle opgaver kan der være behov for tilpasning. Man skal bruge accelerator 
data partitioning metoden, da det er det ALFAccelerator sætter delopgaverne op til. 
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Dokumentation – Wallclock klassen 
Wallclock klassen er anvendt til målingerne i projektets eksperimenter, og dokumenteres derfor her. 
Den er generelt anvendelig, og der er implementeret to udgaver – en til x86 og en til PPE enheden. 
Fra brugerens synspunkt er de dog ens, det er kun implementationen der er mindre forskelle i. 
 
Wallclock (wallclock.h + cpp)
Wallclock(int clocks_pr_sec) // overrides CLOCKS_PR_SEC from time.h
start_timer() // starts timer, adds 1 to measurements count
stop_timer() // stops timer and updates average time
reset_timer() // resets all timer data
get_avg_time() // returns average time accumulated
 
Figur 26. Wallclock klassen. 
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Dokumentation – Eksperiment 1 
Som yderligere dokumentation og supplement til rapporten, findes her screenshots fra kørslen af 
eksperiment 1. Billedteksten for hvert, beskriver hvilket element af eksperimentet det illustrerer. 
Screenshots 
 
Figur 27. Udgangspunktet inden rotation. 
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Figur 28. Roteret uden interpolering. Her ses behovet for interpolering, af de manglende pixels som der ikke er 
projekteret værdier til. 
 
 
Figur 29. Roteret med interpolering. Interpoleringen har estimeret værdier til de manglende pixels. 
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Figur 30. Den parallelle version afviklet på CBEA processoren. Overlappende blokke er undladt, dermed 
illustreres den geometriske dekomposition i implementationen af interpoleringen. 
 
 
Figur 31. Den parallelle version afviklet på CBEA processoren. Her ses problemet der opstår som følge af DMA 
overførselselementer på mindre end 16 bytes i implementationen af projekteringen. 
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Dokumentation – Eksperiment 2 
Som dokumentation til eksperiment 2, findes her de Sudoku opgaver der er grundlag for 
resultaterne, samt de svar der er fundet på opgaverne af dene paralleliserede algoritme. Derudover 
findes de resultater der ikke blev inddraget direkte i rapporten. 
Sudoku 1 – 6 
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7 6 1 
2 9 8 
4 5 3 
 
3 5 4 
1 6 7 
9 2 8 
 
2 8 9 
3 4 5 
1 6 7 
 
8 1 2 
9 7 6 
5 3 4 
 
6 4 9 
5 1 3 
8 7 2 
 
7 5 3 
4 2 8 
6 9 1 
 
3 2 7 
1 8 9 
6 4 5 
 
4 8 5 
2 3 6 
7 9 1 
 
9 1 6 
5 7 4 
8 3 2 
  
Tabel 17. Sudoku 1 (puzzle1.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
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1 7 4 
2 9 3 
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3 8 5 
4 6 7 
1 9 2 
 
9 6 2 
1 5 8 
7 3 4 
 
4 5 1 
9 2 8 
3 6 7 
 
9 2 3 
6 7 4 
8 5 1 
 
8 7 6 
3 1 5 
2 4 9 
 
7 1 9 
6 3 5 
8 4 2 
 
5 4 8 
2 1 9 
7 3 6 
 
6 2 3 
4 8 7 
5 9 1 
  
Tabel 18. Sudoku 2 (puzzle2.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
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  3 
 
   
  1 
 5  
 
 3 9 
  5 
8   
 
  8 
 7  
1   
 
 9  
  2 
4   
 
  6 
   
   
 
  9 
 2  
4   
 
 8  
   
7   
 
 5  
6   
   
  
7 5 1 
8 9 2 
6 4 3 
 
8 4 6 
3 7 1 
2 5 9 
 
2 3 9 
4 6 5 
8 7 1 
 
2 3 8 
9 7 4 
1 6 5 
 
1 9 7 
5 6 2 
4 3 8 
 
5 4 6 
3 1 8 
9 2 7 
 
3 1 9 
5 2 7 
4 8 6 
 
6 8 4 
9 1 3 
7 2 5 
 
7 5 2 
6 8 4 
1 9 3 
  
Tabel 19. Sudoku 3 (puzzle3.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
 
 2  
   
   
 
4  3 
   
   
 
7   
 3 2 
  4 
 
 4  
8   
   
 
2   
 5  
  1 
 
 7  
   
   
 
5   
 3  
  1 
 
   
9   
  8 
 
9   
  7 
6   
  
9 2 5 
6 8 4 
3 1 7 
 
4 1 3 
5 7 9 
6 8 2 
 
7 8 6 
1 3 2 
5 9 4 
 
1 4 3 
8 6 9 
7 5 2 
 
2 9 6 
3 5 7 
8 4 1 
 
8 7 5 
2 4 1 
3 6 9 
 
5 7 6 
2 3 8 
4 9 1 
 
1 3 4 
9 6 5 
7 2 8 
 
9 2 8 
4 1 7 
6 5 3 
  
Tabel 20. Sudoku 4 (puzzle4.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
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5   
 2  
  8 
 
   
1   
   
 
  9 
 7  
3   
 
 4  
   
   
 
6   
 5  
2  7 
 
   
   
 1  
 
  3 
 6  
9   
 
   
  4 
   
 
8   
 2  
  5 
  
5 3 6 
4 2 9 
1 7 8 
 
4 7 2 
1 8 3 
9 6 5 
 
1 8 9 
5 7 6 
3 4 2 
 
7 4 1 
6 8 2 
3 9 5 
 
6 9 8 
3 5 1 
2 4 7 
 
2 5 3 
4 9 7 
6 1 8 
 
2 5 3 
8 6 7 
9 1 4 
 
7 1 9 
5 3 4 
8 2 6 
 
8 6 4 
9 2 1 
7 3 5 
  
Tabel 21. Sudoku 5 (puzzle5.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
 
  7 
3   
   
 
2 6  
  7 
9   
 
  1 
6   
  3 
 
4  9 
 1  
   
 
5   
   
  8 
 
   
 3  
2  4 
 
2   
  6 
1   
 
  5 
1   
 7 6 
 
   
  5 
8   
  
9 5 7 
3 2 1 
6 4 8 
 
2 6 3 
4 8 7 
9 5 1 
 
4 8 1 
6 5 9 
7 2 3 
 
4 8 9 
7 1 2 
5 6 3 
 
5 3 2 
6 4 9 
7 1 8 
 
1 6 7 
5 3 8 
2 9 4 
 
2 7 4 
8 3 6 
1 9 5 
 
8 9 5 
1 2 4 
3 7 6 
 
3 1 6 
9 7 5 
8 4 2 
  
Tabel 22. Sudoku 6 (puzzle6.txt). Opgaven og løsningen fundet af den paralleliserede algoritme. 
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Resultater for Sudoku 1 – 6 
Puzzle 1 - Work blocks
0
0,5
1
1,5
2
2,5
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 1 - Tasks
0
0,5
1
1,5
2
2,5
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
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Puzzle 2 - Work blocks
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
0,45
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 2 - Tasks
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
0,4
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
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Puzzle 3 - Work blocks
0
0,05
0,1
0,15
0,2
0,25
0,3
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 3 - Tasks
0
0,05
0,1
0,15
0,2
0,25
0,3
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
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Puzzle 4 - Work blocks
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1,6
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 4 - Tasks
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
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Puzzle 5 - Work blocks
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 5 - Tasks
0
0,2
0,4
0,6
0,8
1
1,2
1,4
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Kapitel 6 – Bilag. 
 
Side 145 af 154. 
Puzzle 6 - Work blocks
0
0,005
0,01
0,015
0,02
0,025
0,03
0,035
0,04
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
 
 
Puzzle 6 - Tasks
0
0,005
0,01
0,015
0,02
0,025
0,03
0,035
1 2 3 4 5 6
Number of SPE's used
Se
co
nd
s
Granularity 9
Granularity 81
Granularity 729
x86
PPE
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Arbejdsplan 
Her ses projektets arbejdsplan, som spiller sammen med projektets metode. Den har været styrende 
igennem projektet, men udviklede sig selvfølgelig og blev påvirket undervejs. Det var svært at nå 
det eksperimentelle arbejde, bl.a. pga. det meget komplekse miljø. Det strakte sig lidt længere end 
planlagt og var meget tidskrævende. Det teoretiske grundlag strakte sig helt frem til slutningen af 
projektet, fordi det viste sig at være et meget spændende datalogisk problemfelt, hvor der sker 
meget lige nu, men også findes meget relevant teori fra de forrige årtier. Der opstod også nye 
forståelser igennem empirien og eksperimenterne, som gjorde det interessant at gå tilbage og søge 
mere teori. Det var derfor en del af projektet som var svær at slippe. 
 
 
Figur 32. Arbejdsplan 2008. 
  
 
Figur 33. Arbejdsplan 2009. 
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Noter 
Note 1. 23/09/2008: Foredrag på Københavns Universitet af Mohammad 
Jowkar. 
Foredrag ved Mohammad Jowkar som har modtaget prisen ”Årets speciale”, uddelt af Datalogisk 
Selskab. Titlen på hans speciale var ”Exploring the potential of the cell processor for high 
performance computing”, og det er dette han holder foredrag om i dag. 
 
Jeg gjorde følgende noter, hvor jeg så særligt vigtige pointer: 
 
Branch prediction + cache er programmørens ansvar. 
Scalar operations på SPE kan slet ikke betale sig – kun vektor operationer. 
16 bytes/cycle @ 3.2 GHz giver båndbredde på 51.2 GB/s pr. SPE. 
Memory access og beregning kører parallelt = memory wall overvundet. 
EIB (Element Interconnect Bus) = den kraftige båndbredde der er nødvendig for at flytte data 
mellem de mange processorkerner. 
Særlige select instructions kan bruges i stedet for branches (if sætninger, control statements mm). 
Højparallel fordi der er task, memory, data og instruction parallelitet. 
Opgaver der er gode til Cell: Complex but predictable memory access – noget cache ikke kan 
forudsige, men programmøren kan. Vektor operationer. Branches giver 20 cycles performance hit. 
PPE’en er VIRKELIG langsom i forhold til Intel og AMD processorer. 
Next-gen Cell 2010 max performance 1 Teraflop – nuværende Cell max performance 200 Gigaflop. 
PS3 problemer: Rammen! TLB thrashing. 
Ca. 1ms overhead på at starte et program op på SPE. 
Man kan, som studerende, få en gratis Cell Blade konto hos georgia tech university. 
 
Programming models: Task model (opsplitning i tråde, f.eks. render, audio, ai for spil) – Data 
model (samme program, data splittes) – Streaming model (pipeline stages) – Function offload 
model (optimeret library med de tunge funktioner, som så kan inkluderes og bruges som alle andre 
libraries) – Bag of tasks (stor pool af opgaver, som SPE får når de er klar). 
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Generelt var foredraget, ligesom rapporten, spændende, men meget hardware orienteret, og derfor 
kun begrænset relevant for mit projekt. 
 
