Abstract. In this paper, we present a characteristic set method for mixed difference and differential polynomial systems. We introduce the concepts of coherent, regular, proper irreducible, and strong irreducible ascending chains and study their properties. We give an algorithm which can be used to decompose the zero set for a finitely generated difference and differential polynomial set into the union of the zero sets of reflexive ideals represented by its characteristic set.
Introduction
The characteristic set method is a tool for studying systems of polynomial or algebraic differential equations [11, 13] . Modern algorithmic approaches to the characteristic set method, which are related to this paper, could be found in [1, 2, 3, 10, 19, 20] . The idea of the method is to priviledge systems which have been put in a special "triangular form", also called an ascending chain or simply a chain. The zero-set of any finite polynomial or differentially algebraic system of equations may be decomposed into the union of the zero-sets of chains. With this method, solving an equation system can be reduced to solving univariate equations. We can also use the method to determine the dimension, the degree, and the order for a finitely generated polynomial or differential polynomial system, to solve the radical ideal membership problem, and to prove theorems from elementary and differential geometries.
The notion of characteristic set for difference polynomial systems was proposed by Ritt and Raudenbush [14, 15] . The general theory of difference algebra was established by Cohn [4] . Due to the major difference between the difference case and the differential case, algorithms and properties for difference chains were studied only very recently [7, 9] .
A natural problem is to consider the mixed difference and differential polynomial (DDpolynomial) systems. In [17] , it was outlined how to generalize the characteristic set method to DD-polynomial systems. However, the author overlooked an additional difficulty in the proof of Rosenfeld's Lemma. Although all theoretical properties of differential algebra (dimension polynomials, finite generation of ideals, etc.; see also [12] ) do generalize to the DD-setting, the algorithmic counterparts have to be redeveloped.
In this paper, we will present a characteristic set method for ordinary mixed DDpolynomial systems. The following results are established in this paper.
1. Based on the concept of characteristic sets, we prove that DD-polynomial systems are Noetherian in the sense that the solutions for any set of DD-polynomials are the same as a finite set of DD-polynomials.
2. We introduce the concepts of coherent and regular chains and prove that a chain is coherent and regular if and only if it is the characteristic set for its saturation ideal.
3. We define proper irreducible chains and prove that a proper irreducible chain is regular and its saturation ideal is reflexive. This gives a constructive criterion for a chain to be regular. We further introduce the concept of strong irreducible chains and prove that an ideal is prime and reflexive if and only if its characteristic set is strong irreducible and coherent.
4. Based on the above results, we propose an algorithm which can be used to decompose the zero set for a finitely generated DD-polynomial set into the union of zero sets of proper irreducible chains. But, we still cannot check whether a proper irreducible chain is consistent and hence do not solve the perfect ideal membership problem.
This first result is different from that in [12] , because our assumption on the differencedifferential structure is more general. The other results are the main contributions of this paper.
Comparing to the factorization free decomposition algorithms for differential polynomial systems [2, 3, 10] , our work has two major distinctions. First, Rosenfeld's lemma is not valid in this case and we cannot check properties of a coherent chain from its algebraic counterpart. Second, unlike in differential case where we need only consider the initial and separant of a differential polynomial when construct the saturation ideal, in our case, we need to consider all possible transforms of the initials and separanets. This makes it impossible to check whether a chain is regular directly as in the differential case. In order to check whether a chain is regular, we introduce the concept of proper irreducible chains. Another distinction is that we cannot decompose the perfect ideal generated by a set of DD-polynomials into the intersection of prime ideals or perfect ideals represented by their characteristic sets. In fact, to decide whether the saturation ideal of a chain is perfect or prime is a major open problem even in difference algebra [4] .
Comparing to the decomposition algorithms for difference polynomial systems [7, 9] , the major difference lies in the results on proper irreducible chains. The definition for a proper irreducible chain in [7] cannot be extended to the differential-difference case directly. In order to give an appropriate definition, we first worked out a new definition for difference polynomials [8] and then extend this definition to the DD-mixed case. The proofs for the facts that a proper irreducible chain is regular (Theorem 5.7) and the validness for the algorithm (Lemma 6.5) are essentially different from that in [7, 8] . In order to check whether a chain is proper irreducible, we need to check the membership for the saturation ideal of a differential chain and we generally do not know how to compute a basis for this ideal. In order to to avoid this difficult, new techniques are developed.
The rest of the paper is organized as follows. In Section 2, we introduce notations. In Section 3, we prove the Noetherian property for DD-polynomial systems. In Section 4, we prove the properties for regular chains. In Section 5, we prove the properties for proper and strong irreducible chains. In Section 6, we give the zero decomposition algorithm.
DD-ring and DD-polynomials

DD-Operators
Let K be a computable field containing the field Q(x) of rational functions in an inde- A key fact to deal with the hybrid differential-difference case is to make an assumption on how both the differential and the difference operator interact. In this paper, we define a "multiplication" between δ and ∂, which satisfies the following non-commutative rule
for some non-zero element h ∈ K. It is easy to check that for a positive integer s, we have
A product of the form
When h = 1, (1) implies that the two operators are commutative, which is the case assumed in [12] . Also, (1) models most commonly used difference operators, such as the shift operator δ(x) = x + 1 and the q-difference operator δ(x) = qx. Intuitively, we treat the difference operator as the right-composition with a non-trivial function. Indeed, if
for any function f (x) and a fixed function φ(x), then
whence (1) is satisfied for h = ∂φ(x)/∂x.
We denote Ω 0 = {1}, Ω 1 = {δ, ∂}. For each r ∈ N, we define Ω r+1 = Ω r ∪ δΩ r ∪ ∂Ω r inductively. These sets are subsets of Ω, with Ω = r∈N Ω r . An element of Ω is called a DD-operator. It is clear that Ω = {δ
where n i and m i are non-negative integers and where we understand that δ 0 = ∂ 0 = Id K . Let K[Ω] to be the ring of DD-operators, which is associative and non-commutative.
Given ω ∈ Ω, we define its total order to be the smallest r = ord(ω) with ω ∈ Ω r . Let
Note that Θ is a proper subset of Ω. A shuffle of a word with letters in {δ, ∂} is obtained by repeated transposition of these letters.
Proof: We prove the lemma by induction on t. For t = 1, the result obviously holds. Assume that we proved the lemma for t = i. Then for t = i + 1,
where g is an h-product and
. By equation (2), we have
where g is an h-product and P is in
Proof: Any element in K[Ω] is a K-linear combination of products of elements in Ω, so it suffices to prove that ω ∈ K[Θ] for ω ⊆ Ω. But this directly follows from Lemma 2.1.
DD-Polynomials
Let Y = {y 1 , . . . , y n } be a finite number of indeterminates, considered as functions of x. And we extend the δ operator naturally to y i such that δ(y i ) = y i (δ(x)). We denote
For convenience, we also denote
The set
is called the 
A DD-ideal, or simply an ideal, is a subset I of R, which is an algebraic ideal in R and is closed under ∂ and δ. An ideal I is called reflexive if δP ∈ I implies P ∈ I, for all P ∈ R. Let P be a set of elements of R. The ideal generated by P is denoted by [P] . Obviously, [P] is the set of all linear combinations of the DD-polynomials in P and their differentiations and transforms. An ideal I is called perfect if the presence in I of a product of powers of transforms of a DD-polynomial P implies P ∈ I. The perfect ideal generated by P is denoted as {P}. A perfect ideal is always reflexive. An ideal I is called a prime ideal if for DD-polynomials P and Q, P Q ∈ I implies P ∈ I or Q ∈ I.
For a set of DD-polynomials P, we write (P) for the ordinary or algebraic ideal generated by P, and [P] ∂ for the differential ideal generated by P.
Admissible ordings
Consider a total ordering ≤ on ΘY. For a DD-polynomial P ∈ K[ΘY ], we define V P to be the set of all elements of ΘY occurring in P . If P is a subset of K[ΘY ], then we set V P = P ∈P V P . If V P = ∅, then V P has a maximal element for ≤, which is denoted by v P or v(P ). We call it the leader of P .
The ordering ≤ is said to be admissible if Admissible orderings exist: one example is the ordering ≤ l defined by:
where ≤ lex stands for the pure lexicographical ordering. Another popular ordering is the total order based ordering:
In this paper, we will always assume that ≤ is admissible. We will also assume that y 1 < · · · < y n , which can always be made to hold after a permutation of indexes. An extended variable is an element of ΘY raised to some strictly positive power. The set of such variables will be denoted by (ΘY) * , and we use letters with star exponents v * to denote extended variables. We extend the admissible ordering ≤ on variables to extended variables by v d ≤ (v ) e , if and only if either v < v , or v = v and d ≤ e. The extended leader of a non ground DD-polynomial P is denoted by
. The admissible ordering ≤ can be extended to DD-polynomials. For DD-polynomials P and Q, we will write
, then we will write P ∼ Q.
. Then any descending sequence
Similarly, the ordering ≤ on (ΘY) * induces a total ordering ≤ on {1, . . . , n} × N 3 , which extends the canonical partial product ordering. Now for any a i , the sequence (b i , c i , d i ) i∈N is strictly decreasing for ≤ , whence its finiteness, by Dickson's Lemma.
Pseudo-Remainder
We consider the DD-ring
, we define the class of P to be the smallest c = cls(P ) such that P ∈ K[ΘY c ]. If P ∈ K, then we set cls(P ) = 0. If the leader of P is θy c = y c,i,j , then we define ord(P ) = i + j, ord δ (P, y c ) = i, ord ∂ (P, y c ) = j.
If the leader of P ∈ R \ K is y c,d,s , then P has the following canonical representation:
where v P i < v P (i = 0, . . . , t). I P = P t is called the initial of P . ldeg(P ) = t is called the leading degree of P . Applying ∂ and δ to P , we have Lemma 2.5 Let P be of form (3) . Then
where
is called the separant of P and R is a DD-polynomial with lower leading variable than y c,d,s+1 .
DD-polynomials P, Q ∈ R with P = 0. Output: The pseudo-remainder of Q w.r.t. P .
Set R := aprem(R, (ω/v P )P ). /*/ Return R /*/ aprem(P, Q) stands for the algebraic pseudo-remainder of P w.r.t. Q in variable v Q .
Proof:
The first equation is obvious. The second one is a consequence of (2) .
If the leader of P ∈ R \ K is y c,d,s , then we say that Q is reduced w.r.t. P if and only if (1) y c,d+k,s+l does not occur in Q for k ≥ 0, l > 0 and (2) 
, then 0 is the only DD-polynomial which is reduced w.r.t. P .
We define a partial ordering on Θ by
If θ θ , then we define
and notice that (θ /θ)θ is a shuffle of θ . We define a partial ordering on extended variables by v * = (θy i ) d (θ y i ) e = (v ) * , if and only if θ θ and either d ≤ e, or θ /θ is not a pure difference operator. We remark that is still a well-quasi-ordering.
Consider DD-polynomials P, Q ∈ R with P = 0. Then the algorithm rprem computes the pseudo-remainder of Q w.r.t. P . It is easily checked that rprem(Q, P ) is reduced w.r.t. P .
Lemma 2.6 Define
where [P ] denotes the ideal generated by P .
Proof: For every step of the loop of the above procedure, the order of the initial of v((ω/v P )P ) is less than the order of v(Q), so this is a direct consequence of the above procedure and Lemma 2.5. Proof: Assume the contrary and consider an infinite auto-reduced set
and modulo the extraction of a subsequence, we may assume without loss of generality that 
The ordering ≤ is also called a ranking.
Lemma 3.2 Any descending chain
Proof: Assume the contrary. The first elements of the chains
. .} is an infinite auto-reduced set, which contradicts Lemma 3.1.
Let P be a set of DD-polynomials and consider the set of chains of DD-polynomials in P. Among all those chains, the above lemma implies that there exists at least one chain with lowest rank. Such a chain is called a characteristic set of P.
A DD-polynomial is said to be reduced w.r.t. a chain if it is reduced to every DDpolynomial in the chain.
Lemma 3.3 If A is a characteristic set of P and A a characteristic set of P ∪ {P } for a DD-polynomial P , then we have A ≥ A . Moreover, if P is reduced w.r.t. A, then A > A .
Proof: The first statement is obviously true, since the characteristic set of P is in P ∪ {P }. As to the second statement, assume A = A 1 , . . . , A p and P ∈ P, with cls(
Lemma 3.4 A chain A is a characteristic set of P if and only if P does not contain a nonzero DD-polynomial which is reduced w.r.t. A.
Proof: By Lemma 3.3, we just need to prove the sufficiency. Assume B = B 1 , . . . , B s is the characteristic set of P, while A is not. We have B < A. If there exists a k ≤ min{s, p} with B k < A k , then B k is reduced w.r.t. A. Otherwise s > p and B p+1 is reduced w.r.t. A. Both of the cases constradict the hypothesis and show that A is the characteristic set of P.
Algorithm 2 -Extension(A,P)
Input:
A chain A and a set P of DD-polynomials. S2. If for all the θy c ∈ L satisfying θ ω, ω/θ is a difference operator, let η be the largest of those θ under ≤, go to S4.
S3.
If there exists a θy c ∈ L such that ω/θ is not a difference operator, let η be the one with largest in ord δ . Go to S4.
Delete ωy c from V and goto S1. Since all the variables in V Q \ L A P are less than ωy c , this process will terminate.
Extension of chains and pseudo-remainder
To compute the pseudo-remainder of Q wrt P , we need to lift the difference and differential orders of P by considering θP for θ ∈ Θ. In order to compute the pseudo-remainder of a DD-polynomial wrt a chain, we also need to select a DD-polynomial in the chain and to lift its orders. But, the selection of the DD-polynomial is not unique. More seriously, for some DD-polynomial A selected from the chain and the corresponding DD-operator θ, θA might be linear in its leader, and for other DD-polynomials, the lifted DD-polynomial might not be linear in its leader. In order to give a proper definition for pseudo-remainders, we introduce the concept of extension for chains.
Let 
So V P is the set of principal variables, for each v ∈ V P , there exists a v involved in any P ∈ P, such that v v , and L P is the set of leading variables of P.
Given DD-polynomial set P, the algorithm Extension shows how to compute the so called extension of A w.r.t. P. This definition is motivated by the following result, which is clear from the construction algorithm. •
•
A DD-polynomial P is reduced w.r.t. A if and only if P is reduced w.r.t. A P in the algebraic sense.
Example 3.6 Consider the following chain for the ordering ≤ l from Section 2.2.
The DD-indices for the DD-polynomials in A are given in Figure 1 . For P = y 2 1,7,4 + y 1,3,2 , we have d
(1) Q = 4, and
Let ωy 1 = y 1,5,4 . Then for each of A 1 , A 2 , and A 3 , its leader satisfies the condition in S1.
The condition in S2 is not satisfied. In S3, we choose the one with largest ord δ , which is A 3 .
As a consequence, we will add ∂ 4 A 3 to A P . Note that the DD-polynomial with the largest ord δ will have the smallest ord ∂ for its leading variable.
The indices for the DD-polynomials in A P are given in Figure 2 , where a solid dot represents the index of a newly added DDpolynomial. This figure is called the index figure of A P . Remark 3.7 For a chain A and a set of DD-polynomials P, the DD-polynomial corresponding to the bottom index in each column in the index figure of A P is of form δ d A for an A ∈ A.
For a DD-polynomial P , let A P = A {P } . The pseudo-remainder of a DD-polynomial P w.r.t. to a chain A is defined to be the algebraic pseudo-remainder of P w.r.t. to the algebraic triangular set A P :
rprem(P, A) = aprem(P, A P ).
Let A = A 1 , . . . , A p be a chain. We define
r.t. A and there exists a J ∈ H
Proof: This is a direct consequence of the procedure to compute A Q and rprem.
The saturation ideal of A is defined to be
Note that H A is closed under transforming and multiplication. Hence sat(A) is a DDideal. It is also clear that if rprem(P, A) = 0 then P ∈ sat(A). Conversely, P ∈ sat(A) generally does not imply rprem(P, A) = 0 and the condition for this to be valid will be given in Section 4.
Noetherian property of perfect ideals
As an application, we may prove that all perfect ideals in K[ΘY] are finitely generated, or equivalently, the solutions for any set of DD-polynomials are the same as a finite set of DD-polynomials.
For a DD-polynomial set P, let P be any element in K[ΘY] with some product of positive powers of transforms of P in P. The totality of such elements P will be denoted by P . Let P 1 = [P] and, continuing inductively, let P n = [P n−1 ] for every n > 1. We have
Lemma 3.9 Let P be any set of elements of K[ΘY] and P and Q any two elements of
Proof: First, let n = 1, S ∈ (P ∪ P ) 1 , T ∈ (P ∪ Q) 1 . There exists a product S of positive powers of transforms of S, and an T similarly related to T , which have expressions
Thus ST has an expression in which some terms are in [P] and the others are of the type
. Some of product of powers of transforms of ST is a multiple of ST . Thus ST is in (P ∪ P Q) 3 . Now, let n = 2. Let S, described as above, be in
We use an T , described as above, which is linear in elements of [(P ∪ Q) 1 ]. Then ST has an expression in which each term is of type F · ηA · ωB, where A, B ∈ (P ∪ Q) 1 , η, ω ∈ Θ. Now ηA · ωB, by the case of n = 1, is in (P ∪ P Q) 3 . Hence ST is in [(P ∪ P Q) 3 ]. This puts ST in (P ∪ P Q) 4 .
The proof continues by induction.
Lemma 3.10 Let P be any set of elements of K[ΘY] and P and Q any two elements of
Proof: We need only to show that, S being any element in the intersection, S is contained in {P ∪ P Q}. Let n be such that S is contained in (P ∪ P ) n and in (P ∪ Q) n . Then by Lemma 3.9, S 2 is in (P ∪ P Q) n+2 . Thus S is also in (P ∪ P Q) n+2 .
Lemma 3.11 Let P, Q be two sets of elements of K[ΘY]. Then {P} ∩ {Q} = {PQ}.
Proof: Similar to the proof of Lemma 3.9, we have P n ∩ Q n ⊆ (PQ) n+2 , the conclusion follows.
Lemma 3.12 Let P be a subset of K[ΘY] and P ∈ {P}. Then there exists a finite subset Σ of P, such that P ∈ {Σ}.
Proof: Since {P} = n∈N P n , we have P ∈ P n for some n. Let us prove the Lemma by induction on n. The case n = 0 is trivial. Assume that we have proved the Lemma up to n − 1. We have i (
there exists a finite subset Σ j of P, such that Q j ∈ {Σ j }, by the induction hypothesis. Then we can taken Σ = Σ 1 ∪ · · · ∪ Σ q and P ∈ {Σ}.
Lemma 3.13 If there exists a non finitely generated perfect DD-ideal, then the set of non finitely generated perfect DD-ideals admits a maximal element, and every such a maximal element is prime.
Proof: The union of a totally ordered set of non finitely generated perfect DD-ideals is again a non finitely generated perfect DD-ideal. The existence of a maximal element follows therefore by Zorn's Lemma. Now let m be any such maximal element. Clearly m = K. Choose P, Q ∈ K[ΘY] \ K. Then {m, P } and {m, Q} are finitely generated, say by P, Σ respectively. Thus by Lemma 3.10, {m, P Q} = {P} ∩ {Σ}. By Lemma 3.11, P Q ∈ m, we have that m is prime. Proof: First we fix some admissible ordering on ΘY. Suppose that the conclusion of the theorem is false. By Lemma 3.13, there exists a maximal non finitely generated perfect DD-ideal m, which is prime. Let C be a characteristic set for m.
Let P be in m. We can write J P P = R mod [C], where R is reduced w.r.t. C, J P ∈ H C . By Lemma 3.4, R = 0. Hence J P P ∈ [C], whence BH C P ∈ {C}. This proves that BH C m ⊆ {C}.
Since the initials and separants of C are reduced w.r.t. C, they are not in m. Since m is prime, we have H C ∈ m. So the perfect DD-ideal {H C , m} strictly contains m. Therefore, {H C , m} is finitely generated by the maximality hypothesis. Applying Lemma 3.12, each generator is in a perfect DD-ideal generated by a finite subset of m ∪ {H C }. Hence, we can write {H C , m} = {H C , P}, for some P ⊆ m and P is a finite set. Finally, m is finitely generated, since
Coherent and regular chains
A key property for a chain A is that whether A is the characteristic set of sat(A). In this section, we will give a necessary and sufficient condition for this to be true.
Coherent chains
If we want to compute the pseudo-remainder of P = y 3 1,3,3 w.r.t. A in (4), we have two choices: we could either select A 1 and use δA 1 to eliminate y 1,3,3 from P , or select A 2 and use ∂A 2 to eliminate y 1,3,3 from P . To ensure that we obtain the same remainder with these two choices, we need to make sure that δA 3 and ∂A 1 satisfy some consistence conditions. This observation leads to the following definition.
Let A be a chain and
We denote by ∆(A) the set of non-zero ∆-polynomials ∆(A 1 , A 2 ) for all A 1 , A 2 ∈ A. A chain A is said to be coherent, if for any P ∈ ∆(A), rprem(P, A) = 0.
Let
if θA i in the expression are distinct elements in A P for a DD-polynomial P . In other words, C ∈ (A P ). If θA ∈ A θA , the Lemma is true. Otherwise, we will prove this by induction on the ordering of v θA . Let A c,k be largest w.r.t. ≤, such that ord δ (A c,k ) ≤ ord δ (θA). Then the canonical polynomial corresponding to v θA must beθ k A c,k for aθ k ∈ Θ. We will form the ∆-polynomial for A c,k and A c,i . Let R = ∆ (A c,i , A c,k ) . Then there exists t ∈ N, θ i ∈ Θ, and
Since A is a coherent chain, rprem(R, A) = aprem(R, A R ) = 0. We have 
where g ∈ K. Use the induction hypothesis, we have that each ηB has a canonical representation. So there exist a DD-polynomial P and a J 3 ∈ H A with v J 3 < v θA such that
JθA has a canonical representation of form (5).
Lemma 4.2 Let
A = A 1 , . . . , A l be a coherent chain. For any f = g i,j η j A i ,
there is a J ∈ H A such that J · f has a canonical representation, and v
Proof: This is a direct consequence of Lemma 4.1.
Regular chains
We will introduce some notations and results about invertibility of algebraic polynomials with respect to an algebraic chain.
Let Let A be a chain and P a DD-polynomial. P is said to be invertible w.r.t. A if it is invertible w.r.t. A P when P and A P are treated as algebraic polynomials.
Lemma 4.3 [1] Let A be a triangular set. Then A is a characteristic set of asat(A) = (A) : I A if and only if A is regular.
Lemma 4.4 [3] A polynomial g is not invertible w.r.t. a regular triangular set A if and only if there is a nonzero f in K[u, y] such that f g ∈ (A) and g is reduced w.r.t. A.
Lemma 4.5 [1, 3] Let A be a regular triangular set. Then a polynomial P is invertible w.r.t. A if and only if
A chain A is said to be regular if any DD-polynomial in H A is invertible w.r.t. A.
Lemma 4.7 If a chain A is a characteristic set of sat(A), then for any DD-polynomial P ,
A P is a regular algebraic triangular set.
Proof: By Lemma 4.3, we need only to prove that B = A P is the characteristic set of (B) : I B . Let W be the set of all the θy j such that θy j is of lower or equal ordering than ā θy j occurring in B.
If B is not a characteristic set of (B) : I B , then there is a Q ∈ (B) :
which is reduced w.r.t. B and is not zero. Q does not contain θy i which is of higher ordering than those in W . As a consequence, Q is also reduced w.r.t. A. Since Q ∈ (B) : I B ⊆ sat(A) and A is the characteristic set of sat(A), by Lemma 3.4, Q must be zero, a contradiction.
Lemma 4.8 Let A be a coherent and regular chain, and R a DD-polynomial reduced w.r.t. A. If R ∈ sat(A), then R = 0, or equivalently, A is the characteristic set of sat(A).
Proof: Let
Since A is regular, J 1 is difference invertible w.r.t. A, that is, there exists a DD-polynomialJ 1 and a nonzero N ∈ K[V ] such that
where V is the set of parameters of A J 1 as an algebraic triangular set. Hence,
Or equivalently,
Since A is a coherent chain, by Lemma 4.2, there is a J 2 ∈ H A such that J 2 · N · R has a canonical representation, where v J 2 < max{v θ i,j A j } in equation (7). That is
, we have already reduced the highest ordering of v θ i,j A j in (7). Otherwise, assume
In the right side, ρ a A b becomes zero, i.e. the max{v ρ i,j A j } decreases. Clearing denominators of the substituted formula of (8), we obtain a new equation:
Note that in the right side of (9), the highest ordering of τ i,j A j and I t b · J 2 are less than v ρaA b and I t b · J 2 is invertible w.r.t. A. Then after multiplying a DD-polynomial, the right side of (9) can be represented as a linear combination of τ i,j A j all of which is strictly lower than v ρaA b . Repeating the above process, we can obtain a nonzeroN ∈ K[V ], such that
Then R = 0. By Lemma 3.4, A is the characteristic set of sat(A).
The above lemma is a modified difference-differential version of Rosenfeld's Lemma [16] . The condition in this lemma is stronger than the one used in the differential version of Rosenfeld's Lemma. The conclusion is also stronger. The following example shows that the Rosenfeld's Lemma [16] cannot be extended to difference-differential case directly. As a consequence, the approach proposed in [2] cannot be extended to the DD-polynomials directly. The following is one of the main result in this paper.
Theorem 4.10 A chain A is the characteristic set of sat(A) iff A is coherent and regular.
Proof: If A is coherent and regular, then by Lemma 4.8, A is a characteristic set of sat(A). Conversely, let A = A 1 , A 2 , . . . , A l be a characteristic set of the saturation ideal sat(A) and 
Theorem 4.13 If A is a coherent and regular chain, then
sat(A) = P ∈K{Y} (A P ) : H A P = P ∈K{Y} (A P ) : I A P .
Proof: It is easy to see that sat(A) = [A] : H
A is coherent and regular, A is the characteristic set of sat(A). Then rprem(P, A) = 0, or prem(f, A P ) = 0. We have P ∈ (A P ) :
A is regular, A P is saturated, by Lemma 4.6, (A P ) : I A P = (A P ) : H A P , so we proved the theorem.
Irreducible chains
There exist no direct methods to check whether a given chain is regular since we need to check that all possible transforms of the initials and separants are invertible. In this section, we will give a constructive criterion for a chain to be regular by introducing the concept of proper irreducible chains.
Index set of a chain
In this Section, we will use the ordering ≤ l defined in Section 2.2. That is, s 2 iff (i, d 1 , s 1 ) is less than (j, d 2 , s 2 ) according to the lexicographical ordering. Now we consider the structure of an auto-reduced set. For any chain A, after a proper renaming of the variables, we could write it as the following form. 1 (U, y 1 ), . . . , A 1,k 1 (U, y 1 ) . . .  A p,1 (U, y 1 , . . . , y p ), . . . , A p,kp (U, y 1 , . . . , y p ) (10) where U = {u 1 , . . . , u q } and p+q = n. For any i, we have cls( 
Proof: Let A 1 and A 2 be the corresponding DD-polynomials of (a 1 , b 1 ) and (a 2 , b 2 ) . We show that a 1 = a 2 cannot happen. Please refer to Figure 1 for an illustration of the above lemma.
Corollary 5.2 Let A be a chain of form (10). Let
For any DD-polynomial set P, the index set of the DD-polynomials in A P with class i is of the following form:
where s i , a, r, l j ∈ N, and s 1 ≥ s 2 ≥ · · · ≥ s r . Each row of (11) corresponds to a column in the index figure of A P (Figures 2 or 3) .
To define the concept of proper irreducible chains, we need several properties of algebraic irreducible triangular sets. An algebraic triangular set B is called irreducible if B is regular and there exists no polynomials P and Q which are reduced w.r.t. B and P Q ∈ asat(B) [13, 18] .
Lemma 5.3 [19] Let A be an irreducible algebraic triangular set. Then asat(A) is a prime ideal and for any polynomial P , the following facts are equivalent.
• P is invertible w.r.t. A.
• P ∈ asat(A).
• aprem(P, A) = 0, where aprem is the algebraic pseudo-remainder.
The above lemma was extended to the case of ordinary differential polynomials. Let A be a differential triangular set A [14, 19] . The differential saturation ideal of A is defined to be
where [A] ∂ is the differential ideal generated by A and H A is defined in (6) when A is treated as an algebraic triangular set.
Lemma 5.4 [14, 18] Let A be a triangular set consisting of ordinary differential polynomials.
If A is irreducible when considered as an algebraic triangular set, then dsat(A) is a prime differential ideal and for any differential polynomial P , P ∈ dsat(A) iff dprem(P, A) = 0, where dprem is the differential pseudo-remainder.
Proper irreducible chain
We denote A * = A A . A * will play a central role in the rest of this paper. By Proposition 3.5, A * is an algebraic triangular set when y i,s,t are treated as variables and all the principle variables of A occurring in A are leaders of some DD-polynomials in A * , more precisely, A * satisfies L A * = V A * . Let A be the chain in (4), then the index set of A * is given in Figure 3 . • A * is an algebraic irreducible triangular set, and
• δP ∈ dsat(A * ) implies P ∈ dsat(A * ), where dsat(A * ) is the differential saturation ideal of A * .
Lemma 5.5 Let A be a coherent and proper irreducible chain of the form (10). If P is a nonzero DD-polynomial in K[P A ], then δP is invertible w.r.t. A.
Proof: Note that the indices of δP can be obtained by adding one to the δ-order of the indices of P , or equivalently by moving the indices of P to the right side by one in the index figure of A. For an illustration, please consult Figure 3 . As a consequence, the DD-polynomials A ∈ A δP such that v A appearing in δP must corresponds to the left most index on each row in the index figure of A δP . Let us denote these DD-polynomials by H.
To test whether δP is invertible w.r.t. A δP , we need only consider those DD-polynomials in A δP which will be needed when eliminating the leading variables of H with resultant computations. More precisely, these DD-polynomials C can be found recursively as follows:
• C = H, and Suppose that δP is not invertible w.r.t. A δP . Then, δP is not invertible w.r.t. C. Since C is irreducible, by Lemma 5.3, we have δP ∈ asat(C) ⊆ dsat(A * ). By the definition of the proper irreducible chain, P ∈ dsat(A * ). By Lemma 5.4, dprem(P, A * ) = 0. On the other hand, since P ∈ K[P A ], we have dprem(P, A * ) = P = 0, a contradiction.
The following example shows that if we replace dsat by asat in the definition of the proper irreducible chain, the above lemma will be false.
Let A 1 = y 1,2,0 − y 0,0,0 , A 2 = y 2,2,0 − y 0,0,2 , and A = A 1 , A 2 . It is easy to see that
The following is a key property for proper irreducible chains.
Lemma 5.6 Let A be a coherent and proper irreducible chain of form (10). If P is invertible w.r.t. A, then δP is invertible w.r.t. A.
Proof: We prove the lemma by induction on the order of P . By Lemma 5.5, if P ∈ K[P A ] then we are done. Assuming that the conclusion holds for any DD-polynomial Q such that v Q < l v P , we will prove the lemma for P . We first prove the following result.
By (12), B is a regular triangular set. Since P is invertible w.r.t. A, there exist a DD-polynomial Q and a non-zero DDpolynomial G ∈ K[P A ] such that Q · P ≡ G mod (A P ), which can be represented by the following equation
Since G is obtained from P by eliminating some variables using DD-polynomials in A P , we have v G ≤ v P and for each class c, s
Performing the transforming operator on (13), we have
For any δA in the above equation, there are two cases. (1) 
So there exists a DD-polynomial R 1 such that
We write the summation of equation (15) as two parts:
− U 1 be the largest under the ordering ≤ l in the third part of equation (16) , where I B 1 ∈ H A is the initial of B 1 . Since all the B in the third part of equation (16) are in A R 1 , B 1 is determined uniquely. Replacing v
by U 1 /I B 1 , we have
in the third part of equation (15), v B < l v B 1 , they do not change under the above substitution.
Since I B 1 is invertible w.r.t. A, similar to the above procedure, there exist DD-polynomials Q 2 , P 2 ∈ K[P A ], R 2 , such that P 2 = 0 and
The leader of each B in the above equation is less than that of v B 1 . Repeating the procedure for (18) , by Lemma 3.2, after a finite number of steps, the third part of equation (18) will be eliminated. As a consequence, there is an H and a nonzero R ∈ K[P A ] such that
Since B is a regular triangular set, by Lemma 4.5, δP is invertible w.r.t. B ⊆ A δP . That is δP is invertible w.r.t. A.
The following result gives a constructive criterion to check whether a chain is regular. The condition for the above theorem could be lessened. This gives the following result which will be used in the procedure to check wether a given chain is regular. For details, please refer to Lemma 6.5.
Corollary 5.8 Let A be a chain satisfying the following conditions
• A * is an algebraic irreducible triangular set, and
Then sat(A) is regular.
Proof: Let A * = A 1 , . . . , A m , I j = I(A j ), and S j = S A j . Then the ∂-orders for δ i I j , δ i S j are less than or equal to d = max A∈A * ord ∂ (A). Hence we need only to prove that Lemma 5.6 is still valid for a chain A satisfying the conditions in this corollary and P further satisfying ord ∂ (P ) ≤ d. To prove this, we need only to prove that Lemma 5.5 is still valid for a chain A satisfying the conditions in this corollary and P further satisfying ord ∂ (P ) ≤ d. This is indeed the case, because from the condition ord ∂ (P ) ≤ d, we could conclude that C ⊂ A * . Then the rest of the proofs can be carried out similarly. 
Since each DD-polynomial A ∈ A δP \ C must be the transforms for a DD-polynomial B which corresponds to the last index of a row in the index diagram for C, the leading degree of A is the same as that of B. As a consequence, δP is reduced w.r.t. A δP \ C. We can write the right hand side of the equation (19) as two parts: {B} and hence A will not change under the above substitution. Since A * is irreducible, G ∈ K[P A ], J is invertible w.r.t. A, and JGδP ∈ dsat(A * ), by Lemma 5.4, we have JG ∈ dsat(A * ) and δP ∈ dsat(A * ). Since A is proper irreducible, we have P ∈ dsat(A * ) ⊆ sat(A), a contradiction.
Strong irreducible chains
Example 5.10 Consider A = {A 1 = y 2 1,0,0 +t, A 2 = x 2 2,0,0 +t+k } from [5] in K{y 1 , y 2 } where K is Q(t) with the difference operator ∂t = t + 1 and k is a positive integer.
A proper irreducible chain A is said to be strong irreducible if for any DD-polynomial P A P is an algebraic irreducible triangular set. In this section, we will prove that any reflexive prime ideal can be described with strong irreducible chains.
The following theorem gives a description for prime ideals with strong irreducible chains. Proof: "=⇒" Since A is a coherent and proper irreducible chain, by Theorem 4.10, A is regular and A is the characteristic set of sat(A). For two DD-polynomials P and Q such that P Q ∈ sat(A), by Theorem 4.13, there exists a DD-polynomial R, such that P Q ∈ asat(A R ). Since A R is an irreducible triangular set, by Lemma 5.3, we have P ∈ asat(A R ) or Q ∈ asat(A R ). Therefore, sat(A) is a prime ideal. By Theorem 5.9, sat(A) is reflexive. Then sat(A) is a reflexive prime ideal. "⇐=" Since A is the characteristic set of I, by Theorem 4.10, A is coherent, regular, and I ⊆ sat(A). On the other hand, for P ∈ sat(A), there exists a J ∈ H A , such that JP ∈ [A]. Since I is a reflexive prime ideal, the initials and separants of A are not in I, so are their transforms. Then, we have P ∈ I, and hence I = sat(A). For any DD-polynomial P , A P is an irreducible triangular set. Otherwise there exist DD-polynomials G, H, such that GH ∈ asat(A P ) ⊆ sat(A), G, H are reduced w.r.t. A P . Hence G, H are reduced w.r.t. A. As a consequence, G, H ∈ I = sat(A) but GH ∈ I, which contradicts to the fact that I is a prime ideal. If δP ∈ dsat(A * ), we have δP ∈ sat(A) = I, and then P ∈ sat(A). Since A is coherent and regular, we have P ∈ asat(A P ). Since A * is irreducible, dsat(A * ) is a prime differential ideal. Without loss of generality, we may assume that d
A * for all c. As a consequence A P ⊆ dsat(A * ) and P ∈ asat(A P ) ⊆ dsat(A * ).
Zero decomposition algorithms
In this section, we will present two algorithms which can be used to decompose the zero set of a finite DD-polynomial system into the union of the zero sets of proper irreducible chains. Such algorithms are called zero decomposition algorithms.
A chain A is called a Wu characteristic set of a set P of DD-polynomials if A ⊆ [P] and for all P ∈ P, rprem(P, A) = 0. 
Since A is the Wu characteristic set of P, we have Zero(P ∪ A) = Zero(P). The second equation is proved. The first equation can be proved similarly. /*/ C.S(P) gives the characteristic set of P. Since P is finite, it is easy to find C.S(P). 
. . . P
where I i is the initial of B i . Since A is a Wu characteristic set of P, f ∈ [P]. Then Zero(P) = Zero(P ∪ {P }) = ∪ h i=1 Zero(P, P i ) ∪ i Zero(P, I i ). If I i is the initial of δ d A for some A ∈ A, then Zero(P, I i ) = Zero(P, I A ). If I i is the initial of δ d ∂ t A for some A ∈ A, then Zero(P, I i ) = Zero(P, S A ). In other words, we need only to include the initials and separants of the DD-polynomials in A.
If A * is algebraic irreducible. Let f = δg ∈ dsat(A * ) which satisfying dprem(g, A * ) = 0. P 1 = dprem(g, A * ), we have P 1 = 0, P 1 is reduced w.r.t. A, and
Then Zero(P/H A ) = Zero(P ∪ {f }/H A ) = Zero(P ∪ {g}/H A ) = Zero(P ∪ {P 1 }/H A ). Combining these two conditions, we have that if A is not a proper irreducible chain, then we can find P 1 , P 2 , . . . , P h which are reduced w.r.t. A such that 
where J i is a product of the initials and separants of A i .
The correctness of the above theorem follows from the correctness of the algorithm ZDA. This is a quite straight forward extension of the algebraic and differential zero decomposition algorithms in [14, 19] , except for the algorithm ProIrr to find a proper irreducible chain. The correctness of the algorithm is guaranteed by Lemma 6.1 and Lemma 6.2. The termination of it is guaranteed by Lemmas 3.2 and 3.3.
Indeed, in ZDA, we need to check whether a coherent chain is proper irreducible. The procedure ProIrr, when it applied to a coherence chain B, returns two argument: test,P. If B * is proper irreducible, then test is true andP = ∅; else test is false,P consists of the DD-polynomials P 1 , . . . P k mentioned in Lemma 6.2. 
