This study extends previous research, which calculated quality-adjusted price and quantity indices for the pesticides applied to corn, soybeans, cotton, and sorghum using hedonic methods (Fernandez-Cornejo and Jans, 1995) . We extend the analysis through 2008 and make several econometric improvements. The analysis proceeds as follows: First, Zivot-Andrews tests are used to determine whether there are structural breaks in the data generating process. Next, we use hedonic regressions to control for pesticide quality characteristics including potency, toxicity, and persistence across active ingredients. Finally, the regression results are used to obtain preliminary estimates of the quality-adjusted price and quantity indices.
Introduction
Agricultural producers use pesticides (herbicides, insecticides, fungicides, and other pesticides) on millions of crop acres, primarily to prevent or manage weeds, insects and pathogens. Over the course of the last 50 years, public concerns about the adverse human health and environmental effects of pesticides have led to increasingly restrictive regulations. Nonetheless, expenditures on the pesticides used in agriculture grew by approximately 400% (in real terms) from 1960 and 2008 . Over this time period, changes in pesticide use were influenced by changes in: economic factors, pest pressures, environmental and weather conditions, crop acreage, production practices, access to land-grant extension personnel and crop consultants, technological innovations, and environmental and health regulations (Fernandez-Cornejo et al.2014 ). The purpose of this analysis is to identify trends in farmers' pesticide use by accounting for changes in the characteristics of the active ingredients applied.
Pesticides are typically sold as mixtures of active chemical ingredients (a.i.) and inert materials. Hundreds of a.i., with different potencies and toxicities, have been used over the course of the study period. Moreover, new active ingredients (more effective and less harmful to human health and the environment) are frequently introduced, while others are banned or voluntarily canceled by their manufacturers (Fernandez-Cornejo and Jans, 1995) . Thus, there is an inherent heterogeneity in the composition of pesticides. This implies that aggregate measures of pesticide use (such as pounds of a.i. applied) do not accurately reflect changes in pesticide use. Quality-adjusted price and quantity indices depict the impacts of technological change and provide insight into how pesticide use has changed over time.
Methodology
This study employs the hedonic approach developed in Fernandez-Cornejo and Jans (1995) to compute quality-adjusted indices of pesticide prices and quantities. It is implicitly assumed that the prices of pesticide products reflect the quality characteristics of the active ingredients that they contain. By exploring how changes in these characteristics affect pesticide prices, it is possible estimate shadow prices for quality characteristics such as potency, toxicity, and environmental persistence.
This approach is not novel. Waugh (1928) used hedonic methods to explore how changes in characteristics affected vegetable prices. Court (1939) examined whether increases in automobile prices were primarily due to improvements in quality or the consolidation of market power. Griliches (1958) and Rayner and Lingard (1971) used hedonics to determine the implicit value of fertilizer characteristics. Chow (1967) , Griliches (1961 ), and Triplett (1977 estimated quality-adjusted price indices for computers, automobiles, and refrigerators. Palmquist (1989) used hedonics to analyze agricultural land values.
These analyses specified the hedonic function using a variety of functional forms. In this study, we employ a generalized linear form. More specifically, the dependent variable and the continuous independent variables are adjusted using Box-Cox transformations.
Three variables control for changes is pesticide quality: application rates, chronic toxicity scores, and soil half-lives. Application rates (in pounds of a.i. per acre) serve as a proxy for the potency, or effectiveness, of active ingredients.
1 Chronic scores reflect the human health hazards associated with pesticide consumption (Kellog et al, 2002) . 2 We measure environmental 1 Application rates are inversely related to pesticide potency 2 The lower the index, the lower the environmental risk posed by the chemical.
persistence using an indicator variable equal to one for active ingredients with half-lives greater than or equal to 60 days.
Indicator variables (D) are assumed to capture annual impacts which are unrelated to active ingredient quality. Thus the general functional form of the model is:
(1)
where ( ) represents the Box-Cox transformation, is a vector of quality characteristics, 0 reflects prices, are year time dummy variables, is the proxy for environmental persistence, { , , } are unknown parameters, and ε is a stochastic disturbance.
Pesticides have different market shares. Consequently, weights are calculated using data on expenditures, and weighted least squares is used to estimate Equation 1.
The quality adjusted price index is estimated from the parameter estimates of the year dummies ( ). The base year (1960) is normalized to 100. Total annual expenditures are divided by the quality adjusted prices to obtain the index of quality adjusted quantities.
Fernandez-Cornejo and Jans (1995) used a series of Chow tests to check the stability of the hedonic coefficients (Chow, 1960 ). An important limitation of this approach is that the break date must be specified before the test is conducted. As Hansen (2001) points out, the test results can be "uninformative" because the true break date has not been tested, or "misleading" because the test indicates a break when none exists. Therefore, we employ break tests that 1) determine the break point endogenously, and 2) allow the unit root to have both stochastic and deterministic components. Specifically, we use the structural break test developed by Zivot and Andrews (1992) . This is a sequential test which utilizes the full sample and employs a dummy variable to test for each possible break date. The break date is selected where the test statistic from an augmented Dickey-Fuller test of the unit root is smallest (Dickey and Fuller, 1979) . This ensures that the break data is chosen such that the evidence is least favorable for the unit root null hypothesis.
3
Data
The dataset contains state level information for two hundred fifty-five of the active ingredients applied to corn, cotton, sorghum, and soybeans in the continental United States from 1960 to
2008. This data reflects more than 90% of the total pesticide expenditures on each of the four crops for each state and during each year in the study period. Table 1 Figures 1 illustrates how the quality characteristics of the pesticides being analyzed changed over time. There are several obvious trends. For instance, application rates decreased over the course of the study period. In part this is due to technological improvements (the commercial introduction of new, increasingly potent chemicals). However, it is also due to the commercial introduction of genetically engineered seeds.
Despite increases in potency, the average toxicity of pesticides decreased over time. In part, this is due to restrictions on more toxic products such as DDT, toxaphene used in cotton and Aldrin applied to corn. However, it is also due to increases in the use of relatively benign products like carbaryl and chloropyrifos, and pyrethroids.
Average soil half-lives decreased sharply during the 1970's due to regulatory restrictions, but increased during the 1980's and 1990's due to increases in the use of metolachlor and pendimethalin. Soil half-lives decreased rapidly subsequent to the introduction of HT seeds (in 1996) , as farmers increased glyphosate usage.
Hedonic Regression Results
Two structural breaks were identified using the Zivot-Andrews tests: 1978 and 1998.
Consequently, the study period is partitioned into three time periods : 1960-1978, 1978-1998, and 1998-2008. 4 The first of these periods encompasses the establishment of the EPA (in 1970). Regression results can be found in Table 2 . Generally, our model appears to fit the data well. Adjusted R-squared values range from 0.71 to 0.93. Notice that farmers appear to have been less concerned with (or less aware of) human health risks in period 1, but reasonably sensitive to these risks in periods 1 and 2. Similarly, farmers appear to have accepted pesticides with longer half lives in period 1, but were willing to pay a premium for less persistent chemicals in periods 2 and 3. Not surprisingly, more potent pesticides tend to be more valuable than relatively ineffective ones. Though not reported, the parameter estimates for the year fixed effects are positive and significant throughout the study period. Figure 2 presents the preliminary estimates of the quality-adjusted price index. Because of improvements in pesticide quality (improved pest control effectiveness or lower application rates), adjusted pesticide prices (constant quality) increase less quickly than unadjusted ones.
Intuitively, this is because the unadjusted (actual) prices reflect technological improvements, while the quality adjusted ones do not. Similarly, quality-adjusted quantities are higher than unadjusted quantities because farmers would have had to use more pesticides if pesticide quality had remained constant instead of improving (Fernandez-Cornejo and Jans, 1995) . Figure 3 presents the preliminary estimates of the quality-adjusted quantity index. As expected, quality-adjusted quantities are greater than unadjusted ones. Notice that there were nearly twice as many quality adjusted as non-quality adjusted pounds applied in 2008.
Concluding Comment
Using hedonic methods, we are able to disentangle improvements in quality (technological change) from other factors that impact pesticide prices and usage. In doing so, we provide insight into how pesticide use has changed over time. The pounds of active ingredients applied by US farmers tripled over the course of the study period 
