We wish to estimate the total number of classes in a population. The classical approach assumes that each class independently contributes a Poisson number of representatives to the sample according to its sampling intensity; these intensities follow a stochastic abundance distribution. In this paper we present what we believe to be the first parametric departure from the mixed Poisson framework. We draw on probability theory that characterizes distributions on the integers by the ratios of their consecutive probabilities. Based on these distributions we construct a nonlinear regression model for the ratios of consecutive frequency counts; this allows us to predict the unobserved count and hence to estimate the total diversity. We find that this approach results in realistic estimates with good fits to data and reasonable standard errors, and it is geometrically intuitive. The method is especially well-suited to the high diversity setting typical of modern microbial datasets derived from next-generation sequencing. We demonstrate its performance in low, medium and high diversity contexts, and via simulation. Finally, we present a dataset for which our method outperforms all competitors.
1. Introduction. Our goal is to estimate the total number of classes C in a population, based on a sample of individuals from the population. This problem arises in many applications in the natural sciences, as well as in linguistics and computer science, but our particular interest is in microbial ecology -estimating the number of taxa in a microbial community from a sample of DNA sequences. This application is marked by datasets with small numbers of very common species as well as many rarely observed species, and this long tail and large peak make inference especially challenging (Bunge, Willis and Walsh, 2014) . Let f 1 , f 2 , . . . denote the numbers of taxa observed once, twice, and so on, in the sample, and let f 0 denote the number of unobserved taxa, so that f 0 + f 1 + f 2 + . . . = C. Our problem is to extract the maximum amount of information from the observed frequencies (f 1 , f 2 , . . .) in order to predict f 0 and hence to estimate C.
It is natural to begin by working directly with the frequencies. The classical approach, dating back to Fisher, Corbet and Williams (1943) , is to model the sample counts of the various taxa as independent Poisson random variables, and then to suppose that the means of these variables are an i.i.d. sample from some mixing distribution, called a stochastic abundance distribution. The frequencies (f 1 , f 2 , . . .) then constitute a random sample from a zero-truncated mixed Poisson distribution, and inference is made about the mixing distribution in order to predict f 0 . This mixed Poisson model is the foundation of almost every existing statistical method in this problem, and the principal question associated with this approach is how to model the stochastic abundance distribution. It would arguably be desirable to ground the choice of distribution in a suitable physical theory, such as the limit of a stochastic speciation process, for example. Such attempts have been made but no wholly satisfactory solution has been reached (Williamson and Gaston, 2005) . At the other end of the spectrum, rather than specifying a stochastic abundance model, one can take a nonparametric approach, allowing the mixing distribution to vary arbitrarily (among distributions on the positive half-line). However, it has been shown that in the rigorously nonparametric setting direct estimation of the total number of classes is in a sense impossible and that only a lower bound is reasonable (Liu and Brown, 1993; Mao and Lindsay, 2007) . Finite mixture models for the stochastic abundance distribution provide a compromise between constraints and flexibility, but still present model selection difficulties (Bunge et al., 2012; Bunge, Willis and Walsh, 2014) . In sum, the mixed Poisson method is workable, but it remains the only path to have been well-explored in the species problem.
Recently, a new procedure has been described based on the ratios of adjacent counts. While this technique was introduced to address some of the computational challenges associated with mixed Poisson inference, we demonstrate that the approach can be extended in order to break away from the mixed Poisson model entirely. The original approach of Rocchetti, Bunge and Bohning (2011) arose from the observation that the frequency ratio plot, that is the plot of f j+1 /f j against j, often displays clear regularity, which one may exploit to fit a curve and then to extend it downwards to the left, so as to predict f 0 and hence estimate C. While this approach, and those of Böhning et al. (2013 Böhning et al. ( , 2014 , are in part data-driven, closer examination reveals that the idea of modeling the ratio plot has a deep background in probability theory. The most basic relevant result is due to Katz (1945) , who showed that the transformed ratio plot (j + 1)f j+1 /f j is a linear function of j if and only if the distribution of f j is binomial, Poisson, or negative binomial. This connects the ratio-based approach to the mixed-Poisson model, because by Katz' result if the transformed ratio plot is linear then a particular family of mixing distributions is implied (for instance, the gamma distribution in the case of negative binomial frequencies). However, the ratio-based approach is more flexible than families of mixtures or stochastic abundance distributions; indeed we show below that a broader class of models for the ratios need not imply mixed-Poisson distributions at all.
Our proposal is to model the ratios {f j+1 /f j } j≥1 as a function of j and on this basis to predict f 0 and hence estimate C. The question of the choice of model again arises, although in a different guise from the mixed-Poisson scenario. Let p j = P (j), j = 0, 1, . . ., where P (j) is the probability that an arbitrary species or taxon contributes j representatives to the sample. Of course for any distribution, p j+1 /p j will define some function of j. But what functions are statistically plausible and numerically tractable? We have found three main threads of research in the literature. The first, which we use here, is based on Katz' result as extended by Kemp (1968) . Using this theory, we model the ratio plot by functions taking the form of ratios of polynomials (in j), which leads to a rich and flexible class of procedures, including the Poisson and negative binomial (gamma-mixed Poisson) as special cases. We discuss this in detail below. The second is the Lerch distribution (Zörnig and Altmann, 1995; Johnson, Kemp and Kotz, 2005) , which is characterized by probability ratios of the form
This arises as the stationary distribution of a birth and death process, and so could offer a plausible model. However, it does not generate a flexible class of statistical procedures and is difficult to fit numerically, and appears to present no advantage over the ratios-of-polynomials models. We therefore only discuss it briefly. The third derives from randomly stopped sums (Pestana and Velosa, 2004) , with probability ratios
We have not found any relevant interpretation or advantage for these models in this problem and so do not pursue them here. In summary, then, we define a nonlinear model, based on ratios of polynomials, for the ratios of counts. This entails a generalized probability model for the count data which need not be mixed Poisson. We fit the models by nonlinear regression rather than maximum likelihood, for reasons we explain below. While the implementation is nontrivial due to the heteroscedastic and autocorrelated nature of the ratio data, the result is a flexible procedure which allows estimation of the total number of classes in a broad array of situations. The linear model of Rocchetti, Bunge and Bohning (2011) is encompassed as a special case. In the following sections we discuss the statistical approach, and we describe an R package, breakaway, which implements the method. We analyze several datasets and conclude with recommendations for further research.
2.
A model based on ratios of probabilities. Let p denote a probability distribution on {0, 1, 2, . . .} with p j = P (j), j = 0, 1, 2, . . . and j p j = 1. A rich literature has examined the properties of ratios of adjacent probabilities p j+1 /p j , j = 0, 1, 2, . . .. This appears to originate with Katz (1945) , who proved that the function (j + 1)p j+1 /p j is linear if and only if p is either binomial, Poisson, or negative binomial. A general theory was given by Kemp (1968) (see also Dacey (1972) ; Kemp (2010) ), who analyzed distributions p with probability generating functions of the form
where F is the generalized hypergeometric function and a 1 , . . . , a p , b 1 , . . . , b q and λ are parameters. Analyzing these parameter spaces was one of the main points of Kemp's original paper, and we do not reproduce her results in detail here, but discuss aspects below. For these distributions the ratios of probabilities have the form
i.e., rational functions of j. Tripathi and Gurland (1977) discuss the particular case where a 1 = 1. Our statistical procedure is based on fitting function (2) to the observed ratios of frequencies f j+1 /f j , and then extending the fitted function downward to zero to obtain a prediction of f 0 and hence an estimate of C.
The class defined by (1) is not restricted to mixed Poisson distributions. To see this we use the following result due to Puri and Goldie (1979) .
Proposition 1 A function G is a probability generating function corresponding to a Poisson mixture if and only if G(·) is defined, has continuous derivatives of all order and satisfies
where G (n) denotes the nth derivative of G, for all −∞ < s < 1.
. Kemp (1968) shows that 0 < λ < 1 and a 1 , a 2 , b 1 > 0 in order for the distribution to be proper. But for a 1 = a 2 = 1 and b 1 = λ = 0.1, G(−5) = −0.6365 < 0 so the corresponding distribution is not mixed Poisson.
3. Ratios of frequency counts. There are C < ∞ classes in the population. Assume that the ith class contributes X i members to the sample, X i = 0, 1, . . ., and that X 1 , . . . , X C ∼ i.i.d. p (where p is fixed). Then f j = #{X i = j}, j = 0, 1, . . ., and define the number of observed species c = j≥1 f j and the number of observed individuals n = j≥1 jf j ; f 0 is unobserved. We propose estimating the parameters a 1 , . . . , a p , b 1 , . . . , b q and λ in (2) using a nonlinear regression model of {f j+1 /f j } j≥1 to approximate {p j+1 /p j } j≥1 . For this we need expressions for the mean and covariance of {f j+1 /f j } j≥1 .
Note first that the joint distribution of f 0 , f 1 , . . . is multinomial with unbounded support, with probability mass function (p.m.f.)
In a practical situation we can set the maximum frequency to be some fixed value τ (more on this below). We therefore choose τ so that j>τ p j is small, and we replace p by q ≈ p where
It is not obvious how to analyze the moments of {f j+1 /f j } 1≤j≤τ −1 directly, but a Poisson approximation is available. One version is due to McDonald (1980) , who compared the vector f :
McDonald notes that this bound is useful when q 0 is large, although it actually must be large relative to C. In the microbial ecology application q 0 is typically quite large, but C may be so as well. Tighter bounds are have been developed (Roos, 1999a,b) , but in too complex a form to discuss here. We will proceed by treating f 1 , . . . , f τ as independent Poisson random variables with E(f i ) = Cq i . We are interested, then, in the first and second (joint) moments of {f j+1 /f j } 1≤j≤τ −1 . However, with positive probability any f j may be zero. We therefore condition on all f j being nonzero, for j = 1 up to some maximum J +1 ≤ τ , i.e., on the event {f 1 > 0} ∩ · · · ∩ {f J+1 > 0}. Write g j := f j |f j > 0; by the independent Poisson assumption the g j are independent zero-truncated Poisson random variables, j = 1, . . . , J + 1. Let µ j and σ 2 j denote the mean and variance of g j , respectively.
Applying the delta method, we have
. . , J, and
We regard the f j as independent zero-truncated Poisson random variables with Poisson parameter Cq j , or ignoring the truncation at τ , Cp j . The mean and variance of a zero-truncated Poisson random variable with (original) parameter λ are λ/(1 − e −λ ) and (λ/(1 − e −λ ))(1 − λ/(e λ − 1)) respectively. Therefore
and since C is typically large we regard f j+1 /f j as a reasonable estimate of p j+1 /p j . The expressions in the covariance matrix are more complicated. We have
j = 1, . . . , J. We will return to these later when considering weights for nonlinear regression.
4. Nonlinear regression. We begin by proposing to model frequency ratios using the class of distributions with p.g.f. given in (1). While there is some literature on fitting these distributions directly (Rodrguez-Avi et al., 2007) , this is in general a nontrivial problem since for general p and q, no closed-form expression exists for the probability mass function p, and for this reason maximum likelihood estimation is intractable in this scenario. Instead, we exploit the recurrence relation (2), and fit the model
j = 1, . . . , J, by nonlinear regression. To account for the covariance structure of {f j+1 /f j } we assume that Cov({ j }) is given by (3) -(5). We then wish to find
where
. . J} and W is the tridiagonal covariance matrix (3), with diagonals given in (5) and off-diagonals in (4). We write W as W(P) to reflect the fact that the covariance structure depends on the true probabilities, which we approximate with the fitted values of {p 1 , . . . , p J+1 }. The solution to (7) then yields empirical least squares estimates for a 1 , . . . , a p ; b 1 , . . . , b q ; λ, which we find using existing implemented generalized nonlinear least squares solvers (Pinheiro et al., 2013) . Assuming a correctly specified model and some integrability conditions on the errors, the conditions of White and Domowitz (1984) could be verified to demonstrate asymptotic consistency and normality of the solution to (7).
This procedure yields estimates and normal approximations for standard errors for the parameters a 1 . . . a p , b 1 . . . b q , λ, and hence a prediction for f 0 ,
The estimate of C is thenĈ = c +f 0 . We derive a standard error forĈ using the multinomial model in conjunction with the delta method as in Rocchetti, Bunge and Bohning (2011) . This is the initial framework of our method.
5. breakaway. The best-laid schemes o' mice an' men / Gang aft agleyRobert Burns.
When analyzing real data using the method described above, we typically find two principal departures from the conditions underlying the Kemp-type distributions with p.g.f. given in (1). In order for the distribution p to be proper, it is necessary that (i) p ≤ q + 1; and (ii) the parameters a 1 , . . . , a p ; b 1 , . . . , b p ; λ must lie within the relevant parameter space, see Kemp (1968) . Statistical results usually fail to satisfy one or both of these conditions. We then face a methodological question: should we constrain our results so as to ensure that p is a proper nonterminating distribution?
Our answer is no: the method is valid without the constraints. In the first place, our overarching goal is to estimate C, not to identify a distribution for the frequency counts (or a stochastic abundance distribution in the mixed Poisson case). The nonlinear regression procedure provides such an estimate with or without the constraints on p, q and the parameters {a 1 , . . . , a p ; b 1 , . . . , b p ; λ}, since it is almost always possible to project the fitted function downward to 0 and hence to obtain a sensible (positive) prediction for f 0 . This is true even when the selected model has p > q + 1 and no distribution p is implied; in fact we will ultimately allow considerable latitude to p and q (see below). With respect to condition (ii), even when p ≤ q + 1 we often findλ > 1, which leads to positive values for the p j but a divergent p.g.f. (zero radius of convergence). However, this is only the case if the distribution is considered nonterminating: the sum will be convergent if it is truncated on the right, i.e., p N = 0 for some large N >> J. In this case one can interpret the results as applying to a proper "terminating" distribution p term . We return to this issue in Section 7.
We therefore simplify our model to
where as before Cov({ j }) is given by (3) -(5). We now face two related problems: numerical convergence and model selection. Assume for the moment that we have selected a pair (p, q). The parameter estimation problem is then
where as before F = {f j+1 /f j , j = 1 . . . J}, but P = {(β 0 + β 1 j + . . . + β p j p )/(1 + α 1 j + . . . + α q j q ), j = 1 . . . J}, and we no longer require these ratios to represent ratios of probabilities. Again W is the tridiagonal covariance matrix with diagonals given in (5) and off-diagonals in (4), making appropriate empirical substitutions for the p j 's based on the simplified ratios. Note that since no probability model necessarily underpins the frequency counts, we can no longer interpret W as a covariance matrix. However, we know that F is heteroscedastic, and by construction F is autocorrelated, so some weighting matrix is required. We argue that since W is a valid covariance matrix for some parameter values, and positivity of the p j 's will guarantee invertibility from (5), W as previously defined may be considered a proxy for variability even when no probability model underpins our inference. Furthermore, we find that numerical convergence is almost never achieved when W is tridiagonal, so we approximate W by its diagonal. Concurring with Rocchetti, Bunge and Bohning (2011) , simulations show this results in only a marginal loss of precision.
The next question is what initial weighting scheme to use. Prior to model selection we do not have a form for (even the diagonal of) W(P). We considered various smooth functions for this including j γ and e γj , and after much testing concluded that initial weights 1/j work well while remaining (provisionally) independent of model selection.
In order to reduce the correlation between the parameter estimates, we center j, taking j → (j −j) wherej denotes the (empirical) mean of j. We find that models with centered j converge more reliably and yield lower standard errors. As such, our final model is therefore
and we estimate (β 0 , . . . , β p ; α 1 , . . . , α q ) by (β 0 , . . . ,β p ;α 1 , . . . ,α q ) using a preimplemented nonlinear least squares solver (R Core Team, 2013) .
To find starting values for the parameters (β 1 , . . . , β p ; α 1 , . . . , α q ) we use a sequential procedure as in Bunge, Chouvarine and Peterson (2009) . Under parametrization (11) all models are nested. The parameters of the lowest order model q = 0, p = 1, (cf. Rocchetti, Bunge and Bohning (2011)) can be estimated using ordinary least squares. The starting values for model p = q = 1 are thenβ 0,OLS , β 1,OLS and α 1 = 0. This procedure is then repeated, using each model's estimates as the initial values for the next highest order model. If a model does not converge, the starting value construction simply skips the nonconvergent model.
Finally, we defineb
Given the ability to computationally fit specific models, the question of model selection arises. We select the lowest order model meeting the following conditions. First, we requireb 0 > 0 so thatf 0 > 0. (The issue of negative unobserved diversity estimators is as old as the problem itself : Fisher, Corbet and Williams (1943) recognized it when fitting the negative binomial distribution to Malayan butterfly data; cf. also Chao and Bunge (2002) ; Rocchetti, Bunge and Bohning (2011) ). Second, 1 + α 1 (j −j) + . . . + α q (j −j) q can have no roots in [0, J], so that (11) has no singularities in the relevant domain. Finally, the model must be computable, that is, must converge numerically. We advocate selecting the most parsimonious available model.
Our final procedure, implemented in the R package breakaway, is then as follows. If a model converges numerically, yields a positiveb 0 , and has no singularities in the relevant domain we say it "satisfies the criteria."
1. Confirm that the data has appropriate structure, i.e., multiple contiguous frequency counts after the singleton count. 2. Fit all models as in (11) with a diagonal weighting matrix and weights proportional to 1/j. (12), we apply the delta method to find
where V ar(b 0 ) = ∇ T Cov(β 0 , β 1 , α 1 , β 2 , α 3 . . .)∇ with
. . , and we treat the covariance betweenb 0 and f 1 as negligible. This yields
again treating the covariance term as negligible as in Rocchetti, Bunge and Bohning (2011) . A simulation study in the negative binomial case (see Table 2 ) suggests that such approximations are adequate.
6. Applied and simulated comparative study. We demonstrate our approach on three datasets: Soil (Schuette et al., 2010) , Apples , and Butterfly (Fisher, Corbet and Williams, 1943) . These provide a cross-section of modern datasets: high diversity (Soil: 2,692 observed species and 964 singletons), medium diversity (Apples: 1,000 species, 277 singletons) and low diversity (Butterfly: 620 species, 118 singletons). Table 1 compares the results of breakaway with a number of competitors: the transformed and untransformed weighted linear regression model (tWLRM and uWLRM) of Rocchetti, Bunge and Bohning (2011) , the Chao-Bunge estimator (Chao and Bunge, 2002) , the Chao (1987) lower bound (CLB), and 95% bootstrap confidence intervals for the nonparametric maximum likelihood (NPMLE) estimator of Norris and Pollock (1998) (c.f. also Wang and Lindsay (2005) ; Wang (2011)). Following standard practice we set τ = τ max for the WLRMs (where τ max is the largest frequency before the first zero frequency) and τ = 10 for the less robust Chao-Bunge estimator. breakaway employs τ max . The diagonal weighting structure for breakaway was employed as the tridiagonal model does not converge in any of these cases. (14)) and actual standard error in estimatingĈ when the true frequency count distribution is negative binomially distributed. The percentage of replications that resulted in breakaway correctly inferring the negative binomial (NB) distribution is also shown. The true value of C and true probability and size parameters are given. Results are based on 10,000 replications. Standard errors for breakaway may be greater than those of some other methods due to the added flexibility resulting from a greater number of parameters. A simulation study in the case of negative binomially distributed counts confirms the standard errors; see Table 2 . Note that in the high diversity case, the standard error of breakaway is less than half that of the uWLRM, one manifestation of breakaway's ability to fit modern datasets as displayed in Figure 1 . We believe that the tWLRM standard errors are artificially low due to model misspecification, which can be seen in Figure 1 . The added flexibility afforded by (11) replaces the need to log-transform to achieve a positive prediction for f 0 . Table 3 displays the empirical weights of the regression models for the Soil dataset. Note that breakaway is not based on the negative binomial assumption, so provides a superior fit, see Figure 1 . Analyzing breakaway's behaviour for simulated negative binomial frequency counts demonstrates that when the true distribution is negative binomial, breakaway correctly infers this in more than 99% of cases, see Table 2 . That breakaway correctly infers negative binomial distributions but rarely selects them when faced with real data is suggestive. Note that Table 2 is based on simulating negative binomial counts near the boundary of the parameter space, and hence breakaway performs well even in a near-pathological case. These choices of parameters lead to relatively high frequencies of rare species (singletons, doubletons, etc.) , which is consistent with data structures observed in microbial diversity studies. One appeal of regression-based estimators is that fit can be readily assessed. Furthermore, while comparison between regression-based methods and nonparametric methods is difficult, breakaway's estimates consistently exceed the Chao lower bound, and are close to the Chao-Bunge estimator. In medium to low diversity cases, breakaway produces estimates similar to the uWLRM, though outperforms the uWLRM in terms of fit in high diversity situations, see Table 1 and Figure 1 .
Finally, we present a high diversity dataset (S. Epstein, personal communication, February 28, 2014) for which breakaway outperforms all competitors, see Table  4 . The nonparametric maximum likelihood estimator is highly unstable and the tWLRM's standard error is again artificially deflated due to model misspecification (similar to Figure 1 ). breakaway's standard error is large relative to the estimate, however the failure of both Chao-Bunge and the uWLRM to produce any estimate suggests that a high standard error is an honest assessment of the nature of the dataset.
In the Soil, Apples, Butterfly and Epstein datasets, the model with p = q = 1 was found to be sufficiently flexible to produce positive predictions for f 0 , though other studied datasets require higher order models. Parameter estimates for the Soil, Apples and Butterfly datasets do not correspond to distributional models with unbounded support, however if the support is considered bounded then normalization is possible and proper distributional models are implied. However, the parameter estimates for the Epstein dataset are not normalizable since the implied "probability structure" yields negative probabilities. We discuss the implications of this in Section 7.
Similar to the uWLRM, NPML and Chao-Bunge estimators, breakaway does not guarantee a positive estimate. However, breakaway produces positive estimates in many situations where these estimators fail, and performs especially well in the high diversity situations that are typical of modern microbial datasets. The additional parameters in the ratio model contribute the flexibility required to produce positive estimates in these difficult cases and improve model fit. Furthermore, the weighting scheme is adaptive and thus more realistic than that of other regressionbased estimates while preserving the appealing feature of a visual mechanism to confirm model specification. breakaway imposes no a priori distributional model, and is not constrained to the mixed Poisson framework. Estimates and standard errors are consistent with other estimators in datasets displaying traditional low diversity features, and estimates produced by breakaway tend to exceed the Chao lower bound. Finally, the program is implemented in an R package available to the practitioner.
7. Conclusions and future directions. We have developed a diversity estimator based on fitting a class of distributions characterized by the form of their probability ratios. Distribution theory tells us that this form is nonlinear, heteroscedastic and autocorrelated, which we have taken into account in developing our method. The method produces reasonable estimates with sensible standard errors in low, medium and high diversity situations, and can outperform competitors in the high diversity situations that characterize modern microbial datasets. Our estimator tends to produce similar results to nonparametric estimators when they exist. Diversity estimates and standard errors are consistent with simulation studies and the fitted structures are shown to be geometrically and intuitively plausible.
While this paper has focused on fitting ratios-of-polynomials models to fre-quency ratios via nonlinear regression, other probabilistically-based functional forms of the frequency ratios could also be investigated. The Lerch distribution, which arises as the stationary distribution of a birth and death process, can be characterized either by the form of its frequency ratios or by its probability mass function, which exists in closed form (unlike general Kemp-type distributions). We attempted to estimate the parameters of a zero-truncated Lerch distribution via maximum likelihood and found that the algorithm did not converge for any of the datasets investigated above, which is a well-documented issue with direct estimation of parameters in the species problem (Bunge and Fitzpatrick, 1993; Bunge, Willis and Walsh, 2014) . Furthermore, only for the Apples dataset did nonlinear regression estimates of the Lerch parameters converge, suggesting that the Lerch distribution may not be flexible enough to model a broad range of diversity datasets.
In the case of the Apples dataset, the Lerch nonlinear regression fits were similar to breakaway. However, the Lerch model is unstable, estimatingĈ = 1727 (1987) compared to breakaway'sĈ = 1552 (305).
Our method amounts to modelling the frequency count ratios via a low-dimensional functional representation. By parsimoniously fitting this low-dimensional structure, the method may depart from a distribution-based structure altogether, and we have presented a dataset for which estimation is only possible if this is permitted. We argue that this does not interfere with the ultimate goal of estimating unobserved diversity and that inference remains valid. However, in many contexts a distributional model is implied if the support of the frequency count distribution can be regarded as bounded. Indeed, the right extremity of the population frequency count distribution is the frequency of the most common taxon, which must be finite if the population size is believed to be finite.
Under our procedure, models may be excluded for reasons other than goodness of fit, and classical model selection diagnostics do not apply without accounting for the conditioning inherent in this procedure. Furthermore, asymptotic properties such as consistency and normality have not been considered due to the complexity arising from the iterative nature of the algorithm.
Finally, the sampling procedure used to construct frequency count tables in the microbial setting is complex, and many bioinformatic preprocessing tools distort and bias frequency tables (Caporaso et al., 2010; Edgar, 2013) . Essentially, measurement error can be substantial, especially in the singleton count. Regressionbased ratio methods are in an ideal position to adjust diversity estimates to account for this measurement error. This is an ongoing topic of the authors' research.
