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Abstract 
Stereoscopic Video Coding 
It is well known that stereoscopic images and video can be used to simulate the natural 
process of stereopsis within the Human Visual System (HVS), by providing the two 
stereo images/video-streams separately to the two eyes. However as compared to 
presenting traditional two-dimensional images/video to the HVS, providing stereoscopic 
information requires double the resources, in the form of transmission bandwidth and/or 
storage space. Thus to handle this excess data effectively, data compression techniques 
are required, which is the main focus ofthe research presented in this thesis. 
The thesis proposes two novel stereoscopic video CODECs, based on the latest video 
coding standard, H.264. The first proposal uses a single H.264 encoder, supported by a 
novel, dynamic buffer management strategy capable of alternatively encoding frames 
from the two streams of the stereoscopic video sequence. The CODEC provides a smgle, 
fully H.264 compliant bit stream that is mono/stereo scalable at decoding and has superior 
rate-distortion performance characteristics due to the effective, joint exploitation of 
redundancy. The second proposal uses two H.264 encoders that operate in parallel and are 
supported by an effective dual buffer management scheme. The parallel design improves 
the speed of encoding as compared to that of the single encoder design and enables 
independent rate control of the two streams. Further we propose an effective complexity 
control strategy to the dependent encoder of the parallel encoder design that improves the 
encoding time of the basic parallel encoder in line with that of a standard H.264 encoder. 
We compare the performance of the proposed CODECs with that of the state-of-the-art 
techniques, to justify their performance related and functional gains. 
Further in this thesis a novel fractal image compression technique suitable for coding 
images captured/presented in a hexagonal pixel grid is proposed. Subsequently its 
potential for application in integral imaging is discussed. The thesis also provides a 
survey of existing literature on stereoscopic display and compression technologies. 
The work presented in this thesis has several original contributions which have 
either potential to be used to extend existing monoscopic standards to their stereoscopic 
versions or to provide a complete paradigm shift in integral image compression 
technology. 
Balamuralii Balasubramamyam 
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1. An Overview 
1.1 Introduction 
Human Visual System that consists of two eyes and a system of nerves that carries 
information from the eyes to the brain enables humans to enjoy three-dimensional vision. 
The images captured by an individual eye are two dimensional, similar to that captured by 
a conventional camera. However the two 2D images captured from the two eyes are fused 
in the brain to realise the 3D world. This process is called stereopsis. The 3D perception 
plays an important role in carrying out day to day activities such as driving with 
judgement of other vehicles in the vicinity, catching a baIl etc. 
Conventional monoscopic images and video provide a number of cues such as, 
occlusion, shadows, relative size of objects and motion in video that enable a satisfactory 
level of three-dimensional vision. However the stereoscopic images and video provide a 
more effective cue to perceive 3D by itself, via stereopsis. 
Conventional monoscopic video at present has become an important part of day-to-day 
living. It is used in many application areas such as, entertainment, education, training, 
security/monitoring etc. This is also used in exploration of hard to reach places such as 
space and remote areas of the world and as an effective means of communication such as 
video conferencing etc. It is obvious that stereo video can provide much better solutions 
for almost all of the above applications as it can provide more precise information to the 
viewer via the perception of depth of a scene. For example when advertising an item 
using stereo video instead of monoscopic video, a potential consumer wiIl be provided 
with more realistic visual information about the product. In case of education and 
training, stereo video can simulate more realistic views of a component or a place that a 
trainee is presented with. Further stereo vision can be used in many other advanced 
application areas such as, robotic tracking and navigation, remote medical surgery, etc. 
For example remote navigation of Mars exploration Rovers, Spirit and Opportunity, 
would have not been possible without stereoscopic vision of the terrain that helped 
manage obstacle avoidance efficiently. 
1.2 A Brief History and Motivation 
Video compression is central to digital video coding. Realistically, due to the presence 
of a large amount of information, it is almost impossible to use digital video for many 
applications without compression. Therefore many compression schemes have been 
developed ID the past that can efficiently compress digital video by removing visual 
redundancies, based on temporal and spatial correlations of data [22, 26]. 
Many standard based and non-standard based video compression algorithms have been 
developed in the past. Motion Picture Expert Group, MPEG, is a study group that has 
developed a number of standards for the International Standards Organisation (ISO). 
MPEG developed the highly successful MPEG-l, MPEG-2 and MPEG-4 standards for 
coding video, which are now widely used for communication and storage of digital video. 
In parallel to the efforts of the MPEG, Video Coding Experts Group (VCEG), is a study 
group of the International Telecommunications Union (ITU) that has been responsible in 
the standardisation of the first widely-used video-telephony standard, H.261. Its 
successor, H.263, initiated the early development of the H.26L project, which led to the 
development of the international standard H.264. H.264 (also known as MPEG-4 part 10) 
was standardized as a joint effort of the MPEG and VCEG, working as a single team 
named Joint Video Team (JVT) of the ISOIITU. 
However in the standardIZation processes of monoscopic video, comparably little 
attention has been given to the standardization of technologies for stereo video 
compression. For transmission and storage of stereoscopic and multi-view data, 
compression is of utmost importance, as the necessary bandwidth for transmission and 
storage capacity, linearly increases with the increase of the number of camera channels. 
Compression techniques usually exploit the redundancy inherent within signals. In 
addition to the intra-frame redundancy (due to silDllarity of adjacent pixel values within a 
frame) and inter-frame redundancy (due to similarity of adjacent image frames), a multi-
view compression system can be based on inter-view-channel redundancy exploitation 
[I]. As a result of the intervention of the stereoscopic video coding research community, 
in MPEG-2 standardization, a multi view profile was defined which recommended the 
use of spatio-temporal as well as binocular prediction for video redundancy estimation. 
Outside the activities of the international standardisation organisations, there have 
been a number of attempts by the international research community to encode 
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stereoscopic video [1-7]. These methods are discussed in detail in the chapter-2. Based on 
a careful analysis and comparison of this literature, it was found that all possibilities of 
compressing stereo video streams have not yet been fully utilized. Hence the effective use 
of the newly emerged video coding standard, H.264, in stereoscopic video coding, was 
selected as a key theme of research of this thesis. However, the high complexity of 
encoding process of the H.264 standard makes it impractical to encode stereo video in 
real time. Thus a need for optimization of the stereoscopic encoder towards improving 
speed and compression efficiency was considered a key design chaIlenge. 
1.3 Research Aim and Objectives 
The aim ofthe research presented in this thesis can be expressed as foIlows: "designing 
and implementing stereoscopic video CODECs with optimized compression and speed of 
encoding" 
The objectives of the research can be listed as follows: 
• Investigate the abilities and potential of the tools available within the H.264 
standard to encode stereo video. 
• Design a single encoder based stereoscopic video CODEC with stereo/mono 
scalability producing an H.264 compliant bit-stream. 
• Design a parallel encoder based stereoscopic video CODEC with stereo/mono 
scalability producing an H.264 compliant bit-stream. 
• Optimize the performance of the CODECs based on the speed and compression 
performance. 
• Propose a redundancy exploitation strategy for integral stereo images, captured on 
a hexagonal pixel grid and formulate a proposal for its effective use in stereo 
image/video coding. 
Note: The fmal objective above has been included in the thesis due to Hitachi 
Corporation's interests on using authors preliminary work on fractal image coding in 
hexagonal images [8], in compressing stereo images captured on a hexagona1ly oriented 
integral image grid. 
3 
1.4 Research Methodology 
The research presented in this thesis was carried out over a period of 32 months. The 
main topics of research covered and the adopted methodology can be summarised as 
follows: 
1.4.1 Literature survey and background study 
A thorough literature survey on existing methods of stereoscopic image and video 
coding was carried out. Both standard and non-standard based methods were investigated 
and their performance was critically analysed. The H.264 standard for monoscopic video 
sequences was studied in detail and its pros and cons in being extended for stereoscopic 
video coding were investigated. This study resulted in identifying a number of 
shortcomings in a direct approach to stereoscopic video codmg using H 264, as 
previously proposed for other monoscopic video coding standards such as MPEG-2 and 
MPEG-4. These were carefully overcome in the design and implementation of the 
proposed novel stereoscopic video CODECs. 
1.4.2 Design and development ofthe Single Encoder CODEC 
Rather than the direct use of two H.264 encoders to encode the reference and 
predictive error frames, this research focused on designing the encoding process with a 
single H.264 encoder. An effective buffer management strategy was designed to allocate 
the contents of two separate buffers alternatively, when the encoder deals with the 
encoding of reference and predictive sequence frames respectively. We show that the 
special design of the single encoder based CODEC enables the exploitation of so-called 
worldlme correlation, a type of correlation exploitation often neglected by most designs 
of stereoscopic video CODECs. We show that the single encoder design has stereo/mono 
scalability and full compliance to the standard H.264 bit stream format. 
1.4.3 Design and development of the Parallel Encoder CODEC 
The single encoder design suffers from the disadvantage of needing approximately 
double the time needed for encoding a monoscopic video sequence using a standard 
H.264 CODEC. In this research we have proposed the design of a parallel encoder based 
stereoscopic video CODEC that resolves this problem. Rather than attempting to 
parallelise the H.264 encoding process, the proposed parallelisation aims to parallelise the 
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operations of two H.264 encoders used to code the reference and predicted sequences, 
within the proposed design. The proposed parallel encoder design has mono/stereo 
scalability and produces a H.264 standard compliant bit-stream. 
1.4.4 Reducing the encoding time complexity of the parallel CODEC 
The basic parallel encoder design proposed in this thesis suffers from time lag related 
issues, i.e., the dependent encoder that codes the predicted frame lags the independent 
encoder that codes the reference frames. We propose an effective mode skipping strategy 
that reduces the time complexity of the dependent encoder, thus reducing above time-lag 
to a bare minimum. We show that the encoding time required by the improved parallel 
CODEC is only marginally higher as compared to the encoding time required by a single 
video stream, when coded by a standard H.264 encoder, thereby extending the CODECs 
use in many practical application areas. 
1.4.5 A proposal for effective redundancy exploitation of a integral image 
captured on a hexagonal grid 
During the initial period of the research programme in which the author was learning 
the basics of image compression, a novel idea on fractal image compression on 
hexagonally oriented pixel grid images, was proposed, implemented and evaluated. The 
method effectively made use of the additional degrees of freedom, a basic hexagonal 
patch allows, in region matching, within a traditional fractal imaging algorithm, to obtain 
extra compression gains and speed up of the encoding process. This work was 
successfully completed and published subsequently. During the fmal stages of the PhD 
programme, Hitachi Corporation expressed their interest in using this technique to 
compress integral images/video captured by their latest 3D visualization systems, which 
are still under development. Therefore this fundamentally new fractal coding idea has 
been included in this thesis with a discussion on possible ways of extending its 
applicability to integral image coding. 
5 
1.5 Contributions of Research 
The main original contributions of the research presented in this thesis that are of 
considerable significance, specifically to the field of stereoscopic image compression and 
generally to other related areas of research can be summarized as follows: 
i. A stereoscopic video CODEC design that is based on a single encoder design and 
produces a H.264 compliant, stereo/mono decodable, bit stream. 
ii. An extension to H.264 standard's mUltiple frame based buffer management strategy 
that efficiently enables joint, spatial, temporal, binocular and warldUne correlation 
exploitation. 
iii. A stereoscopic video CODEC design that is based on two H.264 encoders operating 
in parallel, encoding the reference and predicted frames of a stereoscopic video 
sequence, producing a H.264 compliant, stereo/mono decodable bitstream. Parallel 
Encoder Design which exploits the inter-stream redundancy while generating 
stereo-scalable bit stream 
iv. A rate control strategy that can independently control the bit rates of the two 
encoders of the parallel stereoscopic video CODEC design. 
v. A novel bit stream switching mechanism to equalize the average quality of the two 
sequences of the stereoscopic video, thereby reducing likely reasons for eye strain. 
vi. An adaptive complexity management strategy for removing the time lag of 
operation between the encoder pair in the parallel stereoscopic video CODEC 
design. 
vii. Development of an encoder complexity control algorithm, by analyzing CODEC's 
compression performance when different restrictions are imposed on the encoder 
pair. 
viii. A Fractal image compression algorithm for hexagonally oriented pixel grid images. 
ix. An efficient spiral looping strategy in the redundancy estimation process of 
hexagonal grid images. 
x. A fast classification technique for self-similarity matching in fractal image 
compression. 
The above novel ideas have led to the publication / submission of the following 
research papers: 
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• B.Balasubramaniyam, E.A.Edirisinghe, H.E.Bez, "An extended H.264 CODEC 
for stereoscopic video coding", Proc. of the SPIE int. conf. on Stereoscopic 
Displays and Applications, 2005, (SD&A 2005), vo!. 5664, pp. 116-126, 2005. 
[contributions i and ii] 
• B.Balasubramaniyam, E.A.Edirisinghe, H.E.Bez, "A parallel encoding approach 
to H.264 stereo video", To be published in the Proc. of the IET Int. Conf. on 
Visual Information Engineering 2006 (VIE 2006), Bangalore, IndIa, September 
2006. [contributions iii, iv, v and vi] 
• B.Balasubramaniyam, E.A.Edirisinghe, H.E.Bez, "Fractal image coding in 
hexagonal grid images", Proc. of the Int. Conf. on Internet and MultimedIa 
Systems and Applications, 2006, pp. 67-72, ISBN: 0-88986-566-3 [viii, ix and x 
are discussed] 
• B.Balasubramaniyam, E.A.Edirisinghe, H.E.Bez, "A full resolution H.264 
stereoscopic video CODEC with mono/stereo scalability", submitted to the SPIE 
Optical Engineering Journal, September 2006. 
• B.Balasubrarnaniyam, E.A.Edirisinghe, H.E.Bez, "A parallel approach to stereo 
video coding", submitted to IEEE CSVT, April 2006 
1.6 Thesis Overview 
The remaining chapters of the thesis are organized as follows: 
Chapter 2: This chapter introduces stereo image and video coding providing 
information on capture and display devices and a comprehensive survey of existing 
compression techniques. 
Chapter 3: This chapter is dedicated to the introduction of the enabling technologies of 
this research. Relevant information on H.264 video coding standard and Parallel Virtual 
Machine software is provided. 
Chapter 4, 5, 6: These chapters discuss the original contributions of this research in the 
area of stereoscopic video compression, i.e., the single encoder design, parallel encoder 
design and improved parallel encoder design. 
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Chapter 7: This chapter discusses the original contribution of this research in the area of 
fractal based compression of hexagonal grid images and concludes with an insight to its 
adoptability to compressing integral images. 
Chapter 8: This chapter concludes the thesis with an insight to directions of future 
research. 
1.7 Research Plan 
The research work presented in this thesis including the thesis writing-up was carried 
out WIthin a 36 month period. A fmal amended work plan of the project can be 
represented by the following Gantt chart. 
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The Project Plan 
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2. Stereoscopic Imaging: Fundamental Theory & A Survey of 
Coding Techniques 
2.1 Overview 
There are many potential application areas of stereoscopic video [9] such as education, 
manufacturing, inspection and monitoring, training, 3D movies/entertainment, medical 
surgery, videoconferencing, virtual travel/shopping, multimedia presentations, video 
games, immersive virtual reality experiences, space-exploration and video telephony etc. 
Many new application areas are yet to be discovered. Fortunately with the increasing 
understanding of the human visual system that has lead to the development of efficient 
auto-stereoscopic display devices, the display of stereoscopic images/video has become 
increasingly possible and cost effective. Further efficient video compression standards, 
such as MPEG-4 (part-2) and H.264, have the potential of making the efficient dehvery 
of stereoscopic video possible. 
Stereoscopic video can be considered as a sub-domain of Multi-view video. Multi-view 
video provides a more realistic 3D experience to the viewer than stereoscopic video. 
However it also requires complex and expensive capturing and display systems. 
Stereoscopic video has inherent advantages as compared to a full scale multi-view video. 
Simple camera arrangements, less computattonally costly coding algonthms and cost-
effective display systems, are amongst them. However stereoscopic imaging suffers from 
viewing angle lImitations. Despite this limitation, Its advantages, especially simplicity, 
have directly resulted in its widespread use in many application domains. The research 
presented in this thesis is focused on stereoscopic video coding. It should be noted that 
the fundamental techniques proposed and developed within the remits of this thesis are 
extendable towards coding multi-view images and thus helps improve the state of the art 
in this wider application domain. 
A thorough understandmg of the stereoscopic video compression techniques proposed 
in this thesis is dependent on fundamental theory of broader aspects of stereoscopic 
imaging and existing research in stereoscopic image and video coding. Therefore in this 
chapter we discuss the following: 
• The human visual system (HVS), which explains 'how the 3D world is 
perceived by the human brain '. 
• The geometry of camera configurattons used in capt11ring stereo video and the 
key-tenns used. 
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• Different stereoscopic display techniques and their pros and cons. 
• Basic principles of video compression and some related issues in stereoscopic 
video compression. 
• A survey of existing stereo video coding techniques. 
2.2 Human Visual System and Depth Cue: 
Classically a comparison between human-eyes and a stereoscopic camera configuration 
is presented in literature to provide a better understanding of the functionality of the 
visual system used in capturing and viewing stereoscopic images. A single human eye or 
a monoscopic camera generates an image that can be considered as a two-dimensional 
mapping of the 3D world. However this mapping fails to represent the depth information, 
which is essential to visualize the realism of the scene being viewed 
What is depth? In an imaging scenario, the depth of individual components of a scene 
defines how far (or how closer) each object is from the viewing plane. The perception of 
depth is necessary to carry out our day-to-day activities successfully, many of which 
involve judging relative size of objects, shapes, distances, colours and more. The ability 
to accurately perceive depth in the 3D world is an important attribute of the human visual 
system. There are many cues that assist us in this task. In [9] Purl provides two different 
approaches to classifYing depth cues, viz. monocular versus binocular, and physiological 
versus psychological. 
2.2.1 Physiological Cues [9] 
• Accommodation: The change in the focal length of the lens in the eye caused by 
muscles in the eye to produce a focused image on the retina. 
• Convergence: The rotation of eyes to align or merge the left and right eye images 
into a single image with perceived depth. 
• Binocular disparity: The dissimilarity in views due to the relative location of each 
eye. 
• Motion parallax: The difference in views produced by moving the scene or the 
viewer. For example, in a movie it is possible to realize the size of an object which 
is speeding towards the viewer based on the relative change in size with time. This 
cue often differentiates the realism of a video from that of a stIll image. 
• Chroma-stereopsis: The difference in apparent depth due to the colour of an object 
from refraction effects in the eyes. 
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2.2.2 Psychological Cues [9] 
• Image size: This is a useful hint but not sufficient to determine size or depth of 
objects. 
• Linear perspective: This is the decrease in the apparent size of an object with 
increasing distance. 
• Aerial perspective: This refers to the hazy and bluish appearance of distant 
objects. 
• Shading suggests that objects farther from the source oflight are darker. 
• Shadowing of an object on others provides clues about position and size 
• Occlusion: of objects provides a clue about their relative location. 
• Brightness of an object suggests that it is closer than dimmer objects. 
• Texture gradient provides clues regarding distance and relative location. 
The above cues are fully exploited by the human brain, while processing the image 
perceived by the retinas. A noteworthy point here is the ability of artists and 
photographers to exploit the above mentioned psychological cues within 2D works of art 
thereby stimulating 3D perception of the human brain. 
2.2.3 The Binocular Cue 
Out of the cues descnbed above the binocular cue is the most important as this cue, by 
itself, is sufficient for 3D visualization. Most of the other cues are experience related.l.e., 
they are used by the brain based on previously perceived depth and their effects. However 
the binocular disparity can be based on a well defmed algorithm not requirmg a priori 
viewing of the scene. A relevant example here would be the images from Mars Rovers 
(SPirit and Opportunzty), where humans do not have any a priori experience about the 
nature and relative sizes of rocks. The following quote by a scientist workmg on this 
project explains this: 
"[There was] some misinterpretation when Opportunity fIrst photographed the 
intriguing rock outcropping at its landing site. At frrst, scientists thought it was 3 to 6 feet 
(1-2 meters) tall. Then with the help of3-D data they were able to better determine the 
distance from the rover to the ledge, and the feature's true height became clear. Instead of 
a meter or two, it's 10 or 20 centimetres". [10]. 
10 summary, a human being perceives a scene in 3D as follows: First, the scene in 3D 
real world is projected onto the retinas of the eyes as 2D images, where each eye views a 
slightly different scene. Note that the 3D depth information is lost at this stage. Then, the 
primary visual cortex in the brain fuses the stereo pair by stereopsis; with/without the help 
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of prior knowledge of the 3D world. Finally, by reconstructing 3D from 20, a feeling of 
depth is perceived. 
This means by providing two different 20 images from slightly different camera 
positions to the two eyes, it should be possible to stimulate 3D perception. This idea has 
been used for many years to visualize 3D scenes. In 300 B.C. Euclid understood that 
depth perception is obtained when each eye receives simultaneously one of two similar 
images [Il]. In the early 1830s, the British scientist Sir Charles Wheatstone created the 
illusion of three dimensions using pairs of hand-drawn illustrations in his device [12]. 
2.3 Camera Geometry 
In this section we present the basics of stereo camera geometry and introduce the 
relevant terminology. 
2.3.1 Stereo camera geometry 
\ .. ~ 'f... 
__ . ___ .-.--------.--.--·-·-----·----··-----·-·---;;9hl Camera 
[Focal Centre) 
Left Camera 
[Focal Centre) 
Figure 2.1 Basics of stereo image formation 
Figure 2.1 shows the basic principles of stereo image formation and camera geometry, 
with the help of a pair of pinhole cameras. The centre of the lens is called the camera 
focal centre and the axis extending from the focal centre is referred to as the focal axis. 
The line through focal centres is called the baseline. The plane defmed by an object point 
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and the focal centres is the epipolar plane. The intersection of two image planes with an 
epipolar plane defines the epipolar line. 
It can be proved that, for a towed-in camera configuration shown in figure 2.1, the 
dlspanty (d .. dy) corresponding to a specific point (Xr, Yr) in the coordinate system 
attached to the right camera can be given by: 
Where, 
f(X,cosO- fsinO+B f cos O)-X,(X,sinO+ fcosO+B f sin 0) 
z, 2 z, 2 
dy = (Y,-y.) 
X, sinO+ fcosO+B f sin 0 
z, 2 
B is the baseline distance;fis the focal length; e convergence angle and z, the depth of 
the object based on coordinates associated with the right camera. 
As explained above it is possible to use a pair of synchronized cameras to stimulate the 
use of eyes, which can thus be used to capture a scene with its depth cues. Two 
geometrical camera arrangements are possible, namely, 
I. Parallel axis camera arrangement, i.e., the optical axes of the two cameras are 
parallel. 
2. Convergent axis camera arrangement i.e., the optical axes of the two cameras 
are converges at a point. This is also known as the towed-in camera 
configuration in some literature. 
It can be easily seen from the disparity equation above, when the axis of the cameras 
are parallel (i.e. e = 0) 
I doc-
x z, 
I.e. the disparity is inversely proportional to the depth. 
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2.3.2 Camera geometry for stereo video capture 
A number of reasons have been reported in literature in favour of using parallel axis 
camera geometry in stereo capture [2, 9, 13-15]. These can be summarized as follows. 
A. Convergence consists of aligning the images of the left and right eye by 
rotating each eyeball and thus adjusting the optic axis of each eye to get 
the two axes to meet at a point. The angle between the optic axis of the 
two eyes is called the convergence angle. In normal viewing, 
accommodation, [i.e. the change of focal length of the eye by the 
muscles and convergence usually work together, e.g., if an object 
suddenly moves from a distance towards the eyes] our eyes quickly 
change the focus and the orientation in an attempt to track the 
movement of the object. In many 3D imaging systems, the eyes must 
focus on a screen surface while the convergence is determined by the 
apparent position of the object in front or at the back of the screen. 
These contradictory depth cues can prevent the viewer from merging 
the left and right eye images or may produce eye strain during 
prolonged viewing [9, 14-15]. 
B. Several subjective tests have reported that the convergent camera 
arrangement generates improper depth estimation and, hence, a 
comparatively higher eye strain [2, 13]. 
C. The codmg and compression of stereo image pairs / video will be less 
complex and more efficient if parallel camera arrangement is adopted 
[2]. 
2.3.3 Commercial stereo image capture arrangements 
Many stereo cameras have been already developed and are readily available in the 
market. Further camera calibration and fIxation systems that enable the use of two 
monoscopic cameras in stereo image/video capture have been in widespread use. Some 
examples of these systems are illustrated below: 
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2.3.3.1 Dedicated stereo cameras: 
Figure 2.2 A Kodak dedicated stereo camera introduced in 1954. 
2.3.3 .2 Stereo camera arrangements: 
- - !!!!!!!!!!!!!!!!!!!!!!!!!!! 
Figure 2.3 stereo image/video capture arrangement using two monoscopic cameras 
Figure 2.3 illustrates a stereo image capture arrangement that is made out of two 
monoscopic cameras and a controller which is used to synchronize the shooting time of 
the cameras!. This controller operates both cameras by electronic means and thus ensures 
both images are taken at the same time. 
t This arrangement is commercially available from http://www.pokescope.com/ 
16 
2.4 Stereoscopic display techniques 
Displaying a stereo image pair to human eyes to perceive the illusion of depth is a 
classical problem with many solutions. In the literature distinction is made between the 
stereoscopic and auto-stereoscopic display devices. The former requires an eye-wear 
whereas the latter does not. However the fundamental idea behind both display 
techniques is the same, i.e. "making sure the left image is viewed by the left eye and the 
right by the right eye". 
According to [16] the methods used to accomplish this task can be categorized as 
follows: 
• Optical, e.g., the stereoscope 
• Colour based, 
• Polarization based 
• Temporal separation based. 
Details and examples of these display technologies are presented below. 
2.4.1 The stereoscope 
A basic illustration ofa stereoscope frrst proposed by Charles Wheatstone in 1838[17] 
is shown in Figure 2.4. 
,..-::-':"";( .... -- ~ 
. , 
" 
" 
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U 
I 
Figure 2.4 stereoscope first lUustrated by Charles Wheatstone 
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Figure 2.5 Stereoscope schematic diagram 
The basic optical framework of a stereoscope is illustrated in Figure 2.5. In modem 
stereoscopes the mirror configurations have been replaced by prisms or convex lenses. 
Different varieties exist dependmg on the efficiency of the optical framework used and 
the use of electronics to display individual images of the stereo image pair. The modem 
head mounted displays used in a wide range of applications are one of the latest in the 
family of stereoscopes. 
2.4.2 Anaglyph 
In Anaglyph stereoscopy, colour separation is used to achieve stereopsIs. The two 
pictures are overlapped into one another with the red channel used to display one picture 
and cyan, (blue + green) channel used for the other. The viewer is asked to wear filter 
glasses which filters out the irrelevant image for each eye. The anaglyph is commonly 
used in entertainment, such as 3D cinema, and print media [18]. This is a cost effective 
and hence widely used method for non-professional usage. The mam limitations of thiS 
method include loss of information due to the elimination of some channels of light and 
fatigue caused by filter glasses [16]. 
2.4.3 Polarized display 
In a polarized display system, both the left and the right images are projected onto the 
screen through two projectors. Pair of orthogonal polarized filters which are oppositely 
oriented are placed at the out-put lenses of the projectors. The audiences view the scene 
through cross-polarized spectacles so that each eye sees only one Image. They work much 
the same way as the coloured anaglyphic glasses. However the polarized glasses offer full 
colour images to a large number of audiences and the per-unit cost of the glasses are 
relatively low. The main drawback of this system is that each eye sees a faint version of 
the other eye's image. This effect increases if the person tilts the head so that the axis of 
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polarization no longer aligns with that of the projected image. This could cause eye strain 
and fatigue [16]. 
2.4.4 liquid crystal shutter glasses 
In this technique glasses containing liquid crystal that lets light through in 
synchronization with images displayed on a VDU (using alternate-frame sequencmg) are 
used. The video is played with double the frequency of actual video with alternative left 
and right frames. Bad flickering is a drawback of this method. 
2.4.5 Auto-stereoscopy 
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Figure 2.6 Auto-stereoscope arrangements 
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All the display technologies discussed above require some glasses to be worn by the 
viewer and provide stereo-parallax, (Le., seeing a different image with each eye) cue. 
However the success of the 3DTV and broadcast mainly depends on the users response to 
such a system [14]. It is unlikely that the people are ready to use a pair of glasses at home 
to view a stereo video when they relax and watch a movie or other television program. 
The solution to this issue is an auto-stereoscopic dIsplay. Two such techniques are shown 
in Figure 2.6. Figure 2.6 (a) shows a lenticular array of cylindrical lens-lets placed in 
front of the pixel raster, directing the light from adjacent pixel columns to different 
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viewing slots at the ideal viewing distance so that each of the viewer's eyes sees light 
from only every second pixel column. Figure 2.6(b) shows a Parallax barrier in which a 
mask is placed in front of the pixel raster so that each eye sees light from only every 
second pixel column. These displays divide the horizontal resolution of the underlying, 
typically liquid-crystal, display device into two sets. One of the two visible images 
consists of every second co lumn of pixels; the second image consists of the other 
columns. The two images are captured or generated so that one is appropriate fo r each of 
the eye pair [1 9]. 
At presents Laptops, Mobile phones, and Television-sets adopting auto-stereoscopic 
display technology are commercially avai lable for general purpose use. 
Figure 2.7 A Sharp Laptop with 3D display unit 
The figure 2.7 shows a Sharp Actius RD3D notebook with 3d display capabilities . The 
3d display is based on Sharp 's 3d display technology [20]. Philips has recently announced 
ils 3d display solutions, with potential applications in many areas such as mobile, Medical 
and TV-sets [2 1]. 
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2.5 Data Compression of Digital Video 
In general, video compression has many important benefits. First, it makes it possible to 
use digital video in transmission and storage enviromnents that would not support 
uncompressed ('raw') video. For example, current Internet throughput rates are 
insufficient to handle uncompressed video in real time (even at low frame rates and/or 
small frame sizes) [22]. A DVD can only store a few seconds of raw video at television-
quality resolution and frame rate and the currently available reading speed of DVD's 
would not be enough to read the data required in real time. Therefore DVD Video storage 
and streaming would not be practical without video and audio compression. Secondly, it 
opens up more efficient use of transmission and storage resources. This means, different 
high-resolution, multi-view (3D) video channels for audiences with different interests, 
becomes increasingly possible. 
A multi·media signal (Audio, Video, Images etc) may be compressed by removing 
redundancy from the signal. In a lossless compression system statistical redundancy is 
removed so that the original signal can be perfectly reconstructed at the receiver. 
Unfortunately, lossless methods can only achieve a modest amount of compression 
(limited by entropy) of image and video signals. Most practical video compression 
techniques are based on lossy compression methods that exploit different types of 
redundancies (see sections 2.5.1-2.5.3) present in video. Lossy compression is widely 
accepted and justified as the loss is not noticeable to the human eyes. 
2.5.1 Video compression via spatial redundancy removal In Images 
A video is a collection of images captured at a constant frequency of typically 25 to 30 
Hz. Therefore image compression techniques that exploit spatial redundancy (Le. spatial 
similarities within an image) of images are directly applicable to video coding. In the 
more popular image compression techniques, Discrete Cosine Transform or Discrete 
Wavelet Transform is initially used to de-correlate pixel data and transform it to a more 
compact frequency/spatio-frequency representation of information. Subsequently further 
data compression is achieved via a 'quantization' stage in which high frequency 
information that are less sensitive to the human visual system are systematically 
eliminated depending on the level of data reduction required. The readers interested on 
details of image compression techniques are referred to [2, 23-25]. 
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2.5.2 Temporal redundancy In video 
Temporal redundancy refers the similarity between adjacent frames of a video 
sequence. This is the most significant form of redundancy in a typical video sequence. 
Since in a video scene, continuous set of frames are captured, the adjacent frames may be 
similar in nature, apart from few displacement of objects, due to their movement relative 
to the camera. To compensate these movements, while reducing the temporal redundancy, 
a Motion Estimation and Compensation is carried out. Then the motion compensated 
difference image, which will often contain less information, will be coded along with the 
motion vectors. 
Within a real world scene motion can be random and the shape of objects can be 
arbitrary. However due to implementation difficulties motion estimation is done by using 
rectangular blocks in video codini. In ME, each block of size mxn of the frame being 
encoded, is searched for the best match in the adjacent frame. A matching can be done 
based on Mean Absolute Difference (MAD), Mean Square Difference (MSD), or Cross-
Correlation. 
Search WIndow 
h+y /V 
h 
w+x I~I 
Current Frame Reference Frame 
Figure 2.8 Motion in video frames 
MSE is defmed as, 
m • 
MSE = LL(J(l+h.i+W) - g(l+h+%.J+W+Y»' 
1=1 }=1 
where J(,.i) and g(l./) are the image intensity functions of current frame and reference 
frame respectively. 
2 MPEG 4 visual allows arbitrary sbape object based motion estimation. 
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To locate the best match the MSE is minimized for a range of vales of x and y. The 
range of x and y is called the search window. The (x, y) pair at the minimum MSE, is 
coded as motion vector and the corresponding block in the reference frame is used for 
predIction. A note worthy point here is that in some state of the art video coding 
standards, to increase the accuracy of motion estimation, the reference frame is 
interpolated to a high resolution and the search is done for sub-pixel accuracy. 
2.5.2.1 Fast Motion estimation 
The motion estimation is the most computational complex process in most of the video 
encoders. In typical H.261 and MPEG-I encoders 60 to 70% of the encoding time is 
consumed by the motion estimation [26]. In appreciation of this, many fast-motion 
estimation techniques that reduce the complexity of motion estimation have been 
proposed. The popular fast-motion estimation techniques include Three-step search, 
Spiral search, and Two-dimensional logarithmic search. More details of these can be 
found in [26]. More recent works on motion estimation are reported in [27,28]. 
2.5.2.2 I, P and B frame types 
Video coding Standards adopt some rules to organize the prediction and referencing of 
frames. In this section a few related terms are explained with the help of diagrams. 
However the specific definitions of these terms will vary depending on the video codmg 
standard3• 
J SpeCIfic detatls for H 264 about these concepts are discussed in the 3n1 chapter. 
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C1 I frame. P Frame B Frame 
Figure 2.9 Group of Pictures 
At the topmost level frames are organized in so-called, Group of Pictures (GOP). Each 
GOP starts with an Intra frame, (I frame), which is coded with no reference to any other 
frames. A GOP further consists of P and B frames. The Predicted frames (P frames) are 
coded with reference to earlier frames in the display order. The Bi-directionally Predicted 
frames (B frames) are coded with reference to past, future or an interpolated versions of 
past and future frames. 
Figure 2.9 shows frames stacked in their display (or captured) order. The numbers 
indicated on the frames illustrate the decoding order (or encoding order). Note that the 
decoding order may be different from the display order. This is due to the B frames which 
require the past as well as future frames for referencing. The arrows (on top) show the 
referencing frames with the arrow-pointer indicating the reference frame. For reasons of 
clarity prediction possibilities of only one B and one P frame have been illustrated in 
figure 2.9. 
2.5.3 Binocular and worldllne correlation In stereo video 
Stereo video is basically a pair of video streams captured by two cameras placed 
adjacent (and often parallel) to each other. Therefore, both spatial and temporal 
- redundancies explained above are present within a stereo video. However in addition to 
24 
these there are further redundancies, which can be broadly classified as inter-stream 
redundancies. I.e., the redundancies between the left and right frame sequences of the 
stereo pair. 
The similarity between a corresponding pair of (i.e. same time instant) stereo images is 
defmed as binocular redundancy, a sub-set of inter-stream redundancy. 
The worldline correlation is the term used to explain the redundancy between a frame 
in one sequence (say left) and a frame in the other sequence, when they are not from the 
same time instant. [3, 29]. 
I-~ 
~ 
Left ... 
Blllocuar 
Figure 2.10 Co-relations in stereo video 
........ 
FIgure 2.1 0 illustrates the temporal, spatial and wor/dline correlations by using two 
adjacent frames from the two sequences of the stereo video. 
2_5.4 Traditional strategies used for stereo video coding 
(a) Simulcast (b) Compatlble [c) Joint 
Figure 2.11 Traditional stereo video coding approaches 
The most obvious way of encoding stereo video is to use independent encoders for 
coding the left/right sequences. This approach is popularly known as the SImulcast 
technique (see Fig. 2.1 1 (a». However this coding strategy does not exploit the binocular 
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and worldline redundancies. To exploit these inter-stream redundancies and obtain a 
higher efficiency in compression, one stream has to be coded with reference to the other. 
Compatible (see Fig 2.1l(b» and Joint (see Fig 2.1l(c» coding strategies address the 
above shortcoming. In the compatible coding strategy, the stereo frames are referenced to 
their stereo counter-part. However it has been reported that in general the simulcast 
method can outperform the compatible method [9] as temporal redundancies within the 
individual video streams could be significantly more as compared to binocular 
redundancies. 
In the joint coding strategy, both temporal and binocular redundancies are exploited 
together [9]. However this method is limited by the fact that worldline correlation is not 
exploited. The stereo video encoding schemes proposed in this thesis use an improved 
version of the joint coding strategy that makes efficient use of the worldline correlation 
present in stereo video. 
2.5.5 The Suppression theory of stereo vision 
When human eyes are presented with two similar images of a scene taken from slightly 
different viewpoints, the result is a single percept of the scene. This phenomenon is 
known as binocular fusion. On the other hand if the eyes are presented with two distinctly 
dIfferent images, instead of being combined the two images will compete against each 
other. This is known as binocular rivalry [30]. The fmal percept is unsuitable shifting 
between the patterns viewed by the two eyes. Due to this, certain sections of one image 
will dominate corresponding sections of the other image and vIsa versa. This alternation 
of patterns results from a shift in dominance between each eye. Under this scenario it has 
been observed that the information ID the less dominant image will be suppressed, while 
the information in the more dominant image WIll be visible [31]. The above observatton 
widely known as the, Suppression Theory of Stereo Vision, leads to the possible use of 
the following compression strategy in stereo vision: One video-stream of the stereo VIdeo 
pair retains the details of the scene, while the second holds the disparity information. 
Hence the second stream can be highly compressed without affecting the perceptual 
experience. This idea has been well exploited by many researchers in the past in 
proposing efficient and practical stereo video compression schemes. According to the 
research carried out by Purl et. aI., a 3dB PSNR4 difference between the two video 
• PSNR abbreVIates Peak Signal to NOIse Ratio and used as a popular qualIty melnc among image/VIdeo 
compressIOn/communicatIOn communItIes Mathematically, It IS defined as IO*loglo[(peak·signal)'/(Mean 
of Squared Error») and expressed 10 DecIbels. Incase of dIgItized Images 255 is commonly conSIdered the 
peak SIgnal as 8 bIts are used to represent a pIXel, Mean Squared Error is calculated between the ongmal 
Image and reconstructed image, as a sum of pixel by pixel comparison 
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sequences is acceptable, as to not degrade the stereo viewing experience [9]. However our 
observations have revealed that quoting a fIxed value for this difference is not practically 
possible as it heavily depends on the statistics of the stereo video being viewed. 
2.5.6 Rate control In video coding 
The rate control algorithms in video encoders provide two important functions. Firstly 
it dynamically adjusts the encoder parameters to achieve a target bitrate [32]. Second, it 
smoothens out the fluctuation in the bit-rate and allows the encoder to meet the 
hypothetIcal reference decoder (HRD) considerations [26]. 
The bitrate resulting from predictive coding fluctuates depending on the nature of the 
video sequence. Variation in speed of moving objects, their size and texture, occlusion in 
stereo video are main causes for bit rate variation. Other than these natural variations, 
most encoders impose variations based on the coding types of the frames, such as the use 
of a higher number of bits to code I frames as compared to coding B frames. 
However the channel through which the coded video is transmitted is normally constant 
or more precisely, independent of the encoder's output rate. Hence the bit rate has to be 
controlled and a buffer is required to smooth out the fluctuation. The tool used to control 
the bitrate is the quantlzatlon parameter (QP). The rate control module dynamically fIts 
an exponential function (linear or quadratic) to relate the target bitrate and QP. Oepending 
on the available bits, this model will decide a QP to be used for a particular frame, or part 
ofa frame. 
2.5.7 Complexity control In stereo video encoding 
Complexity of a video encoder affects the encoding time, power requirement and the 
available computational resources. Many algorithms have been proposed in the past to 
speed up motion estimation and the calculation of mathematical transformations (e.g. 
OCT, OWT). However these algorithms compromise the quality and compression against 
complexity [33]. The complexity distortion theory (COT) says that the COT and rate 
distortion theory (ROD predict asymptotically the same results [34]. 
In video coding complexIty control concept is used to manage the power requirement, 
and/or encoding time depending on the availability of these resources. Unlike the fast 
encoding algorithms, which are normally applied adaptively to the entire sequences, the 
complexity control algorithms adaptively change the complexity of the encoder based on 
the available resources [33]. 
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2.6 A survey of existing stereo image/video compression strategies 
Digital video provides many advantages over analogue video in cost of storage, 
broadcasting bandwidth, ease of processing, analyzing and enhancement. The advantages 
are the results of the significant amount of research work carried out by the international 
research community. As far as video compression is concerned, many video codmg 
standards have been developed by international organizations such as ISO's MPEG and 
!TU-T after the digital revolution. These standards have made a major impact on the 
history of television broadcasting, storage, image video analysis and enhancement. Other 
than the standard based coding techniques many researchers have developed video 
compression algorithms based on non-standardized algorithms. 
The potential of using 3D video have also been well addressed in many application 
areas such as science, education, business and entertainment. However the lack of 
efficient display devices and the requirements for higher bandwidth and processing power 
have prevented its widespread popularity within the above application areas. Despite this, 
the recent development of efficient auto-stereoscopic display devices [19] and efficient 
compression techniques [see below], have renewed the interest in using 3D/stereo 
visualization tools within these application areas. 
The successful research in stereo image/video coding can be categorised under the 
following groupings: 
1. Feature (or object/depth-map) vs. intensity correlation (pixel values) based 
2. Standard based vs. non standard based. 
Before providing a detailed review of stereo video coding algorithms proposed in 
literature, a number of stereo image pair compression algorithms which often provide the 
foundations for stereo video coding approaches are presented. Readers interested in a 
comprehensive survey of stereo image compression techniques are referred to [35]. 
Perkins [36] 
This is one of the earliest papers on stereoscopic image compression. In this paper 
authors propose disparzty compensated transform domam predictive coding technique. 
One of the images (left image) is coded independently. The other image is disparity 
compensated. However the actual prediction error is calculated in the DCT transform 
domain. The transformations remove the redundancies within samples in both images 
prior to prediction. The transform domain error block is subsequently quantized, entropy 
coded and transmitted. This coder, which works with almost all types of stereo images, is 
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widely used as a benchmark the stereo image research community. Individual 
components of this coder, viz. disparity estimation/compensation, transformation, 
quantization and entropy coding have emerged as different research areas. Especially the 
disparity estimation has been well analyzed. 
Sethuraman, et al. [37] 
In this paper a variable block based disparity compensation is proposed. The 
segmentation is achieved by performing quad-tree decomposition, with the disparity 
compensated error as the splitting criterion. The quad-tree segmentation is proposed 
instead of feature based methods such as contour based segmentation, because the 
extraction of features is computationally intensive, and establishing correspondences 
between the extracted features is not simple. Variable block based compensation is better 
suited for block matching algorithms. However the necessity for transmitting the splItting 
details puts more overhead to the bitstream. 
Woo [38] 
This paper proposes variable block based disparity compensation with quad-tree based 
partitioning. To compute the disparity-map a Markov Random Field model with its 
corresponding energy equation is used. 
Jiang [39] 
In this work authors propose a fIXed block based coding strategy. This novel coding 
technique eliminates the necessity of transmitting the motion vectors. The motion vectors 
are calculated in an identical manner both in the encoder and decoder, using adjacent 
blocks which have been already coded (i.e. earlier blocks based on the raster scan order). 
These adjacent blocks are named pioneering blocks. This method provides significant 
improvement in PSNR in very low bit-rates. However the dependence on adjacent blocks 
for motion information is not always desirable. Further this method is not using variable 
size block based coding which is proved to be out performing fixed block size coding.[37, 
38] 
Jiang [4] 
This paper proposes an object based approach to stereo image coding. An intensity 
based object contour extraction algonthm is first used to identify key objects within the 
stereo pair. Subsequently image blocks belonging to the object, background and boundary 
areas are separately coded using the pioneering block based coding strategy of Jiang [39]. 
Though this scheme achieves high compression rates, its robustness is depended on the 
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accuracy of object identification/separation, which largely remains an open problem to 
date. 
Nayan [40] 
In this paper authors proposed a wavelet domain implementation of the pioneering 
block based stereo image compression approach of [39]. It has been shown that the multi-
resolution approach adopted further enhances the potential of the traditional pioneering 
block based approach and hence results in superior rate distortion performance beyond 
what can be expected via a technology transfer from DCT to DWT. 
An extensive survey of the stereo image coding literature can be found in [35]. Though 
stereo image coding principles provide a foundation to many stereo video coding 
approaches, the later is more complex due to the need of exploiting further redundancies 
in the form of inter-stream (left vs. right) redundancies and temporal redundancies (within 
the same sequence). An in-depth survey of stereo video coding algorithms, under the 
categorisation of feature based and intensity based approaches, is presented below: 
2.6.1 Feature based stereo video coding strategies: 
Many approaches to feature/object based stereo video coding have been provided in 
literature [41-44]. A review of the key papers can be provided as below. 
D. Tzovaras, et al. [45] 
This paper proposes an object based coding strategy that efficiently exploits 
redundancy based on a novel joint motion-disparity compensation approach. Using 
careful camera calibration and configuration parameters, the disparity measures are 
converted to depth maps, which are subsequently coded for transmission. Two methods 
are proposed for the coding of depth maps, viz. image like, quantization and entropy 
coding and a quad-tree based wire-frame technique. In this work the depth estimation is 
heavily based on the camera configuration parameters which are often difficult to 
accurately estimate and the uniqueness of the corresponding points in the two views, 
which heavily depends on the calibration accuracy of the cameras. Further the relative 
compression achieved is not critically analysed. However due to the simplicity of 
encoding depth maps, depth map based stereoscopic video coding approaches find 
applications particularly in medical imaging. 
Jens-Rainer Ohm [I] 
In this paper temporal scalability of MPEG-2 multi-view profile is extended to further 
exploit stereo scalability. It claims that the inter-channel redundancy can only marginally 
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contribute towards overall compressibility of stereo video and hence almost double the 
bandwidth of monoscopic transmission is necessary for stereo video transmission. This 
paper further proposes the MPEG-4's shape coding technique for stereo video 
compression and provides a method for reconstructing intermediate views with the two 
views available. The use of a standard based coding approach (i.e. MPEG-2) as the basic 
compression technology enables its widespread use in many application domains. Since 
the introduction of more efficient monoscopic video coding standards, the relative 
contribution of this work has diminished during the recent past. 
2.6.2 Intensity co-relation based stereo video coding strategies 
The majority of the existing stereoscopic video compression algorithms fall into the 
category of intensity based block matching. Both standard based and non-standard based 
CODECs have been proposed under this category. 
Slegel et al. [7] 
This is the first paper that proposes the existence and the pOSSIble use of the worldlme 
correlation for stereo video compressIOn. The authors exploit worldline correlation WIth 
the use of a multi-resolution, fixed sized block matching scheme. However the 
experimental analysis has been limited by the fact that a rate-distortion analysis has not 
been carried out. 
Sethuraman et aI.[6] 
In this work authors propose a binocular disparity based block segmentation scheme 
for stereo video frames. In contrast to most of the other stereo video coding algorithms, in 
this paper the segmentation is applied in both left and right streams. Rather than using a 
fixed block size to code the entire frame, this approach uses the most appropriate block 
size in coding a specific area of the stereoscopic view. The reference stream is coded with 
a higher bit rate than used for the predicted frame. The disadvantage of the algorithm is 
the possibihty of over segmentation in complex 3D scenes that can lead to inefficiencies 
in coding. 
Puri [9] 
This paper uses the standard MPEG-2 temporal scalability to achieve stereoscopic 
video compression. The authors provide a detailed analysis of the use of different 
approaches to redundancy exploitation in stereoscopic imaging. The following 
conclusions can be derived from the experimental results provided. 
a. The simulcast coding scheme outperforms compatible coding scheme. 
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b. Joint disparity/motion estimation is more efficient than simulcast or compatIble 
methods. 
c. Discrimination of inter-stream quality of up to 3dB would not affect the 
perceptual quality. 
d. Adjusting the mean and standard deviation of each stereo frame pair to be 
equal, improves the compression performance by offsetting any gain difference 
that may exist in the stereo camera configuration. 
Further, this seminal paper discusses many aspects of stereo visualization/broadcasting 
including the human visual system, depth perception, stereo display technologies, and the 
potential use of stereo video in science, education and business etc. However monoscopic 
video coding technology has since progressed from MPEG-2 to MPEG-4 A VCIH.264. As 
a result more efficient stereoscopic video coding algorithms based on the latest video 
coding standards can be developed. The work presented in this thesis discusses one such 
move. 
Due to standard compliance and the provision of detailed compression results for 
standard test stereo videos, we use this as one of our benchmark algorithms. 
Grammalidis et al.[ 46] 
In this paper a disparity estimation and occlusion detection algorithm for a multi-ocular 
system has been proposed. This work is based on a multi-camera model in which the 
cameras are arranged with their optical axis being parallel. A dynamic programming 
algorithm is used to detect the occlusion in different views. The camera arrangement 
parameters such as, the distance between two cameras, should be known. Authors 
propose three schemes for the dJsparity map coding including a lossless method. The 
complexity of algorithms, due to the occlusion detection technique adopted within, limits 
the methods application within real time scenarios. 
Van et al.[47] 
A stereo video coding strategy is presented in this paper. One of the stream pair is 
coded as reference with MPEG-2 standard with higher quality. In the other stream (called 
auxilIary stream) the B frames are fully skipped, and an algorithm is presented to 
reconstruct it at the receiver end. The paper reports a signtficant achievement in the 
additional bandwidth required to code the auxiliary sequence. However their PSNR 
performance is not impressive. I.e. the auxiliary sequence's quality is much less than the 
main stream, which will cause viewer discomfort. According to Puri [9], a maximum of 
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3dB is acceptable, however the results published in this paper reports a much higher 
difference than this threshold. The only result that provides an acceptable quality in this 
paper is for the sequence man. However this sequence is coded with 62.8% excess band-
width. 
Guo et aJ.[ 48] 
This paper proposes the use of H.264 in multi-view video codmg. Two schemes for 
predicting the motion vectors and the prediction modes of macroblocks of the predicted 
frames, from the corresponding reference frame macroblocks, were proposed. However 
this resulted in a non optimized exploitation of binocular redundancy as the prediction 
was biased towards temporal redundancy exploitation. 
Shiping et al.[ 49] 
In this paper authors analyzed the use of three popular block based motion/disparity 
estimation techniques (i.e. simulcast, compatible and joint) within a H.264 stereoscopic 
encoding environment and concluded that the 'joint' motion-disparity estimation gave 
better performance as compared to the so called 'simulcast' and 'compatible' methods. 
Kim et aJ.[50] 
This work is based on MPEG-4. Similar to some previous methods discussed above, 
one of the streams is coded as reference and the other stream is coded as auxiliary stream. 
A spatial prediction method is proposed in addition to joint motion-disparity estimation to 
'accurately' predict the disparity vectors which is claimed to increase the compression 
efficiency. A fast motion estimation algorithm is also proposed here. Simulation results 
are given with six stereo video sequences. However the results presented are only 
marginally better than the side-by-side method which is equivalent to simulcast. 
W.Yang et al.[51] 
This research work is on compression of multi-view video based on MPEG-4. This 
CODEC can operate either on frame basis or on VOP basis. For multi-view coding a 
camera configuration similar to [46] is used. The compression performance is compared 
with an MPEG-2 multi view profile like encoded implemented in MPEG-4, which is 
termed as MPEG-4 MVP. However the details of the encoder's performance are not given 
except the average PSNR of all the views versus Total-Bitrate curves. 
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2.6.3 Conclusion 
As shown in section 2.6, a number of stereo image and video coding techniques have 
been proposed in literature. These coding techniques were broadly classified into two 
groups, namely feature based and intensity-correlation based techniques and were 
discussed in detail. The feature based techniques are less popular amongst research 
communities due to the difficulties in accurately identifying features. In contrast, the 
intensity correlation based approaches, which provide typical engineering solutions, have 
demonstrated an increased popularity amongst research communities and practical 
application domains. However, the use of the latest H.264 monoscopic video coding 
standard, which can be classified as an intensity-correlation based monoscopic video 
coding standard in stereoscopic video coding has not been investigated in literature. It has 
the potential to provide high coding gains at remarkably good quality and provide a 
practical solution for stereoscopic video coding. 
The detailed review of literature has also revealed that the full potential of exploiting the 
redundancy in stereo video streams towards achieving compressibility has not been 
utilized effectively. For example the world-line co-relation that has been reported to 
improve the compression performance of stereo video streams in [7] has not been 
exploited by any standard based compression scheme reported in literature. Therefore its 
effective exploitation will play an important role in further improving the compression 
performance of stereo video CODECs. Further to the above the excessive time 
requirement of stereoscopic encoders has not been resolved by the existing algorithms. 
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3. The Enabling Technologies 
The platform for this research work is the H.264/AVC standard. Further, the Parallel 
Virtual machine (PVM) teclmology is used for the inter-process communIcation between 
two machines handling the encoding process of the left and right sequences. In this 
chapter we present information relevant to their use in the proposed stereoscopic video 
CODECs. 
MPEG-4 Advance Video Coding, more popularly known in literature (including this 
thesis) as H.264, is the newest intemational video coding standard [52]. It has been 
approved by ITV-T as a recommendation (H 264) and by the ISOIIEC as Intemational 
Standard (MPEG-4 part 10, Advanced Video Coding (A VC». This standard was 
developed and standardized in 2003 by the Joint Video Team (JVT) of ITV-T and 
ISOIIEC's motion picture experts group. 
Before discussing the features ofH.264 and PVM in detail, an insight into the history of 
the VIdeo coding standards is provided. 
3.1 Video coding standards 
The video coding standards play an important role in the world of telecommunication 
and multimedia systems. Most of the audio/video containers, i.e. the file formats such as, 
.avi, .mp4, .ogm, .mpg, .mov use these video standards for their video part of the format. 
In additIOn to standard CODECs such as MPEG-I, MPEG-2, MPEG-4, H.26I, H 263, 
H.264 some proprietary video CODECs such as DivX, VP6, WMV, have also been 
developed in the past. An informative discussion on the above can be found in [53]. 
Figure 3.1 illustrates the popular video coding standards developed by international 
organizations in a chronological order. The H.26x standards were developed by the 
International Telecommunication Union (ITU)'s Telecommunication Standardization 
Sector's (ITU-T)', Video Coding Expert Group (VCEG). The H.26x standards are 
optinIized for telecommunication applications such as video conferencing and 
broadcasting. The MPEG standards were developed by ISOIIEC's moving picture expert 
group. They are optimized for storage such as in CD-ROM and DVD and digital video 
transmission. However the MPEG-2 is teclmically identical to H.262 and MPEG-4 Part 
10 is teclmically identical to H.264. These two pairs were jointly developed by the two 
organizations. 
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Chronological Table of Video Coding Standards 
ITU-T 
VCEG 
H.261_ 
(1990), . 
------
ISO/lEe 
MPEG 
H.263 H.263++ 
(1995/96 H.263+ . ,(2000) , 
(1997/98) . H.264 
PEG-2 ( MPEG-4 M 
- (H 
(199 
.262) 
------
- Part 10) 
-1 MPEG 
(1993 ) 
4/95) MPEG-4v1 (2002) (1998/99) 
MPEG-4v2 
(1999/00) 
MPEG-4v3 
(2001) 
Figure 3.1: Chronology of Video coding standards (221 
- . 
The scope of all the !TU-T and ISOIIEC video coding standards is limited only to the 
decoder and the decoding process. By imposing limits on the bitstream and syntax, and 
defining the decoding process of the syntax elements it is guaranteed that every decoder 
conforming to the standard will produce similar output when given an encoded bitstream 
that conforms to the constraints of the standard This limitation of the scope of the 
standards permit maximal freedom to optimize implementations in a manner appropriate 
to specific applications (balancing, compression quality, implementation cost, time to 
market, etc ). However, it provides no guarantee of end-to-end reproduction quality, as it 
allows even crude encoding techniques to be considered conforming. 
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Figure 3.2: Scope of the video coding standard 
Though the standard's scope is limited to the decoder and the bitstream syntax, it is 
common practice to develop a codec to test and prove the efficiency of the standard's 
proposal by the standardization committee. This will provide a so called non-normative 
guidance for the developers who prefer the development of their own codec. As such, the 
JVT has produced a codec named, 'Joint Model' (JM) which has since been popularly 
used as starting implementation of many H.264 encoders proposed in literature. We 
follow the same approach and use JM as our original implementation ofH.264. 
Next we will look at the special features of H.264 and the non-nonnative coding 
strategies implemented in JM software. 
3.2 H.264 standard and its key features 
The key technical requirements of the H.264 standard include the following: 
• Ability to broadcast over cable, satellite, cable modem, DSL, terrestrial links 
etc. 
• Interactive or serial storage on optical and magnetic devices, etc. 
• Provision of conversational video services over ISDN, Ethemet, LAN, DSL, 
wireless and mobile networks, modems, etc., or mixtures of these. 
• Provision of video-on-demand or multimedia streaming services over ISDN, 
cable modem, DSL, LAN, wireless networks, etc. 
• Provision of Multimedia Messaging Services (MMS) over ISDN, DSL, 
Ethemet, LAN, wireless and mobile networks, etc. 
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To address this wide domain of requirements, flexibility and customizability are 
necessary. There are many tools provided to achieve these requirements. The H.264 
standard design consists of a Video Coding Layer (VCL), which is designed to efficiently 
represent the video content, and a Network Abstraction Layer (NAL), which formats the 
VeL representation of the video and provides header information in a manner appropriate 
for conveyance by a variety of transport layers or storage media. Relative to prior video 
coding methods, such as MPEG-2-video (H.262), some distinguishing features of the 
H.264 enables its superior coding efficiency and the compliance with the other 
requirements listed above. 
The salient features which distinguish the H.264 standard from the earlier standards 
include the following. 
Features that improve the compression efficiency: 
• Variable block-size motion compensation with small block sizes, 
• In-loop de-blocking filtering, 
• Motion vectors over picture boundaries, 
• MUltiple reference picture motion compensation and B-frame referencing, 
• Decoupling of referencing order from display order, 
• Weighted prediction, 
• Improved "skipped" and "direct" motion inference, 
• Directional spatial prediction for intra coding, 
• Quarter-sample-accurate motion compensation. 
Features that improve robustness and compression efficiency: 
• Small block-size transform, 
• Hierarchical block transform, 
• Short word-length transform, 
• Exact-match inverse transform, 
• Parameter set structure and NAL unit syntax structure, 
• Flexible shce size, 
• Flexible macro-block ordering (FMO), 
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• Arbitrary slice ordering (ASO), 
• Redundant pictures, 
• Data Partitioning, 
• SP/SI synchronization/switching pictures, 
• Context-adaptive-arithmetic-entropy coding. 
This thesis will discuss the NAL structure and the tools within the VCL which 
contnbute to the coding efficiency and the reference picture management. For an in depth 
knowledge of the standard the readers are referred to [22, 52, 54-58] 
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Figure 3.3: 0.264 video Encoder 
3.2.1 The Network Abstraction Layer (NAL) 
Figure 3.3 illustrates the basic structure of an H.264 encoder. The NAL is the top most 
layer of the standard. The video bitstream encapsulated in NAL can be transmItted via 
many different transport layers such as: 
• RTP/lP for real-time wire-line and wireless internet services (conversational 
and streaming) 
• File formats, e.g., ISO MP4 for storage and MMS 
• H32X for wire-line and wireless conversational services 
• MPEG-2 systems for broadcasting services, etc. 
The coded video data is organized into NAL units, each of which is effectively a packet 
that contains an integer number of bytes. The first byte of each NAL unit is a header byte 
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that contains an indication of the type of data in the NAL unit, and the remaining bytes 
contain payload data of the type indicated by the header. NAL units are classIfied into 
VCL and non-VCL NAL units. The VCL NAL units contain the data that represent the 
values of the samples in the video pictures, and the non-VCL NAL units contain any 
associated additional information such as parameter sets and supplemental enhancement 
information (timing information and other supplemental data that may enhance usability 
of the decoded video signal but are not necessary for decoding the values of the samples 
in the video frames). 
A parameter set typically contains information which rarely changes and helps 
decoding of a large number ofVCL NAL units, i.e. video-texture. There are two types of 
parameter sets: (a) sequence parameter sets, which apply to a series of consecutive coded 
video pictures called a coded video sequence and (b) picture parameter sets, which apply 
to the decoding of one or more individual pictures within a coded video sequence. The 
concept of sequence and picture parameter-set (SPS and PPS) decouples the streaming of 
infrequently changing information from the streaming of coded representations of the 
video scene. Each VCL NAL unit contains an identifier that refers to the content of the 
relevant picture parameter set and each picture parameter set contains an identifier that 
refers to the content of the relevant sequence parameter set. In this manner, a small 
amount of data (the identifier) can be used to refer to a larger amount of information (the 
parameter set) without repeating that information within each VCL NAL unit. Sequence 
and picture parameter sets can be sent well ahead of the VCL NAL units that they apply 
to, and can be repeated to provide robustness against data loss. In some applications, 
parameter sets may be sent within the channel that carries the VCL NAL units (termed 
"in-band" transmission). In other applications (see Fig. 3.3), it can be advantageous to 
convey the parameter sets "out-of-band" using a more reliable transport mechanism than 
the video channel Itself [58]. 
A set ofNAL units in a specified form IS referred to as an access unit. The decoding of 
each access unit results in one decoded picture. A coded video sequence consists of a 
series of access units that are sequential in the NAL unit stream and use only one 
sequence parameter set. Each coded video sequence can be decoded independently of any 
other coded video sequence, given the necessary parameter set information. At the 
beginning of a coded video sequence is an instantaneous decoding refresh (IDR) access 
unit. Presence of an IDR access unit indicates that no subsequent picture in the stream 
will require reference to pictures prior to the intra picture it contains in order to be 
decoded. 
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3.2.2 Improved prediction tools 
H.264 provides improved prediction possibilities compared to its precedents such as 
MPEG-2 and H.263. These directly result in the improvement of compression efficiency 
as compared to other standards. The following approaches are adopted for effective 
prediction of redundancy and are discussed in detail in [58]: 
• Variable block-size motion compensation with small block sizes: 
Figure 3.4 illustrates the use of different block sizes in prediction by the JM 
implementation of the standard H.264 encoder. It shows that in smooth, homogenous 
areas a bigger block size is used whereas in complex areas the encoder tends to split the 
block further. The non-normative mode selection process (i.e. how to split the blocks for 
efficient coding) is explained in section 3.2.4 below. 
Figure 3.4: Variable block size prediction 
• Quarter-sample-accurate motion compensation: 
Some earlier standards enable half-pixel motion vector accuracy at their most. The new 
design adopted within H.264 improves up on this by adding quarter-sample motion vector 
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accuracy. Though fust proposed in an advanced profile of the MPEG-4 Visual (part 2) 
standard, in its adaptation within the H.264 standard the complexity of the interpolation 
process has been considerably reduced compared to the prior design. 
• Motion vectors over picture boundaries: 
While motion vectors in MPEG-2 and its predecessors were required to point only to 
areas within the previously-decoded reference picture, the picture boundary extrapolation 
technique first found as an optional feature in H.263 has been included in the standard 
H.264! A VC codec design. 
• Multiple reference picture motion compensation and B-frame referencing: 
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Figure 3.5: Prediction Possibilities 
Figure 3.5 illustrates the prediction possibilities of a frame With the arrows pointing to 
the potential reference frames. As shown the standard allows prediction from multiple 
frames and from bi-Predictively coded frames. 
• Decoupling of referencing order from display order: 
In earlier standards, there was a dependency between the ordering of pictures for 
referencing purposes and the ordering of pictures for display purposes. However 
H.264!AVC allows the encoder to choose the ordering of pictures for referencing and 
display purposes with a high degree of flexibility constrained only by a total memory 
capacity bound imposed to ensure decoding ability. Removal of the restriction also 
enables removing the extra delay previously associated with bi-predictive coding. 
• Weighted prediction: 
This is useful when coding fade-in and fade-out hke scene changes. 
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• Improved "skipped" and "direct", motion inference: 
In prior standards, a "skipped" area of a predictively-coded picture could not infer 
motion in the scene content. This had a detrimental effect when coding video containing 
global motion, so the new H.264! A VC design instead infers motion in "skipped" areas. 
For bi-predictively coded areas (called B slices), H.264!AVC adopts an enhanced motion 
inference method known as "direct" motion compensation, which improves further on 
prior "dIrect" prediction designs found in H.263+ and MPEG-4 Visual. 
• Directional spatial prediction for intra coding: 
Mode 0 - Vertical Mode 1 - Horizontal Mode2-DC 
Mode 3 - Diagonal Down/Left 
Figure 3.6: Intra coding modes 
Some previous video coding standards (namely H.263+ and MPEG-4 Visual) allows 
intra prediction III the transform domain. However in H.264 it is always carried out in the 
pixel domain, by referring to neighbouring pixels of previously-encoded blocks which are 
to the left andlor above the current block being processed. In all slice-coding types (I.e. I, 
P, or B) the following intra coding types are supported: Intra_ 4x4, Intra_16x16 together 
with chroma prediction and I]CM (no coding or transform) prediction modes. Figure 3.6 
illustrates five of the nine Intra_ 4x4 prediction modes. For mode 0 (vertical prediction), 
the samples above the 4x4 block are copied into the block as indicated by the arrows. 
Mode I (horizontal prediction) operates in a manner similar to vertical prediction except 
that the samples to the left of the 4x4 block are copied. For mode 2 (DC prediction), the 
adjacent samples are averaged as indicated in Figure 3 6. The remaining six modes are 
diagonal prediction modes which are called diagonal-down-left, diagonal-down-right, 
vertical-right, horizontal-down, vertical-left, and horizontal-up prediction. Their names 
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self-explain their functions. When utilizing the Intra_16xl6 mode, the whole luma 
component of a macroblock is predicted. Four prediction modes are supported. Prediction 
mode 0 (vertical prediction), mode I (horizontal prediction), and mode 2 (DC prediction) 
are specified similar to the modes in Intra _ 4x4 prediction except that instead of 4 
neighbours on each side to predict a 4x4 block, 16 neighbours are used. 
• In-the-Ioop de-blocking filtering: 
Figure 3.7: Effect of Dc-blocking fil ter 
Block-based video coding produces artefacts known as blocking artefacts. These can 
originate from both the prediction and residual difference coding stages of the decoding 
process. Application of an adaptive de-blocking filter is a well-known method of 
improving the resulting video quality, and when designed well, this can improve both 
objective and subjective video quality. The de-blocking filter in the H.264 design is 
brought within the motion-compensated prediction loop, so that this improvement in 
quali ty can be used in inter-pictnre prediction to improve the ability to predict other 
pictnres as well. Figure 3.7 illustrates a decoded frame of the sequenceforeman with and 
without de-blocking fil ter. 
3.2.3 Reference Picture Management 
H.264 encoder normally uses number of previously encoded pictnres as references for 
motion-compensated prediction of each inter coded macroblock or macroblock-partition. 
This enables the encoder to search for the best 'match' for the current macroblock-
partition from a range of pictures than just (say) the previously encoded frame. Both parts 
of the CODEC maintain one or two lists of reference pictnres, containing frames that 
have previously been decoded. Inter coded macroblocks and macroblock partitions in P 
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slices are predicted from frames in a single list, list 0; however those from B slice may be 
predIcted from two lists, list 0 and list 1. 
Pictures that have previously been decoded are stored in a reference buffer (the decoded 
picture buffer, DPB) in both the encoder and the decoder. By default, an encoded picture 
is reconstructed by the encoder and marked as a short term picture, i.e. as a recently-
coded frame that is available for prediction. Short term pictures are identified by their 
frame number, which follows encoding order of the frames. Long term pictures are 
typically older pictures that may also be used for prediction and are identified by a 
variable LongTermPicNum. Long term pictures stay in the DPB until explicitly removed 
or replaced. When a picture is encoded and reconstructed (in the encoder) or decoded (in 
the decoder), it is placed in the decoded picture buffer and is either (a) marked as 'unused 
for reference' (and therefore not used for any further prediction), Cb) marked as a short 
term picture, (c) marked as a long term picture or (d) simply output to the display. As 
each new picture is added to the short term list, the incltces of the remaining short-term 
pictures are incremented. If the number of short term and long term pictures are equal to 
the maximum number of reference frames, the oldest short-term picture (WIth the highest 
index) is removed from the buffer (known as slidmg window memory management). The 
encoder chooses a reference picture from list 0 for encoding each macroblock partition in 
an inter-coded macroblock based on the encoder's optimization decision. The choice of 
reference picture is signalled by an index number. The l/StO and the listl are created by 
assigning pointers for the pictures in the DPB before starting encoding or decoding 
pictures. 
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3.2.4 The Joint Model (JM) Encoder 
Input 
Video 
Split into 
Macroblocks 
16,16 plxel. 
Intra ·f""". 
Figure 3.8: JM Encoder architecture 
Figure 3.8 shows the basic architecture of the JM encoder. As shown here an encoder 
decodes each encoded frame and keeps the locally decoded version of the frame for 
referencing. The DPB manages these frames in an identical way to the decoder so that 
there is no mismatch between encoder and decoder. As stated above the encoder 
architecture is not normative to the standard. However we will look at two aspects of the 
JM implementation here, viz. the Rate-Distortion optimization and the Rate-control 
system of the JM. 
a. Rate-Distortion optimization 
H.264 allows various modes of predictions. As discussed above 7 modes for inter-
frame prediction, 9 modes for intra-frame prediction of 4x4 blocks, 4 modes for intra 
prediction of 16 x 16 macroblocks, and one skip mode are available, which means a 
macroblock can be broken down in many ways. Thus, mode selection for each 
macroblock is a time-consuming step though it results in dramatic bitrate saving. The 
optimal mode is selected based on rate-distortion optimization (RDO) algorithm[57], 
which obviously involves, 
1) An exhaustive pre-calculation of all possible modes to decide the bits required and 
distortion of each; 
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2) Comparison based on a metric that considers both bitrate and distortion; and 
3) Selection of a mode that minimizes the metric. The metric used in JM is the 
Lagrangian cost function. 
The minimization process is explained below: 
The macroblock mode decision is done by minimizing the Lagrangian functional 
J(s,c,MODEI QP,AMODE ) = SSD(s,c,MODE I QP)+AMODE ·R(s,c,MODE I QP) 
(3.1) 
where QP is the macroblock quantizer, AMODE is the Lagrange multiplier for mode 
decision, and MODE indicates a mode chosen from the set of potential prediction modes: 
I frame: MODE e {INTRA 4x4, INTRA 16x16}, (3.2) 
P frame: MODEe {INTRA4X4, INTRA16x16, SKIP,}, (3.3) 
16x16,16x8,8x16,8x8 
B frame: MODEe {INTRA4X4, INTRA I 6xl 6, DIRECT,} (3.4) 
16x16,16x8,8x16,8x8 
Note that the SKIP mode refers to the 16x16 mode where no motion and residual 
information is encoded. SSD is the sum of the squared differences between the original 
block s and its reconstruction c given as 
16,16 
SSIX..s,c,MODEJ. QP) = ~Jsy[x,Yl-cy[x,y,MODEJ. QJi)2 
x-1.r=1 
~ ~ 
+ ~)su[x,Yl-cu[x,y,MODEJ. QJi)' + ~)sv[x,Yl-cv[x,y,MODEJ. QJi)2, 
r-=1.y=1 r-=I..FI 
(3.5) 
and R(s,c,MODE I QP) is the number of bits associated with choosing MODE and QP, 
including the bits for the macroblock header, the motion, and all DCT blocks. 
cy[x,y,MODEIQPj and Sy[x,yj represent the reconstructed and original luminance 
values; c'" Cv, and su, s, the corresponding chrominance values. 
The Lagrangian multiplier AMODE is given by 
A - 0 85x2QP/ 3 
'MODE,P - • (3.6) 
for I and P frames and 
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(3.7) 
for B frames, where QP is the macroblock quantization parameter. 
The mode decision for 8x8 sub-partitions is done in a similar way. The Lagrangian cost 
minimization for mode-decision for video encoding was flfst proposed by Sullivan and 
Baker [59]. A comprehensive study of the JM implementation can be found in [57]. 
b. Rate control 
SSD 
Complexity 
Estimation 
Target Brts 
Basic Unit Bit 
Allocation 
GOP Target bHs 
Virtual 
Buffer 
Model 
. GOP Bit Allocation Rate Controller 
User Interface 
/ 
Demand Btlrate- . - ~ 
Buffer Capacity and Imtlal 
buffer occupancy 
Figure 3.9: The Encoder Interface 
A rate control algorithm of a video encoder dynamically adjusts encoder parameters to 
achieve a target bIt-rate. It allocates a bit budget to each group of pictures, individual 
picture and/or sub-picture in a video sequence. The demanded bit rate and the initial 
quantization parameter is pre-settable. The basic Rate-control module of a JM encoder is 
shown in figure 3.9 and its operation is explained below. 
The Rate-control unit of the JM encoder consists of many functional sub-units as 
depicted in fig. 3.9. The CompleXIty Estimation module predicts the "Sum of Squared 
Difference" of a block to be predicted, based on the previous blocks' SSD. The SSD is 
required by the rate control algorithm, but it is available only after the Rate Distortion 
Optimization (ROO) module has used a QP value to generate it. Thus this "chicken and 
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egg" dilemma [60] is solved by an estimate of SSD based upon complexity of prior 
blocks in the sequence. Subsequently the Rate-Quantization module generates the suitable 
- -
QP for the current block. Note that in general the rate control is achieved both at frame 
and macro-block level. 
3.2.5 Conclusion and relevance 
We have looked at some features of H.264 standard and non-normative 
recommendation. To conclude this discussion, we will now provide some information on 
how these features are used in stereoscopic video coding. 
The NAL structure decouples the VeL and non-VeL data of the bitstream and 
encapsulates them into robust NAL units. A stereoscopic video encoder, will generate a 
base stream correspond to one view and an auxiliary stream correspond to the other view. 
The auxiliary stream doesn't require non-VeL information, since it is available from the 
base stream. So it can be conveniently removed from the auxiliary stream. 
The multiple frame based prediction and variable size block based prediction provides 
more freedom to select suitable blocks for prediction. In a stereo video coding scheme, it 
enables the encoder to exploit intra-stream as well as inter-stream prediction, effectively. 
Further, the variable block size prediction is effectively used to introduce complexity 
management m our parallel encoder design. This is explained in chapter 6. 
The DPB acts as a reference picture bank, where previously encoded frames are kept. 
To encode the auxiliary view of the stereo stream previously encoded frames of the main 
stream is used along with the previous frames of the same stream. However the DPB can 
be manipulated to accommodate these 'foreign' frames so that they can be uniquely 
identified and referenced. 
The non-normative rate-distortion optimization and rate-control algorithm are 
necessary to understand the encoder's behaviour. Rate control algorithm is manipulated to 
control the contribution of each streams of the total bitrate. 
3.3 PVM 
The Parallel Virtual Machine (PVM) [61] emerged as an addItional product ofa dIverse 
network computing research project. PVM provides an integrated framework within 
which parallel programs can be run in an efficient and straightforward manner using 
eaSIly available hardware. PVM enables a set of heterogeneous computer systems to be 
viewed as a single parallel virtual machine. It uses a transparent mechanism to handle all 
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message routing, task scheduling and data conversion across networks of incompatible 
computer systems. 
The PVM system is composed of two parts viz., a daemon, called pvmd3 or simply 
pvmd which resides on all the computers making up the virtual machine and a library of 
PVM interface routines. The demon can be installed by any user with a valid login on a 
computer. If a user wants to run a PVM based programme, a virtual machine is first set up 
by starting up PVM. The PVM application can then be started in a usual manner. More 
than one user can configure overlapping virtual machines, and/or a single user can 
execute several PVM applications at the same time. 
The PVM library interface routine contains a functionally complete range of primitives 
that are required for cooperation between tasks of an application. These library routines 
can be called by users to accomplish various tasks such as spawning processes, message 
passing, coordinating tasks, or modifying the virtual machine. 
Setting up PVM in Unix machine is straight forward as the procedure is well 
documented in the PVM software manual [61]. The frequently used message passing 
routines (C language based) of JVM is introduced below. In addition a brief introduction 
to XPVM, the graphical monitor for the PVM, is provided. 
Message Passing Interface (MPI) is a parallel processing standard, whIch is an 
alternative to PVM. However we selected PVM for our research, due to ease of 
availability of expert guidance on PVM. 
3.3.1 Message passing with C 
Master-slave(s) based programming is common in parallel programming, where the 
master has the responsibility to initiate the slave program(s) as and when required, 
depicted by the program instructions. 
Ex: pvm_spawn( char *task, char **argv, int flag, char *where, int ntask, int *tids ) is a 
C language function which starts a slave program. The argument where defines where to 
start the new program. It is possible to specifY a particular machine based on the task to 
be performed or else it can be kept open so that the PVM will decide where to start out of 
the machines connected, based on their availability. 
Once the master and slave are up and running they can communicate between each 
other via many available routines. A dIstinction is made between blocking and non-
blocking communication. 
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Ex: pvm_recvO is a C command which will pause the program execution until it 
receives matching data as depicted by the command. However pvm_ nrecvO wil l check if 
a matching data is available and if not it will ignore the command and continue execution. 
3.3.2XPVM 
XPYM is a graphical console and monitor for PVM. It can show the machine 
configurations, running status of each machine and message queues wh ile a parallel 
. . program IS runnmg. 
Active . System I No Tasks I 
Figure 3.10 XPVM representation of connected machines 
Figure 3.1 0 illustrates a snapshot ofXPYM which shows a PYM system created by two 
machines named fj-72 and fj-75. Both are Li nux machines and at the time of capture, both 
machines are active, i.e. they are processing some commands. Other states wh ich can be 
shown are system (by yellow) wh ich means the machine is involved in an overhead 
operation and idle (by white) means the machine is waiting for some data fro m the other 
machine . 
~-7S;-
Ccmputing _ Overhead r \I,'aiti'lg r t.lessage -
Figure 3.1 I XPVM graphical representation of parallel processing 
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Figure 3.11 is a time space diagram, which illustrates the processes being run in the two 
machines and the data communication between them at different times. This tool is useful 
when analyzing the load-balancing, i.e. making sure that each machine is executing its 
fair share of the work. 
3.3.3 Summary 
PVM software enables computers to work parallel using its message passing protocols. 
We have provided an introduction to the software. We also discussed some C language 
routines that are used to in parallel programming with PVM interface. XPVM is a 
graphical monitor for the PVM. It is used to monitor/analyze the programs being run in 
different machines parallel. A brief discussion about this facility is also presented. 
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4. The Single Encoder Design 
4.1 Overview 
This chapter provides detailed information of the proposed single encoder stereoscopic 
video CODEC. In this design we make use of a single H.264 encoder to asynchronously 
encode both constituent images of a stereoscopic video sequence. 
It is a well established fact that joint motion-disparity estimation improves the 
compression performance as compared to the independent, temporal redundancy 
exploitation of the left/right video sequences [9]. However using worldlme correlation in 
association with joint motion-disparity estimation provides further possibilities of 
improvements in redundancy exploitation. Unfortunately no standard based CODEC has 
been developed for stereoscopic video coding which exploits all possIble types of 
redundancies. A careful study of this issue and the potential of H.264 to provide efficient 
video compression, motivated us to carry out research in the design of a novel, efficient, 
H.264 based stereoscopic video CODEC 
In section 4.2 we provide an overview of the building blocks of the proposed CODEC, 
where a list of requirements / design specifications is set-out and their importance is 
justified. Section 4.3 details the frame organization of the encoder design. We show that 
this specific frame organization adopted in the design enables us to use the JM encoder's 
motion estimation engine effectively exploiting the full potentials of the redundancies that 
exist in a typical stereo video sequence. Section 4.4 provides details of the alterations 
done to the DPB management strategy in order to enable stereo video coding. Section 4.5 
discusses the rate control strategy we have adopted for the single encoder design. Section 
4.6 explains some miscellaneous issues of the proposed design such as the use of H.264 's 
feature of decoupling VCL from non-VCL (Le. part of the stream exemplified by 
parameter-sets). An analysis of the experimental results is provided in section 4.8. As a 
part of our detailed analysis of the CODECs performance we graphically visuabzed the 
areas of a typical frame that use different types of redundancy exploitation such as, spatial 
(i.e. within frames), binocular (Le. between left/right frames) and temporal (Le. within 
left/right frame sequences). Finally section 4.9 concludes the chapter with a critical 
analysis of the CODEC's functionalities, advantages and limitations. 
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4.2 Basics & Specifications of the Design 
Figure 4.1 illustrates a basic block diagram of the proposed single encoder stereo video 
CODEC. Note that it is a high level block diagram and as result details of the processing 
units (i.e. the individual blocks) are not illustrated. These details will be provided in the 
latter sections of this chapter. 
I 
RawlmgSeq 
'-- (left) 
'-
I ~ Stereo Encoder I .1 H 264 Conformance Blt-$tream I "I [WTIh SEQ 
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Reconstructed 
'-- video stream ~ 
-
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-
VIdeo stream 
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Figure 4.1 Schematic diagram of Single Encoder design 
In figure 4.1, the stereo encoder is a single H.264 encoder, which accepts frames from 
the left and right video sequences, alternatively and carries out stereoscopic video coding 
to produce a fully H.264 compliant bit stream. The decoder is capable of decoding this 
bitstream to separately reconstruct the left/right video streams. 
The design of the proposed stereo video CODEC is based on several considerations that 
arise from the need of, specific functionality, flexibility in operation and efficient rate-
distortion performance. The design considerations adopted can be listed as follows: 
i. A receiver with a standard H.264 decoder (i e. monoscopic) should be able to 
efficiently decode the left (i.e. the reference) sequence. We define this capability as 
the Stereo Scalability of the coded bit stream. The purpose of stereo scalability is to 
cater for the requirements of both a monoscopic decoder as well as a stereo decoder. 
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ii. Worldline correlation should be exploited jointly alongside intra-
frame/temporallbinocular redundancy. By exploiting all the redundancies that exist, 
it is possible to achieve better rate-distortion performance. 
iii. A single, extended H.264 encoder should be used for encoding both left and right 
sequences. This will make it easier to jointly exploit the four types of redundancies 
and will thus reduce the overall functional complexity of the CODEC. 
iv. The coded output bit stream should conform to H.264 standard. 
In the proposed design, all four of the above requirements are effectively met by 
introducing a novel approach to the Decoded Picture Buffer (DPB) management strategy 
of standard H.264 CODEC. In addition we make use of the Supplementary Enhancement 
Information (SEI) of the resulting H.264 compliance bit stream to indicate the presence of 
stereoscopic data as against monoscopic video data and to indicate existence of specific 
frames to left/right sequences. 
4.3 Frame organization 
LEFT 
RIGHT 
I 
[1] , 
p. 
[2) 
B ' 
[7] 
Display order [Encodingl 
decoding order] 
Figure 4.2 Prediction possibilities 
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The organization and management of frames provide the key to the effective design of 
redundancy exploitation techniques in video coding. Figure 4.2 illustrates an example of a 
typical frame organizationJIayout of the proposed stereoscopic video CODEC. The 
superscript's' (for stereo) in the B and P frames of the right sequence is used to 
differentiate them from corresponding frames of the reference (i.e. left) sequence in 
subsequent discussions. The arrows indicate predictive coding with the arrow-head 
pointing towards the reference frame. However to maintain clarity of the diagram, the 
reference frames are illustrated only for some selected frames. Note that, I frames are not 
used in the coding of the right sequence. Instead the fIrst frame of the right sequence is a 
P frame, predicted based on the first frame (coded as an I frame) of the left sequence. 
There are two important specifications to note in the above frame organization. Firstly, 
when encoding frames of the left/reference sequence, references are only made to frames 
of the same sequence. Secondly when encoding frames from the right sequence, 
references are made to frames from both sequences. These two design considerations 
enables stereo scalability and the joint exploitation of various redundancies including 
worldline Correlation present within a stereoscopic video sequence. 
In addition to the above the frame organization in figure 4.2 leads to encodmg the left 
sequence frames at odd occurrences whereas encoding the right sequence frames at even 
occurrences. The SEI, NAL-unit is used to indicate this to the decoder. Therefore a 
decoder with monoscopic video decoding/display capability can ignore the decoding of 
right sequence frames based on notification by the SEI. In contrast a decoder with 
stereoscopic decoding capability would decode the complete incoming sequences. Thus 
by using the regnlar frame organization illustrated in figure 4.2 and appropriate SE! 
provision we meet the fIrst specification stated in section 4.2 
4.4 Alteration to the OPB and its management 
To enable stereo video coding/decoding conforming to the requirements set out in 
section 4.2, the DPB management strategy of H.264 standard, has to be modified and 
used within the proposed design. A secondary buffer, named Decoded Picture Buffer 
Store (DPBS) is introduced to temporarily store contents of the DPB. The modified buffer 
management strategy can be explained with the use of the data flow diagram of figure 
4.3. 
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Figure 4.3 DPB swapping mechanism 
First, the incoming frame F, is checked to see whether it belongs to a left or right 
sequence. If the frame belongs to the left sequence, it is checked to find out whether it is 
an I frame. This is the case if previously a GOP has been completely coded and the 
system has to be imtialized. If the frame F is an I frame, both buffers, i e. DPB and DPBS 
are cleared and the locally decoded frame F, is copied to both buffers. The buffers are 
then ready to handle the next frame. If F is a left frame, but is not classified as type I, the 
locally decoded F is copied to both buffers and subsequently the contents are swapped. 
The buffers are then ready to handle the next frame. If the frame F belongs to the right 
sequence, the locally decoded F is only copied to the DPB and the contents of the two 
buffers are swapped subsequently. The buffers are then ready to handle the next frame. 
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The frames to be encoded (i.e. F in the above discussion) are predicted based on the 
contents of the DPB. Typically the DPB contains a copy of up to five previously (and 
immediately) coded (and subsequently locally decoded) frames. Therefore in the above 
flow chart, as soon as the size of the DPB increases above 5 frames, the frame furthest in 
decoding order to the current frame is dropped. The algorithm described above ensures 
that when coding P or B frames belonging to the left (reference) sequence, only locally 
decoded copies of previous frames belonging to the left sequence are used as reference. 
This enables independent decoding of the left sequence at the decoder, if required, and 
satisfies the first specification of section 4.2. However in coding P and B frames of the 
right sequence, reference frames are obtained from both sequences. For example, in 
figure 4.2, in coding the first B frame of the right sequence all five previously coded 
frames are used as references, regardless of whether they belong to left or right 
sequences. Note that in coding the above B frame, the reference to the I frame (i.e. the 
frrst frame) of the left sequence represents exploiting possible worldline correlation. Thus 
the second specification of section 4.2 is met. 
The above alteration to the DPB and its proposed management maintains compatibility 
of the resulting encoded bit stream to H.264. It results in the possibility of using a single 
encoder to code both left and right sequences (see figure 4.3). The decoding of the 
resulting bit stream is possible WIth the use of a single decoder WIth similar modIfications 
to that done at the encoder side. Therefore the proposed design meets the third and fourth 
specification set out in section 4.2. 
4.5 Rate control considerations 
As explained in chapter 2, the rate control module of a video encoder is responsible for 
delivering the target bit-rate, by compromising quality if necessary. To achieve this, rate 
control algorithm models the quantization parameter, QP, as a quadric or linear function 
of Mean Absolute Difference (MAD) between two matching blocks. Then the MAD for 
the current block is predicted based on previous blocks. This modelling requires few 
parameters such as the co-efficient of the quadric function and MAD modelling 
parameters. These parameters are updated! refined based on the blocks/frames which have 
been just coded. 
In our stereo CODEC, at frame level, the rate-controller considers the left sequence 
parameters to model the rate control strategy for both left and right sequences (i.e. to 
generate demanded QP for both sequences). This is based on the assumption that left and 
right sequences would have similar statistics within a specified time. However at macro-
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block (or basic-unit) level rate control, the left and right frames use the MADs of their 
previously coded macro-blocks in deciding the QP. By using different shifts to this QP 
for left and right sequences within our design, we enable discrimination between left and 
right sequence compression rates. 
4.6 Other design considerations 
In coding a stereo image sequence additional information has to be transmitted as 
compared to coding a monoscopic sequence. However some features such as timing, 
frame size are common to both (left/right) sequences. In the design of our proposed stereo 
CODEC, the Sequence Parameter Set (SPS) that is used to deliver information about 
image sequences such as frame size, time stamps etc., is sent only with the reference Left 
sequence. The right sequence uses the same information as sequence information can be 
assumed to be identical. While the SPS is commonly packed in few hundred bytes, for 
sequences where random access is essential, these should be sent more frequently, hence 
our adaptation will enable a significant gain in compression. 
FoIlowing the syntax elements of H.264, to signal the existence of a stereo bitstream, 
we use the SE! NAL unit withpayloadType =21. A decoder capable of decoding stereo 
video will detect the above payloadType value and will proceed to read the stereo 
bitstream in order to decode it, frame-by-frame. An identical buffer management strategy 
to that used in the encoder is required to achieve the effective decodmg of frames. In 
contrast, a monoscopic decoder will discard the above information and the stereo payload 
and will decode only the reference bit stream. 
4.7 Experimental Results & Analysis 
Stereo video sequences with the following specifications were used to evaluate the 
performance of the proposed CODEC. Whilst some of these sequences were obtained 
from the public domain (Train, Football and Booksale) the Golasa was obtained via the 
kind cooperation of Bristol University. The first left and right frames of each sequence 
are illustrated below for a visual comparison. 
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Sequence Name Size Description Sample Image 
Parallel Camera ; Natural/Outdoor scene, 
r-here exist some distortion in the original 
Booksale 600x400 sequence. FiQure 4.4 
[Towed-in camera; Scene with Man-made 
Train CIF Objects Figure 4.5 
Parallel Camera ; Natural/Outdoor scene, 
~here exist some distortion in the original 
Football 720x420 sequence. Figure 4.6 
[Towed-in camera; Video conferencing 
Gelasa CIF scene FiQure 4.7 
Ta ble 4.1 
(left view) 
(right view) 
Figure 4.4 T he Booksa le sequence (Size 640x240) 
The booksa le sequence of fig ure 4.4 is an outdoor sequence captured using a parallel 
ax is camera geometry. Careful observation of fig . 4.4 revea ls that the nearby objects, i.e. 
the people and books on the tables, have moderate disparity whilst the background 
objects, which are relatively at a significant distance from the camera, have negligibly 
small binocular di sparity va lues . 
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(left view) 
(right view) 
Figure 4.5 The Train Sequence (Size CIF) 
The Train sequence illustrated in figure 4.5 is an indoor sequence of man-made objects, 
i.e. toys. It has been captured via a towed-in camera configuration. Note that when 
considering the right image, the objects in the background have displaced to the right of 
the corresponding objects in the left image whereas the objects in the foreground 
illustrates a binocular disparity to the opposite side. 
6 1 
(left view) 
(right) 
Figure 4.6 The Football Sequence (Size 720x420) 
The footba ll sequence of figure 4.6 is a highly dynam ic sequence captured via a 
parallel-axis camera geometry. The background is dark and unclear, whil st most of the 
foreground is covered by the 'football pitch ' of uniform texture. The on ly significant 
binocular disparities visible are of the players and the ' banners' . 
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(left) 
(right) 
Figure 4.7 The Golasa Sequence (Size CIF) 
Go lasa sequence illustrated in fi gure 4.7 is a stereo sequence obtained fro m a multi-
view video sequence. It is a typical head and shou lder movement sequence obtained using 
a towed-in camera configuration. Note that the background objects illustrate a sign ificant 
binocular disparity as against the disparity illustrated by the foregro und object, i.e. th e 
girl. 
Us ing the above test sequences, several experiments were des igned to analyze the 
performance of the proposed CODEC. The differences between the stereo video 
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sequences, discussed above, enable more in-depth analysis of the robustness of the 
CODEC. For all experiments, a frame rate ono fps was used. 
4.7.1 Rate Distortion Performance 
Figure 4.8 illustrates the RD performance graphs of the proposed CODEC when tested 
with the five test stereo video sequences. As the stereo video sequences are of different 
frame size, a fair comparison of the compressibi lity of the individual sequences using the 
proposed CODEC are illustrated by the normalized-rate (i.e. rate calculated based on kbps 
per pixel) vs. distortion (in PSNR) graph of figure 4.9. Note that the distortion calculated 
in terms of Peak Signal to Noise Ratio (PSNR) in dB units, refers to the average PSNR of 
the frames tested for each sequence. The 'rate' refers to the amount of bits required per 
second to code each frame of the stereo video sequence, assuming a frame rate of 30 fps 
for all sequences. Note that in the single encoder design of the stereoscopic video 
CODEC, only the left sequences bit rate is controlled via the H.264 rate-control strategy 
(see section 3.24). Each frame of the right (dependent) sequence is coded using the 
quantization parameter values of the corresponding left sequence frames, defined by the 
rate-control procedure of the left sequence. 
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As the football sequence refers to the sequence with the highest frame size amongst the 
test frames, figure 4.8 clearly illustrates the extra bit-rate requirement for coding this 
sequence. 
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Figure 4.9 clearly illustrates the fact that the R-D performance of the CODEC differs 
significantly when coding different video sequences. A carefu l analysis of the properties 
of the different test stereo video sequences, can explain these di fferences. However the 
RD graphs for all test sequences show that the right video sequence (i.e. predicted) is 
coded at a significantly lower bit rate as compared to the left sequence (i.e. reference). 
For example for the/oo/ball video sequence, at 37 dB average PSNR level, the coding of 
the left sequence requires a bit rate of approximately 0.0035 kbps/pixel whereas the right 
sequence at the same PSNR quality level is coded with only approximately 0.00 175 
kbps/pixel, i.e. a 50% reduction of the average bit rate under the above conditions. 
A careful comparison of the RD performance of the CODEC for each test sequence, 
reveal the following: 
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• For a given bit rate, thefootball sequence produces the highest quality left frames 
whereas the tram sequence produces the lowest quality left frames. This is due to 
the fact that the football is a high resolution sequence and hence more 
compressible, consists of frames that have a large amount of temporal and intra-
frame redundancy, and proportionally lower percentage of area occupied the 
foreground objects (i.e. the players), compared to the background (i e. the football 
pitch area) with uniform texture and negligible movement. In the train sequence 
the background changes significantly in illumination, the camera moves slightly 
and a large percentage of the frame area is occupied by the moving foreground 
objects (i.e the toys). These characteristics of the train sequence results in its 
frames been coded at a lower quality level as compared to all other frames at the 
same bit rate. 
• However the football sequence illustrates the least relative compression of the 
right sequence as compared to the left sequence and the booksale illustrates the 
highest. This is due to the fact that the football sequence has significantly less 
stereoscopic information as compared to that present in the booksale sequence 
where major part of the frame is covered by foreground objects, close to the 
camera, thus causing high binocular disparity. It clearly illustrates that the 
proposed CODEC performs remarkably well when provided with the task of extra 
binocular redundancy exploitation. 
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By considering the coding of the left and right frames at identical average level of 
PSNR quality, we reproduce the experimental results that were presented in figure 4.9, as 
left sequence vs. right sequence, bit rate comparison graphs, in Figure 4.10. For the ease 
of comparison the left_bltJate = right_bitJate line is illustrated in the figure. These 
graphs provide a more effective comparison of the rate distortion performance of the 
CODEC for the different test sequences. All graphs are wen below the left_bllJate = 
right_bitJate line, re-iterating the fact that for an test sequences the right sequence is 
compressed relatively at a higher level as compared to the left sequence (at the same 
quality). Further the graph of the booksale sequence is farthest away from this line, re-
Iterating the fact that the booksale sequence has the highest exploitability of binocular 
redundancy. 
Note that the standard practice in stereo image/video coding is to assume the 
suppression theory of stereo vision (see section 2.5.5) and to code the reference frame/s at 
a slightly higher quality as compared to predicted frame/so In our experiments above we 
have maintained the quality of the two bit streams at similar levels, by using a single 
quantization process, related to the single encoding approach used. However our design is 
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capable of foIlowing the standard practice used in stereoscopic image/video coding 
mentioned above. It is noted that the results thus obtained would show more significant 
improvements in relative compression levels between the left and right sequences, as 
compared to those ilIustrated in the above figures. 
To ascertain the amount of extra compression achieved for the predicted sequence as a 
result of exploiting the worldIine correlation (see Section 2.5.3), jointly with temporal-
binocular correlation, we designed further experiments. Three different CODECs were 
implemented using the same basic monocular H.264 CODEC used in the above 
experiments to represent, (a) simulcast, (b) compatible and (c) joint temporal-binocular, 
disparity estimation based stereoscopic video coding (see Section 2.5.4). A sequence of 
40 consecutive frames from the 'booksale' sequence were coded at different bit-rates 
using the four stereoscopic video CODECs. AIl the frames were coded as P frames. 
Figure 4.11 iIIustrates the R-D performance of the four CODECs. The results clearly 
iIIustrate the effectiveness of exploiting worIdIine correlation in addition to joint, 
temporal-binocular correlation that is popularly used in stereoscopic video coding. 
However amount of extra compression gain achievable by exploiting worIdline 
correlation depends of the properties of the video sequence. In general, the presence of 
worIdline correlation is not only dependent of the presence of binocular redundancy, but 
also on how temporal and binocular redundancies correspond to each other. 
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Figure 4.11 Effects of different referencing strategies 
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figure 4.12 Adjacent frames of booksale stereo video seq uence 
Figures 4. 12 (a) - (d) illustrate four selected video frames from the ' booksale' video 
stream (note that only a 240 x 240 part of the frame is illustrated due to limitations of 
space). Figures (a) and (b) represent a corresponding pair of stereo images, belonging to 
the frame-IS position, in the two sequences. Figures (c) and (d) represent a corresponding 
pair of stereo images belonging to the frame-14 position (note that frame-14 is coded as a 
B frame) . In the prediction offrame depicted in figure (b), figures (a),(c) and (d) are used 
as reference images . A visual comparison of the pictures illustrate the possi bi lity of 
finding the best match for a given part of the frame in figure (b) from any of the frames in 
figure (a), (c) or (d) . This justifies the importance of the proposed joint spatial-temporal-
binocular-worldline redundancy exp loitation. 
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Figure 4.13 Typical macroblock subdivislou iu a frame 
Figure 4.13 Jllustrates macroblock sub-divisions that occur as a result of predictive 
coding. The transparent sub-macroblocks denotes areas in the predicted frame that are 
coded by temporal prediction. Sub-macroblocks coloured white (note: only the top left 
hand corner of each sub-block has been coloured white) denote areas coded by bmocular 
prediction. Note that the person closest to the camera is predominantly coded via 
temporal prediction. This is because the closer an object is to the camera, more binocular 
disparity it would show in the stereo scene. Thus better predictions with smaller motion 
vectors could be found via temporal prediction as compared to binocular prediction. On 
the other hand, in background areas which are far from the camera, binocular 
displacements are minimal [45]. Thus binocular predictions are much better than temporal 
predictions, especially if moving far away objects are present in the background or 
illumination differences occur between the time intervals of the two frames. This fact is 
proven by figure 4.13, as it is clearly seen that binocular prediction has been used in 
background regions and texture-less foreground regions which behaves similar to 
background regions. 
4.8 Conclusion 
In thIS chapter we have proposed a stereoscopic video CODEC that uses a single, 
standard, H.264 encoder to alternatively encode the left and right sequences of a stereo 
video. The encoder produces a H.264 compliant bit stream that is effectively decodable 
by a standard H.264 decoder, i.e. if required; decoding both sequences of the stereo video 
is made possible. The special design considerations adopted within the buffer 
management strategy enables the encoder to not only exploit joint spatio-motion-disparity 
based redundancy, but also to exploit warldline correlation. We have provided 
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experimental results to prove the efficiency of the proposed encoder. A comprehensive 
analysis based on several popular test stereo video sequences has been provided in 
justification of the contributions made by the work proposed in this chapter. The proposed 
CODEC's robustness when coding stereo video sequences of different 
properties/statistics have been fully evaluated. 
Though the single encoder design of the stereoscopic video CODEC has several 
functional and performance related advantages, it suffers from two drawbacks. They are: 
1. Encoding the left and right sequences of the stereo video alternatively using a 
single H.264 encoder results in the fact that the total encoding time of the stereo 
CODEC is approximately twice that required for encoding either the left or right 
sequences by a standard H.264 encoder. 
2. Independent rate control of the left/right sequences is not possible. 
In chapter 5 we propose the design of a parallel stereoscopic encoder that is capable of 
resolving the above shortcomings. 
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5. Parallel Encoder Design 
5.1 Overview 
As discussed in Chapter 4, the main drawbacks of the single encoder design are, 
i. The encoding time, whIch is approximately double the time taken to encode a single 
sequence by an H.264 encoder. 
ii. The lack of independent rate controllability of the left and right sequences 
In this chapter we propose a parallel Encoder design that addresses the above 
shortcomings amongst further important design considerations. The key specifications for 
the parallel CODEC design are set out in section 5.2. It should be noted that the proposed 
parallel encoder, while almost halving the encoding time, maintains the same prediction 
possibilities for the auxiliary sequence as the single encoder design. [Note: the Parallel 
CODEC was realized based on JM 9.5.] 
In section 5.2 we illustrate the overall block diagram of the parallel stereo video 
CODEC and sets-out the specifications of the design of the Encoder. In Section 5.3 the 
design of the parallel Encoder is explained in detail. Section 5.4 descnbes the 
independent rate control module and the relevant implementation detaIls. Section 5.5 
introduces the proposed bitstream switching strategy adopted in the encoder design for a 
better viewer comfort. Section 5.6 discusses remaining minor design considerations. 
Section 5.7 provides experimental results and a detailed analysis, demonstrating the 
effectiveness of the CODEC design and its practical use. Finally section 5.8 summarizes 
the work presented in the chapter with a brief conclusion and insights to further research 
and development related to the CODEC. 
5.2 An Overview of the Parallel Stereo Video CODEC and its Specifications 
Figure 5.1 illustrates the key building blocks of the proposed CODEC. The left and 
right video sequences are initially fed to a scene change detector which is instrmnental in 
bit stream switching, that results in left/right sequences alternatively to be considered as 
the independently/dependently coded streams. Subsequently the reference bit stream is 
fed to the independent encoder, which produces a H.264 compliant reference frame bit 
stream. The predicted sequence is fed to the dependent encoder which produces the 
auxiliary bit stream that consists of additional infonnation required to decode the 
dependent sequence at the decoder end. 
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Figure S.l The parallel Codec 
At the decoder end, depending on whether or not stereoscopic data is available (notified 
to the decoder via SEI NAL umts), a standard H.264 decoder is able to decode the 
monoscopic or stereoscopic video stream/so A more detailed discussion of the 
functionality of each element of the proposed CODEC is provided later in this chapter. 
The parallel stereoscopic video CODEC is based on the following specifications: 
• Least possible extra time to encode the stereo pair: The single encoder design of 
the stereoscopic video CODEC (see Chapter 4) required approximately double 
the time required for coding a monoscopic video sequence. This is because the 
coding of frames from the left and right sequences is carried out in an 
asynchronous manner. The use of the parallel encoder, allows synchronous 
coding of the two VIdeo streams. Therefore the encoding time can be 
approximately halved as compared to the single encoder design. 
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• Independent rate control for different views: This is aimed at using suppression 
theory of stereo video coding to further optimize the overall compression 
performance. 
• Bit-stream switching at scene changes: Though the use of suppression theory of 
stereoscopic vision has been widely used in stereoscopic image/video coding, 
the continuous provision of a degraded quality image to the same eye has 
proven to cause viewer discomfort. Therefore we adopt a flexible bit-stream 
switching strategy at scene changes to minimize viewer discomfort. 
• Stereo scalability. As in the case of the single encoder design (see chapter 4), 
the parallel encoder is to be designed to possess full mono/stereo scalability. 
• The resulting bit stream is to be designed such that it is fully H.264 compliant. 
• Optimized rate-distortion performance: The optimization measures adopted 
within the rate-controller design of Chapter 4, are fully utilized within the 
parallel encoder design. 
5.3 Parallel Encoder 
In the proposed stereoscopic extension to H.264, the parallelism is achieved via running 
the left/right encoder pair on a Parallel Virtual Machine (PVM) architecture. The design 
dIagram of the proposed parallel encoder is illustrated in figure 5.1 and can be descnbed 
as follows. [Please note that traditionally the individual encoders of a stereo codec-pair 
are distinguished as left encoder and right encoder and it is common practice to make left 
encoder's output independent. However we use the terms independent encoder and 
dependent encoder for the reason discussed below.] 
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The Independent Encoder (lE) (i.e. the reference view encoder) first encodes the first 
frame of the reference (say left) sequence as an I frame. A locally decoded version of this 
frame is then sent to the encoder that encodes the right sequence, i.e. the Dependent 
Encoder (DE), through the PVM's message passing arrangement. I.e., it is inserted as a so 
called Storable Picture, in the DPBs of both encoders, to be used as a reference frame in 
encoding. Subsequently both encoders commence encoding in parallel, though the DE 
will always lag lE by one frame. During the encoding process, a copy of a locally 
decoded version of each encoded frame in the lE is sent to the DE. The DE updates it's 
DPB with this frame and uses it for subsequent motion search. This parallel encoder 
design enables us to use all relevant (i.e. highly correlated) neighbouring frames (both 
spatially and temporally) for the prediction of right sequence frames, while overall 
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encoding time is maintained at an equivalent rate in comparison to the standard, 
monoscopic, H.264 CODEC. 
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Figure 5.3 shows the lE's and DE's prediction possIbilities. Note the numbers shown 
within the brackets represent the decoding order. [Note: In the DE only prediction 
possibilities of frame [3] has been fully illustrated for the purpose of clarity]. As can be 
seen the prediction possibilities of this parallel codec is same as that of the single encoder 
design, though the left and right sequences are predicted based on frames stored in two 
different buffers. 
Similar to the Single encoder design figure 5.2 further illustrates that the lE's prediction 
is identical to that of a standard monoscopic H.264 encoder. DE has the additional 
capability of exploiting the binocular as well as world line correlation. 
5.4 Independent rate control of left/right sequences 
The proposed parallel encoder has been designed such that the rate of the left/right 
sequences can be controlled independently. The standard practice in coding stereo 
images/video is to code the reference frame/s at a higher quality as compared to predicted 
frame/so This is due to the possibility of using the suppression theory of stereopsis in 
compression, which states that the perceived quality of a stereo scene will not be affected 
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as long as one of the views is maintained at a sufficiently good quality level. As 
mentioned in Chapter 2 and in [9] the difference in quality between the reference and 
predicted frames can be as high as 3dB in the range of 28-32 dB quality of the left 
sequence. Due to design constraints, most existing stereoscopic video CODECs assume a 
fixed ratio between the bit rates of the independent and dependent bit streams. 
Unfortunately this limits the operational flexibility of the stereoscopic video CODEC. 
Our system is fleXIble in this regard, as the two streams are encoded by two different 
encoders, working in parallel. This allows us to set different bit-rates to the two streams. 
An important aspect of the rate control module of this parallel encoder can be explained 
as follows: The bit budgeting of a rate control module is responsible of allocating bits for 
different type of frames. Typically an I frame will be allocated higher number of bits 
followed by P and then B frames. However as explained above, in our design, DE always 
uses fewer number of bIts than m. Further the DE will never code a frame as an I frame. 
However this rate control module of the parallel encoder will make sure the following 
condItion is satisfied for all the frames. 
(BltsAllocatedForN" IEFrame) IEbltrate 
(BitsAllocatedForN" DEFrame) DEbitrate 
This condition will make sure that even though the DE will be coded in less quality, the 
corresponding image pairs will maintain the same quality trendS since the bit allocation is 
proportional in a frame by frame basis. 
5.5 Bitstream SwitchIng 
The suppression theory of stereopsis supports the fact that, once the two views of a 
stereo image pair are fused together by the human brain there will be little difference 
realized by the brain of the difference in quality between the two views. However, several 
studies have proved that as one eye continues to receive poor quality frames, eventually 
the quality discrimination will affect poor overall visualization and 'annoy' the eye which 
sees the reduced quality stream, resulting in eye strain [70]. This may be reduced by 
switching the dependent/independent views at regular intervals [71]. I.e. by changing the 
left view as dependentllow-bit-rate and right view independentlhigh-bit-rate and vice-
versa. 
However, If not carefully implemented, bit stream switching can result in noticeable 
artefacts (i.e. artificial scene changes) in stereoscopic and monoscopic video quality and 
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overall coding efficiency. As a solution to this we propose to switch the bit stream at 
natural scene changes and employ a popular scene change detection algorithm used in 
monoscopic video [62] for this purpose. This approach solves the problem of continuous 
discrimination of quality to one eye, without affecting the compression performance and 
the stereo scalability of the proposed CODEC. We realize the above design consideration 
by exploiting specific provisions in the SE! of the H.264 standard. In particular the 
parameters, left_selLcontain..flag and right_selLcontain..flag which are part of stereo 
video information SE! are used to indicate and switch between independent and 
dependent bit streams in the decoder. 
5.6 Other Design Issues 
The important properties, mono/stereo scalability and compliance with H.264 standard 
bitstream, are maintained in the proposed parallel encoder design, in a manner similar to 
that of the single encoder design of chapter-4. 
Further every effort was taken to maintain optimum compression performance of the 
encoder. The independent rate control paved the way to efficiently exploit the redundancy 
that arises from the suppression theory of stereo vision. The specific arrangement of Left 
and Right frames within the DE ensured the possibility of exploiting all redundancies that 
exist in stereo video. 
5.7 Experimental Results 
Experiments were carried out on the same set of test stereo video sequences (see Table 
4.1) used to evaluate the performance of the single encoder design of chapter-4. The ill 
bit rates were set to different values between approximately 3 to 10 bits/secondlpixel. For 
each ill bit-rate setting, the DE bitrate was controlled and varied from 20% to 60% of the 
ill bit-rate. 
Figures 5.4 and 5.5 below show the reconstructed frames of video sequences 'booksale' 
and 'football'. They clearly demonstrate the fact that the subjective quality of the 
reconstructed images are very good and hardly shows any coding artifacts, despite being 
coded at rates of up to 27% of the bit budget used for the independent encoder. 
, Smce the quality is measured m different melncs It's not pOSSible to say quabty is directly proportional to 
the bits allocated However the quabty trend will follow the bit alloc3110n trend. 
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Figure 5.4 Reconstructed Booksale frame when DE bitstream is coded at 27% of the 
IE bitr.t •. PSNRoE=30.09dB, PSNRIE=32.65dB [IE bit rate 492kbps) 
Figure 5.5 Reconstructed Football frame when DE bitstream is coded at 38% of the lE bit rate. 
PSN RoE=33.32d B, PSNR'E=3S.24dB. [IE bit rate 616kbps) 
Our detailed experiments have revea led that when the facto r IEbitratelDEbitrate IS 
increased, the likelihood of the DE frames using binocular and worldline correlation to 
exp loit redundancy as against using temporal correlation, increases significantly. This is 
due to the fact that the locally decoded DE frames are significantly lower in quality as 
compared to the lE frames. 
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Figure 5.6 Rate-distortion performance of CODEC for the Booksale sequence 
Figure 5.6 illustrate the rate-distortion performance of the proposed CODEC for the 
'booksale' stereo video sequence. The DE bit rate has been maintained at 20, 30, 40 and 
50 percent of the lE bitrate, which has been varied from approximately 500-2200 kbps. 
Assuming that a reconstructed quality of 30dB of the DE frames is sufficient to perceive 
wel1 stereoscopical1y [note: the average lE frame quality is approximately 33dBl, figure 
5.6 reveals that the DE can be coded at 27% of the lE bit-rate. The RD curves in figure 
5.6 also reveals that for a given ratio of IEbitrateIDEbltrate, when the bit rate is increased 
the PSNR quality difference between the DE and lE frames, increases. However this 
variation is approximately between 2-3 dB for DE sequences coded above approximately 
40% of the lE sequence bit rates and has been previously shown to cause no visual 
discomfort. Note that in figure 5.6, when the DE is coded at 20% of the lE bit rate, the 
PSNR difference is approximately 4dB and may cause visual discomfort. 
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Figure S.7 Rate-distortion performance of CODEC for the FootbaU sequence 
Figure 5.7 illustrates the RD curve of the 'football' video sequence. The CODEC 
performs similar to the way it performed for the video sequence, 'booksale'. Note that the 
PSNR values tend to saturate when the bit allocation for the sequences increases. Figure 
5.8 illustrates the RD curve for the video sequence 'train'. As compared to figures 5.6 and 
5.7, it illustrates the need for a lower bit budget to code the sequences at the same quality. 
This is due to the reduction in resolutton (frame size) and scene statistics. 
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Figure 5.9 illustrates the RD perfonnance of the proposed CODEC for the CIF 
resolution stereo video sequence, "Acbar". Unlike for the other video sequences, for this 
sequence we observe that the proposed CODEC is unable to provide extra compression 
when coding the dependent sequence. Figure 5.10 illustrates the first frame pair of the 
video sequence, which illustrates the large stereo disparity present. Further analysis of our 
experimental parameters revealed that the search window used was not capable of 
successfully capturing the large disparity values present in this sequence, resulting in the 
failure of binocular redundancy estimation. Since half of the frames in the DPB of the DE 
are from the stereo stream, which are now irrelevant, due to high disparity values, the DE 
cannot even perfonn as good as the lE. Therefore coding this video sequence in simulcast 
manner would have been more effective in this case. 
Figure 5.10 Acbar Sequence, High disparity 
5.8 Parallelism of the parallel COOEC 
The aim of the above parallel CODEC is to simultaneously encode both streams of the 
stereo pair. However in the present design of our CODEC, the DE is executing additional 
routines as compared to the lE, which results in a time lag of DE's perfonnance as 
compared to that ofIE's perfonnance. The fo llowing are the reasons for this time lag. 
• The counterpart of an I frame of the lE stream, will be coded as a P frame in the 
DE stream. This include motion estimation and hence an additiona l time 
requirement for coding. 
• The DE executes DPB management routines twice higher than the lE. 
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Due to these reasons the DE's performance lags the lE' s performance. The synchronous 
operation of the encoder pair is monitored by the XPYM, a screen shot of which IS 
illustrated in figure 5. 11 . Note that in figure 5. 11 , the lag in DE' s performance IS 
evidenced by the slanting of the message lines (which are shown in red) . These lines will 
be vertical if the encoders' process frames in parallel with only one frame offset. Note 
that the above mentioned time lag is more prom inent when the I frame concentration of 
the lE, is hi gh. In Chapter 6, we provide a complexity management strategy that is able to 
e li minate the above time lag and thus achieve true para llelism in cod ing the stereo video 
sequence. 
lE 
Compulilg _ t.«essage -
Figure 5.11 Parallel procession, Graphica l monitor snap shot 
5.9 Conclusion 
The parall el stereoscopic video CODEC des ign presented in this chapter is capable of 
coding stereo video sequence with added flex ibility as compared to the si ngle encoder 
based CODEC proposed in chapter-4. Additional functionalities include bit-stream 
switching capab ili ty and independent rate control. Detailed experimentation and analysis 
have revealed that the proposed CODEC is ab le to efficiently encode stereo video 
sequences, approaching compression rates of up to 5: I for some test video sequences, 
without resulting in artefacts that cou ld result in a visual discomfort. However, the 
CODEC suffers from an imbalance of coding times (complexities) of the DE and lE 
encoders that downgrades the paralle li sm of the CODEC. In Chapter 6, we propose an 
effective solution to this li mitation . 
84 
6. Performance Optimization of the Parallel CODEC 
6.1 Overview 
The perfonnance of the parallel design of the stereoscopic CODEC proposed in 
chapter-S is hindered by the time lag of operation between the lE and DE encoders. In 
this chapter we further analyse this shortcoming and design complexity control strategies 
for lE and DE encoders to cater for this problem. Section 6.2 discusses general 
possibilities of complexity minimization in coding stereo video sequences ,and the 
potential of using more frames for prediction, in the DE. In section 6.3 we introduce the 
proposed strategy of complexity management in the DE. Further section 6.4 discusses the 
use of statistics in developing a mode skipping strategy in prediction. Section 6.5 
provides the experimental results and a detailed analysis. We compare the performance of 
the improved CODEC with that of the chapter 5 and a number of other state-of-the-art 
CODECs. Finally section 6.6 concludes. 
6.2 Complexity minimization in coding stereoscopic video frames 
As discussed in Chapter 4.7 the binocular and temporal predictions are complementary 
to each other depending on the nature of the stereoscopic scene. The stereo frame pairs 
are ideally6 taken at the same time with carefully calibrated, but separate cameras. In 
contrast to it, two consecutive frames of a video are taken in different times, typically 
1130 seconds apart, but by the same camera. This difference in capturing makes the 
similarity between a stereo pair and the similarity between the two consecutive frames of 
the video different. For example, to compensate for a fast moving background object, 
binocular redundancy would be better suited than temporal redundancy. On the other 
hand to compensate for a slow moving object, very close to the camera, temporal 
redundancy would be better suited than binocular redundancy. 
Further, when assuming parallel camera geometry it can be shown that the disparity 
vectors will contain only horizontal components. This can be proved by substituting 9 = 0 
in the disparity expression of section 2.3.1. With this restriction on the disparity vectors, 
the disparity estimation process can be restricted to horizontal search window. Figure 6.1 
illustrates the search windows of the corresponding temporal and binocular frames of a 
given frame. For example, considering a search window size of 16 pixels to either side 
(i.e., top-bottom, left-right) of the location of the current block, the use of a full search 
• In pracltce synchronizalton of the two cameras are not always possible. 
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16xl6 block matching algorithm will compare against (16x2+li = 1089 candidates 
matches. Subsequently, the algorithm will proceed to half and quarter pixel accuracy, 
motion searches. However the restriction of this search window only to be oriented in the 
horizontal direction in binocular redundancy exploitation will result only in 33 candidate 
matches, which is approximately 3% of candidates matches used in temporal prediction. 
As the DPB of the DE is to contain binocular frames and the DPB of the IE will only 
contain temporal frames, the complexity reduction of block matching in binocular 
redundancy estimation explained above, intuitively encourages one to increase the size of 
the DPB buffer by few additional frames. In a typical video sequence where temporal 
redundancy pays a significantly major role as compared to binocular redundancy, this will 
allow the DE coding efficiency to further improve. However in Chapter-5 we explained 
that the DE typically lags the IE (explained in more detail in sections 6.2-6.4). Therefore 
a compromise is required. In our design, we increase the size of the DPB ofthe DE by a 
single frame (i e. 6 frames) as compared to the size of the DPB of the lE, which consists 
of5 frames. 
I7u71 
~ 
Current Frame Temporally adjacent Frame Binocular Frame 
Figure 6.1Search window for different images 
6.3 AdaptIve complexity control for parallel encoder synchronization 
The optimization procedures adopted within H.264 standard, results in a high encoder 
complexity. To add to this, the two H 264 encoders used in the parallel design of the 
proposed stereoscopic CODEC require regular inter-process communication and data 
sharing. For e.g., the lE sends each decoded image and additional signals such as change 
of bit-stream at scene changes, to the DE, requiring it to wait for the completion of these 
tasks. As a result, our preliminary investigations revealed that the DE ultimately lags 
behind in the parallel coding process. This causes long waits and/or stacking up of the 
data to be sent from the IE to the DE. This effect is more prominent especially, when the 
proportion of! frames used in the IE is increased. Note that when an I frame is coded the 
IE does not require an inter prediction. In contrast the corresponding process in the DE 
uses this I frame as a reference for inter prediction, requiring the DE to lag behind the IE. 
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To minimize the negative effects of this lag, we propose to adaptlvely control the coding 
complexity of the DE, depending on the relative time taken to encode the corresponding 
frames in the lE. Note that the use of a complexity control strategy rather than a 
complexity reduction strategy (such as fast motion-disparity estimation) is justified here, 
due to the dynamic nature of complexity difference between the DE and the lE; the 
dynamic nature being a result of the time lag between the DE and lE being dependent on 
parameters such as the GOP structure, network conditions, the nature of the video 
sequence, target bitrate ratio between lE and DE and the amount of disparity between the 
two streams. 
The proposed strategy of adaptive complexity control can be detailed as follows: 
Assume that the independent sequence consists of nH frames, denoted by La, LI .... L., 
and their stereo counterparts are denoted by ~, RI .... R,.. Let ko, tLl ... tLn and tRO, tRI ... 
tRn be the encoding times of the above frames, respectively. La is first coded with the 
default intra-prediction mode. However the ~ awaits the decoded version of the La for 
predictive coding. Once La is coded, its decoded version and the encoding time, tLO are 
sent to the DE via the inter-processor communication channel. However tLO is ignored at 
the lE and the two encoders subsequently commence operating in parallel, i.e. LI is coded 
simultaneously with the ~. [Note that for fleXIble stereo/mono scalabiIity, the lE frames 
are not coded with reference to the DE frames.) This process is generalized such that, 
frame LI is simultaneously coded with RI.I. Further prior to the coding of the ilh frame a 
cumulative time dIfference is calculated in the DE as follows: 
The above cumulative time difference gives a measure of the overall lag of the DE. 
Depending on the magnitude of this cumulative time lag, normalized by the time taken to 
encode R.-h i.e_ tRl-h we propose the adaptive control of the DE complexity via 
skipping/non-skipping of modes of encoding, defined within the H.264 standard (see 
table-2). The prediction modes to skip for the most effective complexity-compression 
tradeoff was determined experimentaIly (see section 6.3). [Note: the above strategy for 
complexity control based on skipping certain choices of pOSSIble modes of encoding 
should not be confused with the so called macroblock skipping used within the H.264 
standard for rate-control.) 
Let f CumulatIve time dzjJ DE, 
1R/-I 
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We use the following cnteria in deciding the modes to skip. [Note that the modes to be 
skipped are grouped into 5 groups, as detailed in table 6.1. A description of each mode as 
defined in H.264 documentation is provided in table 6.2. Note that the group 2 is 
allocated larger band compared to other groups. This is because in group 2, the mode 'g', 
i.e. the 4x4 inter-prediction, is skipped. It is noted that skipping this mode, saves 
relatively more time. 
0.5</ group-4 
0.5:::/>04 group-3 
04:::/>02 group-2 
02:::/>0.1 group-I 
0.1:::/ group-O 
Note that group-O corresponds to not skipping the consideration of any modes. This is a 
justifiable choice to maintain significantly good dependent stream video quality, when the 
normalized cumulative time lag of the DE is very small, i e. less than 0.1. 
Skipped 
Group modes 
0 none 
1 C, d, e, f 
2 Q + Qroup-1 
3 h + flroup-2 
4 1+ group-3 
Table 6.1 Groups used for prediction mode skipping 
Mode Descnpnon 
a Allow all modes of predlenons 
b DIsable I4x4 VertIcal and Honzontal predlenon modes 
e DIsable I4x4 Dtagonal Down-Left and DIagonal Down-
Right preruenon modes 
d DIsable I4x4 Vemeal RIght, Vemeal Left, Horizontal 
Down, and Horizontal Up predictIOn modes 
e DIsable Il6xl6 VerlIcal and Honzontal predlehon 
modes 
f DIsable Il6xl6 plane predlcbon mode 
I! DIsable 4x4 Inter PredIctIon 
h DIsable 4x8 Inter Preruetlon & DIsable 8x4 inter 
Preruetlon 
I DIsable 8x8 Inter Predlenon 
j DIsable 8xl6 Inter Predlehon & DIsable l6x8 Inter 
PredIctIon 
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Table 6.2 Mode descriptions in H.264 terminology 
In general mode-skipping results in a loss in compression performance. In section 6.4 
we present the initial conceptual design of an efficient mode skipping stralegy and its 
experimental justification. 
6.4 Determination of a Mode Skipping Strategy to Achieve Variable 
Complexity 
The aim of a variable complexity encoder design is to control the complexity of the DE 
based on the time lag with respect to the lE. This requires careful design of a mode-
skipping strategy. Considering the standard H.264 prediction modes (see Table 6.2) it can 
be seen that the skipping of modes c, d, e and f in coding the DE frames is a good initial 
choice. This is justifiable due to two reasons. All four of these modes relate to intra 
prediction modes, which our detailed experiments with monoscopic video sequences have 
proved to have the least probability of producing the minimum coding cost. Further, as 
the DE frames have the additional advantage of being predicted from the corresponding 
lE frame (i.e. binocular prediction), as well as temporal frames of the DE sequence, 
ignoring the intra prediction modes is less likely to create a noticeable degradation of 
rate-distortion performance. A noteworthy omission at this initial stage is the skipping of 
mode-b. This is due to the fact that detailed experimental results concluding the fact that 
out of the intra modes of prediction, the 4x4 vertical and horizontal prediction is most 
likely to produce the minimal encoding cost for most video frames. Therefore we have 
decided not to skip this mode of intra prediction within our overall design . 
Figu re 6.2 Video Sequence tempete 
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The subsequent selection of modes to skip (see Table 6.1) is detennined by the size of 
the inter-prediction blocks, with modes having smaller prediction block sizes skipped 
before the ones having bigger block sizes. In other words in our mode skipping strategy 
we skip modes g, h and i in that order. This selection strategy has the optimum effect on 
saving encoding time, as the general coding strategy of the DE frames is much dependent 
on inter-prediction via temporal and binocular prediction, rather than intra-prediction. 
Note that in intra-prediction it is more likely that optimum prediction results will be 
provided by the smallest block size and hence our choice not to skip mode-b. 
In order to experimentally justify the above conceptual design of the mode skipping 
order, a considerable number of experiments were carefully carried out. For three test 
sequences we analysed the Processing Time (in tenns of seconds for 50 frames) versus 
PSNR, Processing Time versus Bit-rate, and the RD perfonnance graphs. The relevant 
graphs for the sequence, "tempete" (Figure 6.2), are illustrated and discussed below. 
Results of only three tests showing the best perfonnance have been illustrated (see figures 
6.3,6.4 and 6.5). [Note: The results illustrated in figure 6.5 (a)-(c) corresponds to the best 
choice and therefore presented according to prediction mode skipping groups of table 6.1. 
Note: In section (b) offigures 6.3, 6.4, 6.5 are marked to illustrate the mode skipped. 
Test 1: The modes are disabled one by one in the order: a, b, c, d, e, f, g, h, i, j. The 
results are illustrated in figures, 6.3 (a)-Cc). 
Rate Vs Complexity 
150 200 250 300 350 400 
Sec/50 frames 
(a) 
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Figure 6.3 Results of test 1 
Test 2: The modes are disabled one by one in the order: a, e, f, b, c, d, g, h, i, j, The 
results are illustrated in figures, 6,4 (a}-{c). 
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Figure 6.4 Results oftest 2 
Test 3: The modes are disabled one by one in the order of groups of table-I: 0, 1,2,3, 
4. The results are illustrated in figures, 6.5 (a)-(c). 
Rate Vs Complexity 
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400 
1140 
A careful analysis of the graphs leads to the following conclusions: 
a. Mode skipping always results in a degradation of performance. 
I--+- Serlesll 
Numbers 
shown are 
step 
numbers 
l __ senesll 
b. The sensitivity of graphs to skippmg various modes/combinations-of-modes, 
differs significantly. For example, skipping modes e and f, after skipping mode 
d, does not alter performance noticeably. Skipping all other modes results in a 
noticeable performance alteration. 
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Note that when the DE bit rate is set at a significantly lower value as compared to the 
lE bit rate, the increased demand for compression results in more possibilities of 
macrobloack skipping. This observation is more prominent in coding B frames. As a 
result of this, controlling the time lag of the DE at lower bit rates is much easier as 
compared to controlling it at higher bit rates. 
The results illustrated in figures 6.5 (a)-(c) indicates the best performance confirming 
the choice of the related mode skipping strategy. 
6.5 ExperIments, Compressions and Analysis 
The improved CODEC performance was analyzed using the test stereo video 
sequences, booksale, train, football and Golasa. A frame rate of 30 fps was adopted. 
'" ~ 32 , 
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30 
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Figure 6.6 R-D perfonnances [Sequence: Train size CIF, frame-rate 30 fps.] 
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Figure 6.7 R-D performances [Sequence: Booksale size 640x240, frame-rate 30 fps.J 
Figure 6.6 and 6.7 illustrate the rate-distortion graphs of train and booksale video 
sequences. A clear comparison is made between the RD performance of the lE and the 
DE, by setting the DE bit rate as a percentage of the lE bit rate. It has to be noted that 
effectively, the lE is a standard H.264 CODEC that works on the independently coded 
sequence of the stereo video sequence pair. In our experiments the bit-rate of the DE is 
set at rates 20-70% of the lE. Figure 6.7 illustrates that at approximately 30dB quality of 
both the independent and predicted sequences, the bit rate of the DE is approximately 
40% of that of the lE. However it IS well known that for stereo viewing, arouod 30dB 
quality of the independently coded stream, the quality of the DE stream can be about 3dB 
lower [9]. 
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Figure 6.8 MPEG-4 compared 
Using this assumption our CODEC is able to code the DE stream at approximately 
20% of the lE bit rate. In [9] Puri proposed the extension ofa monoscopic MPEG-2 video 
CODEC to a stereoscopic sequence, still requiri ng 50% of the lE bit rate for the DE. 
Therefore the stereoscopic extension proposed within this research context improves on 
the key work of Puri. In add ition due to the optim ized cod ing strategies adopted within 
H.264 the overall bit requirement of this CODEC is sign ifi cantly less in the proposed 
CODEC as compared to the CODEC of [5 I]. 
Figure 6.8 compares the performance of the proposed CODEC with that of the MPEG-
4 based stereoscopic video CODEC of [5 I] fo r the stereo sequence Train. Note that at 
equivalent average PSNR quality our CODEC requires hal f the bandwidth required by the 
CODEC of [5 I] . The additional improvement is not only based on the change of basic 
compression engine from MPEG-4 to H.264 , but also due to the fine refinements used in 
the design of our CODEC. In Yang ' s work, no reference has been made to coding time 
requ irements . The des ign strategy adopted infers the need for double the coding time of a 
single sequence. Due to the parallel design, in the proposed CODEC, the total encoding 
time of the stereoscopic video sequence is on ly marginally more than that of a 
monoscoplc sequence. 
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Figure 6.9 Parallel procession with complexity control, Graphical monitor snap shot 
Figure 6.9 illustrates the XPVM generated time-space diagram of the complexity 
managed codec. It is seen that the I frame of the lE takes significantly less time compared 
to its stereo counterpart, which is coded as a P frame. However the time lag reduces as the 
remain ing frames in the D E are coded in lesser time compared to thei r lE counterparts. It 
should be noted that the absolute time values may vary depending on the architecture of 
the machine. 
As described above, the cod ing efficiencies of the proposed CODEC as compared to 
existing state-of-the-art techniques, is further supplemented by its functional effic iency 
and flexibility . The encod ing time requirement is maintained slightly above the encod ing 
time requirement of the monoscopic sequence, which has not been achieved by previous 
stereoscopic CODEC designs. The proposed CODEC achieves this with the use of the 
parallel design. Further important functional flexibilities of the proposed CODEC 
includes independent IEIDE rate control ability, mono/stereo decod ing capabi li ty, bit-
stream switching at scene changes for viewer comfort. 
6.6 Conclusion 
This chapter has proposed an efficient mode skipping strategy that can be incorporated 
within the parallel stereoscopic CODEC of chapter 5 to remove its limitation of th e DE 
lagging the operation of the lE. Deta iled experimenta l results have been provided to prove 
that the extended parallel CODEC requires only a slightly higher encoding time required 
for encoding a single sequence of a stereoscopic video sequence, in coding both 
sequences stereoscop ically . This is a novel contribution of significant practical 
im portance g iven the inherent computational complex ity of the standard H.264 encoding 
process. 
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7. Fractal Compression of Hexagonal Grid Images & Its Potential 
Application in Integrallmaging 
7.1 Overview 
This chapter proposes a novel fractal image compression techmque, which can be 
efficiently used in the compression of images captured on a hexagonally oriented pixel 
grid. Hexagonal grid image capture and display devices are still under laboratory 
development, but is widely accepted to resolve many of the disadvantages present in 
traditional square pixel grid imaging devices. One such research project is the integral 
imaging system currently being developed at Hitachi Corporation, Japan. In the 
concluding section of this chapter, we show that the proposed fractal image compression 
technique has potential to be used in coding integral images I video within the Hitachi' s 
system. 
The rest of the chapter is organized as follows: In section 7.2 we summarise the 
advantages and potential practical use of the emerging hexagonal grid image capturing 
and display devices and compare them against the pros and cons of the traditional square 
grid images. Section 7.3 discusses the basic principles of fractal image coding on a 
traditional, square grid image. In section 7.4 we propose the novel fractal image coding 
concept for hexagonal grid images. In Section 7.5 we provide experimental results and a 
detailed analysis. Section 7.6 draws the conclusions of this work, while section 7.7 finally 
providing an insight mto further extension of this fundamentally new idea to the 
compression of integral images/video. 
7.2 Hexagonal Grid Images: An Introduction 
The advances in research and development in multi-view capturing technologies has led 
to a rapid increase in the use of very high resolution images. Thus compression schemes 
capable of coding images at higher compression rates are required for coding these high 
resolution images, if they are to be stored within a limited space of memory. Though 
DCT and DWT based technologies have been used within international image 
compression standards, they may not meet the ultimate compression requirements of a 
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future camera. Therefore technologies such as fractal image coding that promises high 
compression ratios, merits further attention from the international research community. 
Further to the above observation, hexagonal pixel grids [63, 64] provide a more natural 
way of representing pixels of an image. This is due to the fact that it corresponds closely 
to the way that the retina of the human eye captures and displays perceptual data. In 
addition it has been proved that hexagonal grids are capable of a more compact 
representation of pixels as compared to the traditional rectangular grids [63]. The 
advantages of a hexagonal pixel grid over a more traditional rectangular pixel grid can be 
summarized as below: 
• Mean distance to the nearest sampling point is reduced compared with a 
rectangular grid of the same dimension. 
• The improved sampling efficiency means fewer data is sufficient to store/process 
an image with the same visual information. 
• The regular hexagon has 6-fold symmetry versus only 4-fold symmetry for the 
square. This means curves and edges can be followed more easily and accurately. 
• The natural counterpart of human eye to CCD i.e. the retina itself is hexagonally 
arranged. 
The above advantages have the potential to make hexagonal grid image capture, 
processing and display an important option to be considered in the design of state-of-the-
art and future imaging devices. The above observations inevitably suggests the possIbility 
of using hexagonal grid image capture and display technologies in future cameras, 
complemented by fractal image coding technologies that are capable of providing high 
compression rates, for efficient storage and transmission. However in light of the extra 
degrees of freedom available to exploit redundancy in hexagonal grid images (i.e. 6 
against 4 in rectangular grid representations), traditional fractal coding techniques will 
have to be modified to enable their application within hexagonal grid pixel 
representations. To our knowledge only a single paper has attempted to discuss this 
research issue in past literature [69]. Though a good discussion of the importance of 
hexagonal grids have been provided, the authors' pseudo model for hexagonal 
architecture does not operate based on a truly hexagonally arranged set of pixels and thus 
does not have the facIlity to exploit redundancy along 6 different orientations. Thus no 
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additional compression capability has been demonstrated as compared to what could be 
achieved following a traditional procedure of fractal image compression. Within the 
context of the research presented in this chapter we firstly use an efficient pixel 
mterpolation technique to convert a rectangular pixel grid to an equivalent hexagonal 
representation. [Note: The above conversion from rectangular grid to hexagonal grid 
image representation was carried out due to the non-availability of a naturally captured 
image on a hexagonal grid, and may therefore not provide optimal compression gains due 
to the approximations used within the pixel interpolation procedure.] Subsequently self 
similarity is exploited along six orientations, as against four used in traditIOnal fractal 
coding technology and in the work of [25]. We show that our design is capable of an 
improved compression performance at a significant reduction in coding complexity. 
7.3 Basic Principles of Fractallmage Coding 
To encode a traditional rectangular grid image using fractal technology (see figure 7.1), 
it is initially split into non-overlapping blocks (rectangular in shape), named range blocks. 
A lower (or higher) resolution version of the same image is subsequently formed to 
provide a pool of overlapping blocks, named domain blocks. For each range block, a best 
match within the domain is searched. The best match is the domain block, which possess 
the best linear correlation with the range block. The best match selection procedure can 
be explained as follows: 
Let a range block, R, and a matching domain block, D, contain n pixels of values ro, 
rh ... rn-I and do, dh ... d.-I respectively. 
Assuming a linear correlation between range-domain blocks, the prediction error 
n-I 
E = ~:Cs.d, +0_'1)2 
1=0 
of the range block should be minimized, giving, 
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o 
n 
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Note that if n('L d;2)_('L dY =0 then s = 0 and '0' would represent the 
;=0 ;=0 
average pixel value of the range block. In general terminology, 's' is named as the scaling 
factor and ' 0' is named as the offset. 
Figure 7. 1 Basics offractal image coding 
tdlodlfl ed luminance 
s=100=12 
Within the fracta l image encoding process, the scaling and offset values and the 
location of the best matching domain block, for each range block is generated. The 
scaling and offset values are transmitted after quantization, whereas the domain block 
locations are transmitted using loss less compression. At the decoder, starting from a 
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random image, the above information is used to recreate the target image iteratively. The 
foIlowing are important considerations within a fractal image compression system. 
7.3.1 Quantization 
In practice, to achieve extra compression, the s and 0 values are quantized so that they 
can be represented by numbers that faIl within a pre-defined magnitude range, e g., 4bits 
for's' and 6 for '0'. Thus the error, E is calculated as 
n-l 
"". • 2 E = L/S .d; +0 -Ij) 
j=O 
where s' and 0' are, quantized and subsequently inverse-quantized versions of s and 0 
respectively. 
7.3.2 Achieving variable compression ratios 
Further, in practice, thresholds are used for the maximum allowable error, the biggest 
aIlowed block size (e g. 16x16) and minimum aIlowed block size (e.g. 4x4). If the 
prediction error, E is higher than the error threshold and the block size is greater than the 
aIlowed minimum then, the block is further split (e g., into 4 equaIly sized blocks) and the 
best match is searched for each sub-block. The above can be used to achieve an image 
dependent, variable compression ratio. 
7.3.3 Rotation 
In natural images self-similarities may appear in different directionslorientations (see 
Fignre 7.1). To account for this, the range blocks should be compared with different 
orientations of the domain blocks. Even though self similarity can be theoreticaIly 
exploited in any direction, in square (traditionaIly called square grids) grid images it is 
not practicaIly possible to implement search rotations other than 90°, 180° and 270°. 
7.3.4 Domain block classifications 
Due to the overlapped nature of the domain blocks and the four rotations (orientations) 
possible in matching them with the range blocks, the complexity of fractal encoding is 
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often considered to be non-practical. As a solution to this problem, the range blocks are 
initially classified into domain-block groups. These are formed by considering the 
brightness order of the four sub-partitions of the domain block. Traditional rectangular 
grid images use 4! = 24 separate groupings, increasing the encoding speed considerably. 
7.4 Fractal Coding of Hexagonal Grid Images 
Within the context of our research we propose to modify the traditional rectangular grid 
fractal coding technology to suit hexagonal grid images. We consider a collection of 7n 
adjacent pixels of the hexagonal grid image as a 'cluster', which replaces the concept of 
'block' in a rectangular grid image. Figure 7.2 illustrates the basic coding units of the two 
types ofimages. 
Figure 7.2 Coding units of square and hexagonal grid Images 
In figure 7.3 we illustrate the proposed physical arrangement and the numbering of the 
pixels within the hexagonal grid (fig 7.3(b» and how the pixel values are organized in a 
two dimensional array (fig 7.3(a», for computer storage and processing. 
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[a] 
Figure 7.3: Hexagonal grid images [a] A two dimensional array used for processing and storage [b] 
hexagonal pixel arrangement and proposed indexing. 
As explained in section IT, in practice, self similarity of images may exist in any 
direction. With the hexagonal grid structure, which has six rotational symmetries, it is 
possible to capture and exploit redundancy in six different orientations. Thus the 
exploitation of self similarity becomes more efficient, leading to a higher compression 
performance. In addition to this, the six orientations allow each hexagonal domain cluster 
to be divided into six partitions. This leads to a possibility of 6! (= 720) domain cluster 
groupings. Given an image, the total number of domain-blocks, when rectangular grid 
architecture is assumed, is similar to the total number of domain clusters, when hexagonal 
grid architecture is assumed. Thus in the case of a hexagonal grid the domain clusters are 
grouped into 720 groups, whereas in the case of a rectangular grid only 24 groups are 
formed. Therefore the number of domain cluster candidates within a group is 30 fold 
lower than in an equivalent rectangular case. Thus approximately a 30 fold increase in 
encoding efficiency can be expected. Within our present research context we have 
implemented a fractal image encoder that initially considers 49 adjacent pixels as a 
cluster. This consists of seven adjacent sub-clusters of 7 hexagonally oriented pixels. 
Within the domain-cluster matching process, if a sufficiently good enough match (below 
a pre-set threshold) is not found, the initial cluster of 49 pixels are sub divided into the 
seven 7 clusters, and domain cluster matching is continued. Below we list important 
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design problems we faced and solutions that were developed to resolve them effectively. 
They form an important part ofthe contribution ofthis work. 
7.4.1 Hexagonal grid from a rectangular grid 
Due to the lack of availability of popular test images in hexagonal grid format, firstly 
we converted the test images to hexagonal grid format by interpolating from a regular 
rectangular grid image. Our detailed experimentation showed that the interpolation 
methodology influences the compression performance. Hence it is summarized below: 
Let nb be the number of regular hexagons of side length a, that is required to tile an 
area A. Let nr be the number of squares of side b required to fill the same area, A. It can 
be shown that, the ratio nb/nr is approximately equal to 2.6b2/a2• Due to the reasons 
mentioned in section 7.2, this ratio should be ideally maintained greater than unity, i.e. a 
< 1.6b. In our interpolation methodology, we overlapped a hexagonal grid for which a = 
I 5b on a regular grid image. Then, each hexagonal pixel was interpolated using the 
nearest four square grid pixels. This data is subsequently stored in a two dimensional 
array as shown in the figure 7.3[a]. 
7.4.2 Domain cluster classification 
As discussed above, six possible orientations of a domain-cluster gives rise to 720 
domain-cluster classes, each consisting of sub clusters of differing brightness order. 
However in implementing the above, we first classified the domain pool of each size into 
120 [=5!] classes depending on the order of remaining five sub-clusters of the original 
cluster with respect to the orientation of brightest sub-cluster. Subsequently in froding the 
matching domain cluster for a given range cluster, the candidate domain clusters of the 
matching group are rotated (see figure 7.4) such that brightest sub-cluster is aligned. The 
matching error is subsequently calculated which is in turn used in finding the best 
matching domain cluster. 
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Figure 7.4: Two clusters belonging to the same group as they share the same brightness order, even 
though the hrlghtest sub-clusters are not aligned. 
7.4.3 Spiral looping 
To traverse a hexagonal grid image/cluster via getting access to individual pixels is not 
as straightforward as compared to its rectangular grid counterpart. Within our proposed 
design, the pixel traversal commences at the centre of the image and is carried out, layer 
wise. In our test implementation we assumed that the largest range cluster consists of 49 
pixels (see fig 7.3(b» The layer 0 defines the cluster of 49 pixels placed at the centre of 
the image. Layer I defmes the surrounding area of this 49 plxel cluster, which consists of 
6,49 pixel clusters. Layer 2 consists of 12 such clusters organized around layer I clusters. 
Thus with the exception of layer-O, the total number of 49 pixel clusters within a given 
layer can be calculated as 6*1, where I is the layer number. In cases where 49 pixel 
clusters are not sufficient to fmd an appropriate match, they are sub-divided into seven, 7 
pixels sub-clusters. The process is continued likewise. The above layering results in the 
non rectangular shape of the reconstructed images. Under practical design considerations 
this can be easily avoided, by considering smaller clusters up to a limit of a single pixel. 
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7.5 Experimental Results and Analysis 
(b) 
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Figure 7.5 Original Images la. Bridge, b. Lena, c. Couplel 
The proposed algorithm for fractal image coding on hexagonal grid images was 
implemented by making changes to C. Jean-loup Gailly's popular code [65] for 
traditional fractal image coding on rectangular grid pixels, which was used as the 
benchmark. Experiments were carried on several popular test images including stream & 
bridge, Lena and couple (See Figure 7.5). The reconstructed image quality was compared 
to that of the original test image using Peak Signal to Noise Ratio (PSNR. Figure 7.5 
compares the rate-distortion performance of the proposed approach with that of Jean-loup 
Gailly [65] standard fractal image CODEC. The experiments were carried out on a 2.8 
GHz, Pentium IV processor with non-optimized C code. For the proposed technique an 
initial cluster size of 49 pixels (see fig 7.1(b» was used with possibili ty of further 
subdivision into sub-clusters of size 7 pixels, within the hierarchical matching procedure. 
For the benchmark, an initial block size of 8x8 pixels was used with possibility of further 
subdivision into four 4x4 sub-blocks. Note that the above limits for the starting/final, 
clusterlblock sizes were carefully selected for a fair comparison of the two algorithms. 
The results illustrate a significant improvement in rate-distortion performance when using 
the proposed algorithm. Note that the improvements are highest (5 dB) in the couple 
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image and lowest (2 dB) in the Lena image. A closer inspection of the indoor 'couple' 
image indicates that it is the image that would most benefit by the extra degrees of self 
simi larity exploitation offered by the proposed technique. 
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Figure 7.7 illustrates the reconstructed images. The rectangular images are those that 
are reconstructed by the benchmark. The images with sides clipped are those 
reconstructed using the proposed technique. Note that though our current implementation 
does not address the complete reconstruction of the original image, it is yet possible. No 
subjective difference is illustrated between the images. The odd elongation of images is 
due to the representation of hexagonal images on a rectangular grid for printing purposes. 
This can be easily corrected as demonstrated in figure 7.8. 
Further we observed that the relative performance of the proposed CODEC increases 
with image size. Since originally the range and domain blocks are classified into 720 
classes, in small images some classes tend to be less populated or empty. This results in 
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range blocks being matched with blocks of an inappropriate domain. In addition, in 
traditional fractal image CODEC's, complexity of encoding increases with the image 
size, thus the speed gain of the proposed method behaves relatively better. Further, 
directly captured images from a hexagonal grid charged couple device would further 
improve relative performance as the interpolation technique adopted within our present 
research context may lead to prediction inaccuracies. 
Figure 7.7Reconstructed images 
Figure 7.8: Reconstructed Lcna image 
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7.6 Conclusions 
We have proposed a novel fractal image coding approach that is suited for compressing 
images represented in hexagonal pixel grids. The proposed approach takes advantage of 
the ability of hexagonal pixel arrangements to exploit self similarity along six orientations 
as against possible four, if a traditional rectangular grid pixel arrangement is used. We 
have experimentally showed that the proposed technique gives improved rate distortion 
performance as compared to the traditional approach. We have also shown that the 
proposed technique is able to simplify the encoding complexity, up to a 30 fold 
theoretical limit. The hexagonal grid approach to fractal coding is specifically 
advantageous in pattern recoguition applications that deal with natural objects, i.e. face 
recoguition, satellite imaging etc, due to the use of a higher number of orientations for 
redundancy exploitation. Further, testing of the proposed algorithms on images practically 
captured on true hexagonal image capture devices would enable a more comprehensive 
evaluation of the effectiveness of the proposed techniques. 
7.7 Applications within Hitachl's Integrallmaging System 
At present there are no commercial auto-stereoscopic displays which have a hexagonal 
grid pixel layout. However Hitachi Corporation is currently developing an integral 
imaging based auto-stereoscopic display [66, 67] in which the images are viewed via an 
array of hexagonally arranged lens-lets, each of hexagonal shape. This display requires 
the pixels to be laid out on a hexagonal grid to be viewed through the array of lens-lets. 
Their research has also showed that integral irnaging needs very high resolution displays 
and thus today's displays are still not sufficient to meet this need. However a hexagonal 
layout of lens has the ability to increase resolution and thus forms the foundation of 
Hitachi's integral imaging system. 
Considering the importance of pixels to be laid out on a hexagonal grid for the success 
of Hitachi's auto-stereoscopic display and the high density ofpixel data it causes, the use 
of fractal imaging that promises high compression ratio's are well justified. Further the 
use of novel hexagonal grid approach to fractal image compression proposed in this 
chapter is even better justified. In view of the above Hitachi Corporation has expressed 
their interests in the hexagonal grid based fractal image compression scheme proposed in 
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this chapter within their integral imaging system. At the time of writing this thesis 
discussions are underway to facilitate collaborative research to this effect. 
113 
. ' 
8. Conclusion and further Research 
This chapter summarizes the research work detailed in the chapters 4, 5, 6, and 7 by 
drawing conclusions and emphasizing important contributions of the work. Further it also 
presents possible future directions of research related to the work presented . 
This thesis has presented the design, development, implementation and performance 
analysis of two stereoscopic video CODECs conforming to the state-of-the-art H.264 
video coding standard. It has also reported on a fractal image coding technique that has 
potential in exploiting redundancy of integral stereoscopic images, where pixeis are 
arranged in a hexagonal grid. 
In chapter 4 an H.264 compliant mono/stereo scalable encoder design was proposed. 
This design adopts a single H.264-like encoder to encode both streams of the stereo video 
pair. A novel reference picture buffer management strategy was designed to enable 
efficient world line correlatIon based redundancy exploitation, in addition to more 
traditional temporal, spatial and binocular redundancy exploitation. This joint redundancy 
exploitation is possible due to H.264's use of multiple frame based motion 
estimation/compensation feature. Experimental results have been provided to compare the 
rate-distortion and functional performance of the proposed CODEC with that of other 
state-of-the-art techniques. The fundamental criteria governing the design of this CODEC 
was the use of a single encoder, mono/stereo scalability, H.264 bit-stream compbancy 
and optimized rate-distortion performance, which have all been achieved via the proposed 
design. However the design did not consider mdependent rate control of letVright bit 
streams and encodmg time efficiency related Issues, which are important in practical 
applications. These design issues have been considered WIthin the parallel encoder design 
of chapter-5. However currently we are considering implementmg a dual rate control 
module inside the above single encoder design to control the bitrate of both streams 
independently. This will significantly extend its practical applicabibty to real application 
domains 
In chapter 5 an H.264 compliant mono/stereo scalable parallel encoder design was 
proposed. While incorporating all the prediction and referencing possibilities described 
in the single encoder design of chapter 4, the key design criteria of this codec was focused 
on the mdependent rate control of left/nght streams and the synchronous encoding of 
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left/right streams using a Parallel VIrtual Machine (PVM) based parallel processing 
adaptation. The independent rate control of left/right streams enables effective use of the 
suppressIon theory of stereo vIsion to further exploit the compression of the auxiliary 
stream and hence improve overall rate-distortion perfonnance. Further this chapter 
addresses the issue of neutralizing the effect of possible eye strain that arises from the 
continuous supply of a lower quality stream to one eye. A bitstream switching mechanism 
at scene changes is introduced into the design with the help of the SEI provisions of 
H.264 standard, to switch independent/dependent nature of coding the left/right streams. 
We compare the functionality advantages and rate-distortion perfonnance of this CODEC 
with existing state-of-the-art CODECs. Although the parallelization of coding the 
left/right streams was expected to produce a significant reduction of encoding time as 
compared to double the encoding time required for a single bit stream, our extended 
experimental results showed that the DE often lags the lE in its operation that prevented 
the CODEC working at its optimum time-efficiency. This shortcoming was addressed in 
chapter-6. 
The chapter 6 focused on research related to further optimization issues of the parallel 
CODEC proposed in chapter 5. In the detailed perfonnance evaluation of the parallel 
CODEC a need for a more appropriate and effective complexity management strategy of 
the encoding process was identified. In chapter-6 this complexity management strategy 
was introduced in the DE to adaptively synchronize itself with the lE neutralizing a 
potentially variable delay. An effective mode skipping strategy in the prediction process 
of the DE was designed that reduced the encoding time requirement of DE frames, when 
the potential exists for the DE operation to lag the lE operation. A detailed explanation of 
the complexity management strategy was presented with experimental justifications of 
each design aspect. It was shown that the resulting improved parallel CODEC has 
encoding time requirements of only marginally higher that the encoding time requirement 
for coding a single stream of the stereoscopic video. This is a significant contribution to 
the design of the parallel CODEC that extends its use in many practical applications. 
We are currently considering a number of potential developments to the stereoscopic 
video CODECs presented in this thesis, as follows: 
• Extending the parallel CODEC to multi-view encodiug: The fundamental 
ideas used within the design and implementation of the parallel CODECs of 
liS 
In addition to the above, potential exists for the parallelization of the standard H.264 
encoding process, which can then more effectively benefit from the fundamental parallel 
stereoscopic encoding idea presented in chapters,S and 6. However parallelizing H.264 is 
a challenging task that requires considerable research effort and man-power and is thus 
out of reach of author's short term plans for further extension of the work presented in 
this thesis. 
The chapter 7 of the thesis proposed a fractal image compression CODEC that can 
specifically be used for images captured on a hexagonally oriented pixel grid, instead of a 
traditional square grid. The advantages of using hexagonally oriented pixel grids rather 
than square grids, such as quick search possibility, more freedoms of rotation of the 
fundamental patch in matching, etc., were analysed. Though major part of this chapter 
discussed fraetal compression on monoscopic images, the concluding parts proposed the 
possible use of this fundamentally new idea on compressing integral images that have 
been captured on a hexagonal grid, thereby opening up a new paradigm shift in image 
compressIOn technology related to 3D imaging. Further research is required to explore 
this possibility in more detail, which requires collaboration of display technologists who 
are able to capture hexagonal grid images effectively. To this effect the use of Hitachi 
Corporation's novel integral imaging based capture and display technology is currently 
being sought and principally agreed upon. 
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