Automatic recognition of finger gestures can be used for promotion of life quality. For example, a senior citizen can control the home appliance, call for help in emergency, or even communicate with others through simple finger gestures. Here, we focus on one-stroke finger gesture, which are intuitive to be remembered and performed. In this paper, we proposed and evaluated an accelerometer-based method for detecting the predefined one-stroke finger gestures from the data collected using a MEMS 3D accelerometer worn on the index finger. As alternative to the optoelectronic, sonic and ultrasonic approaches, the accelerometerbased method is featured as self-contained, cost-effective, and can be used in noisy or private space. A compact wireless sensing mote integrated with the accelerometer, called MagicRing, is developed to be worn on the finger for real data collection. A general definition on one-stroke gesture is given out, and 12 kinds of one-stroke finger gestures are selected from human daily activities. A set of features is extracted among the candidate feature set including both traditional features like standard deviation, energy, entropy, and frequency of acceleration and a new type of feature called relative feature. Both subject-independent and subject-dependent experiment methods were evaluated on three kinds of representative classifiers. In the subject-independent experiment among 20 subjects, the decision tree classifier shows the best performance recognizing the finger gestures with an average accuracy rate for 86.92 %. In the subject-dependent experiment, the nearest neighbor classifier got the highest accuracy rate for 97.55 %.
Introduction
Rapid aging is undergoing for Japanese population. It leads that burden of the working-age population becomes heavier than ever. Thus, an effort needs to be made to prolong the time that a senior citizen can live independently with minimized support from working-age population. However, some originally easy things become difficult for the senior citizens, such as turning off the light, controlling TV, and calling for a helper. Many of the senior citizens feel lonely, since their children and grandchildren live away from them. Even senior couples can be sent to different hospitals, and will miss each other.
To some extent, the existing devices including remote controllers and telecommunication devices can provide some solutions to the above problems. But the senior citizens run into new trouble when they use these devices, such as getting confused by the buttons on the controller, difficulty of hearing the voice from the other side on the telephone, and forgetting where they put these devices etc.
In such a background, effort should be made to adapt computers to our natural means of communication. The main focus in this paper is on the automatic recognition of one-stroke finger gestures, which are primitive gestures and easily employed by a user to show his/her intention, with lower cost and low energy of actions. However, action/movement of one-stroke finger gestures is less stable and performed in shorter duration, comparing with multistroke gestures, continuous and repeated actions such as walking, and gestures other than finger, e.g. arm, leg, etc. Therefore, one stoke gestures are noisy, have small number of sample data in one action, and the amplitude of data highly depends on different users, even different runs of the same gesture by the same user.
The main contributions is that we found and adopted relative features into the recognition method to get relatively high and stable accuracy, in addition to absolute value/feature of the data. Here, relative features specifically refer the relative relationship between the 3 axes of one accelerometer. With the relative features, the accuracy of the recognition of the one-stroke gestures can be robust and tolerant of the noise and the variation of the data.
The paper is organized as follows. A survey of the related work is given in Sect. 2. Outline of MagicRing and definition of one-stroke gesture are introduced in Sect. 3 . Data collection and preprocessing are introduced in Sect. 4 . Feature extraction is presented in Sect. 5. Evaluation is given in Sect. 6. Finally, the conclusions are given in Sect. 7.
Related Work
In such a background, effort should be made to adapt computers to our natural means of communication like speech and body language.
Speech is a natural and convenient interface, and speech recognition can get more than 98 % accuracy in subject-dependent training and testing. But in an environment with noise such as TV in the room, it is hard to recognize the user's voice separated from the sound of TV. Moreover, for some seniors, they cannot pronounce clearly due to the degradation of speech organs.
Gestures are expressive body language including physical movements of some parts of body. Some previous reCopyright c 2011 The Institute of Electronics, Information and Communication Engineers searches shows that gestures are natural for humans, and only a short time of training is required before people can consistently use new gestures to communicate information or control devices [1] - [3] .
Method of body gesture recognition can be divided into two types on the sensing device: contacted sensing and non-contacted sensing. Non-contacted sensing devices like CCD (Charge Coupled Device) camera [4] , ultrasonic [5] , and infrared ray [6] , [7] have been the mainstream and popular method for body gesture recognition. Though the camera-based methods are effective, there are some inconveniences such that the user has to face the cameras in a certain angle, and there are dead angles or private space where the camera cannot reach or be set. Recent years, contacted sensing technologies including accelerometer [8] , [9] , bending sensor [10] , [11] , and strain sensors [12] , [13] , etc. have been rapidly developed and employed. Especially, the accelerometer-based activity recognition featured as costeffective, compact, and low-power has been widely conduced in the past decade. The accelerate attribute can be used to discriminate most of the daily body actions with high accuracy (more than 90 %) by attaching multiple sensing motes to different parts of human body [14] , [15] . This paper mainly focuses on the dynamic arm/hand/finger gesture recognition using one accelerometer. A list researches on accelerometer-based dynamic arm/hand/finger gesture recognition methods are given in Table 1 to specifically compare them on five aspects: type of device, vocabulary definition, feature extraction, classifier for recognition, and evaluation method.
(1) Device type Handheld and wearable devices are the main types for detecting the arm/hand/finger gestures. Handheld device like cellphone or Wii remote can detect the motion of hand and arm while they are taken in the hand. But the relative position between hand and device are prone to change during the Table 1 Related researches on inertial sensor based dynamic arm/hand/finger gesture recognition. detection process and induce the noise. On the other hand, wearable device can minimize the variation since the device is fastened on the body.
(2) Vocabulary definition A general definition of gesture vocabulary is lost in most of the above researches, which make it hard to anticipate the performance when the new vocabularies are added. The definition has two functions: gesture complexity control and vocabulary size control.
a. Gesture complexity control
Here, gesture complexity is identified by the gesture trajectory. Simple gestures is characterized as instantaneous linear movement as the gesture vocabulary in [16] - [18] . Such simple gestures have been proved to be preferred by the user for gesture-based interaction [17] . Complex gestures are composed by a sequence of simple gestures, such as the No.10 gesture in [19] : "Pick up phone from 
b. Vocabulary size control
The vocabulary space is limited by the detectable information, such as a 3D accelerometer can only detect the acceleration on the three orthonormal axes. On one hand, the bigger size of vocabulary space, the more gestures can be used for application. On the other hand, when vocabulary size increments, the average distance between the different gestures will be shorten. And thus the recognition accuracy will decrease. Therefore, it is necessary to evaluate the relation between vocabulary size and recognition accuracy, which has seldom been discussed in above researches.
(3) Feature extraction Gesture recognition is a kind of typical pattern recognition problem, in which feature extraction plays a crucial role in the recognition process. However, the above researches have mainly focused on the temporal or frequency domain features through quantization of acceleration value, and have not explored more diversified potential feature candidates like standard deviation, energy, and entropy, which have obvious physical meaning and show strong discrimination power in other activity recognition researches [14] , [15] , [20] .
(4) Classifiers For classifier model, probability estimation classifier, like HMM, has dominated the arm/hand/finger gesture recognition. Meanwhile decision tree classifier like C4.5 and instance-based classifier like k-NN have seldom been evaluated in this field, even though they have good performance in other activity recognition field using multiple sensors [14] , [15] , [21] .
(5) Evaluation There are two types of training and testing patterns that can be used for evaluation: subject-independent and subjectdependent. The recognition method should be evaluated under both of the two patterns [14] . Most of the surveyed recognition methods are only evaluated through the subject-independent evaluation [18] , [19] , [22] . Some are only through the subject-dependent evaluation [17] . But only [16] is evaluated through the both.
Due to the importance of gesture recognition, our research on detection and recognition of the action of single finger will be presented in this paper. As a wearable device, a finger-mounted compact wireless sensing mote called MagicRing is designed for data collection to reduce the noise induced by variation of relative position between finger and device. We define some primary actions called one-stroke finger gestures which are simple, intuitive, and can be performed with light workload. Regarding the vocabularies, twelve kinds of one-stroke gestures are defined to include every joint of finger for evaluation. Because of the important role of features in recognition, diversified promising features including both of the traditional temporal and frequency domains features and new type features are put into the feature extraction process to find out the proper feature set. Based on our experiences in experiments and discussed in other researches [19] , [25] , the different sets of features have dominating influence on final accuracy. For example, using the same classifier C4.5 algorithm, the accuracy of recognition is low and not stable based on only the absolute features. However, the accuracy and robustness can be increased by adding relative features to absolute features, especially when the amplitude of data highly depends on different users, which are characteristics of the one-stroke finger gesture. Three kinds of representative classifiers C4.5, k-NN, and BN are used for evaluating the effectiveness of the method. The proposed recognition method is evaluated on both of the subject-independent and subject-dependent experiment. Moreover, some other experiments are performed to evaluate the robustness of the method.
MagicRing and One-Stroke Gesture

Outline of Magic Ring
MagicRing is a wireless sensing mote, which is designed for detecting gestures of finger. We select the index finger as the test finger, since it is the most flexible finger for most of the people.
Model of the Index Finger
As shown in Fig. 1 , most of gestures of index finger can be modeled by four joints connected four segments. Four joints include DIP (distal interphalangeal joint), PIP (proximal interphalangeal joint), MP (metacarpophalangeal joint), and wrist joint. The four joints connect distal phalanx, middle phalanx, proximal phalanx, and metacarpal. The four joints totally have 10 DOF (Degree of Freedom). That is DIP with 1 DOF (pitch), PIP with 1 DOF (pitch), MP with 2 DOF (pitch and yaw), wrist with 6 DOF (heave, sway, surge, pitch, yaw, and roll).
Among the three segments of the finger, wearing to the distal phalanx will hinder the general operations on the objects. Wearing on the proximal phalanx cannot detect some actions like crook. So the MagicRing is designed to be worn on the middle phalanx of index finger.
Hardware Structure of MagicRing
The necessary parts of MagicRing are divided into 3 rigid PCB (Print Circuit Board): an MCU board, a sensor board, and a power board (Fig. 2) to reduce the size of the ring.
MMA7361L, a 3-axis accelerometer from Freescale Semiconductor, Inc., is adopted to detect the acceleration. It has two selective sensitivity scales (±1.5 g, ±6.0 g). The scale of ±1.5 g (800 mV/g) is selected, which can detect all of predefined gestures with relatively high resolution. The sampling rate is 50 Hz, which is more than sufficient to detect the finger gestures.
CC1110, an MCU from Texas Instruments, contains 8051 core, A/D converter, and Sub-1 GHz RF transceiver. The analog voltage signal is converted to the digital signal through a 10 bit A/D converter. Furthermore, the digital data is converted to the accelerate value based on a conversion function. Finally, the acceleration data is transmitted to the PC through the RF transceiver at 433 MHz frequency. A hardware-software parallel development process is adopted for this research. At the present stage, the software design is based on a simple version of the above design, which uses a wired cable to connect the accelerometer to a CPU board. After the hardware part is finished, it can be joined with the software part.
Definition of One-Stroke Finger Gesture
A general definition on one-stroke finger gesture is given to figure out which kinds of gestures are proper for the proposed method. Then, a set of 12 one-stroke gestures is specified, which will be used for the evaluation of the recognition 
One-Stroke Finger Gesture
One-stroke finger gesture refers to a kind of dynamic gestures which are performed by using not more than one DOF of each joint in one direction. One-stroke gesture has two features: dynamic and primary. First, one-stroke gesture is a kind of dynamic gesture. The dynamic gesture consists of three phase: prepare phase, stroke phase, and post-stroke phase. Prepare phase and poststroke phase indicate the starting and ending of a stroke gesture respectively. In this paper, except explicitly mentioned, the prepare phase is defined as the horizontal pose of finger. As post-stroke phase, finger is paused for a while after each gesture.
Second, one-stroke is the primary action concerning no more than one DOF of each joint in one direction. For example, the crook gesture (Fig. 3 a) ) can be performed by pitching of DIP and PIP (the 1 st and 2 nd joints). It is the fundamental to recognize the hand gesture since various complex actions performed by hand can be broken down to several primary movements. Moreover, it is an ideal gesture vocabulary for control purpose since it is intuitive to learn and easy to perform.
Gesture Vocabularies for This Paper
Totally, 12 kinds of gestures, 6 pairs in opposite direction, are selected to include every kind of action on each joint. The 12 kinds of gestures are defined based on the concerning joints and movement of each joint as shown in Table 2 . And Table 2 Joints used in each gesture and duration of each gesture. the range of movement or rotation is intrinsically confined by the biomechanical or physiological structure. For example, the Finger L-Shift is defined as yawing of MP joint. The amplitude is within 30 degree for most of people. A snapshot of each gesture is demonstrated in Fig. 3 . The plot directly above the snapshot is formed by connecting the 50 samples of accelerating data of one action of the gesture.
Based on our experience in the experiment, a general range of amplitude on joints of each gesture is given in Table 2 as well. For the Crook/Unbend gesture, both of the DIP and PIP bend for 45 to 90 degree. For the Finger Up/Down gesture, a relative small degree (5∼15 degree) is given to discriminate from the Wrist Up/Down gesture (30∼90 degree). Similarly, Finger L/R Shift is given in a smaller degree (5∼15 degree) to discriminate from the Wrist L/R Shift (30∼90 degree). Finally, L/R rotation is defined from 45 to 180 degree.
Gesture Duration and Sampling Time
To record the whole span of a gesture, sampling time should be longer than the maximum gesture duration. To determine a proper sampling time, the duration of each kind of gesture is estimated through following experiment. Firstly, the accelerate data of the 12 gestures were collected from 5 subjects (each gesture was repeated for 5 times by each subject). Then the data were manually cut off to get the duration of each gesture. Finally, the average time (Avg) and standard deviation (SD) are calculated and listed in Table 2 . As a result, across 12 kinds of one-stroke gestures, maximum duration is 601 ms, and minimum is 167 ms. Accordingly, the sampling duration is determined to be 1 second in this paper (50 samples are taken within 1 second).
Data Collection and Preprocessing
The accelerate data of the 12 gestures are collected from 20 subjects. All of the subjects (age 25.8±7.8, length of index finger 74±5.9 mm) are students of local university with no preliminary knowledge on the research.
To minimize the confusion caused by subject's misunderstanding on the gestures, the researcher demonstrated each gesture before the data collection. Each subject was asked to do all 12 finger gestures and each kind of gesture was repeated for 5 times. To have subjects do the gestures in a natured and relaxed way, the subjects can use the hand they prefer, and sit down or stand to be comfortable.
Data preprocessing is performed on MagicRing to reduce random noise and unify the length of a sample vector. As mentioned above, the sampling time is 1 second, and sampling rate is 50 Hz (i.
The preprocessed sample data of accelerate trajectory are transmitted from MagicRing to the server. An annotated program on server will record the trajectory data together with some annotated information including gesture name and subject name for training and testing.
Feature Extraction
Feature extraction is divided into two steps. The first step is to quest for some promising effective features according to domain knowledge and inspection of signal. The second step is to extract the feature set from candidate features according to statistical analysis on the discrimination power.
Selection of Promising Features
Both traditional features and new type features are taken into selection. On one hand, some traditional features like SD (standard deviation), energy, entropy, and frequency show good performance on human activity recognition [14] , [20] , [23] . Thus they are put into the candidate features set for evaluation and comparison purpose. On the other hand, onestroke finger gesture has some special characteristic including noise-sensitive, small number of sample data in one action, and the amplitude of data is highly depending on different users, even different runs of the same gesture by the same user. According to these characteristics, the relative features, which represent the relative relation between the different axes, are put into the candidate features set as well, since it can descript the finger movement in a simple way.
Feature Calculation of SD
In the following, the SD of acceleration is taken as an example to show the detail process of features calculation and analysis.
A button is pushed when starting a gesture. Then the sampling will last for 1 second to get 50 sample data. The waveform of one time of action is shown in the Fig. 4 (a) . The horizontal axis represents the sample points, and the vertical axis represents the accelerate values.
The SD is calculated using following formula.
where N is the number of sample points in one time of action/movement of a gesture, a i is the accelerate value of the ith sample point, andā is the average accelerate value for one action which is calculated using the following formula.
The SD of one hundred times of Finger L-Shift gesture is shown in Fig. 4 (b) .
In other word, there are 100 points in Fig. 4 (b) . Each point represents one time of action/movement of a gesture, which contains the accelerate values of 50 sample data. Totally we repeat 5 times the collection of one gesture for each of 20 subjects. (Note: the horizontal axis is not the time. The points are independent actions, not a series of actions.)
Calculation of Other Features
Calculation of other features will be introduced briefly.
The frequency feature of acceleration was calculated through 64-point FFT (Fast Fourier Transform). The energy feature was calculated as the sum of square discrete acceleration of each sampling point. Time-domain entropy feature was calculated as the information entropy for a period of one gesture.
Process of Relative Feature Extraction
Relative features are typically represented by the Boolean relationship between two traditional features. Here, it specifically refer the relative relationship between SD of the 3 axes values of an accelerometer.
Taking the Finger L-Shift as an example (Fig. 4 (b) ), it is obvious that across multiple times of actions, most of the action's sdY is larger than sdX and sdZ, though it is not held for all the 100 points. Thus we put the gesture sdY>sdX and sdY>sdZ into the candidate set of features for further selection. Though for a feature, it is not held for all points 100 %, the accuracy of detection can be achieved, since multiple features are employed.
Definition of "XminNo" and "XmaxNo"
The XminNo and XmaxNo are used to identify the direction of a gesture. The sample points of one action/movement are stored in a vector of time sequence. XminNo/XmaxNo identifies the sequence number, which can be considered as time instance when achieving the minimum/maximum acceleration value, in the 50 samples of one time action. For example, accelerate waveform of Wrist L-Shift gesture and Wrist R-Shift gesture are shown in Fig. 5 . For the Wrist L-Shift gesture, it is obvious that YminNo<YmaxNo, i.e. minimum accelerate value of Y axis is achieved before the maximum accelerate value of Y axis. On the contrary, in the Wrist R-Shift gesture we can find YminNo>YmaxNo. Therefore, sequence numbers to get the minimum and maximum value can be the candidate features to identify the direction of a gesture.
Candidate Features Set
As a result of feature selection, four groups of features are included into the feature extraction: (1) SD, (2) FFT, (3) energy, and (4) entropy as shown in Table 3 . Each group consists of 3 absolute features and 3 relative features. In addition to above 4 groups, (5) maxNo and minNo are employed mainly for identifying the direction of a gesture. 
Feature Extraction
Features are extracted according to their recognition accuracy. Instead of performing an exhaustive hill climbing search algorithm for best performance features, the evaluation is confined to group unit to avoid overfit.
Three kinds of classifiers, C4.5, k-NN, and NB, are adopted for training and testing. The three classifiers are the representative learning algorithm for the three branches respectively, i.e. decision tree learners, instance-based learners, and probability estimation-based learners.
Weka, a machine learning tools, is adopted for classifier training and testing [24] . The setting of these machine learning algorithms are briefly introduced as follow. For C4.5, the minimum instance for leaf is 2, and three fold pruning was adopted to avoid overfit, in which the confidence for pruning was set to 0.25. For k-NN where K is 1, 1080 sample data (another 120 sample data was used for cross verification) were used to make a prediction. For NB, no discretization process was performed since the features like sdX, sdY, and sdZ adopted in this paper are discrete values.
The sample data collected from 20 subjects (see Sect. 4) are used for training and testing. The 10 fold LOOCV (Leave One Out Cross Verification) method is used for statistical analysis on feature's performance. For the 10 fold LOOCV method, the data set is divided into 10 subsets. The classifiers are trained on the whole data set except one subset. Then the classifiers are tested on the only left-out subset. This process is repeated for 10 times, and excludes a different subset each time.
The recognition accuracy on the 4 groups of features is shown in Table 4 ((1) + (5) means (1) SD and (5) maxNo and minNo are used for recognition). For each classifier, (1) SD based method gets the highest recognition accuracy. The C4.5 using SD shows the best performance being 86.92 %. Energy and FFT of acceleration are relatively effective as well. All of these features get the accuracy almost same with (1) and (5), which indicate that the four groups focus on the same aspects of the gestures.
Therefore, as a result of feature extraction, features group SD plus maxNo and minNO totally 9 features are adopted for the one-stroke finger gesture recognition. 
Evaluation and Discussion
In previous sections, the features were extracted and the one-stroke finger gesture recognition method was initially evaluated through subject-independent training and testing. But many aspects are still unclear such as why SD is more effective, what merits for relative features, whether such method is effective for subject-dependent recognition, and how robust for such a method, etc. Some evaluation and discussion on these problems will be given in this section.
Analysis on Subject-Independent Recognition
In continuation with the previous section, a detailed analysis is performed on the confusion matrix of C4.5 decision tree to show what kind of features are effective for one-stroke finger gesture.
(1) Confusion matrix The confusion matrix of the C4.5 decision tree is shown in Table 5 . The rows represent the actual instances that belong to the annotated gesture. The columns represent the instances that were classified/recognized as that gesture. The data set is balanced in that the total number of instances in each row is 100. Precision and recall (accuracy) for each gesture are listed in Table 5 .
Precision (X) is the percentage of the samples classified/recognized as class X, whose true label is indeed X (formula (1)). Recall (X) is the percentage of samples with true class label X, which was correctly classified in that class (formula (2)) (definition can be found in [25] ).
precision (X) = number of correctly classified instances of class X number of instances classified as belonging to class X
(1) 
recall (X) = number of correctly classified instance of class X number of instances in class X (annotated)
where X is one of the 12 gestures, in Table 5 . Precision (X) indicates the tendency that the classifier classifies the other gestures as gesture i, whereas recall (X) indicates the tendency that the classifier classifies the gesture X as other gestures. The two parameters identify the confusion degree of a gesture according to the classifier. Most of the confusion can be explained with the characters of accelerometer which we used to discriminate the gestures. First of all, absolute values of acceleration are not good candidate to discriminate the gestures since subjects can perform these gestures in various speeds and amplitude.
Moreover, one-stroke gesture can be presented as a spatial vector, and coordinate components of the vector are proved to be the effective features to identify the finger gestures.
SD of acceleration is the variation of acceleration during a sampling period (say 1 second), which can reflect the coordinate components of the gesture vector. That is why SD is effective for discriminate one-stroke gestures. As a proof, from Table 5 , 10 out of 12 gestures' precision and 9 out of 12 gestures' recall got the relatively high accuracy (higher than 85 %), which have different combinations of the coordinate components of the 3-axis. On the contrary, the gestures with no obvious different combinations of the coordinate components are confusable. For example, (a) Crook is with the lowest precision as 68.22 %, and it has the tendency to confuse with (c) Finger Down and (d) Wrist Down, since their direction of finger action is similar (Fig. 3 (a) Features with relative values showed higher discriminate power than the features with absolute value. In the proposed method, among the features to classify the gestures, 6 out of 9 features are relative values: three of them are the relative relations between the standard deviation of 3-axis (i.e. sdX>sdY, sdY>sdZ, and sdX>sdZ); three of them are the relative relation between the peak and valley for each axis (i.e. XmaxNo>XminNo, YmaxNo>YminNo, and ZmaxNo>ZminNo). As mentioned in Sect. 6, these relative relations are found based on the observation and analysis of the data. Finally, the recognition accuracy of finger gestures is 86.92 % with C4.5.
By contrast, we also tested the following 9 absolute value as features: sdX, sdY, sdZ, XmaxNo, YmaxNo, ZmaxNo, XminNo, YminNo, and ZminNo. The C4.5 was used as the recognition algorithm. The same data set from 20 subjects were used as the training and verification. The accuracy rate is 76.62 %±6.02, which is about 10 % lower than the relative features.
Subject-Dependent Recognition
To evaluate the performance for the specific subject, an independent data set was established. Three subjects were asked to do each gesture for 25 times. The same three classifiers as for multiple users were used for recognition.
The result is shown in Table 6 . The recognition accuracy is highest for Nearest Neighbor (97.55 %) which is more than 10 % better than the result on multiple user training. This difference shows that subject-dependent recognition can get a much higher accuracy than subjectindependent one which can meet practical application requirement.
Robustness of the Recognition Method
So far, the evaluation is performed on the predefined condition and gesture vocabulary. In this section, we will discuss the effectiveness when some predefined conditions cannot be satisfied.
Effect of Accelerate Data Collection
(1) Effect of gravity Gravity can induce noise for dynamic gesture recognition, which is hard to be totally filtered out with one accelerometer. Thus, to avoid the noise of gravity, in the above experiment, subject is required to do the gesture from horizontal initial position.
The effect of gravity is evaluated through an additional subject-dependent experiment on the 12 gestures. One subject was asked to perform the 12 gestures and each gesture for 25 times with initial direction to be horizon (marked as 0 degree) and upper 45 degree respectively.
The two feature set used in the evaluation are as follow: Features Set 1 (FS1) for accuracy1: sdX>sdY, sdY>sdZ, sdX>sdZ, XmaxNo>XminNo, YmaxNo>YminNo, ZmaxNo>ZminNo, sdX, sdY, and sdZ. Features Set 2 (FS2) of accuracy2: sdX, sdY, sdZ, XmaxNo, YmaxNo, ZmaxNo, XminNo, YminNo, and ZminNo.
The number of features of FS1 and FS2 are equal. FS1 include some relative features between the different axes. But there are no relative features in FS2.
In this experiment, C4.5 classifier is used for training and testing. Firstly, the 0 degree data set are used for training. Then, the 0 degree and 45 degree data are used for testing respectively. The result is shown in Table 7 .
Two conclusions can be drawn for the proposed method from the experiment result. One is the gravity component will reduce the recognition accuracy. From the experiment result, for FS1, the recognition accuracy decreased 19.67 % when using the 0 degree trained classifier to test 45 degree data. Meanwhile, for FS2, the recognition accuracy decreased 37 % under the same condition. The decrease can be attributed to the noise introduced through the gravity component. Another conclusion is that, comparing with the absolute features, classifier on relative features is more robust Table 6 Summary of classifier results using LOOCV training and userspecific training (mean±sd; %, round off to 2 decimal places). Table 7 Recognition accuracy using C4.5 for different initial position.
to the noise from gravity component. As in this experiment, when degree shift from 0 degree to 45 degree, the drops of accuracy on FS1 is much less than on FS2.
(2) Effect of finger length Some researches show that the body size has impact on the activity recognition accuracy. To evaluate the effect of finger length, the correlation coefficient between the length of index finger and recognition accuracy is statistically calculated.
Firstly, the length of index finger, which refers to the distance from the fingertip to MP of index finger, was measured by the subject themselves. As a result, the average finger length is 74 mm, SD is 5.9 mm. The shortest one is 61 mm and the longest one is 85 mm.
Secondly, the training and testing were performed on each subject's sample data, and the recognition accuracy for each subject was calculated.
Finally, the Pearson correlation coefficient between the two variables is 0.12 with a confidence level of greater than 95 % (according to the significance level of Pearson correlation coefficient when df=18). Therefore, there is no correlation between the length of index finger and recognition accuracy in the range of above samples.
For our understanding, many kinds of factors, like the gravity, amplitude, velocity, and acceleration of bending or moving have impact on the final recognition accuracy. Comparing with these factors, the length of finger has a minor impact.
Increase of Kinds of Finger Gestures
Generally speaking, the recognition accuracy is inversely proportional to the kinds of gestures. How much the accuracy is reduced due to the increment of kinds of finger gestures is shown below. The variation of recognition accuracy with the increase of kinds of finger gestures is evaluated by using C4.5 decision tree.
At first, recognition accuracy of two kinds of gestures is calculated. Then each time, a pair of gestures is added to the evaluation until twelve kinds of gestures are included. The variation tendency is given in Fig. 6 . The horizontal axis is number of kinds of gestures, and the vertical axis is recognition accuracy.
Similarity of Finger Gesture
It is hard to give a quantitative discussion on the relation between gesture similarity and recognition accuracy, and draw some conclusion with high confidence from limited kinds of gestures and a relatively small sample set for our current research stage. However, we can still give some inspection based on the qualitative comparison of the gestures defined in this paper.
To evaluate the relation between similarity and recognition accuracy, five groups of gesture vocabularies are selected, and each group include 4 gestures as shown in Table 8. They are the groups of the gestures with different similarity (a qualitative discussion about the similarity is given out in next paragraph). The accuracy of each group is listed up in Table 8 as well. The 5 groups are ranked according to the similarity. As shown in Table 8 , from the No.5 group to No.1 group, the similarity is decreased. Meanwhile, the recognition accuracy is increased from 89.75 % to 96.25 %. From this experiment, we can say for the recognition method proposed in this paper, the similarity between gestures will affect the accuracy. More kinds of finger gestures and experiment data are necessary to give a formal definition on the relation between the similarity and accuracy, which will be taken as a future work.
The similarity of gestures within a group is evaluated based on three aspects: action direction, axis vector of action, and action amplitude. For the direction and amplitude, if a group needs this aspect to discriminate the gestures within it, " " is given in the table, else "×". The concerning combinations of axes of accelerometer are listed in the column of axis vector, in which the upper case letter represents the major axis and lowercase letter represents the minor axis. For example, the major axis of Finger Up/Down is Z, and minor axis is x. Thus, the concerning axes are xZ.
Conclusions
A recognition method is proposed for one-stroke finger gestures. The effectiveness and robustness of such a method is evaluated through subject-independent and subject-dependent training and testing. The outperformance of the method can be mainly attributed to relative feature or Boolean feature, which is proved to be more powerful and robust comparing with traditional real number features for one-stroke gesture.
The method can be used in care-applications for senior citizen to reduce the inconvenience in the life and the burden of their family or helpers. Moreover, it can be used for calling the help, when they have a difficulty even emergency.
In the future, we will further improve our method to increase the accuracy and being more robust, remove the restrictions on initial position of finger, and develop more effective detection of starting point of a gesture. Furthermore, relations between the similarity of gestures and accuracy will be studied.
