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Abstract: We demonstrate a new convolutional neural network architecture to perform Fourier 
ptychographic Microscopy (FPM) reconstruction, which achieves high-resolution phase recovery 
with considerably less data than standard FPM.   
 
1. Introduction 
Fourier ptychographic microscopy (FPM) is a novel computational imaging technique that simultaneously achieves 
wide field-of-view (FOV) and high-resolution by fusing information from multiple images taken with different 
illumination angles [1-3]. Traditional FPM suffers from long acquisition time and slow reconstruction speed due to 
the large number of images need to be acquired and processed. Although the data requirement can be alleviated by 
using multiplexed acquisition schemes [1-2], the long processing time is still a limiting factor for high-throughput 
applications. In this work, we propose a deep learning framework [4-7] that can significantly reduce both the data 
requirement and reconstruction time.  In particular, we propose a novel convolutional neural network (CNN) 
architecture that combines a modified Unet structure [7] and a cGan network [6] to perform high-speed FPM phase 
retrieval and with much reduced number of images required. 
 
2. Data preparation 
The proposed technique is demonstrated on the times series dataset taken on live HeLa cells reported in [1].  Briefly, 
the images are acquired with a computational microscope platform using an LED array to enable rapid patterning of 
illumination angles.  Each full FPM dataset, contains 293 low-resolution intensity images (2560×2160 pixels), each 
being taken from a different illumination angle. The input to our CNN contains only a small subset of the whole 
dataset, as detailed in the next section.  To provide the labelled output at the training stage, FPM reconstructed phase 
images using the algorithm reported in [1] is used.  In each FPM reconstructed phase image, it contains high-resolution 
spatial information with 12800×10800 pixels.  
 
3. Convolutional Neural Network for FPM reconstruction 
Our CNN for FPM reconstruction contains a modified Unet structure [7] combined with a cGan network [6], which 
contain as a generator model and a discriminator model as shown in Fig. 1.  
 
     (a)                                                     (b)                                                   (c) 
Fig. 1: Schematic showing the CNN technique: (a) data patch for training, (b) Unet and Discriminator model, and (c) shows illumination angles 
that are used in this study. 
 
At the training stage, we only use the dataset from the first framework of the whole time-series. At the testing stage, 
the dataset from the last frame corresponding to 4 hours later into the time-series experiment is used. In both cases, 
the full-FOV is first divided into 16 sub-regions (4×4). In each sub-region, we randomly select a single patch.  In the 
input, each patch contains 64×64 pixels, which is then stacked to form a 16 batch-size data for training.  In the output, 
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each patch corresponds to a single 320×320 reconstructed phase image. In this study, we use 13 brightfield (BF) 
images and 10 darkfield (DF) images closely surrounding the BF region for training (See Fig. 1(c)).  As a result, the 
total dimension of input has a batch size 16×64×64×23. During the training, the mean absolute error (MAE) between 
the network output and the ground truth is used as the loss function.  
 
4. Results  
Example FPM reconstruction results from our CNN is shown in Fig. 2. Using only 13 BF and 10 DF low-resolution 
images, we are able to reconstruct high-quality phase images that are comparable to the one from traditional FPM 
algorithms.  Since the CNN-based reconstruction only involves a simple feed-forward process, it takes considerably 
less time (~52-58s) than the iterative phase-retrieval procedure required in traditional FPM algorithms (~30min) in 
Refs. [1-3].       
 
 
 
Fig. 2: Phase reconstruction of Hela cells: (a) full FOV reconstruction, (b) an example original FPM phase reconstruction of the first frame, and 
(c) CNN-based FPM reconstruction, as compared to (d) the original FPM reconstruction of the same region from the last frame. 
 
5. Conclusion  
We developed a novel deep-learning based FPM framework that enables CNN-based high-resolution phase 
reconstruction using much fewer illumination angles and shorter reconstruction time.   
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