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ABSTRACT

QUERY-SPECIFIC SUBTOPIC CLUSTERING IN RESPONSE TO BROAD QUERIES
by
Sumanta Kashyapi
University of New Hampshire, May 2022

Information Retrieval (IR) refers to obtaining valuable and relevant information from various
sources in response to a specific information need. For the textual domain, the most common
form of information sources is a collection of textual documents or text corpus. Depending
on the scope of the information need, also referred to as the query, the relevant information
can span a wide range of topical themes. Hence, the relevant information may often be
scattered through multiple documents in the corpus, and each satisfies the information need
to varying degrees. Traditional IR systems present the relevant set of documents in the form
of a ranking where the rank of a particular document corresponds to its degree of relevance
to the query.
If the query is sufficiently specific, the set of relevant documents will be more or less about
similar topics. However, they will be much more topically diverse when the query is vague or
about a generalized topic, e.g., “Computer science.” In such cases, multiple documents may
be of equal importance as each represents a specific facade of the broad topic of the query.
Consider, for example, documents related to information retrieval and machine learning for
the query “Computer Science.” In this case, the decision to rank documents from these

xvi

two subtopics would be ambiguous. Instead, presenting the retrieved results as a cluster of
documents where each cluster represents one subtopic would be more appropriate. Subtopic
clustering of search results has been explored in the domain of Web-search, where users
receive relevant clusters of search results in response to their query.
This thesis explores query-specific subtopic clustering that incorporates queries into the
clustering framework. We develop a query-specific similarity metric that governs a hierarchical clustering algorithm. The similarity metric is trained to predict whether a pair of
relevant documents should also share the same subtopic cluster in the context of the query.
Our empirical study shows that direct involvement of the query in the clustering model significantly improves the clustering performance over a state-of-the-art neural approach on two
publicly available datasets. Further qualitative studies provide insights into the strengths
and limitations of our proposed approach.
In addition to query-specific similarity metrics, this thesis also explores a new supervised
clustering paradigm that directly optimizes for a clustering metric. Being discrete functions,
existing approaches for supervised clustering find it difficult to use a clustering metric for
optimization. We propose a scalable training strategy for document embedding models that
directly optimizes for the RAND index, a clustering quality metric. Our method outperforms a strong neural approach and other unsupervised baselines on two publicly available
datasets. This suggests that optimizing directly for the clustering outcome indeed yields
better document representations suitable for clustering.
This thesis also studies the generalizability of our findings by incorporating the queryspecific clustering approach and our clustering metric-based optimization technique into a
single end-to-end supervised clustering model. Also, we extend our methods to different
clustering algorithms to show that our approaches are not dependent on any specific clustering algorithm. Having such a generalized query-specific clustering model will help to
revolutionize the way digital information is organized, archived, and presented to the user
in a context-aware manner.
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CHAPTER 1
Introduction

Since the beginning of the information age, the Web has transformed into an excellent
repository of cumulative human knowledge. So is the need to extract relevant information
out of it effectively. The lack of an efficient mechanism to search for the required information
will lead to “information overload” and impedes any attempt at retrieving helpful knowledge
from the Web. Information Retrieval (IR) is a field of study in Computer Science about
the process of retrieving documents from a significant source to satisfy a piece of specific
information need, also referred to as a query [1]. Although the document can contain any
form of unstructured information, the most common mode of information retrieval is text,
which will focus on this thesis.
Effective presentation of the relevant information to the user is as important as the
means of retrieving that information. The most accurate IR system fails to meet its goal
if the relevant information is not conveyed correctly to the user. Traditional IR systems
often provide a ranking of relevant documents in response to the query ordered based on
its relevance. Ranking is an excellent mode of representation when the query is about a
specific topic, and there is little to no topical diversity in the retrieved documents. However,
for a broad query or when the information need is not well-specified, it requires documents
related to multiple subtopics to cover all aspects of the query topic. In such cases, all the
relevant documents arranged in groups of subtopics may be the ideal representation of the
search results than a ranked list.
Consider, for example, the query COVID-19. Various subtopics, such as Symptoms,

1

Figure 1.1: Ranking vs. Clustering of search results.
Vaccination, Precautions, and so on, need to be covered to answer this query exhaustively.
Figure 1.1 shows the response from two commercial search engines for the query COVID19. On the left, we have a ranked list of hyperlinks provided by Google.com to various
information related to COVID-19. It requires numerous interactions between the user and
the list before the user can get a sense of the relevant subtopics. On the other hand, we have
the search results from Carrot2 search, represented as subtopic clusters on the right side of
Figure 1.1. It immediately helps the user get a big picture of the query topic and potentially
narrow down the search or formulate the next set of specific queries.
Subtopic clustering of search results has been explored in IR research as a post-processing
step. These approaches utilize the query only to retrieve the result set. A separate clustering
algorithm then operates on the result set without considering the query. The assumption
behind such approaches is that the subtopic clustering process is independent of the query,
and hence it is not required once the relevant documents are retrieved. This thesis identifies
that this assumption may not hold for many real-world cases, such as the following scenario.
2

Figure 1.2: Different queries require different clusterings: for query Q1, “COVID-19 Mental
Struggles”, the subtopics “Lack of Focus” and “Loneliness” are more relevant than clusters about “Issues” vs. “Measures”—and vice versa for query Q2. Cluster names are for
illustration only.
Figure 1.2 demonstrates an example scenario where a set of passages are relevant for two
queries about COVID-19. The queries are: Effects of COVID-19 (q1 ) and Challenges faced
by students (q2 ). Each query emphasizes a different aspect of COVID-19. Passages should
be arranged according to subtopics that are relevant for each query. In the context of q1
Effects of COVID-19, we want to cluster passages p1 and p2 together, because both discuss
the adverse effects of the stay-at-home orders. In contrast, p3 is about a different topic, the
negative effects of online mode of education. However, if the user had instead asked about
the query Challenges faced by students (q2 ), it would be more helpful to cluster p1 with p3
because both elaborate on a common challenge faced by students; lack of focus. In contrast,
p2 discusses challenges arising from dysfunctional families or domestic issues. So we can see
that the two queries are best answered with two different clusterings. This shows that the
role of the query exceeds far beyond the result set generation and should be directly utilized
in the clustering process itself.

3

1.1

Definitions
• Query - The sole purpose of any IR system is to satisfy an information need. The
formal representation of this information need is referred to as the query. For example,
the search string entered in any search engine is a query.
• Passage - Throughout this thesis, we will refer to paragraph-length text snippets as
a passage. Typically, passages found in web documents such as Wikipedia articles
contain about 3 to 6 sentences and mainly pertain to a single topic.
• Ranking - Queries submitted to an IR system can be answered as an ordered list of
documents referred to as ranking that the system considers as relevant, with the most
relevant at the top.
• Candidate set - Oftentimes, IR systems operate in multiple stages where the initial
ranking retrieved by the early stages is further refined by subsequent stages in the
system. The initial set of retrieved documents is referred to as the candidate set.
• Clustering - It is the task of grouping similar objects together (referred to as clusters)
and dissimilar objects far apart.
• Query-Specific Clustering - In this thesis, by query-specific clustering we refer to the
task of clustering text documents where the documents in each cluster are similar in
context of the query.
• Similarity metric - A function is defined to estimate the degree of similarity between
two objects. This function can be used to drive a clustering algorithm to determine
similar objects and form clusters. This function is referred to here as the similarity
metric.
• Embedding model - In the context of this thesis, an embedding model transforms text
documents such as passages, into numerical vectors. The resulting vector representa4

tions are referred to as embedding vectors or simply embeddings of the input documents. Embedding models can be supervised such as word2vec or can be unsupervised
such as TfIdf vectors.
• BERT embedding - BERT is a neural language model and performs exceptionally
well in various natural language processing tasks. These models can also be used to
represent passages in form of vectors, referred here as BERT embeddings.
• Ground truth - These are the true labels of the samples from the training dataset.
Any supervised models require the ground truth data to learn the ideal response for
different training samples.
• Backpropagation - It is an algorithm used in supervised learning to tune the parameters
of the model under training such that it minimizes some error.
• RAND index - It is a statistical measure quantifying the clustering quality. Specifically,
it denotes the similarity of a clustering outcome with a clustering ground truth.

1.2

Challenges

Motivated by the need to provide query-specific clustering to the user, this thesis aims to
develop and study a supervised clustering framework that considers the query and its context
as central. Existing literature explores many avenues of subtopic clustering of search results.
Yet, we have a limited understanding of incorporating the query into the process. We identify
the following challenges toward a query-specific subtopic clustering system:
• Challenge 1: Existing literature shows the usefulness of query-specific clustering
but only as a post-processing step of the initial ranking of search results. We have
limited empirical evidence that incorporating query is indeed beneficial for a supervised
clustering system.
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• Challenge 2: There are many components in a subtopic clustering system that may
absorb the query information such as the module used to represent documents, the
similarity function governing the clustering module, and so on. We do not know what
would be the most effective part of the overall clustering system to incorporate the
query.
• Challenge 3: Existing IR literature provides numerous ways to represent a query.
However, we have limited information about the most suitable approach for the clustering framework.
• Challenge 4: We envision a clustering model that is trainable end-to-end. This
requires us to develop a technique that optimizes a clustering metric.
Table 1.1 shows which challenges are addressed in which chapters of this thesis.
Table 1.1: Challenges addressed
Chapter 3
Challenge
Challenge
Challenge
Challenge

1.3

1
2
3
4

Chapter 4

Chapter 5

x
x
x

x
x
x

Contributions

Specifically, we envision a system that performs query-specific subtopic clustering of text
passages from a large corpus of documents such as Wikipedia. Through this envisioned
system, we make the following major contributions:

1.3.1

Optimizing for a Clustering Metric

We leverage recent developments in discrete loss function optimization to develop a mechanism that directly optimizes for final clustering results. Our empirical evaluation shows that
6

our method of direct optimization of discrete clustering metrics is better than traditional
pairwise (or triplet-based) supervision techniques for Clustering, both in terms of accuracy
and training time. The findings of this work are summarized in the following publication:
• Sumanta Kashyapi and Laura Dietz. 2021. Learn The Big Picture: Representation
Learning for Clustering. In Proceedings of the 6th Workshop on Representation Learning for NLP (RepL4NLP-2021), pages 141–151, Online. Association for Computational
Linguistics.

1.3.2

Incorporating Query in Subtopic Clustering

We develop a trainable query-specific similarity metric between text passages that predicts a
similarity score between a pair of text passages in the context of the current query or topic.
Moreover, we explore effective ways to represent the query such that the final clustering
results align with the ground truth. The findings of this work are summarized in the following
publication:
• Sumanta Kashyapi and Laura Dietz. 2022. Query-specific Subtopic Clustering. Accepted for The annual Joint Conference on Digital Libraries (JCDL), 2022.

1.3.3

Generalizable End-to-end Query-Specific Clustering

We aim to generalize our approach for the k-means clustering algorithm and study the effects of incorporating query information at different stages of the supervised learning process.
Through this work, we take the next step towards our envisioned goal: an end-to-end clustering model that incorporates all these components under a single trainable system. The generalized query-specific clustering framework has been utilized to construct a Wikipedia-based
benchmark for retrieval and clustering which is summarized in the following publication:
• Laura Dietz, Shubham Chatterjee, Connor Lennox, Sumanta Kashyapi, Pooja Oza and
Ben Gamari. 2022. Wikimarks: Harvesting Relevance Benchmarks from Wikipedia.
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Accepted for the Special Interest Group on Information Retrieval (SIGIR) conference,
2022.

1.3.4

Helping Retrieval with Subtopic Clustering

We explore the duality of the retrieval-clustering process and utilize our proposed queryspecific subtopic clustering model to inform the retrieval model. We employ a joint-learning
approach to train an embedding model that receives supervision signals from both a retrieval
model and our query-specific clustering model.

1.4

Outline

This thesis is organized as follows: Chapter 2 presents some important background knowledge
about query-specific clustering, its application in information retrieval (IR) field and relevant research works. Chapter 3 discusses our Clustering Optimization as Blackbox (COB)
approach to directly optimize for a discrete clustering metric for hierarchical agglomerative
clustering. Chapter 4 presents the query-specific similarity metric designed for hierarchical
clustering. Chapter 5 presents the generalized query-specific clustering framework for both
hierarchical and centroid-based clustering approaches. Chapter 6 explores the application
of query-specific clustering approach for better retrieval systems for broad queries. Finally,
Chapter 7 concludes the thesis.
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CHAPTER 2
Background and Related Work

2.1

Text Clustering

The process of text clustering usually involves representing documents in form of numerical
vectors and then apply a clustering algorithm based on the similarity scores between the
representation vectors. Naturally, the three major components that can influence the final
clustering results are: the embedding model used to represent the documents, the similarity
metric used to estimate the similarity scores between the vectors and finally the specific
clustering algorithm used.
Previous research on text clustering [2–6] focuses on unsupervised lexical similarity metrics. The similarity metric is used to compute distances between elements in vector space for
clustering algorithms [7]. Metzler et al. [8] explore hybrid similarity measures which combine
lexical and probabilistic measures with application to query similarity detection. Banea et
al. [9] develop an ensemble system that uses a combination of knowledge-based and corpusbased text similarity measures as features. For semi-supervised clustering, researchers have
found pairwise binary constraints also known as “must link” and “cannot link” to be particularly effective [5]. Most lexical similarity metrics employ term-based vector representation
of text such as TFIDF. Probabilistic topic models such as latent dirichlet allocation [10],
have been used to extract subtopics from a text corpus and use the topic distribution to
represent documents. A natural choice for a similarity metric that uses this representation is
the Kullback-Leibler (KL) divergence [11]. Recently, numerous methods are proposed to use
deep neural networks in modeling the clustering process. Peng et al. [12] uses a reformulation
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of the traditional k-means algorithm using neural networks. Cho et al. [13] uses a modified
self-attention mechanism to implement an alternative version of k-means algorithm.

2.2

Neural Embeddings for Clustering

Text clustering algorithms rely heavily on a semantic representation of text. With the
advent of transformer-based neural networks [14, 15], text embeddings have given rise to
strong linguistic models. It is observed in deep learning and transfer learning research
that layers at different levels of a deep network capture specific information about the data
[16]. In their work, Peters et al. [17] learned a function that projects an internal state of
a deep Bidirectional Language Model which was trained on a large dataset to a contextual
embedding space. They released these embedding vectors called ELMo which proved to
be useful across many NLP problems. Being a deep network, BERT [15] also has several
layers of attention heads and feed-forward neural networks stacked on top of each other.
Researchers have tried to utilize information captured at these layers by averaging all BERT
layers [18] or extracting the output of a special token (CLS) in the input [19] [20] to obtain
a fixed size embedding representing the input sequence. Unfortunately empirical studies
prove that these methods perform poorly in semantic matching tasks. Reimers et al. [21]
proposed modifications in retrieving strategies of these embeddings as well as specific finetuning techniques that provide better sentence embeddings which performs well in numerous
sentence similarity tasks. Next, we provide a brief background on their method known as
Sentence-BERT.
Sentence-BERT: The key differences between Sentence-BERT and simpler approaches
attempted before them are the following:
1. Averaging hidden layers of pre-trained BERT model tends to lose vital semantic
information captured in separate layers. In contrast to that the Sentence-BERT model is
fine-tuned based on the outcome of different pooling strategies applied on all the layers of
the BERT model.
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2. Sentence-BERT utilizes two different network structures to fine-tune BERT embeddings: Siamese networks for pairwise training data (binary similarity regression and multiclass classification) and triplet network for passage triples (one similar and one dissimilar to
an anchor passage; together forming a triplet of passages) proposed by Dor et al. [22]
3. Loss functions used to train Sentence-BERT are specialized to tune the embeddings
for semantic similarity tasks. a) Regression loss to minimize mean-squared error (MSE)
between the similarity labels and cosine similarity between embedding pairs, b) optimization
of cross-entropy loss between weighted class probabilities of embedding pairs, c) minimization
of triplet loss to reduce the embedding distance between similar passage-pair relative to the
same for dissimilar passage-pair in triplets of passages.
Throughout this thesis, Sentence-BERT model will be referred as SBERT. As the SBERT
training approach does not depend on the underlying BERT (or other transformer models)
model, we can make use of specialized BERT-style models and generate SBERT embeddings.
From here on, we will simply use the name of the transformer model to refer to a SBERT
model with that specific transformer model within. For example, we use bert-base-uncased
SBERT model to refer to an embedding model that fine-tuned a bert-base-uncased model
by applying SBERT training strategy and can generate a fixed-length embedding vector for
a sentence/ passage.

2.3

Query-Specific Clustering and Search Result Diversification

Query-specific clustering can be addressed as a separate step, such as the extraction and cooccurrence analysis of keyphrases. Leung et al. [23] develop a query-based clustering method
in the context of the user’s profile extracted from web-snippets of search results. Raiber et
al. [24] employ a similarity heuristics to perform canopy clustering on the search result set to
improve document rankings. Bernardini et al. [25] cluster search results into subtopics using
keyphrases, extracted from a suffix tree constructed from the search results. Zeng et al. [26]
develop a query-based search result clustering method based on salient keyphrases in the
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retrieved documents. Carpineto et al. [27] and Drosou et al. [28] evaluate the effectiveness
of subtopic clustering and search result diversification in post-processing of search results.
The literature suggests that incorporating query information is beneficial for subtopic
clustering. However, most of the query-specific subtopic clustering methods rely on matching relevant keyphrases from the search results. But keyphrase matching may not be sufficient to capture fine-grained topical information in the search results. Transformer-based
embeddings such as Sentence-BERT have been demonstrated to capture high-quality topical information. It is an example of a trained similarity metric, customized for a task, but
not specific to a query. Our approach for representing passages built upon the SentenceBERT embedding model but incorporates the query while estimating similarity between a
pair of representations. Sentence-BERT is used as a strong reference method to empirically
demonstrate improvements achieved by our model.

2.4

Supervised Clustering

Traditionally, text clustering is achieved by employing a distance-based clustering algorithm
(e.g. KMeans) on vector representations of documents such as TF-IDF [29]. Recent works focus on learning text representaions suitable for clustering [30–32]. Alternatively, they explore
different similarity metrics between the vectors that govern the clustering algorithm through
pairwise binary constraints [2, 5]. In this work, we focus on the former – representation
learning of documents, suitable for text clustering.

Deep clustering [33] is an active field of research that utilizes recent advancements of
deep learning techniques to improve supervised clustering. The primary focus is to learn a
suitable representation space that optimizes some clustering criterion (e.g. cluster assignment loss) along with a representation criterion (e.g. reconstruction loss) [34–37]. It has
also been shown that clustering criterions alone are sufficient to train such representation
space [38]. However, none of these approaches attempt to receive direct supervision from a
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clustering evaluation metric. Motivated by earlier works that learn a representation model
under pairwise binary constraints, Chang et al. [39] envision the clustering task as a binary
classification task of paired data samples and achieves state-of-the-art results on multiple image clustering datasets. [21] propose Sentence-BERT which trains a BERT-based sentence
embedding model by employing Triplet loss [22] that uses triples of sentences as training
samples where exactly two of them are from the same section of Wikipedia. Although both
of these approaches are supervised, each training sample only consists of a fraction of the
whole clustering instance. Hence, during training, these methods mostly ignore the overall
relationships between multiple data samples and how they form clusters.

The main hindrance of drawing a supervision signal directly from a clustering evaluation
metric is the combinatorial nature of the clustering problem. Some research introduce differentiable building blocks for special cases of combinatorial algorithms such as satisfiability
(SAT) problems [40]. [41] use a differentiable variant of the K-means algorithm to approximate a harder combinatorial problem (e.g. graph optimization). Such relaxations of the
original combinatorial problem may lead to sub-optimal results. Recently, [42] proposed a
novel technique of differentiating combinatorial solvers as a blackbox without any relaxation
that allows us to use an optimal combinatorial algorithm as a component of a deep representation learning model and optimize it end-to-end. We give a brief background of their
approach in the following section.

Blackbox backpropagation: In their approach to optimize for a combinatorial function [42] formalize combinatorial solvers as a mapping function between continuous input,
w ∈ W ⊆ RN and discrete output, ŷ ∈ Y as w 7→ ŷ such that the output ŷ = arg miny∈Y c(w, y)
where c is the cost that the solver tries to minimize. Here W is the N -dimensional continuous input space and Y is a finite set of all possible solutions. For a linear cost function
c, a continuous interpolation of the original cost function is constructed and the gradient
of this interpolation is used during backpropagation. The closeness of the interpolation to
13

the original function is controlled by a single hyperparameter, λ. In our work, we extend
this approach for clustering framework to draw the supervision signals directly from the
clustering results and learn our model parameters.
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CHAPTER 3
Direct Optimization of Clustering Metrics Using Blackbox Backpropagation

3.1

Introduction

Text clustering is a well-studied problem that finds its application in a wide range of tasks:
organizing documents in cluster-based information retrieval [43, 44], representing search results [45, 46], analyzing different opinions about a subject [47] among many others. Each of
these applications may focus on text contents of different granularities (e.g. words, sentences,
passages, articles) but all of them follow a common high-level approach to clustering: represent the documents in form of vectors and then cluster them based on vector similarities.
Although clustering is typically employed in an unsupervised setting, many semi-supervised
deep learning models have been proposed recently. Many of these approaches formulate this
as a representation space learning problem [48] that projects initial document vectors into
a latent vector space which is more suitable for the clustering task and generates clusters
similar to some ground truth. However, most of these algorithms do not directly optimize for
a clustering evaluation metric during training. Instead, they optimize for a different criterion
that approximates the global clustering error. Semi-supervised clustering approaches [5] cast
the clustering problem into binary classification by learning pairwise constraints extracted
from the available training examples: must-links for sample pairs sharing the same cluster
and cannot-links for different clusters. However, clustering problems with numerous small
clusters produce only a few must-links among all possible links, leading to highly unbalanced
training data. Consequently, the trained model is biased towards predicting cannot-links.
Learning triplet-based constraints [22] that combine a positive and a negative sample in a
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single triplet, mitigate such bias towards negative samples. However, the sample complexity [49] (number of samples required to cover all interactions in a dataset) grows more rapidly
compared to paired samples. Also, such an approximation of the original clustering problem may lead to unsatisfactory results because the optimization criterion does not always
correspond with the clustering quality. These observations motivate us to hypothesize the
following:
1. Instead of learning to solve some approximation of the original clustering problem, we
need to directly optimize for a clustering evaluation metric in order to train a model
specialized for clustering.
2. Instead of sample pairs in case of pairwise constraints or triplets in case of Triplet-loss,
we can make efficient and scalable use of the available training data by presenting all
interactions between a set of data points as a single clustering sample. This way the
training approach neither suffers from unbalanced data nor from sample complexity.
To test our hypotheses, we propose an alternative training strategy that directly draws
its supervision signal from an evaluation metric that measures clustering quality to train a
representation model for text documents. During training, it consumes a complete clustering
example of a set of data points as a single training sample in form of an interaction matrix.
Due to this, we experiment with clustering datasets containing numerous small clustering
examples instead of a single instance of a large clustering problem.
It is challenging to derive training signals directly from the clustering ground truth or
a clustering evaluation metric because the clustering process is discrete. In other words, a
function that estimates the clustering quality of a random partition of the input data is not
continuous and hence non-differentiable. As most supervised algorithms rely on gradientbased optimization algorithms, it is difficult for them to orchestrate a useful training process
without proper gradient. So far some continuous approximation of the clustering problem has
been used as discussed earlier to bypass the core optimization issue. Recently a novel gradient
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approximation method, blackbox backpropagation, is proposed by Vlastelica et al. [42] for
combinatorial problems that find solutions in a discrete space. We leverage their findings
by molding the clustering problem into a combinatorial problem. This allows us to derive
meaningful gradients out of the clustering process and to train a representation model by
directly optimizing for a clustering evaluation metric.

Our contribution: We make the following contributions through this work.
1. We develop a new training strategy for supervised clustering that directly obtains its
supervision signal from optimizing a clustering metric.1 We utilize the recently proposed blackbox backpropagation technique to derive gradients from discrete clustering
results that drive the training process.
2. We use our training strategy to train a BERT-based [15] representation model suitable
for topical clustering. To support the training mechanism, we design a loss function
that effectively optimizes a clustering evaluation metric.
3. We empirically show that our method is more efficient in terms of training time and
utilizing available training examples when compared to existing supervised clustering
methods. The resulting representation model achieves better clustering results than
other strong baseline models.

3.2

Methodology

Our text clustering method works in two steps: 1. Train a text representation model directly
from example clusters of text snippets, 2. Cluster the trained embedding vectors using
hierarchical agglomerative clustering (HAC). Our primary contribution lies in the training
strategy of step 1 which we refer here as Clustering Optimization as Blackbox (COB). We
describe COB in the following sections.
1

The source code is available at https://github.com/nihilistsumo/Blackbox_clustering
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Figure 3.1: Training loop of our proposed supervised clustering approach.

3.2.1

Overall Approach

Supervised text clustering is a combinatorial problem. Let P be a set of N documents and
Y be the set of all possible k-partitions of set P. Also, let Vϕ be a representation model
with trainable parameters ϕ. We obtain the set of representation vectors Vϕ (P) for each
of the documents in set P using the model, Vϕ . Based on the Euclidean distances between
representation vectors in Vϕ (P), a clustering algorithm chooses a particular k-partition ŷ ∈ Y
that minimizes some linear cost function c(Vϕ (P), y) e.g. intra-cluster distances for HAC.
Hence the clustering process can be expressed as the following mapping:

Vϕ (P) 7→ ŷ

such that ŷ = arg min c(Vϕ (P), y)
y∈Y

The clustering ground truth y ∗ ∈ Y is the correct k-partition of set P. The training process
of COB is governed by a loss function L(y ∗ , ŷ) that optimizes a clustering evaluation metric.
However, we want to emphasize here that the minimization of the cost function c(Vϕ (P), y)
takes place inside the clustering algorithm and remains opaque for our supervised model. As
a result, COB is not dependent on the exact clustering algorithm we choose. In this work,
however, we choose to use HAC as our clustering algorithm. We optimize for the RAND
index in this work but our method can be applied to optimize for other clustering evaluation
metrics as well (e.g. purity).
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Table 3.1: Description of variables used in Figure 3.1.
Variable
P
Vϕ
Vϕ (P)
D
A
T

3.2.2

Description
Set of documents to be clustered
Embedding model with trainable parameters ϕ
Representation vectors of P obtained using Vϕ
Pairwise distance matrix of vectors in Vϕ (P)
Adjacency matrix denoting clustering result
Adjacency matrix denoting ground truth clusters

Optimizing for RAND index

Our goal is to train the representation model, Vϕ , such that the resulting clusters maximize
a clustering evaluation metric of our choice. In this work, we focus on optimizing for RAND
index, a widely used clustering metric, which measures the similarity between the generated
clusters and the clustering ground truth. If y ∗ ∈ Y is the ground truth partition or the ideal
clustering of P, then the clustering quality of a candidate cluster ŷ is expressed in terms of
RAND index (RI):

RI =

No. of unordered data pairs that agrees between y ∗ and ŷ

n
2

where n = total number of data samples.

3.2.3

COB Training Loop

Figure 3.1 and Table 3.1present the overall training approach. The focus of the training
loop is to train the representation model Vϕ . First, the set of representation vectors Vϕ (P) is
obtained for all documents in set P. Then we encode the input to the clustering algorithm
as a square symmetric matrix D with pairwise Euclidean distance scores between vectors in
Vϕ (P).

Dij = ||Vϕ (pi ) − Vϕ (pj )||2
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where pi , pj ∈ P

The solution to the clustering problem is expressed in form of an adjacency matrix A such
that

Aij = 1 if i, j share same cluster and 0 otherwise

We denote the adjacency matrix of the clustering ground truth as T . Now, we can express
RI using the two adjacency matrices A and T as the following section describes:
Relation between RAND index and Adjacency matrix Given a set of n data
points P, let us compare two clustering results of P, CT and CA , in terms of RAND index.
We know that RAND index is expressed as:

RI =

a+b

n
2

where a = number of pairs that share the same
cluster both in CT and CA
where b = number of pairs that are from different
clusters both in CT and CA

Now we can express any clustering result CM in form of an adjacency matrix M where Mij =
1 if the i, j-th data points in P share the same cluster in CM and Mij = 0 otherwise. We
represent the clustering results CT and CA with such adjacency matrices T and A respectively.
Also, the difference matrix of A, T denoted as |A − T | indicates the ordered pairs that do
not agree between A, T . In other words, |Aij − Tij | = 1 denotes that the i, j-th data points
do not agree between A and T . Now, we can express the RAND index in terms of A and T
as follows:
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RI =

a+b

n
2

No. of agreements between CT , CA

=
n
2

No. of unordered pairs in P that agrees between CT , CA

=
n
2

No. of ordered pairs in P that agrees between CT , CA

=
2 n2
P
Total ordered pairs in P − ij |Aij − Tij |

=
2 n2
 P
2 n2 − ij |Aij − Tij |

=
2 n2
P
ij |Aij − Tij |

=1−
2 n2
It is clear from the above equation that if we want to maximize RI, we need to minimize
the difference between A and T . Intuitively, if we are able to produce ideal clustering results,
then A and T would be identical, meaning A − T is a zero matrix. Hence, we define our loss
function L as the sum of A − T . Formally:

L=

X

|Aij − Tij |

ij

The backward pass of this training loop involves estimating the gradient of the loss L with
respect to the distance matrix D, the input to the clustering algorithm. This is achieved using
blackbox backpropagation technique and the resulting gradient is used to drive a gradient
descent algorithm for training the representation model Vϕ .
3.2.4

Regularization

The purpose of any clustering algorithm is to identify groups of similar data points. By
optimizing for a clustering metric such as RI, we learn a notion of similarity that most likely
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yields the ground truth clusters when used in HAC. However, we want to encourage a large
margin between similar and dissimilar data points. This is achieved when the loss function
encourages inter-cluster distances to increase and intra-cluster distances to decrease. While
this is part of the optimization process within the clustering algorithm, it is opaque during
neural network training, due to the blackbox optimization technique. The clustering evaluation metric does not encourage a margin that is larger than necessary. Hence we incorporate
a measure of intra versus inter-cluster distance as a regularizer in our optimization criterion
as described below.

Lr = L + r · [mean intra-cluster distance
− mean inter-cluster distance]
#
"P
P
ij Dij (1 − Tij )
ij Dij Tij
P
− P
=L+r·
(1 − Tij )
ij Tij
| {z } | ij {z
}
intra-cluster

inter-cluster

where r is the regularization constant

The regularization constant r controls how much emphasis is placed on increasing the margin
between similar and dissimilar data points versus optimizing the clustering evaluation metric.

3.3

Experimental Results

In this section, we describe the datasets used for our experiments, discuss our evaluation
paradigm, and present experimental results that demonstrate the efficacy of the representation model trained using our proposed training strategy over our baseline models.
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Table 3.2: Dataset statistics: N = total no. of documents, C = total no. of clustering
instances, n = average number of documents per clustering instance, k = average number of
clusters per clustering instance.
Dataset
20NG train
20NG test

N
11314
7532

C
226
150

n
50
50

CAR train
CAR test

6.8M
6K

597K
126

11
47

3.3.1

k
18
18
k(coarse)
3.84
7.78

k(fine)
5.04
17.16

Datasets

To evaluate our proposed approach, we use two publicly available datasets: 20 newsgroups
(20NG2 ) and TREC Complex Answer Retrieval (CAR3 ). As discussed earlier, for our proposed method, each training example consists of the ideal clustering of a set of documents. To
produce enough such training samples, we choose to train and evaluate on multiple smaller
clustering instances instead of a single but large clustering instance. We note that it will
not make any difference in the way our baseline model is trained because they consume the
training data in form of triples (SBERT Triplet), as long as we ensure that all models are
trained on the same set of clustering examples. We take the following approach to construct
such clustering benchmarks from the datasets (detailed statistics are presented in Table 3.2):
20NG dataset is a widely used public collection of 18846 documents, each categorized
into any one of twenty topics. To convert this to a clustering benchmark, both train and test
split of 20NG dataset is randomly grouped into sets of 50 documents along with their topic
labels, resulting in 226 and 150 clustering instances respectively. Each set of 50 documents
represents a single instance of a clustering problem.
CAR dataset (version 2.0 year 1) is a large collection of Wikipedia articles. Each article
consists of text passages about a topic, segmented into hierarchical subtopics using sections.
From the CAR dataset, we use train.v2.0 as train split (CAR train) and benchmarkY1test
as test split (CAR test). This dataset is originally designed for a passage retrieval task where
2
3

Part of scikit-learn datasets [50]
http://trec-car.cs.unh.edu/
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Figure 3.2: Coarse and fine-grained clustering benchmarks from the CAR dataset.
passages in CAR articles are relevant for different sections under the overarching topic of
the article. This relevance information is part of the dataset in form of the ground truth.
We assume that all relevant passages for an article are already retrieved and our focus is
to cluster these passages. So each article is a separate clustering problem where our task is
to cluster all the passages of the article such that passages from the same sections in the
original article share the same cluster. We treat the section label under which a passage
appears as the clustering label of the passage.
Section labels in the CAR dataset are hierarchical. This provides an opportunity to
evaluate our clustering models under different levels of granularity. As depicted in Figure
3.2, passages p6 and p7 in article COVID 19 belong to the sections Cause and Cause/Transmission respectively. For a coarse-grained view of the clustering, we consider p6 , p7 under
the same topic cluster Cause. However, for fine-grained clustering, we have to consider
p6 , p7 under separate subtopic clusters. The CAR dataset provides both in form of top-level
(coarse) and hierarchical (fine-grained) benchmarks. We train and evaluate our models on
both flavors of the dataset.
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3.3.2

Evaluation Paradigm

Our primary focus is to evaluate the efficacy of our proposed training strategy for supervised clustering and compare it with other training methods while ensuring the fairness of
our evaluation. Hence, we train the same text embedding model with the same training
data differing only in the training strategies. For the embedding model, we use SentenceBERT [21], a recent BERT-based embedding model. Finally, macro-average performances
on all clustering instances on the test sets are reported with statistical significance testing.
We use three clustering evaluation metrics, RAND index (RI), Adjusted RAND index (ARI),
and Normalized Mutual Information (NMI).

Compared methods. In this section we discuss all the methods which are compared in
our experiments. All methods are trained until no significant improvement is observed on
the validation set. For each method, models are saved at regular intervals and we use the
best model found during training in terms of validation ARI score to evaluate the test set.
SBERT COB. We train Sentence-BERT with our proposed training strategy and refer
to the obtained model as SBERT COB.
SBERT Triplet. To compare our approach with a strong supervised baseline, we train
Sentence-BERT with Triplet loss function [22]. It is designed to generate document representations that capture topical similarities. Here, each training example consists of two
similar (d, d+ ) and one dissimilar (d− ) document. Triplet loss trains the document representation model Vtrip so that the Euclidean distance between the similar pair of representations
||Vtrip (d) − Vtrip (d+ )||2 is less than the negative pair ||Vtrip (d) − Vtrip (d− )||2 by at least a
margin ϵ.

Ltriplet = max(0, ||Vtrip (d) − Vtrip (d+ )||2
− ||Vtrip (d) − Vtrip (d− )||2 + ϵ)
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Table 3.3: Optimum values for interpolation parameter λ and regularization constant r found
using Optuna.
Dataset
NG20
CAR coarse
CAR fine-grained

λ
90.0
47.0
103.0

r
1.0
3.8
0.3

Unsupervised baselines. To compare the performances of unsupervised clustering
approaches for our use cases, we also include:
1. SBERT raw, the pre-trained Sentence-BERT model without any finetuning and
2. TFIDF with cosine similarity as a more canonical approach.

3.3.3

Hyperparameter Optimization

The interpolation parameter λ (Section 2.4) and regularization constant r (Section 3.2.4)
are two hyperparameters we have to tune in SBERT COB. We use Optuna [51], a recently
proposed hyperparameter optimization framework, to search for optimum λ, r pair in terms
of validation performance for each dataset. Table 3.3 presents the optimum hyperparameter
values used for our experiments.

3.3.4

Clustering Evaluation

Here we present details of all the experiments carried out and discuss the results. All
experiments are executed on a single NVIDIA Titan XP GPU with 12GB of memory. For
all the SBERT models, we use uncased DistilBERT [52] as the underlying BERT embedding
model.

Experiment 1: 20NG
We train SBERT COB and other supervised methods using 80% of the train split of 20NG
dataset and the remainder is held out for validation. Table 3.4 presents the performance on
the test set evaluated using mean RI, ARI, and NMI.
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Table 3.4: Clustering performance on NG20 dataset in terms of mean RAND index (RI),
its corrected for chance version Adjusted RAND Index (ARI) and mean Normalized Mutual
Information (NMI). A paired t-test (α = 0.05) is carried out with respect to SBERT Triplet
(denoted with *) and ▲ and ▼ denotes significantly higher or lower performance.
Method
SBERT COB
SBERT Triplet*
SBERT raw
TFIDF

RI
0.925
0.924
0.754▼
0.624▼

ARI
0.233▲
0.223
0.041▼
0.008▼

NMI
0.725▲
0.721
0.582▼
0.506▼

Table 3.5: Dataset statistics: N, C, n, k denotes the same as Table 3.2, t denotes the total
number of available triples to train SBERT Triplet method.
Subset
n=30
n=35
n=40

N
71K
56K
50K

C
2.4K
1.6K
1.2K

k(coarse)
5.97
6.27
6.73

k(fine)
10.64
12.17
13.62

t(coarse)
8.6M
9.3M
10.8M

t(fine)
5.8M
5.9M
6.5M

We observe that our proposed method SBERT COB outperforms all other baselines in
terms of RI, ARI, and NMI. For ARI and NMI, the improvement is statistically significant
in terms of paired t-test with α = 0.05 carried out with respect to the best performing
baseline, SBERT Triplet. Both TFIDF and SBERT raw fail to obtain meaningful clusters,
demonstrating the efficacy of supervised representation models in a clustering context.

Experiment 2: CAR
Due to the large size of the CAR training split (train.v2.0), it is impractical to train SBERT
Triplet with all possible triplets in the training set. Instead, we compare the supervised
models trained on three smaller subsets of the training dataset. Each subset contains articles
with exactly n passages where n = 30, 35 and 40. However, they are always evaluated on
the same CAR test set. These values of n are chosen so that we obtain reasonable numbers
of training samples while their statistics remain close to the CAR test set on which we are
evaluating. Table 3.5 presents statistics about these three training subsets.
We report the coarse and fine-grained clustering performance in Table 3.6 and Table 3.7
respectively. For both coarse and fine-grained clustering, we observe that for each of the
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Figure 3.3: Comparison between SBERT COB and SBERT Triplet in terms of total training
time.
training splits (n = 30, 35, 40), our proposed method SBERT COB consistently performs
better than the best performing baseline, SBERT Triplet (n = 30) in terms of both ARI
and NMI. As expected, clustering performance in terms of RI scores mostly correlates with
the ARI scores. The only exception is SBERT Triplet trained on n = 40 for fine-grained
clustering. However, we also observe an overall decrease in ARI scores for all methods in the
case of fine-grained clustering. This is expected as fine-grained clustering is a harder problem
largely due to fewer passage pairs sharing a cluster. Note that RI and NMI measures are
only comparable within the table because unlike ARI, it is not adjusted for chance.
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Figure 3.4: Comparison between SBERT COB and SBERT Triplet in terms of epoch time.

Experiment 3: Training Convergence
Existing methods for learning clustering representation spaces focus solely on classifying
individual pairs as similar or different and hence ignore to which extent other data points
already form clusters. The key difference in our work is that we learn the representation space
to directly optimize for the clustering evaluation metric, which is based on the clustering
results of HAC when used with pairwise Euclidean distances. This allows the model to
reach convergence much faster, leading to reduced overall training time, when compared to
other methods that use only a sub-sample of each clustering example (e.g. Triplets). This is
particularly helpful in scenarios when we want to regularly update our model to incorporate
new training examples.
To demonstrate this we present Figure 3.3 that compares the time taken to reach convergence during training of SBERT Triplet and SBERT COB on the 20NG dataset and CAR
dataset (coarse n = 35) respectively. For both the datasets, SBERT COB is able to converge
at least five times sooner than SBERT Triplet, leading to a much faster overall training
time. Moreover, for the NG20 dataset each epoch of SBERT COB is about 100 times faster
than SBERT Triplet. This leads to a decrease in overall training time even though SBERT
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Table 3.6: Coarse-level clustering performance on CAR dataset using top-level benchmarks.
Supervised models are trained with set of clustering examples each containing n passages.
Paired t-test (α = 0.05) is carried out with respect to SBERT Triplet (n = 30) and marked
with *.
Method
Trained on n=30 subset
SBERT COB
SBERT Triplet*
Trained on n=35 subset
SBERT COB
SBERT Triplet
Trained on n=40 subset
SBERT COB
SBERT Triplet
Unsupervised
SBERT raw
TFIDF

RI

ARI

NMI

0.742
0.738

0.230
0.214

0.502
0.494

0.744
0.715▼

0.236
0.167▼

0.512▲
0.460▼

0.726
0.704▼

0.231
0.145▼

0.514▲
0.438▼

0.563▼
0.544▼

0.101▼
0.072▼

0.406▼
0.375▼

COB takes many more epochs to converge than SBERT Triplet. We observe similar training
behavior for the CAR dataset. Figure 3.4 shows the mean epoch time of SBERT Triplet and
SBERT COB on the 20NG dataset and CAR dataset (coarse n = 35) respectively.

3.3.5

Overfitting in TRECCAR dataset

Unlike NG20, we observe that both the models suffer from overfitting according to the
validation performance on both flavors of the TRECCAR dataset. Note here that each
clustering instance in NG20 is a sample of documents drawn from the same distribution of
twenty topics. But for TRECCAR, each clustering instance is a set of passages relevant to a
specific topic in Wikipedia. This is why it is difficult to learn a generalized clustering model
for the TRECCAR dataset. In spite of that, SBERT COB is able to consistently achieve
high ARI scores on the test set as demonstrated earlier suggesting that SBERT COB is able
to generalize better than SBERT Triplet.
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Table 3.7: Fine-grained clustering performance on CAR dataset using hierarchical benchmarks. The notations used are the same as in Table 3.6.
Method
Trained on n=30 subset
SBERT COB
SBERT Triplet*
Trained on n=35 subset
SBERT COB
SBERT Triplet
Trained on n=40 subset
SBERT COB
SBERT Triplet
Unsupervised
SBERT raw
TFIDF

3.3.6

RI

ARI

NMI

0.849
0.848

0.178
0.173

0.682
0.678

0.837▼
0.830▼

0.163
0.152▼

0.672
0.665▼

0.832▼
0.860▲

0.154
0.138▼

0.666▼
0.662▼

0.796▼
0.788▼

0.130▼
0.110▼

0.646▼
0.631▼

Qualitative Evaluation

Here, we demonstrate the efficacy of SBERT COB over SBERT Triplet (n = 35) through a
visual comparison of clustering results from the CAR dataset. Principal Component Analysis (PCA) is used to transform the representation vectors into 3D vectors which are then
visualized as points in 3D vector space. Figure 3.5 compares the results obtained for four
articles from the CAR test split.
For the article Anti-slavery International and Hybrid Electric Vehicle, SBERT COB is
able to clearly identify clusters of different topics and projects them in different regions of the
embedding space. On the contrary, it is difficult to find any clear cluster boundaries in the
SBERT Triplet representation space which is also reflected in the ARI scores obtained by the
methods. For the article Coffee Preparation, both methods perform poorly in terms of ARI
scores. But in the case of SBERT COB, we see a tendency to separate dissimilar passages.
SBERT Triplet projects almost all the passages in a dense region except for a few outlier
passages. For the article Hot Chocolate, SBERT Triplet obtains numerous small clusters of
similar passages. As the ARI metric is based on sample pairs, SBERT Triplet obtains a
better ARI score even though it does not achieve clear groupings of similar elements.
It is clear from the examples that SBERT COB provides better global clustering quality
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Figure 3.5: Visual comparison of clustering results between SBERT COB and SBERT Triplet
(n = 35). Each dot denotes a passage from an article projected into the representation space
after applying PCA. Different color denotes different subtopics. Clear separation of different
colored blobs indicates good clustering quality.
than SBERT Triplet. This is expected because, unlike SBERT Triplet, SBERT COB observes
the relationships between all passages in a clustering instance at once to directly optimize
for the RAND index. Hence, SBERT COB is able to make better global clustering decisions
than other pair-based methods.

3.3.7

Quadratic Scaling of SBERT COB

As SBERT COB learns from all possible interactions of data points in a clustering instance at
once, it requires all the adjacency matrices in a batch of clustering samples to fit in memory.
Thus the space complexity increases quadratically with the size of each clustering instance.
Hence, the batch size is kept small to allow training with a limited GPU memory. However,
even with a batch size of 1, SBERT COB is observed to obtain superior results in terms of
training speed and clustering performance as reported earlier.
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3.4

Summary

In this work, we propose an alternative training strategy to train a representation model,
for clustering. Our training strategy, COB (Clustering Optimization as Blackbox), directly
optimizes the RAND index, a clustering evaluation metric. Using our method, we train
SBERT COB, a BERT-based text representation model. We empirically show that SBERT
COB significantly outperforms other supervised and unsupervised text embedding models
on two separate datasets in terms of RI, ARI, and NMI, indicating better cluster quality.
Visual representations of the resulting vectors also confirm that SBERT COB learns to
holistically distinguish clusters of different topics. Moreover, each epoch in the SBERT
COB training loop is about 100 times faster when compared to SBERT Triplet, our best
performing baseline method. This leads to a significant decrease in overall training time even
though SBERT COB requires more iterations to converge than SBERT Triplet. This makes
SBERT COB suitable for applications that require clustering models to be updated on a
regular basis as new training samples become available. Lastly, although we have conducted
experiments with a specific clustering algorithm (HAC) and a clustering metric to optimize
(RAND index), our model is independent of the particular choice of algorithm or the metric.
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CHAPTER 4
Query-Specific Subtopic Clustering

4.1

Introduction

In the early stages of the information-seeking process, users are often not ready to formulate
a specific search query or question; Taylor [53] refers to this stage as conscious information need. In today’s web search infrastructure, users with conscious needs turn towards
Wikipedia, which offers articles, where multiple relevant aspects are provided in the form of
sections. However many such information needs can not be satisfied with a single article and
take much effort from the user to browse through multiple articles and ranked lists of hyperlinks from search engines. While our long-term vision is to develop systems that respond to
vague information needs with a Wikipedia-like article, in this work we focus on a small part
of this vision: Assuming that we would be able to retrieve relevant passages for a topic, can
we train an algorithm to cluster the passages into subtopics under the broad topic?
Researchers have explored subtopic clustering mostly on the premise of post-processing
of search results in form of rankings of hyperlinks [25, 27]. However, from their findings, it
is unclear how subtopic clustering can be applied to arrange passage-length texts with the
ultimate goal of article construction. Also, the lack of suitable datasets involving passages
relevant to different sub-topics makes it difficult to develop supervised models, especially
neural models, for this problem. The TREC Complex Answer Retrieval (CAR) [54] track
offers a task, where for a given title and section heading, a ranking of paragraphs is to be
retrieved. But in this work, we do not assume that a suitable outline is provided to us for a
topic. Instead, we focus on the clustering task and explore an ideal scenario where we already
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have the relevant passages for a Wikipedia article. Now to achieve our goal of grouping these
relevant passages into subtopics, we need to develop a model that can estimate fine-grained
topical differences.
This problem is particularly difficult for traditional text similarity metrics used in IR
retrieval methods (BM25, tfidf, SDM) which rely on exact term matching. For example,
consider the following pair of text snippets relevant for the query “Amur leopard”.
The Amur leopard differs from other leopard The North Chinese leopard was first desubspecies by its thick fur that is pale cream- scribed on the basis of a single tanned skin
colored, particularly in winter. Rosettes on which was fulvous above, and pale beneath,
the flanks are 5 cm × 5 cm (2.0 in × 2.0 in) with large, roundish, oblong black spots on
and widely spaced, up to 2.5 cm (0.98 in) the back and limbs, and small black spots on
the head.
.......
Although there is hardly any term overlap between the text snippets, it is evident that
both snippets discuss the external appearance of the animal and hence should belong to the
same subtopic cluster. In fact, both of them are taken from the “Characteristics” section
of the original Wikipedia article titled “Amur leopard”. Unfortunately, traditional text
similarity metric such as BM25 will assign a low similarity score for this pair due to a lack
of term matching and most likely fail to assign them to the same cluster.
Semantic Web-based term similarity metrics (Babelnet [55]) or supervised word embeddings (GloVe [56]) may be used to find strong relationships between the word “thick fur” in
the first passage and “tanned skin” in the second and also their semantic relatedness to the
“characteristics” of an animal. But the meaning of a word is context-dependent and if we
do not take the current context into consideration, it may lead to wrong assumptions about
the topic. Also access to correct contextual meaning of words does not guarantee us that
we have the correct meaning of the sentence as well, because different permutation of those
meanings in the sentence leads to different topical sense. Hence along with the contextual
meaning of words in a sentence we also have to make sense of the particular sequence in which
they are currently arranged. Moreover, a passage-sized text consists of multiple sentences,
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each of which may present different aspects of the same sub-topic. Together, a comprehensive meaning emerges which represents the sub-topic discussed in the passage. That is to
successfully solve a difficult IR problem such as the one discussed above, a model must i)
understand the semantic, contextual meaning of individual constituent units of a passage
(words, sentences), ii) learn to represent the full passage in such a way that combines all
semantic and sequential information provided by its constituent components.
Sequence to sequence models attempt to leverage the sequence in a natural language
sentence and draw its supervision signals from that. To learn such sequence dependencies
it may use different techniques such as LSTM, GRU, or Attention [14, 57, 58] but ultimately
they preserve the sequence information. Transformer models which use a special type of
attention mechanism called self-attention perform exceptionally well on machine translation
benchmarks [59]. Google’s BERT model which uses a bidirectional transformer, is well
suited for NLP tasks [15]. It has been applied successfully to various NLP applications such
as sentence similarity, named entity recognition, and question answering [60, 61] which used
to be considered difficult for predecessors of BERT.
Such a high-quality context-sensitive embedding model can be used to represent passages
along with useful context information. Traditionally, these representations are used as inputs
to clustering algorithms (e.g. hierarchical agglomerative clustering) in order to group similar
passages together [62]. For query-specific subtopic clustering problems, researchers have
studied subtopic clustering on search results [25, 27, inter alia]. An issue of such clustering
approaches is that the similarity score between two passages is the same regardless of the
query. This will be the case for any similarity function or embedding scheme that does not
take the query into account. It even holds for task-specific similarity metrics that are trained
across multiple tasks, which are both known at train and test time.
Our rationale is that an ideal query-specific clustering model should identify the queryrelevant subtopics and ignore other spurious topical dimensions. For the given example in
the Introduction chapter Figure 1.2, it should emit a high similarity score between p1 , p3
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and a low similarity score between passages p1 , p4 given the query Q1, “COVID-19 Mental
Struggles”. However, for the other query Q2, “COVID-19 Precautions”, the scores should
change accordingly. Hence, we design a query-specific framework for subtopic clustering,
which when used with a distance-based clustering algorithm, will lead to relevant, queryspecific clusters of retrieved passages. Rather than heuristically engineering the model, we
want it to be trainable, which learns from training examples to adapt to subtopics appropriate
for different domains (such as Wikipedia versus social media). We follow a neural approach to
train the model that leverages BERT-based language models. Of course, during evaluation,
the queries will be different from training queries, suggesting that a query-specific learning
approach would result in a clustering that is more suitable for the query, and hence more
helpful when browsing the retrieved information.

Task Statement:
Given a query q and a relevant set of passages1 Pq which could be retrieved by a search
system, our goal is to cluster passages in Pq into query-relevant subtopics.
Contribution
1. We develop a trainable query-specific similarity metric for text passages. The similarity
metric is optimized to predict similarity scores that agree with the ground truth of
passage clusters in the training data.
2. We design experiments to study the effect of different representations of the query.
Specifically, we plan to study effectiveness of different context information related to
the query such as the title and description retrieved from external sources.
3. We evaluate with respect to a clustering ground truth derived from datasets of the
TREC Complex Answer Retrieval track. With an adjusted RAND index of up to 0.3,
1

The method can also be used with sentences, and documents.
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Our method achieves 12% improvement over sentence-BERT, a recent neural reference
method [21] (adjusted RAND of 0.26). In contrast, subtopics identified by probabilistic
topic models or TF-IDF similarity are not capable of producing subtopics that agree
with the ground truth, obtaining 0 - 0.07 in Adjusted RAND.

4.2

Approach

We focus on training a query-specific similarity metric (henceforth referred to as similarity
metric) between text passages, which is used in a distance-based clustering algorithm. This
similarity metric should model a topical embedding space that is suitable for identifying
query-relevant subtopics. Specifically, we base our similarity metric on BERT-based language
models for passages and queries. Our architecture is designed to identify which dimensions
of a BERT-based passage embedding are relevant for the query, such as stay-at-home order
is relevant for a query for Effects of COVID 19 (cf. Figure 1.2). After learning a projection of
passages into the query-specific embedding space, our model is trained to predict a high (vs.
low) similarity score whenever both passages reside in the same (vs. different) query-relevant
subtopic.
A challenge in our setup is that the query-specific similarity metric needs to be trained to
generalize to new unseen queries since the training queries are different from queries received
at test time.
Our similarity metric is designed to be used with the following pipeline:
Step 1: Train the similarity metric. We train our model to predict the query-specific
similarities: Given a pair of passages p1 , p2 and query q, the model predicts whether
both passages should share the same subtopic of the training query q.
Step 2: Obtaining pairwise similarity scores. Given a query set Q and retrieved passage sets Pq for each query q ∈ Q, we apply the model to predict pairwise similarities
between all passages in Pq .
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Step 3: Clustering based on the similarity metric. Given a set of query-specific similarities between passages in Pq , we generate kq clusters of passages for each query q
with average-link agglomerative clustering.
The result of this pipeline is subtopic clusters that coincide with query-specific subtopics.
Since there are no convincing solutions for learning the true number of cluster kq , in this
work, we assume knowledge of the true number kq during evaluation.
Our central contribution in this work is the neural model for query-specific similarity
metric for passages, detailed in the following.
Training the Passage Similarity Metric Our goal is to, given a query q and a set of
retrieved passages Pq , model the similarity metric ϕ, where ϕq (pi , pj ) denotes the similarity
score between a pair of passages pi , pj from Pq for given a query q.
We follow a common approach of similarity metric learning where documents are represented in a vector space such that the vector similarity coincides with the semantic similarity
of the passages. We focus on neural networks to be able to model such a trainable similarity
metric. The open question is how to define a parameterized similarity function that can
leverage information about the query.
The novelty of our approach lies in how we model the similarity between passages in
a query-specific representation space, so that it generalizes to new unseen queries during
evaluation time. The similarity is trained end-to-end using training data constructed from
a set of queries and a ground truth of ideal passage clusters.
We discuss three neural models in the following, all of which are based on an initial
Sentence-BERT representation of query ⃗q and passages p⃗ and will predict the similarity
score between two passages pi and pj . All models are trained end-to-end in Step 1 of our
pipeline.
Query-Specific Scaler (QSS): The first model is based on the assumption that one
merely needs to apply the right reweighting of passage embedding representations to arrive
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at a query-specific similarity. A scaling vector ⃗q

Ψ

is used for reweighting passage embeddings

and is obtained by projecting the query representation ⃗q with a multi-layer perceptron Ψ.
After component-wise reweighting of passage representations,2 the cosine similarity is used
as a measure of the passage similarity.

ϕq (pi , pj ) = cos

⃗q

Ψ


⊙ p⃗1 , ⃗q

Ψ

⊙ p⃗2



The projection Ψ (49K trainable parameters) uses a multi-layer perceptron (MLP) with
ReLU activation with the same input and output dimensionality (768). The MLP consists
of two linear layers with a 32-dimensional “bottleneck” between them, which we found to
generalize better than a single larger linear layer.
The QSS model can be interpreted as a Siamese network where the same transformation
is applied to a pair of passages through ⃗q

Ψ

that arises from the query. The model is limited

in that the only trainable component Ψ does not have direct access to the passage vectors p⃗
and is only indirectly trained end-to-end from the loss computed on the resulting similarity.

Query-Specific Siamese Similarity Metric (QS3M): In the Query-Specific Siamese
Similarity Metric we assume that a better similarity metric ϕq (pi , pj ) can be obtained with a
more complex model to capture the relevance between query and passages. This is captured
by a neural network connected in triamese fashion, inspired by the model proposed by
Zeghidour et al. [63]. We model a projection of embedding vectors into a query-specific
similarity space that governs query-specific distances between passages. The global function
takes the query and a pair of passage points as inputs and emits a similarity score.
First, vector representations for passages p⃗i , p⃗j , and queries ⃗q are projected into a latent
space using the projection function Θ. Next, the projected vectors are integrated into one
vector ⃗z which, in turn, is used to classify the passage pair into “same cluster” vs “different
cluster” using a binary classifier Φ. Both Θ and Φ are modeled using multi-layer perceptrons.
2

Here ⊙ refers to a component-wise multiplication, where · denotes the dot product.
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The projection into the topic-representation space Θ is modeled as a multi-layer perceptron with ReLU activation. The classification on ⃗z is modeled through another multi-layer
perceptron, trained with an MSE loss function.
The goal of the integrated projected vector ⃗z is to capture the relevance-based similarity
between query and passages. We found the most effective combination to be concatenation3
of passage representations p⃗i Θ and p⃗j Θ with vectors representing the proximity to the query
p⃗i Θ − ⃗q

Θ

and p⃗j Θ − ⃗q

Θ

and the proximity of the passages p⃗i Θ − p⃗j Θ .


ϕq (pi , pj ) = Φ p⃗i Θ ; p⃗j Θ ; p⃗i Θ − ⃗q

Θ

; p⃗j Θ − ⃗q

Θ

; p⃗i Θ − p⃗j Θ



We train both Θ and Φ (59K and 38K trainable parameters respectively) across all
training queries and passage sets. We model the projection with MLP layers with ReLU
activation. Θ consists of two linear layers of size 768 each, while Φ is a single layer MLP of
size 5 × 768. In contrast to QSS, QS3M uses a more expressive embedding space by learning:
(1) a shared projection space for queries and passages through Θ, (2) the proximities of
projected vectors, and (3) the classification function Φ. The number of additional parameters
is kept low by sharing projection parameters for Θ across passages and queries.

Sentence Attention QS3M (attn-QS3M): So far we used the full paragraph text to
generate the passage embeddings. Previous work suggested an advantage of using sentence
embeddings [21]. We extend QS3M, by replacing the passage embedding vector Θ with a
sentence-attentive passage vector Θ′ as follows: Instead of embedding the whole passage
at once, individual sentences of the passage are embedded and the sentence vectors are
combined using attention mechanism involving the sentences and the query. As attention
mechanism we use tanh-based additive attention as suggested by Bahdanau et al [64] with
24K trainable parameters.
3

Here [ ; ] denotes vector concatenation, and |⃗x| denotes the vector of component-wise absolutes |xk |.
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Generating Training Data To train our similarity metric for subtopic extraction, we
require a benchmark where for given queries, pairs of passages are labeled with “same cluster”
or “different cluster”.
Such benchmarks are typically available in two flavors: flat clusters benchmarks, where
each passage is a member only in one cluster, and hierarchical cluster benchmarks, where a
parent cluster can be further sub-divided into child clusters. Such query-clustering benchmarks can be derived from a corpus of articles, where each article is associated with a search
query, by interpreting each section of the article as one subtopic, as depicted in Figure 4.1. In
this work, we derive a benchmark from Wikipedia articles, but our methods can be applied
to other benchmarks as well. For both hierarchical and flat clustering benchmarks, using
all possible pairs of passages for a query leads to a predominant number of negative data
samples, i.e. labeled as “different cluster”. Such imbalanced datasets can adversely affect
the training. Hence, we create a balanced set of passage pairs for training.4
Additionally, for hierarchical clustering benchmarks, it may be ambiguous whether a pair
of passages should be regarded as “same cluster” or “different cluster” when one passage
comes from the parent and the other passage from its child cluster. We omit such pairs from
our training whenever such ambiguities arise.

4.3

Evaluation on Wikipedia

We use the publicly available Wikipedia article collection from the TREC Complex Answer
Retrieval (CAR) [54]. We are using CAR dataset version 2.3 of CAR year 1 for training and
evaluation.5
The official CAR task is a passage ranking task where subtopics are given as queries.
While no clustering task was offered, we use CAR’s training/testing articles to derive a
benchmark for our work as depicted in Figure 4.1. We follow CAR’s definition of queries
as article titles. We use paragraphs in each article as an ideal set of retrieved passages Pq
4
5

We use both the balanced and full (all-pairs) versions of the dataset for evaluation.
CAR data set: http://trec-car.cs.unh.edu/
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Figure 4.1: A train/test benchmark for query-specific clustering depicted in Figure 1.2 can
be derived from source articles with sectioned outlines, e.g. Wikipedia articles.
Table 4.1: Dataset statistics of flat and hierarchical benchmarks. The last columns provide
the average number of clusters per query and an average number of passages per cluster,
with standard deviation.
Dataset

Psg.
pairs

Queries Clusters per Query
Flat
Hierarchical

CAR-A
CAR-B

168K
118K

125
115

8 ±2.27
7 ±2.05

17 ±10.49
16 ±10.59

Passages per Cluster
Flat
Hierarchical
6 ±7.23
6 ±7.61

3 ±2.10
2 ±2.14

to be clustered leaving integrated ranking and clustering task for future work. We derive
hierarchical and flat clustering benchmarks as described in Section 4.2, where each section
is interpreted as one subtopic, i.e., one ground truth gold cluster of passages. While this
benchmark is automatically generated, it has been demonstrated to align well with relevance
judgments of human assessors [65].
Datasets: We use the following datasets for training, pre-training, and evaluation from
CAR year 1. The CAR collection is based on Wikipedia articles, where administrative headings such as “References”, and “See also” are filtered out, articles with less than three sections
are removed, articles from general categories are preferred.6 All datasets are separate, nonoverlapping query sets, to avoid test data leakage into the training process. Statistics are
6

CAR data cleaning: trec-car.cs.unh.edu/process/dataselection.html

43

given in Table 4.1.
Pre-training: Using 1.6 million queries in train.v2.07 (after omitting queries in CAR-A
and CAR-B), we generate data to pre-train Sentence-BERT [21] (referred as SBERT
hereafter) with a maximum input sequence length of 512.
Training: Analogously, we create training data for the similarity metric using 162,000
queries from the rest of train.v2.0. To avoid overfitting to particular topics, we
choose three paragraphs for each query, two from the same subtopic, and one from a
different subtopic.
CAR-A: For evaluation, articles in benchmarkY1test are converted to flat and hierarchical
clustering benchmarks as described in Section 4.2.
CAR-B: Analogous to CAR-A, but using benchmarkY1train. Despite its name, these
queries are held out from our training and are used only for evaluation.

4.3.1

Conducted Experiments

We evaluate the steps 2 and 3 of our query-specific subtopic clustering pipeline using the
following experiments:
Experiment 1 (Similarity Metric): We evaluate how well the trained passage similarity
metric generalizes to new queries. We use the macro-averaged area under the Receiver
Operating Characteristic curve (AUC) as our evaluation metric (higher is better). We
evaluate on both the balanced (akin to the training data used during training) and the
full benchmark consisting of all passage pairs.
Experiment 2 (Clustering): We evaluate the quality of the clusters obtained by the
trained similarity metric using an average-link hierarchical agglomerative clustering algorithm. The generated clusters are evaluated in terms of the macro-averaged Adjusted
7

We refer to filenames used in the CAR data set.
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Table 4.2: Experiment 1. Evaluation of the similarity metric for predicting same-vs-different
cluster on the flat benchmark. Performance is measured in terms of macro-averaged AUC.
Baseline methods are at the bottom. Significantly higher ▲ or lower ▼ method according
to a paired t-test (α = 0.05, after bonferroni correction α = 0.003) with respect to SBERT
euclid (marked with ⋆), which is the best performing baseline.
Exp 1: Same-vs-different cluster (AUC)
CAR-A
CAR-B
Methods

balanced

all-pairs

balanced

all-pairs

QS3M-Passages
QS3M-Description
QS3M-Title
QSS-Passages
QSS-Description
QSS-Title

0.744
0.751▲
0.750▲
0.737
0.746▲
0.745

0.734
0.745▲
0.738▲
0.726
0.735
0.732

0.760
0.764
0.763
0.745
0.761
0.758

0.749
0.759▲
0.751▲
0.738
0.748▲
0.745

attn-QS3M-Passages
attn-QS3M-Description
attn-QS3M-Title
QS3M-no-query
QS3M-rawBERT-Description

0.668▼
0.681▼
0.694▼
0.747
0.727▼

0.661▼
0.674▼
0.682▼
0.734
0.715▼

0.676▼
0.678▼
0.697▼
0.761
0.738▼

0.669▼
0.681▼
0.687▼
0.747
0.726▼

SBERT euclid [21]⋆
SBERT cosine
Jaccard
TFIDF cosine
Topic Model [11]

0.741⋆
0.740
0.615▼
0.618▼
0.464▼

0.730⋆
0.728
0.600▼
0.597▼
0.474▼

0.746⋆
0.745
0.622▼
0.624▼
0.456▼

0.739⋆
0.737
0.603▼
0.591▼
0.475▼

RAND index (ARI), a clustering metric reflecting the degree of agreement between the
clustering ground truth and the obtained clusters that are corrected for chance.

4.3.2

Compared Variations and Baselines

We evaluate the following query representations:
Title: embedding of a short keyword query (aka title query). CAR uses the article title in
lieu of a web search query. Section headings are excluded.
Description: embedding of a longer query description. Here we use the text above the first
heading (which is omitted from the passage set Pq ).
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Passages: the average of embeddings across all passages in the query’s passage set Pq .
We train three variations of our similarity metric: QSS, QS3M, and sentence-attentive QS3M
(attn-QS3M). We use a pre-trained SBERT to derive initial representations of queries ⃗q and
passages p⃗. We also experiment with raw BERT embeddings without the SBERT pretraining
step but observe that this degrades performance, hence we only report the best variant:
QS3M-rawBERT-Description.
As a strong baseline, we use SBERT [21], a recent BERT-based [15] reference method, retrained on our data (see pretraining). Following are the baselines included in our evaluation:
SBERT euclid: Euclidean distance of SBERT embedded passages [21].
SBERT cosine: Like SBERT euclid, but using the cosine similarity.
Jaccard: Set-based similarity between sets of words from passages.
TFIDF: Cosine similarity between TFIDF vectors of passage words.
Topic model: Jensen-Shannon divergence between the topic distribution of two passages,
estimated using an LDA topic model with 200 topics [10]. The topic model is trained
on our training set.

4.3.3

Experimental Results

Experiment 1 (Similarity Metric):
We study to which extent the trained similarity metrics are able to generalize to new, unseen
queries in CAR-A and CAR-B, using both the flat and hierarchical clustering benchmark.
Table 4.2 presents the empirical results for classifying passage pairs into the same vs
different clusters as measured in ROC-AUC. We observe that our methods QSS and QS3M
perform significantly better than all baselines, specifically SBERT cosine and SBERT euclid.
While QS3M, QSS, and SBERT, are using the same underlying BERT-based representation,
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Figure 4.2: Helps-Hurts analysis: QS3M-meanall (top) vs. SBERT (bottom) on CAR-A
Flat. Each column corresponds to a particular query and the height value corresponds to
the difference between QS3M-meanall and SBERT euclid in terms of the ARI score obtained
for that query. QS3M-meanall performs better than SBERT for around 70% of the queries.
the difference is that only QS3M and QSS train a query-specific similarity metric. These
results demonstrate that incorporating the query into the similarity metric improves its
prediction quality. However, we also observe that attn-QS3M performs worse than the
baselines. This indicates that embedding passages as a whole are more suitable than the
weighted sum of individual sentence embeddings. We speculate that individual sentences are
often lacking the necessary context to obtain a meaningful representation.

Experiment 2 (Clustering):
We evaluate to which extent the improvements in the similarity metric give rise to better
clustering results. The empirical results are presented in Table 4.3 We use average-link
hierarchical agglomerative clustering to obtain subtopics as clusters of passages for each
query. We use the macro-averaged Adjusted RAND index as a measure of clustering quality
for both Flat and Hierarchical benchmarks. The evaluation results are reported in Table
4.3.
We observe that similarity metrics with better pairwise performance (Table 4.2) also
lead to better clustering performance. In particular, QS3M is the best performing method,
achieving on average 12% relative improvement over the best-performing baseline method.
For both CAR-A and CAR-B, QS3M achieves statistically significant improvements with
respect to both clustering benchmarks. In contrast, the simpler QSS model does not achieve
as good results.
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Table 4.3: Experiment 2. Clustering performance of agglomerative clustering with the similarity metric, measured in macro-averaged Adjusted RAND index (ARI). Baseline methods
are at the bottom. Significantly higher ▲ or lower ▼ method according to a paired t-test
(α = 0.05, after bonferroni correction α = 0.003) with respect to SBERT euclid (marked
with ⋆), which is the best performing baseline.
Exp 2: Cluster Quality (ARI)
Flat
Hierarchical
Methods

CAR-A

CAR-B

CAR-A

CAR-B

QS3M-Passages
QS3M-Description
QS3M-Title
QSS-Passages
QSS-Description
QSS-Title

0.300▲
0.298▲
0.289▲
0.249
0.263
0.269

0.307
0.323
0.306
0.295
0.304
0.296

0.237
0.233
0.217
0.219
0.221
0.225

0.276
0.274
0.246
0.226
0.255
0.239

attn-QS3M-Passages
attn-QS3M-Description
attn-QS3M-Title
QS3M-no-query
QS3M-rawBERT-Description

0.178▼
0.195▼
0.211▼
0.284
0.232▼

0.183▼
0.215▼
0.220▼
0.297
0.254▼

0.142▼
0.164▼
0.160▼
0.218
0.199▼

0.154▼
0.178▼
0.190▼
0.241
0.207▼

SBERT euclid [21]⋆
SBERT cosine
Jaccard
TFIDF cosine
Topic Model [11]

0.263⋆
0.258
0.069▼
0.071▼
≈ 0▼

0.295⋆
0.287
0.066▼
0.068▼
0.009▼

0.214⋆
0.216
0.109▼
0.109▼
≈ 0▼

0.239⋆
0.236
0.124▼
0.120▼
≈ 0▼

We observe a large variance in cluster quality across queries. Hence, we perform a helpshurts analysis to compare the clustering performance of the best QS3M model with the best
SBERT baseline on a per-query basis. As displayed in Figure 4.2, for two-thirds of queries
in CAR-A Flat, QS3M received a better adjusted RAND index.

Best query representation:
We explore three different query representations for Experiment 1 and 2 (Tables 4.2 and
4.3). We observe that the query representations description and passages achieve better
results than title. We believe that the issue arises because the query titles only contain a few
keywords which are not sufficient to capture useful context information. In contrast, QS3M
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without any query representation (QS3M-no-query) is worse than any other QS3M variant,
while performing on par or better than the SBERT baseline. This suggests that in order
to achieve a consistent improvement it is instrumental to train a query-specific similarity
metric.

Hierarchical clustering:
In Table 4.3 we observe that results for hierarchical clustering are consistently lower than
results for flat clustering, despite being derived from the same dataset. The reason is that the
hierarchical dataset has more clusters than the flat dataset. Since the difficulty of this task
increases with the number of true clusters, this explains some of the difference. Furthermore,
many hierarchical gold clusters have only three or fewer passages (cf. Table 4.1), rendering
this a challenging data set for agglomerative clustering.

4.4

Evaluation on arXiv

In this section, we demonstrate that our method can be easily generalized for a different
domain, such as academic publication abstracts from arXiv.8 ArXiv provides of abstracts
of scientific papers with information along with their respective field of study referred to
in the dataset as “categories”. We leverage the taxonomy of arXiv categories9 to identify
the query and the subtopic corresponding to each abstract. For example, if an abstract is
annotated econ.EM as the arXiv category, then we use the broader category or the subject
area “Economics” (econ) as the query and “Econometrics” (EM) as the subtopic under
“Economics”.
We address the task of subtopic clustering under each subject area as a separate query.
Given a name of the subject as query q and a set of abstracts Pq associated with the subject,
cluster these abstracts so that each cluster represents exactly one subtopic.
8

https://www.kaggle.com/Cornell-University/arxiv. We used a version downloaded in September,
2021.
9
https://arxiv.org/category_taxonomy
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Table 4.4: Categories used in our arXiv experiment.
ArXiv category Category title
(Subject part) (used as query)
eess
astro-ph
cond-mat
nlin
q-bio
q-fin
stat

Subtopics

Electrical Engineering
and Systems
Astrophysics
Condensed Matter
Nonlinear Systems
Quantitative Biology
Quantitative Finance
Statistics

Abstracts per
subtopic (stdev)

3

167

(158.6)

6
9
5
10
9
5

83
55
100
50
55
100

(32.6)
(35.0)
(68.1)
(43.4)
(20.2)
(86.4)

Our experiments are based on a subset of the full dataset, with categories listed in Table
4.4 along with other statistics. We randomly sample 500 paper abstracts for each subject
to construct the dataset. We divide the subset into two folds for 2-fold cross-validation,
training on one fold and evaluating on the other and vice versa. While generating the folds,
we maintain the per-subtopic distribution of abstracts for each fold. Note that, we do not
use any parts of the Wikipedia dataset from the previous experiments for training to clearly
observe the effect of adapting to the arXiv domain. The dataset along with the code for this
experiment will be provided as part of the online appendix.
We evaluate the performance of the QS3M-Title variant of our method and compare it
with one of our baseline approaches SBERT-cosine both in terms of pairwise accuracy (AUC)
and clustering accuracy (adjusted RAND Index).
Experimental results in terms of pairwise classification accuracy (AUC) and clustering
performance (ARI) are presented in Table 4.5 and Figure 4.3 respectively. We observe that
the baseline approach SBERT-cosine performs poorly on this dataset (a random baseline
would obtain an AUC of 0.5). In contrast, our method QS3M-Title obtains an AUC of more
than 0.7, which indicates moderate agreement with the gold standard.
We present the clustering results for each query q in both folds in Figure 4.3. We observe
that our method achieves large improvements over the SBERT baseline, suggesting that our
method finds subtopics more reliably. In particular, our method works well for the subject
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Table 4.5: Experiments on the arXiv dataset.
Methods

Fold 1 AUC

QS3M-Title
0.773
SBERT cosine 0.592

Fold 2 AUC
0.734
0.598

Figure 4.3: Per-query clustering evaluation results on arXiv dataset. The plot reports average
clustering evaluation across the two folds in terms of adjusted RAND index with standard
error bars.
eess (Electrical Engineering and Systems Science) and q-bio (Quantitative Biology). This
suggests that both of them have distinctive subtopics with fewer topical overlaps. Also,
documents on different subjects are very different (e.g. scientific papers on Astrophysics and
Quantitative biology are expected to be very different from each other) when compared to
that of the CAR dataset. Hence, a query-specific similarity metric will be more suitable for
this dataset than a general similarity metric that does not depend on the query.
Overall, these results suggest that our query-specific clustering approach can be easily
transferred to other domains with relatively little training.

4.5

Qualitative Evaluation

We conduct a qualitative analysis of the clustering evaluation. The aim of this analysis is to
gain insight into the strengths of our proposed model with the help of some examples from
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the dataset.
Consider the following pair of passages from CAR-A dataset:
Passage 1:

Gardens in Renaissance were adorned with sculptures, topiary,

and fountains. In the 17th century, knot gardens became popular along with the
hedge mazes. By this time, Europeans started planting new flowers such as tulips,
marigolds, and sunflowers.
Passage 2: Islamic gardens were built after the model of Persian gardens and
they were usually enclosed by walls and divided in 4 by watercourses. Commonly,
the center of the garden would have a pool or pavilion. Specific to the Islamic
gardens are the mosaics and glazed tiles used to decorate the rills and fountains
that were built in these gardens.
From only the text of the passages, it is quite difficult to decide whether they are similar
enough to share the same subtopic cluster. In the context of human culture, they are topically
distinct, but in the context of gardening history, they are similar. Due to this ambiguity,
SBERT-cosine, which does not have access to the query, assigned a low similarity score to this
passage pair. In the CAR benchmark, both passages are relevant for the query “Gardening”
in the gold cluster “History”. By taking into account that the information need is about
gardening, our QS3M model correctly identifies a high similarity between these passages.
The previous example is a case of false-negative which is rectified by the QS3M approach.
However, we find this to be a rare instance across both the CAR-A and CAR-B datasets.
The main reason why our QS3M approach achieves better results is its ability to avoid
false-positive cases. Let us consider another pair of passages again from CAR-A dataset:
Passage 1:

Big-game fishing started as a sport after the invention of the

motorized boat. In 1898, Dr. Charles Frederick Holder, a marine biologist, and
early conservationist pioneered this sport and went on to publish many articles
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Table 4.6: Top 5 worst performing queries from CAR-A for QS3M sorted in terms of difference of ARI scores with SBERT euclid. Interestingly, article related to nutrition/ food
(highlighted in bold) suffers from query-specific similarity metrics.
QS3M-Title

QS3M-Description

QS3M-Passages

Bagel
Fudge
Georgism
Coconut oil
Atmosphere of Earth

Land degradation
Bagel
Georgism
Fudge
Elaeis guineensis

Bagel
Christmas pudding
Fudge
Land degradation
Probiotic

and books on the subject noted for their combination of accurate scientific detail
with exciting narratives.
Passage 2:

In addition to capturing fish for food, recreational anglers might

also keep a log of fish caught, either in a physical form or with technology such as
the FISHBUOY or Fishbrain mobile logging application, and submit trophy-sized
fish to independent record-keeping bodies. In the Republic of Ireland, the Irish
Specimen Fish Committee ...... It also uses a set of ’fair play’ regulations to
ensure fish are caught in accordance with accepted angling norms.
Without knowledge of the query, these two passages could share topics such as “fishing”
and “sport”, and consequently influence non-query specific method such as SBERT-cosine to
incorrectly assign high similarity scores. However, knowing that these passages are retrieved
for the query “Recreational fishing”, it becomes apparent that they belong to two different
clusters, “History” and “Fish logs”, as correctly identified by QS3M.
Error Modes: Our QS3M model is designed to judge the similarity between passage
pairs in the context of a query. However, from Figure 4.2, we observe that some queries
did not benefit from QS3M model. To investigate why our model failed to improve upon
SBERT for those queries, we analyzed the queries and its content in detail. In Table 4.6, we
present the top 5 articles from CAR-A dataset for which QS3M models perform the worst
when compared to our baselines. For example, for the query Bagel, SBERT-euclid obtained
decent adjusted RAND score of 0.41 whereas QS3M-Passage obtains 0.17, a significant drop
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in clustering performance. Interestingly, most of these worst performing queries are related
to food or nutrition, such as Bagel, Christmas pudding or Fudge, which points towards
a broader context. Naturally, all of these queries share similar subtopics such as recipes,
different varieties, and history. Hence, a simple template-learning model, e.g. as proposed
by Banerjee et al. [66], would solve the clustering problem for all of these similar queries.
However, the focus of our study is to solve the more difficult problem where results for
queries would not be appropriately represented by a fixed template outline. Indeed, most
of the queries in the CAR dataset and the arXiv dataset (each category corresponds to a
different area of study) are of this type and benefit greatly from our QS3M model.

4.6

Summary

In this work, we propose a query-specific similarity metric, suitable for query-relevant subtopic
clustering of passages. Traditionally, the query only indirectly influences the clustering result
through the candidate set generation. We propose a more direct approach toward queryspecific clustering and demonstrate that clustering results can be improved by 12% with
our Query-Specific Siamese Similarity Metric (QS3M). QS3M is trained to decide if two
passages should be placed in the same versus different subtopics for a given query. Our
method utilizes BERT-based representations of passage and query content to machine-learn
a query-specific projection of passages into a similarity space. Our approach is different
from task-specific metric learning in that test queries are not known at training time. We
demonstrate the improvement using two TREC datasets and one ArXiv dataset on both flat
and hierarchical query-specific clustering benchmarks. On all test sets, QS3M outperforms
a strong, BERT-based reference method of Reimers et al [21], our simpler variant QSS, and
many other baselines including TF-IDF and topic models.
While topic models are appealing as they do not require training data, in Table 4.3 we
demonstrate that they are not able to identify fine-grained topics such as article sections.
While our method is supervised, we demonstrate that suitable training data can be readily
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derived from Wikipedia (cf. Section 4.2), sufficient to generalize to unseen queries and with
new subtopics.
Query-specific clustering can be applied to any context-specific text clustering task, such
as detecting subtopics in corpora, domain-specific taxonomy extraction, faceted information
access, and search diversification. It can be used to identify topical dimensions of a conversational search dialog, trending subtopics on Twitter, as well as to identify sections for
automatic article generation. As our similarity metric relies on latent representations of passages, it can even be applied to multilingual settings as long as suitable embedding models
exist for these languages.
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CHAPTER 5
Generalized Query-Specific Clustering: Adapting to Centroids-based Clustering

5.1

Introduction

Our goal is to design an end-to-end clustering system for text passages that produces queryrelevant subtopic clusters. In Chapter 1, we discussed a key component in this envisioned
system: the optimization approach for a hierarchical clustering system. In the previous
part of this section, we presented a query-specific similarity metric suitable for hierarchical
clustering. Now in this part, we generalize our query-specific clustering approach for different
classes of clustering algorithms: k-means which belongs to the family of centroid-based
clustering approaches. Extending our work from chapter 1, we also develop a generalized
framework to optimize for clustering metrics suitable for either class of clustering algorithms
and finally, describe the complete system architecture.
We envision a generalized clustering framework that will not depend on a particular
clustering algorithm. Hierarchical clustering and centroid-based clustering are two major
classes of clustering algorithms found in the literature. Hence, we aim to adapt our framework
for clustering algorithms representing both classes: hierarchical agglomerative clustering
(HAC) and k-means clustering. However, it involves overcoming the following challenges:
• There are two major components in a clustering system that can be trained:
1. The embedding model is used to represent input passages (and the query) as
numerical vectors.
2. The similarity (or distance) metric that governs the clustering algorithm.
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For our query-specific setting, we have to identify the component that is the most
effective in achieving better clustering results.
• Representing the query and incorporating it into the supervision process in an effective
manner is crucial. Failing to do so will misinform the clustering system about the
query-context leading to worse results.
• In Chapter 1, we devised a way to directly optimize for the clustering results. However,
we explored the training of embedding models for hierarchical agglomerative clustering.
For our envisioned generalized model, we need to extend our method for similarity
metrics and for other clustering algorithms (k-means).

5.1.1

Contributions

In this chapter, we explore query-specific subtopic clustering as a generalized framework. It
enables us to study the interaction between the query, relevant passages, and different components in the clustering process. Specifically, we make the following research contributions:
• We develop a technique to optimize embedding models for k-means clustering settings.
Also, we study the effect of optimizing for different clustering quality metrics.
• With the help of a common evaluation paradigm, we study various ways to incorporate
the query for different clustering algorithms. Based on our study, we recommend the
ideal setting for query-specific subtopic clustering models.

5.2

Approach

In the previous chapter, we have shown how to incorporate the query into a learnable similarity metric. In this chapter, we explore an alternative approach where the query is involved
early in the clustering system by incorporating it into the embedding model to generate
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query-specific embeddings. Next, we design specific experiments to determine the best strategy to incorporate the query into the overall clustering system. This will help us to address
challenge 2 as described in Section 1.2.
We model the clustering problem as a representation learning problem. An embedding
model E with learnable parameters takes as inputs documents p ∈ Pq and produces document representations p⃗. We introduce shortcut P⃗q to represent a set of document vectors
derived from the document set Pq . Then a separate clustering module operates on the set
of representations P⃗q to obtain the clusters.
We focus on a neural k-means approach, differentiable k-means (DKM), with no learnable
parameters for the clustering module. In this setting, the clustering module only provides
the means of propagating supervision signals from the final optimization criterion to the embedding model in which all the learning takes place. Formally, C(q, Pq , kq ) = DKM (P⃗q , kq )
where kq is the number of clusters to be formed. We assume that kq is given.
5.2.1

Baseline: SBERT Triplet loss

In this approach, we obtain P⃗q using SBERT model trained with triplet loss. Formally,
P⃗q = Eθ (P ) where θ is the set of learnable parameters of E. Triplet loss minimizes the
distance between the similar document pairs in a triplet of document sample and maximizes
it for the dissimilar pair. In other words, it minimizes Ltrip :

Ltrip =

X

.
ReLU (d(p⃗qi , p⃗qj ) − d(p⃗qi , p⃗qk ) + m) ntrip

ij

where d is a distance metric (we use euclidean distance) producing values between 0 (identical) and ∞ (dissimilar), m is a constant margin, ntrip is the number of possible triplets
formed within the set P⃗q and p⃗qi , p⃗qj , p⃗qk are triplet of passages sampled from P⃗q such that
p⃗qi , p⃗qj belong to the same cluster and p⃗qi , p⃗qk belong to different clusters according to some
clustering ground truth.
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5.2.2

Optimizing for Clustering Metrics

Our baseline approach, SBERT Triplet loss optimizes the embedding model based on triplets
of documents. This means during optimization, it has a narrow view of the overall clustering
outcome that we want to optimize. Instead, we take a more holistic approach where we use
a clustering quality metric as the optimization criterion to directly optimize the clustering
results. However, as clustering metrics are not continuous functions, using them directly
as a loss function leaves the whole process non-differentiable. Hence, we need to model the
clustering metric for which we want to optimize as a continuous function. Note that the DKM
module only ensures continuity of the clustering step which is separate from evaluating those
clusters using some clustering metric. It is not trivial how we can model the later step of
obtaining the clustering quality through some clustering metric while maintaining continuity.
This is the subject of the rest of this section.

Utilizing DKM attention for clustering optimization DKM module differs from the
discrete version of k-means in the stopping condition of the clustering assignment iteration.
Instead of checking for a change of centroid assignment to each data points, DKM checks for
the centroids themselves and converges when the net change of centroids is below a threshold.
This being a continuous process, any loss function modeled on the internal representations of
DKM will also be continuous. As a by-product of the DKM process, we obtain an attention
matrix A between the data points and the centroids. We plan to model a clustering metric
using this attention matrix and use it as the final loss function as discussed next.

SBERT RAND loss In this method, embedding model E is trained directly from the
clustering outcome such that it minimizes the MSE between the clustering ground truth and
the predicted clustering represented in adjacency matrix form. First, the set of document
vectors P⃗q is passed through the DKM module to obtain the attention score matrix A. Here,
aij denotes the attention score between p⃗qi and j-th centroid cj . We denote ⃗ai as the attention
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vector for p⃗qi over all centroids. Specifically, the supervised learning is governed by the loss
function Lrand :

Lrand =

X

=

X

G∗ij − Cij

ij

ij

G∗ij

2 W
ij
·
nq

2 W
1
ij
−
·
1 + d(⃗ai , ⃗aj )
nq

where G∗ij = 1 when p⃗qi and p⃗qj are within the same cluster and G∗ij = 0 otherwise (G∗ is
the clustering ground truth in form of adjacency matrix). C is the representation of the
predicted clusters in form of a similarity matrix where the similarity value Cij ranges from 1
to 0, 1 being the most similar. The ideal clustering model would generate a similarity matrix
C identical to G∗. We capture the similarity between two documents p⃗qi , p⃗qj by estimating
the distance between their corresponding attention vectors ⃗ai , ⃗aj using the distance metric
d. W is a matrix s.t. Wij = nk where nk is the size of cluster k, if p⃗qi , p⃗qj both belong to the
same cluster k, and Wij = 1 otherwise. The purpose of W is to adjust for chance similar to
the adjusted version of RAND index. Finally, nq is the number of documents in set Pq .
This loss function is referred to as RAND loss because we can show that the summation
term is comparable to the formulation of the RAND index.

Alternative SBERT adjusted RAND loss This method models the adjusted version
of RAND index (RI) as the loss function. We estimate this loss function from the similarity
of cluster agreements with the ground truth captured by a contingency table M s.t. Mij =
no. of common documents in cluster i of the ground truth and cluster j from the predicted
P
clustering result. Also, ⃗g = j Mij where ⃗gi denotes the no. of documents in i-th cluster
P
of the ground truth and ⃗c = i Mij denotes the same for the predicted clusters. Formally,
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the adjusted RAND index (ARI) can be expressed in terms of M as follows:
RI − Expected RI
Maximum RI − Expected RI
X Mij 
where RI =
2
ij
P ⃗gi  P ⃗cj 
ARI =

Expected RI =

i

j

2

2

n
2



"
  X  #
⃗cj
1 X ⃗gi
+
Maximum RI =
2 i
2
2
j
n = Total no. of documents to be clustered

We derive a continuous approximation of this contingency table from the DKM attention
matrix A as follows: M = G T · A where G is the true cluster label assignments in form of a
binary matrix where Gik = 1 iff pqi is assigned the cluster k in the clustering ground truth.
We use −ARI as the loss function where ARI is derived from M . Formally:
RI − Expected RI
Maximum RI − Expected RI
P Mij  Pi (⃗g2i ) Pj (⃗c2j )
−
ij
2
(n2 )
"
#
=−
P ⃗g P ⃗cj
i
P ⃗gi  P ⃗cj 
i(2)
j(2)
1
+
−
i 2
j 2
2
(n2 )

LARI = −

SBERT NMI loss This method is similar to the previous except that it models a different
clustering quality metric, normalized mutual information (NMI).

Lnmi = −N M I(G, C)
=−

M I(G, C)
H(G) · H(C)

where G denotes the same as the previous. C is constructed in a similar way for the predicted
clusters.
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Now given two cluster assignments A, B of N data elements, the mutual information
between them is defined as:

M I(A, B) =

|A| |B|
X
X |Ai T Bj |
i=1 j=1

N

log

!
T
N |Ai Bj |
|Ai ||Bj |

Given the cluster assignments in the form of a binary matrix G, C, MI can be expressed as
the following:
X GT · A
M I(G, C) =
log
nq
ij

nq G T · A
⃗g × ⃗c

!

where ⃗g , ⃗c are vectors such that gk denotes the number of documents in k-th cluster of
the clustering ground truth for Pq and ck is the same for the clustering results obtained from
the model. Finally, the entropy of a clustering assignment H(A) is defined as:

H(A) = −

|A|
X

P (i) log P (i)

i=1

where P (i) is the probability of a random document to belong to cluster Ai

We express the entropy of ground truth clusters in terms of the binary matrix G:
 
X ⃗g
⃗g
log
H(G) = −
nq
nq
i
H(C) is also expressed similarly.

5.3

Evaluation on Wikipedia

We want to evaluate how different components of the overall query-specific clustering system
affect the ultimate clustering results. For a fair comparison, we want to evaluate different
available configurations of our system under the same conditions. Unfortunately, lack of
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Table 5.1: Diffrent combinations of our query-specific clustering model which are explored
in this section.
bbu: bert-base-uncased
mlm: all-MiniLM-L6-v2
dkm: Optimization with DKM model as described in Section 5.2.2.

SBERT model
Clustering algo
Trainable similarity
Trainable embedding
Optimization

QS3M
MSE*

HAC-e

HAC-s
(QS3M COB)

HAC-se

DKM-e

DKM-s

DKM-se

bbu
HAC
✓

mlm
HAC

mlm
HAC
✓

mlm
HAC
✓
✓
COB

mlm
kmeans

mlm
kmeans
✓

mlm
kmeans
✓
✓
dkm

MSE

✓
COB

COB

✓
dkm

dkm

Table 5.2: Comparison of clustering performance in terms of macro-averaged Adjusted
RAND index (ARI) and Normalized Mutual index (NMI). The datasets used for this experiment are the flat clustering benchmarks obtained from CAR-A and CAR-B as described in
Table 4.1. Baseline method is at the bottom.

Methods
QS3M MSE*
HAC-e
HAC-s (QS3M COB)
HAC-se
DKM-e
DKM-s
DKM-se
SBERT Triplet

Cluster Quality (ARI ± stderr)
CAR-A Flat
CAR-B Flat
0.244 ± 0.017
0.219 ± 0.017
0.199 ± 0.019
0.072 ± 0.013
0.248 ± 0.018
0.136 ± 0.011
0.181 ± 0.013
0.223 ± 0.014

0.268 ± 0.017
0.221 ± 0.017
0.216 ± 0.017
0.054 ± 0.011
0.268 ± 0.016
0.132 ± 0.012
0.212 ± 0.014
0.221 ± 0.014

Cluster Quality (NMI ± stderr)
CAR-A Flat
CAR-B Flat
0.527 ± 0.013
0.490 ± 0.014
0.476 ± 0.016
0.364 ± 0.014
0.481 ± 0.021
0.441 ± 0.013
0.489 ± 0.013
0.530 ± 0.012

0.537 ± 0.014
0.496 ± 0.015
0.486 ± 0.016
0.366 ± 0.014
0.531 ± 0.017
0.442 ± 0.015
0.511 ± 0.014
0.533 ± 0.013

computing resources prevents us from utilizing the larger bert-base-uncased (originally
used for our experiments in Part A) embedding model for some of our models. Hence, for
the sake of comparison, we use all-MiniLM-L6-v2, a much smaller SBERT model with
fewer trainable parameters for this set of experiments. The evaluation results are presented
in Table 5.2. Also, Table presents the different nomenclatures used for various configurations
of our query-specific clustering system.
From Table 5.2 we make the following interesting observations:
• Our original QS3M model (QS3M MSE*) described in the previous section, still per63

forms the best or at par with all the other models. However, we observe that optimizing
the QS3M similarity metric using the COB technique hurts the performance both in
terms of ARI and NMI metric. This suggests that COB is more suited for optimizing
embedding models than the similarity metric.
• While QS3M is the best performing variant of the hierarchical clustering approaches,
DKM-e performs the best from the k-means approaches. This suggests that hierarchical
clustering algorithms better absorb the supervision signals into a trainable similarity
metric than the embedding model. approach, we observe the opposite.
• For both the hierarchical and k-means clustering approach, simultaneously training the
embedding model and the similarity metric (HAC-se and DKM-se) is not beneficial.
For hierarchical clustering, the impact is much more severe than k-means.

5.4

Summary

In this chapter, we explore the generalizability of our query-specific clustering approach for
centroid-based clustering. Specifically, we extend a recently proposed differentiable k-means
algorithm (DKM) to allow query-specific clustering. The resulting generalized clustering
framework consists of two trainable module; the embedding model and the similarity metric.
This allows us to conduct a detailed analysis of how query-specific clustering supervision
signals get absorbed for different family of clustering approaches. Based on the analysis
and empirical evidences, we recommend the ideal setting for our query-specific clustering
framework.

64

CHAPTER 6
Exploring the Retrieval-Clustering Duality With an End-To-End Framework

6.1

Introduction

Ranking documents based on the relevance to a query is the most common technique to
represent the results of an information retrieval system. Ideally, if a document contains
important information related to the query, then it should appear higher up in the ranking
and vice-versa. The notion of document relevance with respect to a query is closely related
to the notion of similarity. If a set of documents are relevant for the same query, it is
highly likely that they all discuss the same topics, leading to high inter-document similarity.
Document clustering, on the other hand, keeps similar documents on the same cluster while
different documents are far apart, essentially relying on a similarity metric.
For TRECCAR-style problem setting where we have to retrieve relevant documents for
hierarchical queries, ranked documents for different section queries naturally form subtopic
clusters. For example: in the TRECCAR passage retrieval task, we need to retrieve passages
for different section headings of Wikipedia articles. Originally, it focuses on the following
task:
TRECCAR Task: Given an outline Qa for an article a ∈ A, retrieve rankings of
relevant passages Pa for each section in the outline.
For example, given an article COVID-19, queries are formed from its outline Qa such
as COVID-19/Signs and symptoms, COVID-19/Cause, and so on. According to the ground
truth, a perfect candidate set for all these queries would be all passages appearing in the
article COVID-19. However, for any specific section in the outline, only the passages appear65

ing under that section would be relevant. With respect to a query derived from a section,
an ideal retrieval model would assign high relevance scores to all the passages that are under
that section. Hence, the retrieval model captures the similarity between relevant passages
with respect to the query. Similarly, a query-specific subtopic clustering algorithm captures
the similarity between passages as related to the query.
This duality of retrieval and clustering is first explored by Jardine and Rijsbergen [67].
They observe that documents from the same cluster tend to be relevant for similar queries.
This is referred to as the cluster hypothesis. This suggests that ranking and clustering provide
complementary information about a document collection. Hence, each has the potential to
rectify the mistakes made by the other. However, existing approaches that combine clustering
and ranking in a single system do not leverage such mutual learning. In most cases, they are
one-way processes where clustering or ranking provides certain unsupervised information to
the other without any feedback in hopes that the information will be beneficial. Instead,
we envision a seamless training stage where the ranking and clustering models are part of
a composite retrieval system supervised by a common retrieval goal. Supervision from the
training data will not only train the individual models but also the models themselves will
have the opportunity to rectify each other’s mistakes.
To combine the ranking and clustering model into a single joint-learning framework, we
employ a neural re-ranking approach. Recently, Mono-BERT and Mono-Duo BERT [68],
two transformer-based neural re-ranking models have been shown to achieve state-of-theart results on many popular IR ranking datasets. Our approach would utilize a common
embedding model for passages that would be jointly supervised by a ranking-based loss and a
query-specific clustering-based loss. We hypothesize that it will lead to a better embedding
model suitable for retrieval as they both capture complementary information about the
document’s relevance.
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6.2

Related Work

The connection between relevance and similarity is often exploited in IR research to improve
retrieval models with the help of clustering methods and vice versa. Ailon et al. [69] develop
methods to aggregate contradictory information from ranking and clustering. Their methods
are applied to ranking and clustering tasks individually and not across the two. Kurland [70]
uses query-specific clusters to rerank top k documents of the initial ranking to improve the
overall ranking score. However, there is no means of communication between the clustering
and retrieval models such that one can inform the mistakes made by the other. Also, the
clustering method is not trainable, so it is only used to provide unsupervised clustering
information to the ranking model. He et al. [71] develop an approach to diversify the rankings
through clustering. Again this is a forward-only process, meaning there is no feedback from
the results to rectify errors in the clustering and ranking system. Liu et al. [72] show how
cluster-based retrieval can be beneficial for ranking systems that leverage language models.
Instead of using individual documents to model the query-likelihood model, the authors first
cluster the document set and use the clusters to represent the language model. However,
their approach does not show whether retrieval may help to cluster or not. Tombros et
al. [73] document the effects of hierarchical clustering on retrieval results. It has exhaustive
related works and experiments supporting the cluster hypothesis by Rijsbergen. Even in
the geoscience domain, researchers have found evidence that ranking can be beneficial to
clustering as well [74].

Mono-BERT: A Neural Re-Ranker
In the unmodified Mono-BERT [68] re-ranking approach, a query-document pair is assigned
a score based on the relevance of the document for the query. The model is trained to identify
whether a document is relevant for the query from given relevance data and with the goal
of emitting a high score for a relevant query-document pair. Specifically, a query-specific
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embedding model θ is trained along with a neural layer ϕ that provides the relevance score
Rel(q, pi ) of a document pi for the query q as follows:
→
−
Rel(q, pi ) = ϕ( pqi )
→
−
where pqi = θ(q, pi ), the query-specific embedding vector.

The true relevance judgments are given in form of binary scores TR :

TR (q, pi ) = 1 if pi is relevant for the query q, 0 otherwise

The embedding model θ is trained to minimize the following MSE loss:


Lr = MSE Rel(Q, Pq∈Q ), TR (Q, Pq∈Q )
n

1X
where MSE (a, b) =
(ai − bi )2 ,
n i=1
Q is the set of all queries, Pq∈Q is the corresponding candidate sets

Of course, ϕ is designed to emit the relevance score of the range [0, 1] to be on the same scale
of TR .

6.3

Approach

We suggest a joint-learning framework to train an embedding model that receives supervision
from both the retrieval and the query-specific clustering module. In this section, we present
our approach to integrate our previously discussed query-specific clustering module and a
recent neural re-ranker, Mono-BERT. Recently more elaborate neural re-ranking models has
been proposed such as Mono-Duo-BERT [68], Mono-T5 [75]. However, the focus in this work
is to demonstrate how to successfully integrate a joint ranking and clustering framework.
Studying the effects of additional neural ranking approaches in our approach other than
68

Figure 6.1: Overall joint-learning architecture of the model where a common embedding
model is trained for the Mono-BERT re-ranking model with query-specific clustering supervision.
Mono-BERT is left for future work

6.3.1

Overarching Idea

The clustering hypothesis assumes that documents from the same cluster tend to be relevant
for the same queries. This means that an embedding model trained for query-specific clustering would project relevant documents for the query to be in close proximity to one another.
Such an embedding model would be beneficial for the re-ranking algorithm (Mono-BERT in
our case) that aims to place all the relevant documents near one another at the top of the
ranking. However, existing approaches do not leverage the clustering idea explicitly; merely
optimizing the rank score prediction.
Inspired by the clustering hypothesis, we leverage both the relevance data and the clustering supervision data to improve re-ranking results. In particular, the clustering supervision
is utilized along with the re-ranking loss to jointly train the underlying embedding model,
referred to from here on as θ. Hence, our model generates document vectors which are close
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to each other in the query-specific embedding space for documents that share the same cluster under a query-specific subtopic clustering. Thus, the embedding model is informed by
both the re-ranking and the clustering data as depicted in Figure 6.1.

6.3.2

Jointly Supervised Clustering and Re-Ranking Model

The underlying embedding model θ should be trained based on both a relevance and a
clustering supervision. So far, we have explored various ways to optimize for a clustering
task in previous chapters (see the list in Table 5.2). Approaches that train only the similarity
metric (e.g. QS3M MSE) are not applicable here as our focus here is to train the embedding
model. Moreover, empirical results from Table 5.2 shows that simultaneously training the
similarity metric and the embedding model (e.g. HAC-se) is always outperformed by the
pure embedding models (e.g. HAC-e). For this reason, we chose not to include a trainable
similarity metric in our clustering supervision. This leaves us with the only other option
from Table 5.2: to train a query-specific embedding model with a fixed similarity metric
(akin to DKM-e or HAC-e).
Formally, the embedding model is trained to minimize the joint loss Lrc which is an
aggregate of the re-ranking and the clustering loss as follows:

Lrc = λ · Lr + (1 − λ) · Lc , where
Lr = the re-ranking loss as described in Section 6.2
Lc = M SE(A, T ) , where
Tij = 1 if pi , pj share the same cluster and 0 otherwise.
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Aij = predicted similarity score between pi , pj in the range [0, 1]
=

2
 →
−q →
−q  , where
1 + exp d( pi , pj )

→
−q →
−
pi , pqj are the query-specific embedding vectors
d() is the Euclidean distance.
λ is hyperparameter which is tuned using grid search on a subset of training data.

In Section 3.2.3, we have demonstrated that the clustering loss corresponding to the
RAND index can be expressed as the absolute difference between the clustering ground truth
and the clustering results represented as adjacency matrices. In other words, the clustering
P
Lc ∝
ij |Aij − Tij |, where A is the clustering results represented in form of adjacency
matrices. The clustering supervision is provided in form of another adjacency matrix T ,
obtained from the clustering benchmark denoting which documents should share a cluster.
Adjacency matrix A is approximated by the predicted pairwise similarity scores in the same
range of T . However, if we had used Lc in this form, it would be on a vastly different scale
with Lr . This is because Lr computes the MSE while Lc computes the absolute difference.
In order for a stable training, we would want both the loss functions which constitute the
final loss function Lrc , to be on the same range. We observe better re-ranking performance
when we use the MSE between predicted adjacency matrix A and the ground truth T for Lc
instead of the original clustering loss derived in Section 3.2.3.

6.3.3

Ground Truths for Clustering Supervision

We train a common query-specific embedding model which is part of both the re-ranking
and clustering model (see Figure 6.1). So, we obtain different set of embedding vectors for
different queries even for the same set of passages. For retrieval tasks focusing on randomly
distributed ad hoc queries, a typical approach is to distinguish between relevant and non71

relevant query-specific passages. However, we hypothesize that, for a retrieval task where
each query is part of a hierarchical topic structure, it is crucial to model the subtopics to
capture fine-grained notions of relevance. This is achieved by providing a suitable clustering supervision that maintains the topical groups of all the passages in the candidate set
irrespective of different query-specific embedding spaces. Formally, for query q and the candidate set of passages pi ∈ P , the clustering supervision is provided in form of the adjacency
matrix T s as follows:

Tijs = 1 if the passage pair pi , pj share the same subtopic and 0 otherwise.

Note that, depending on different q, the embedding model can generate different set of
embedding vectors corresponding to each pi ∈ P , but for each case they are provided with
the same clustering ground truth T s as long as the candidate set P remains the same. We
refer this approach as the subtopic clustering supervision and the resulting re-ranking model
as Mono-BERT-cl from here on.
One may argue that the embedding model may only need to identify the relevant passages as the relevant cluster and all other non-relevant passages as the non-relevant cluster.
Providing this simple binary clustering supervision may be enough to train the embedding
model to achieve better re-ranking precision. Hence, to explore this alternative clustering
supervision, we present a different way to define the clusters referred to as the binary clustering. For binary clustering, we envision the candidate set of passages to form two distinct
clusters: relevant and non-relevant with respect to the query. In this setting, clustering
supervision would encourage all the query-specific embedding vectors of relevant passages
to be similar to each other. However, it would also encourage the same for the non-relevant
passages even if they are of different subtopics. Formally, the clustering ground truth is
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represented using the adjacency matrix T b as follows:

Tijb = 1 if both pi , pj are relevant or non-relevant for the query q and 0 otherwise.

Note that, for different queries, the set of relevant cluster would change and so is the adjacency matrix T b . From here on, this approach is referred as Mono-BERT-cl-bin and used as
a baseline for our evaluation.

6.4

Experimental Setup

We explore the task of passage re-ranking to evaluate whether our clustering supervision helps
the re-ranking model achieve better results in terms of precision. We utilize the articles from
the TRECCAR benchmark dataset for our experiment. Note that, in previous chapters, we
derive clustering benchmarks from the TRECCAR passage relevance but for this experiment,
we use the original passage retrieval benchmarks as provided. Note that, as a byproduct, our
clustering benchmarks and relevance benchmarks are consistent with each other. Specifically,
we use benchmarkY1train and benchmarkY1test top-level benchmarks (see flat clustering
benchmarks in Figure 4.1).
All TRECCAR benchmarks are constructed from Wikipedia articles. The article titles
and section titles of each article are used as queries. The ground truth contains information
about which passages are relevant for which sections. For example, consider a Wikipedia
article about COVID-19 as depicted in Figure 6.2. We see that under the title query COVID
19, there are various section queries such as Signs and Symptoms, Virology, and Prevention.
Passages appearing under each section (as well as directly under the article title) are considered relevant for that section query. For example, passages P4, P5 are relevant for the
section query Signs and Symptoms.
For the re-ranking task, we are given all passages appearing somewhere in the article and
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Figure 6.2: Center: Example TRECCAR benchmark article structure. All passages in the
article P1 to P13 forms the candidate set. All the section headings including the title heading
are considered queries.
Right: The task is for a given query e.g. COVID 19/Virology, re-rank all passages in the
candidate set such that the relevant passages for the query (in this case P6, P7, P8) stays
on top of the ranking.
Left top: We provide clustering supervision to the embedding model so that the resulting
embedding vectors would form subtopic clusters as shown.
Left bottom: An alternative way is to consider only two clusters with respect to the query:
relevant and non-relevant. This is referred to as the binary clustering and used as a baseline
in our evaluation.
we have to provide a re-ranking of those passages for the title and section queries. This is
a modified version of the original TRECCAR passage retrieval task described earlier, where
for each query derived from the article outline, instead of retrieving passages from a large
corpus, we focus on re-ranking only the passages relevant for any section in the outline. The
formal task statement is as follows:
Task Statement: Given an outline Qa and a set of candidate passages Pa for an article
a ∈ A, we are to re-rank the candidate set of passages Pa for each section in the outline.
For the given example, we are given the set of passages P1 to P13 as the candidate set
and we have to re-rank them for each of the queries from the article.
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6.4.1

Compared Systems:

We evaluate following three models on the re-ranking task:
• MB or Mono-BERT: This is the unmodified Mono-BERT re-ranker without any
clustering supervision.
• MB-cl or subtopic clustering-augmented Mono-BERT: This is our proposed
approach; subtopic clustering ground truth is provided to the re-ranker as the clustering
supervision.
• MB-cl-bin or binary clustering-augmented Mono-BERT: Binary clustering
ground truth is used as the clustering supervision. We include this method as a baseline.

6.4.2

Evaluation Paradigm:

We evaluate on the re-ranking task based on two retrieval benchmarks, benchmarkY1train
and benchmarkY1test which are part of the TRECCAR dataset. The evaluation scores are
reported in terms of mean average precision (MAP) metric. This evaluation is carried out
in two parts:
• Section Re-Ranking: We evaluate on the re-ranking task across all top-level section
queries in the benchmark.
• Lead Passage Re-Ranking: The task is to identify passages that constitute a summary of the article, such as found in the lead text of an Wikipedia article. It is
important to model the subtopics, to perform well on this task.
Table 6.1 presents the statistics of different queries from the two benchmarks.
In the next section, we show through empirical results that augmenting clustering supervision indeed helps the re-ranking model to achieve better results.
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Table 6.1: Evaluation Query Statistics
Benchmark

Section queries

Title queries

730
855

115
126

benchmarkY1train
benchmarkY1test

Table 6.2: Comparison of retrieval performance in terms of mean average precision (MAP).
The datasets used for this experiment are the benchmarkY1train and benchmarkY1test
obtained from the TRECCAR dataset. MB refers to Mono-BERT e.g. MB-cl refers to
Mono-BERT-cl model

Methods

Section Re-Ranking (MAP ± stderr)
benchmarkY1train
benchmarkY1test

Lead Passage Re-Ranking (MAP ± stderr)
benchmarkY1train
benchmarkY1test

MB
MB-cl-bin
MB-cl

0.553 ± 0.01
0.513 ± 0.01
0.522 ± 0.01

0.422 ± 0.025
0.441 ± 0.024
0.483 ± 0.026

6.5
6.5.1

0.529 ± 0.01
0.487 ± 0.009
0.501 ± 0.01

0.407 ± 0.023
0.438 ± 0.024
0.479 ± 0.023

Experimental Results
Overall Re-Ranking Quality

Table 6.2 presents the evaluation results on the re-ranking tasks conducted on the two benchmarks. We observe that for passage re-ranking task for section queries, unmodified MonoBERT obtains a better overall retrieval score. However, for the lead-passage re-ranking, our
Mono-BERT-cl approach with subtopic clustering supervision outperforms the unmodified
Mono-BERT approach by a large margin. This observation is consistent for both benchmarkY1train and benchmarkY1test. We observe Mono-BERT-cl-bin as the worst-performing
model when evaluated on section queries. Although, Mono-BERT-cl-bin improves upon the
unmodified Mono-BERT in the case of lead-passage re-ranking, it is outperformed by our
Mono-BERT-cl approach with subtopic clustering supervision. This suggests that providing
clustering supervision with subtopics is much more beneficial than binary clustering while
training an embedding model for re-ranking tasks. Hence, we include Mono-BERT-cl as the
only variant of our proposed re-ranking model for the subsequent evaluations.
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Figure 6.3: Query-wise analysis for TRECCAR benchmarkY1 train title queries. The height
of the bars indicates the improvement of MAP score with clustering-augmented Mono-BERT
over an unmodified Mono-BERT.

6.5.2

Evaluation on a Per-Query Basis

We also present the per-query improvement of MAP scores achieved by our model on the
lead passage re-ranking task over the baseline Mono-BERT. We observe in Figure 6.3 that
among 115 title-queries in the TRECCAR benchmarkY1-train dataset, 73 queries (63%)
obtain improved MAP scores from clustering supervision. For the other benchmarkY1-test,
the improvement is even stronger, 92 out of 126 title-queries achieve a better MAP score than
the unmodified Mono-BERT baseline. This suggests that supervision from a query-specific
clustering model leads to better re-ranking performance for lead passage prediction.

6.5.3

Qualitative Analysis

From the empirical results presented in Table 6.2, we observe that for the lead passage
re-ranking task, re-ranking models with subtopic clustering supervision (Mono-BERT-cl)
performs significantly better than the unmodified Mono-BERT. This suggests that augmenting clustering supervision to the re-ranking model is more beneficial for title queries
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Figure 6.4: Query-wise analysis for TRECCAR benchmarkY1 test title queries.
than section-level queries. To understand this phenomenon in more detail, we conduct a
qualitative analysis on some example title and section queries with their respective relevant
passages.

Title Queries Where Clustering Supervision Helps
• Title Query: Killifish
Relevant passages:
The word killifish is of uncertain origin, but is likely to have come from the Dutch kil
for a kill (small stream). Although killifish is sometimes used as an English equivalent
to the taxonomical term Cyprinodontidae, some species belonging to that family have
their own common names, such as the pupfish and the mummichog.
A killifish is any of various oviparous (egg-laying) cyprinodontiform fish (including
families Aplocheilidae , Cyprinodontidae , Fundulidae , Profundulidae and Valenciidae
). Altogether, there are some 1270 different species of killifish, the biggest family being
Rivulidae, containing more than 320 species. ...
For this query, the above two passages are relevant according to the ground truth among
13 passages in the candidate set which are to be re-ranked. From the per-query anal-
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ysis, we observe that for this query our Mono-BERT-cl approach obtains a MAP of
0.94 while the unmodified Mono-BERT obtains a MAP of 0.4. As in the case of most
of the title queries, we can see that the corresponding relevant passages are about a
much broader topic encompassing many different subtopics about the “Killifish” article
ranging from etymology to its biological classifications.
• Title Query: Crustacean
Relevant passages:
Crustaceans (Crustacea) form a very large, diverse arthropod taxon which includes such
familiar animals as crabs, lobsters, crayfish, shrimp, krill, woodlice and barnacle. The
crustacean group is usually treated as a subphylum , and thanks to recent molecular
studies it is now well accepted that the crustacean group is paraphyletic ...
The 67,000 described species range in size from Stygotantulus stocki at ... to the
Japanese spider crab with a leg span of up to and a mass of ... Like other arthropods,
crustaceans have an exoskeleton , which they moult to grow. They are distinguished
from other groups of arthropods, such as insects, myriapods and chelicerates ...
... Krill and copepod s are not as widely fished, but may be the animals with the greatest biomass on the planet, and form a vital part of the food chain. The scientific study
of crustaceans is known as carcinology (alternatively, malacostracology, crustaceology
or crustalogy), and a scientist who works in carcinology is a carcinologist .
For this query, the above three passages are relevant out of 19 in the candidate set.
In this case also, our Mono-BERT-cl (MAP 0.57) outperformed the unmodified MonoBERT (MAP 0.33) by a significant margin. Again the relevant passages focus on an
overview of the topic such as its place in the taxonomy, scientific studies, different
species (not detailing any specific species), and so on.

Section Queries Where Clustering Supervision Does Not Help
• Section Query: Human rights in Brazil/Prisoner violence
Relevant passages:
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... Prisons are overcrowded and unhealthy, and prison rape is not uncommon. There
are over 400,000 inmates in the system. Beatings, torture, and killings by prison
guards occur throughout the system. Children are abused in the juvenile justice system. According to the Ministry of Justice, 13,489 teenagers are in detention. Prison
overcrowding results in a prominent occurrence of prison violence ...
Prison conditions throughout the country often range from poor to extremely harsh and
life-threatening. Abuse by prison guards, poor medical care, and severe overcrowding
occurred at many facilities. Prison officials often resorted to the brutal treatment of
prisoners, including torture. Harsh or dangerous working conditions, official negligence,
poor sanitary conditions, abuse and mistreatment by guards, and a lack of medical care
led to a number of deaths in prisons. ...
It is clear from the two relevant passage snippets shown above that this query is about
the prison systems in Brazil which is a very narrow aspect of the overall topic of
the article, human rights in Brazil. For this query, the unmodified Mono-BERT approach achieved the perfect MAP score of 1.0 while our Mono-BERT-cl obtained a
MAP of 0.48. Note that, providing a clustering supervision in the case of MonoBERT-cl introduces a holistic view of the article topics. Hence, it may not be helpful
for queries related to a specific subtopic such as this. Other similar examples are
Desertification/Vegetation patterning, Lactobacillales/Bacteriophages, Hybrid electric
vehicle/Raw materials shortage, etc.

Outlier Cases
• Mono-BERT-cl Helps Section Query Section queries that discuss very specific
topics are prevalent in the dataset and the clustering supervision is not helpful whenever
this is the case. Due to this, we observe the weaker performance of our model in
aggregate for passage re-ranking task when all queries are considered. However, we
also have observed some section-level queries that benefit from clustering supervision.
Although by definition, these are section queries, their respective relevant passages are
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broad in scope (related to history, definition, or etymology of the topic). Below is an
example of a section query for which clustering supervision proves to be beneficial.
Section Query: Talent agent/History
Relevant passages:
By the 2000s, Hollywood’s largest talent agencies were known as the ”big five” or ”top
five”. Creative Artists Agency (CAA), William Morris Agency (WMA), United Talent
Agency (UTA), International Creative Management (ICM), and Endeavor . In 2009
two of the agencies, Endeavor and the William Morris Agency, merged ...
Since the decline in viewership in theaters, from the 1950s to 1960s, a monumental shift
occurred in how studios produced films and reduced the cost of exclusive and expensive
actors. ... This shift has meant that agents were now seen as a necessity instead of an
option. Agents became third parties who negotiated between studios and clients ...
In the 1980s new agencies were established to compete with the ”Big five.” In 1991
Bauer-Benedek merged with Leading Artists Agency to form what became United
Talent Agency. These agencies were Traid Artists and InterTalent. Traid Artist would
eventually be sold to William Morris Agency in 1992, and InterTalent would diminish
...
For this query, among 27 passages in the candidate set, the above passages are relevant. As the query itself suggests, the relevant passages summarize the topic of “Talent
Agency” and how it evolved over the years. Similar to title queries, historical topics
such as this are much broad in context that touches upon many specifics about the
article as in the case here. As we have seen throughout our per-query analysis, MonoBERT-cl improves upon the baseline for this query. In fact, our model achieves a
perfect MAP of 1.0 while Mono-BERT achieves a MAP of 0.49.
Other than this example above, the following are some more section queries for which
Mono-BERT-cl improved upon the baseline: Antimicrobial resistance/Definition, Cocoa bean/Etymology, Insular cortex/History, Hot chocolate/History, and so on.
• Mono-BERT-cl Hurts Title Query There are few cases, where in spite of being a
81

title query, the corresponding relevant passages describe only a specific aspect of the
article topic. Consider the following example:
Title Query: Instant coffee
Relevant passages:
Instant coffee, also called soluble coffee, coffee crystals and coffee powder, is a beverage
derived from brewed coffee beans that enables people to quickly prepare hot coffee by
adding hot water to the powder or crystals and stirring. Instant coffee is commercially
prepared by either freeze-drying or spray drying , after which it can be rehydrated. ...
Advantages of instant coffee include speed of preparation (instant coffee dissolves instantly in hot water), lower shipping weight and volume than beans or ground coffee
(to prepare the same amount of beverage), and long shelf life —though instant coffee
can spoil if not kept dry. Instant coffee also reduces cleanup ...
In this case, our Mono-BERT-cl fails to outperform unmodified Mono-BERT in terms
of MAP score (unmodified Mono-BERT MAP 0.8, Mono-BERT-cl 0.46). To explain
why our model performs poorly in the case of this title query, we take a closer look
into other subtopics discussed in the article besides that of the title query. In the
original Instant coffee article, we have the following sections: compositions, health hazards, history, production, regulation, and use. However, the relevant passages for the
title query only discuss some of the specific aspects of the topic, mainly preparation
and usage. This only aligns with our observation so far that clustering supervision is
beneficial for queries that target broad topics or multiple aspects of the overall topic
and are not suitable for narrow subtopics.
Overall, the qualitative study shows that our model is more suitable for improving the
re-ranking performance of queries that are broad and for which the corresponding relevant
passages span a wide range of subtopics. These broad queries are difficult to answer using
a pointwise relevance model (e.g. unmodified Mono-BERT). This is because it requires
knowledge about the diverse set of relevant subtopics for the article which is provided by the
clustering supervision of our Mono-BERT-cl model.
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6.6

Summary

The duality between retrieval and clustering has been explored in earlier works. However,
most of the existing research that leverage this duality, relies on unsupervised clustering
methods. When supervision is used for clustering, it is performed independently of the retrieval module. In this chapter, we explore a joint ranking and clustering approach that facilitates communication between these two modules with complementary information about the
data may improve retrieval results. We rely on the strong performances of our query-specific
clustering model shown in earlier chapters to extract query-specific subtopic information for
the passage re-ranking system. Our proposed joint-learning framework that trains a common
embedding model suitable for both clustering and retrieval, achieves seamless integration of
retrieval and query-specific clustering.
Results from our empirical evaluation suggest that such a framework is specifically suitable for broad queries for which relevant documents are covering a wide variety of subtopics.
By itself, a pointwise neural re-ranking system, such as Mono-BERT may fail in this case
because it has a narrow view of the relevance and has no way to capture the interactions
between other relevant passages in the candidate set. Knowledge about the clusters formed
within the candidate set provide a holistic view of the retrieval space that is useful for
retrieval models. Our proposed clustering-augmented re-ranking approach, Mono-BERTcl outperforms the unmodified Mono-BERT in re-ranking lead passages from two retrieval
benchmarks. This is a strong indication that our proposed model will perform well in other
avenues of IR research that requires identifying broad topics such as extractive document
summarization.
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CHAPTER 7
Conclusion

Answering broad queries is challenging because not only the relevance space covers numerous
topics of varying granularity but also the presentation of the relevant documents needs to
be effective. A ranked list or set of relevant documents will not be enough to highlight the
different subtopics covered. We aim at providing relevant information in response to a broad
query, organized in query-specific subtopic clusters. First, we focus on two key elements of
this long-term goal: directly optimizing the clustering metric (Chapter 3) and incorporating
queries into sub-topic clustering (Chapter 4) utilizing hierarchical agglomerative clustering
approach. Then, we generalize our findings for k-means algorithm and also present our endto-end framework for query-specific subtopic clustering (Chapter 5). Finally, we take our
query-specific clustering approach beyond generating clusters and demonstrate how it can
be utilized to improve retrieval models (Chapter 6).
While training any supervised model, we should design the optimization criterion based
on the evaluation metric we want to improve. However, this is difficult for clustering quality
metrics (e.g. RAND index) that are discrete functions. This is because, deep learning
methods rely on gradient descent optimization that requires informative gradients of the
optimization criterion to drive the training process. But for every point of discrete functions,
either we have zero gradients or no gradients at all. To address this, we develop Clustering
Optimization as Blackbox (COB) approach that utilizes a recently proposed approximation
algorithm to optimize for RAND index. Empirical studies show that our COB approach
outperforms existing supervised clustering approaches both in terms of accuracy and efficient
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training time.
Next, we address the key challenge of this thesis: how do we incorporate the query
into a supervised clustering approach? First, we explore this question in context of the
hierarchical agglomerative clustering. In this clustering approach, a similarity metric is used
to determine which pairs of data points should belong in the same cluster and hence merged
into a cluster. Iteratively, more and more data points are merged to build a hierarchy of
clusters. Our key insight is, if we want to derive clustering results suitable for a particular
query, then the similarity metric must absorb the query information because the similarity
metric governs the whole clustering process. Hence, we propose a trainable query-specific
similarity metric to orchestrate the clustering process. The metric is trained using large
query-specific clustering benchmarks derived from Wikipedia. Empirical evaluation on two
publicly available datasets (TRECCAR and arXiv) shows statistically significant results in
favor of our query-specific clustering approach.
Although, we observe strong evidence that incorporating query information is helpful in
obtaining better clustering results, it raises an interesting research question: is this approach
generalizable to other clustering algorithms as well? To study this, we propose a reformulation of the k-means clustering based on a recently proposed differentiable k-means algorithm
(DKM) that is suitable for query-specific clustering. Based on this, we develop a generalized
framework for query-specific clustering that supports both hierarchical and centroids-based
clustering approaches. We focus on understanding how incorporating query information at
different stages of our clustering system affects the overall clustering quality. In summary,
the envisioned system incorporates three major contributions from our work: query-specific
passage similarity metric, ideal query representations, and directly optimizing for the clustering results through an alternative formulation of the k-means algorithm. Thus, we move
one step closer to our ultimate goal of an end-to-end system that presents the relevant set
of documents in response to a query, clustered in a query-specific manner.
Finally, we show that the query-specific clustering approach can be helpful in other areas
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of information retrieval research as well. We present empirical evidence that for certain types
of queries, providing query-specific clustering supervision helps retrieval models in achieving
better precision.
Although, it is promising to see how incorporating query into a supervised clustering
process improves the overall clustering results, the true potential of such query-specific clustering is yet to be unlocked. The context of the query can be much broader than a static set
of query terms. For example, the context of the clustering task can also be modeled through
other side-information about the user: metadata from the user profile, previous interactions
between the user and the search engine and so on. We need a thorough quantitative study
with human participants to understand the impact of query-specific clustering results in
real-world applications and in a interactive setting.
While many of the recent information retrieval research are motivated by extracting
relevant information in response to a query, it is equally important to present the information
to the user in the most effective and in a meaningful way. This thesis aims to shed new light
on the role of the query in information presentation which often receives limited attention
from IR practitioners. The methods discussed in this thesis has the potential to revolutionize
the way we think about search engines when combined with advancements in deep learning
and information visualization.
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