We propose to extend standard Radio Frequency IDentification (RFID) usage by storing semantically annotated data within RFID tags memory, so that objects may actually 'describe themselves' in a variety of scenarios. In particular here we exploit our approach to carry out an advanced matchmaking process using metadata stored in RFIDs. A 'fully backward compatible' modification to the original RFID data exchange protocol is presented, allowing to implement an advanced resource discovery framework. A compression algorithm specifically devised to ease embedding of annotated DIG description is also proposed. Motivations and benefits of the approach are outlined in a tracking of agricultural and food products case study.
Introduction
Ubiquitous Computing paradigm, introduced by Weiser (1999) , refers to manifold aspects involving pervasiveness in information storage, processing and discovery. It is aimed to a model of human-computer interaction where information as well as computational capabilities have been deeply 'integrated' into everyday objects and/or actions. As opposed to classical paradigms, where a single user explicitly engages a single device to perform a specific task, exploiting ubiquitous computing features, the user will interact with many computational devices simultaneously, extracting data from the objects permeating the environment during ordinary activities, even not necessarily being aware of what is happening.
An interesting point of view is that ubiquitous computing technologies allow novel interactions with objects (the 'anything' dimension of a model which already allowed to perform transactions 'at any time' and from 'anywhere' for 'anyone'). Information technology can assist users in discovering more alternatives and analysing choices, thus giving people more elements to make rational decisions (Watson et al., 2002) . The impact of pervasive approaches over the evolution of current discovery paradigms has been largely analysed up to give a more detailed definition of them, based on the ubiquity, universality, uniqueness and unison network properties.
Radio-Frequency IDentification (RFID) is a promising infrastructure-less technology interconnecting via radio two main components:
• a transponder carrying data (tag), located on the object to be identified
• an interrogator (reader), able to receive the transmitted data.
Traditional RFID applications have been focused on supply chain management and asset tracking (Weinstein, 2005) . Nevertheless, at the state of the art, tags with higher memory capacity and on-board sensors disclose new scenarios and enable further applications. We present a semantic-based environment where tagged objects become resources exposing to a reader not a trivial identification code but a semantically annotated description. This enables objects equipped with RFID tags to describe themselves in a variety of scenarios e.g., during supply chain management, shipment, storing, sell and post-sell, without depending on centralised database and infrastructure.
We borrow and adapt both ideas and technologies from the Semantic Web to fully pervasive contexts intended as mobile ad-hoc environments, where objects endowed with RFID tags expose in an automatic and decentralised fashion their relevant properties and features. Users can be assisted in discovering items satisfying their needs as well as in exploring implicit product information at different stages of its life cycle. To this aim an extension of EPCglobal specifications 1 for RFID tag data standards has been devised, allowing to provide semantic-based value-added services. Its deployment is presented in an advanced matchmaking setting.
Coping with limited storage and computational capabilities of mobile and embedded devices, and with reduced bandwidth provided by wireless links, issues related to the verbosity of semantic annotation languages cannot be neglected. Compression techniques become essential to enable storage and transmission of semantically annotated information on mobile devices. Hence, in order to make our approach sustainable in reality, we devised and exploited a novel efficient XML compression algorithm, specifically targeted for DIG 1.1 (Bechhofer et al., 2003) document instances.
The remaining of the paper is structured as follows. In the next section we detail motivation of the approach and the rationale behind it with the aid of a simple reference example. Section 3 recalls fundamentals of logic formalisms we exploit in our framework, as well as most significant basics of EPCglobal RFID standard. Furthermore Section 4 outlines the proposed framework, sketching enhancements and related benefits with respect to the reference case study. Finally we comment on related work in Section 5; Section 6 closes the paper.
Motivation
Currently, RFID technology is merely used as a link between physical objects and a 'virtual counterpart' (Römer et al., 2004) in the digital world. Tags only store an identification code, which is used as a key to retrieve relevant properties of the object from an information server, through a networked infrastructure. Two main issues restrain an overall exploitation of the standard capabilities. First of all the original identification mechanism only enables a rudimentary string matching, providing exclusively 'yes/no' replies. Furthermore, RFID-based technology usually relies, to extract information, on stable support infrastructure and fixed database servers.
Several techniques have been proposed to enhance the identification and monitoring features provided by RFID systems. No formal frameworks, however, have been devised yet for enabling applications that involve Figure 1 Progressive semantic annotation in a product life cycle resources equipped with RFID technologies in scenarios where a 'simple' identification of an item is not enough.
The core idea of our approach is that an extension of current RFID technology supporting logic-based formalisms for knowledge representation allows semantically rich and unambiguous information to follow a product in each step of its life cycle. Semanticbased annotations are stored on RFID tags, exploiting machine-understandable ontological languages originally conceived for the Semantic Web effort, such as OWL (W3C Recommendation, 2004) . Product and process information can be queried, updated and integrated during manufacturing, packaging and supply chain management, thus allowing full traceability up to sales, and intelligent and de-localised querying of product data. To this aim we propose an extension of EPCglobal standards (Traub et al., 2005) enabling semantic-based services in a pervasive matchmaking framework. Noteworthily, protocols to read or write tags are preserved in the proposed extension, maintaining original code-based access, thus keeping a backward compatibility with basic applications practically without any modification.
A semantic-based approach would provide several benefits w.r.t. traditional ones, justifying higher complexity. As shown in Figure 1 , different information fragments -related both to product properties and processes they are subject to -can be added or updated in real time at each stage of product life cycle. That information would then be immediately available in later stages, without resorting to a particular support infrastructure. Such an approach can improve traceability during production and distribution, facilitate sales and post-sale services, and finally provide means for more efficient recycling and disposal (Yasuura, 2003) . In accordance with the original vision of the Semantic Web as proposed by Tim Berners Lee et al. in order to enable automated knowledge management and integration for such a wide array of activities, we use formal ontologies and describe items w.r.t. them.
A simple reference example will clarify our setting, also highlighting its benefits. Let us suppose to monitor the life cycle of a typical product of the Apulia region, the mozzarella, and to follow production steps 'from farm to fork' surveying and extracting relevant product/process information. Each production stage will see the progressive joining of annotations to enhanced RFID tags attached for instance to milk tankers (first production stage), to containers (logistic step) or to product packages (final sale phase). Because of traceability requirements, a tag will store:
• quantitative data pertaining to the product besides the EPC code
• high-level qualitative information about production or delivery/logistics processes, expressed as semantic annotations w.r.t. a reference ontology.
Information extracted via RFID can be used for a variety of purposes. First of all -at each stage of the product evolution -accurate verifications can be performed about expected quality requirements of the product or process. Moreover, intelligent deliveries can be routed from warehouse to different production departments according to their specific characteristics. A product can inherit (relevant parts of) the semantically annotated description of its raw materials, through properties defined in the ontology. Further product attributes can also be stored on the RFID tag, such as weight, production date or expiration date. Finally, in the post selling, the product endowed with an RFID tag attached to its original package enables advanced matchmaking applications. Beyond previous rather basic feature enabled by a data-oriented usage of RFID, our semantic based approach enables further interactions. After purchase, mozzarella is going to be stored at home in an RFID-enabled 'smart fridge', which -for example -can suggest the best recipes to use the product when its near expiration is detected.
Basics
In this subsection we summarise notions and definitions for technologies, languages and tools we exploit in our approach.
DLs, OWL and DIG
Description Logics (DLs) are a family of logic formalisms for Knowledge Representation (Borgida, 1995; Donini et al., 1996) -also known as Terminological languages, Concept languages -in a decidable fragment of First Order Logic. In DLs, the basic syntax elements are:
• concept names, e.g., milk, Apulia, oliveOil
• role names, like hasOrigin
Intuitively, concepts stand for sets of objects and roles link objects in different concepts, e.g., the role hasOrigin links products to production region. Individuals are used for special named elements belonging to concepts.
A semantic interpretation is a pair I = (∆, · I ), consisting of a domain ∆ and an interpretation function · I which maps every concept to a subset of ∆, every role to a subset of ∆ × ∆, and every individual to an element of ∆. We assume that different individuals are mapped to different elements of ∆, i.e., if a = b then a I = b I . This restriction is usually called Unique Name Assumption (UNA).
Previous basic elements can be combined using constructors to form concept and role expressions. Each DL has a different set of constructors. A constructor used in every DL is the one allowing the conjunction of concepts, usually denoted as ; some DLs include also disjunction and complement ¬ to close concept expressions under boolean operations.
Roles can be combined with concepts using existential role quantification (e.g., salad ∃madeOf.Tomato, which indicates the set of salads whose ingredients include tomato) and universal role quantification (e.g., milk ∀hasSource.bovine, which describes only cow milk). Other constructs may involve counting, as number restrictions: (product ≤ 1 hasSeller) expresses products commercialised by just one dealer, and (recipe ≥ 2 hasIngredient) describes recipes combining at least two ingredients.
Many other constructs can be defined, up to create n-ary relations (Calvanese et al., 1998) , so increasing the expressiveness of the DL.
Semantics of the expressions is given defining the interpretation function over each construct. For example, concept conjunction is interpreted as set intersection:
, whereas the other connectives and ¬, if present, maintain the usual theoretical interpretation of ∪ operator and complement one. The interpretation of constructs involving role quantification needs to make explicit domain elements: (∀R.C)
Concept expressions can be used in inclusion assertions
and definitions, which impose restrictions on possible interpretations according to the knowledge elicited for a given domain. For example, we could impose that coffee can be divided into beans and powder using the two inclusions: coffee coffeeBeans coffeePowder and coffeeBeans ¬coffeePowder, or that precooked food undergo only a first preliminary cooking process as precookedFood ≤ 1 isCooked. Definitions are useful to give a meaningful name to particular combinations, as in goatMilk ≡ milk ∀hasSource.goat. Sets of such inclusions are called Terminological Box (TBox). In simple DLs, only a concept name can appear on the left-hand side of an inclusion.
Semantics of inclusions and definitions is based on set containment: an interpretation I satisfies an inclusion
A model of a TBox T is an interpretation satisfying all inclusions and definitions in T .
Adding new constructors, makes DL languages more expressives. Nevertheless, this usually leads to a growth in computational complexity of inference services (Brachman and Levesque, 1984 (Baader et al., 2003) is also evident in the definition of the OWL language. In fact there are three different sub-languages for OWL:
• OWL-Lite. It allows class hierarchy and simple constraints on relations between classes.
• OWL-DL. Based on DLs theoretical studies, it allows a great expressiveness keeping computational completeness and decidability.
• OWL-Full. Using such a language, there is a huge syntactic flexibility and expressiveness. This freedom is paid in terms of no computational guarantee.
In this paper we will refer to the Attributive Language with unqualified Number restrictions (ALN ) DL, a subset of OWL-DL 5 . Constructs of ALN DL are reported in what follows (see Table 1 for further details):
• , universal concept. All the objects in the domain.
• ⊥, bottom concept. The empty set.
• A, atomic concept. All the objects belonging to the set A.
• ¬A, atomic negation. All the objects not belonging to the set A.
• C D, intersection. The objects belonging both to C and D.
• ∀R.C, universal restriction. All the objects participating in the R relation in whose range are all the objects belonging to C.
• ∃R, unqualified existential restriction. There exists at least one object participating in the relation R.
•
unqualified number restrictions. Respectively the minimum, the maximum and the exact number of objects participating in the relation R. Table 1 Syntax and semantics of ALN constructs Name Syntax Semantics
Ontologies are usually designed as simple-TBox in order to express the relations among objects in the domain. With a simple-TBox the left side is represented by a concept name in all the axioms (for both inclusion and definition). See Table 2 for details.
• definition: oliveOil ≡ oil ∀hasSource.olive 
As part of the activity of the Description Logic Implementation Group (DIG), a new interface to communicate with DL reasoners has been defined (Bechhofer et al., 2003) . The DIG interface uses HTTP as the underlying transfer protocol. It allows client (and server) developers to use existing libraries for implementation. For DIG requests, the protocol imposes to adopt HTTP POST. The body of the request must be an XML encoded message corresponding to a DIG request.
The original DIG specification concept language is based on SHOIQ (D) , that is a description logic that includes boolean concept operators (and, or, not) , universal and existential restrictions, cardinality constraints, a role hierarchy, inverse roles, the one-of construct and concrete domains. For our purposes, we adopted the ALN description logic, which has a polynomial complexity, both for standard and non-standard inferences.
There is a strict correspondence among OWL, DIG and DL syntax as shown in the following Table 3 . Nevertheless in the implementation of the proposed system we will use only DIG formalism in expressing demands as well as resource descriptions, because it is less verbose and more compact, a mandatory requirement in mobile ad-hoc applications.
In the rest of the paper we will formalise examples by adopting DL syntax instead of OWL-DL or DIG one for compactness. Nevertheless all the semantically annotated resources as well as the ontology employed to model them, can be easily rewritten using OWL-DL or DIG formalisms.
Inference services
It should be noticed that DL-based systems usually only provide two basic reasoning services:
• Concept satisfiability T |= C ⊥: Given a domain ontology T (for Terminology) and a description C (for concept), is the information represented by C consistent with the one in T ?
• Subsumption T |= C 1 C 2 : Given an ontology T and two descriptions C 1 and C 2 , is the information in C 1 more specific than the one represented by C 2 with respect to what is modelled in T ?
In a semantically-enabled resource retrieval scenario, where a matchmaking process between a requestdescribed by D -and each of the available resourcesrepresented by C -is needed, using subsumption it is possible to establish if C is more specific than D, T |= C D. If the previous relation holds, then the information C associated to the retrieved resource completely satisfies the one requested by D, i.e., a full match occurs. With Concept Satisfiability the discovery of incompatible resources with respect to the request can be performed. If D C is not satisfiable w.r.t. the ontology T , then C is not compatible with the request. Unfortunately full matches cannot be deemed the only useful, as they will be probably rare. Given a request and a set of resources, usually both C D and D C ⊥ w.r.t. T hold. That is, the resource does not completely satisfy the request but it is compatible with it. Hence, a metric is needed to establish 'how much' the resource C is compatible with the request D or, equivalently, 'how much' it is not specified in C to completely satisfy D, in order to make the subsumption relation C D true. Di proposed rankPotential algorithm, for the ALN subset of OWL DL, able to evaluate this measure. Given an ALN ontology T and two ALN concepts C and D both satisfiable in T , rankPotential(C, D, T ) computes a semantic distance of C from D with respect to the ontology T .
Notice that we write the distance of C from D rather than the distance between D and C because of the non-symmetric behavior of rankPotential (see Di Noia et al. (2004) for further details). In fact the relation we need to reach here is C D rather than C ≡ D.
With the aid of rankPotential it is also possible to compute a complex concept depth with respect to the taxonomy represented by the axioms set T . In fact, if
represents the distance of C from , i.e., the most generic Table 3 Correspondence between OWL, DL and DIG syntax /and > concept in the ontology. Notice that such distance is not trivially the depth of a node in a tree for at least two main reasons:
• An ALN ontology, typically, is not a simple terms taxonomy tree, i.e., it does not contain only IS-A relations between two atomic concepts, and can be better represented as a labeled oriented graph
• In ALN a complex concept is the conjunction of atomic concepts and role expressions.
The value returned by rankPotential( , C) here represents how specific is a complex concept expression C with respect to an ontology T . If some requirements in the request D are in conflict with the resource C, then rankPotential cannot be applied.
Nevertheless, in looking for least unsatisfactory proposals when recovering from an initial 'no potential match', a partial match could be 'not so bad'! Di proposed the rankPartial algorithm for ranking incoherent pairs of supplies and requests. Given an ontology T and two concept expressions D and C, both satisfiable with respect to T , if D is not compatible with C i.e., their conjunction is not satisfiable with respect to T , then rankPartial returns a score measuring the semantic incompatibility of D and C.
Radio Frequency IDentification (RFID)
In our framework we refer to RFID transponders conforming to the EPC standard for class I -second generation UHF tags (Traub et al., 2005) . As shown in Figure 2 , the memory of an EPC class I Generation-2 UHF RFID tag is divided in four logical banks (Epcglobal Inc., 2005):
• Reserved. It is optional; if present, it stores 32-bit kill and access passwords.
• Electronic Product Code (EPC). It stores, starting from address 0:
• 16 bits for a Cyclic Redundancy Check (CRC) code
• a 16-bit Protocol Control (PC) field, composed by (I) 5 bits for identification code length, (II) 2 bits reserved for future use and (III) 9 bits of numbering system for the identification
• an EPC field for the identification code.
• Tag identification (TID) . It stores at least:
• 8 bits having fixed binary value 11100010 2
• 12 bits for tag manufacturer IDentification
• 12 bits for tag model identification.
This bank may be enlarged to store other manufacturer or model-specific data (e.g., a tag serial number) that could allow to recognise the support for optional characteristics and protocol commands.
• User. An optional bank that stores data defined by the user application. Memory organisation is user-defined. EPCglobal Generation-2 UHF RFID air interface protocol is an Interrogator-Talks-First (ITF) protocol: tags only reply to reader commands. Here we briefly outline the protocol features required to better understand our work.
An RFID reader can preselect a subset of the tag population currently in range, according to user-defined criteria, by means of a sequence of Select commands.
Select command sends a bit string to all tags in range. Each tag will compare it to a memory area specified by the reader, then it will set or reset one of its status flags according to the comparison result (match or no-match). Parameters are as follows:
• Target determines which tag status flag will be modified by the Select command
• Action tells how a tag is required to modify the flag (set, reset, do nothing) for either positive or negative match outcome (a three-bit field is thus required to encode the six cases)
• MemBank indicates what memory bank must be compared
• Pointer is the address of the first bit of MemBank tag memory area that must be compared
• Length is the length of the bit string to be compared
• Mask is the bit string to be compared with the content of the memory area selected by MemBank, Pointer and Length values
• Truncate tells the tag to send only part of its EPC code in the following protocol step
• CRC used for command data integrity protection.
After this phase, the inventory loop begins. In each iteration the reader isolates one tag in range, reads its EPC code and has the opportunity to access its memory content. Among available commands, only Read and Write are relevant for our purposes.
• Read command allows to read from one of the four tag memory banks. Parameters are:
• MemBank indicates the bank data must be read from
• WordPtr points to the first 16-bit memory word to be read
• WordCount is the number of consecutive 16-bit memory words that must be read (if it is 0, then the tag will send data stored up to the end of the memory bank)
• RN, random number used as access transaction identifier between reader and tag
• CRC.
• Write command allows a reader to write a 16-bit word to one of the four tag memory banks. Its structure is similar to the READ one.
Together with previous features, the EPCglobal standard provides a support infrastructure for RFID applications: the Object Naming Service (ONS) (EPCglobal Ratified Specification, 2005) . It allows to locate metadata and services associated to a specified EPC. They are provided by the authority managing the object family the tag belongs to. The ONS is based on the Domain Name System adopted to solve symbolic internet addresses. In particular, ONS format for requests and replies must adhere to DNS standards. Basically the system performs the translation of the EPC code into a domain name and results of this interrogation correspond to valid records of DNS resources.
EPCglobal Network Protocol Parameter Registry, maintained by EPCglobal consortium, includes all the registered service suffixes, such as ws for a Web Service, epcis for an EPCglobal Information Service (providing authoritative information about objects associated with an EPC code) and html for a Web Page of the manufacturer.
Framework
In advanced pervasive computing scenarios, matchmaking between a request and a supplied product, typically involves not only the description of the product itself, but also data-oriented properties. Price and quantity are obvious examples of such numerical product attributes. Pervasive environments are usually resource-constrained, therefore context-aware attributes (e.g., remaining device battery power) may also be taken into consideration for more effective matchmaking. That is, the overall match value should take into account not only the description of the resource and of the request but also some (contextaware) values. An overall utility function has to combine all these parameters to give a global value representing the match degree (Ruta et al., 2006) .
Practical feasibility of a proposal for advanced usage of RFID technologies must take into account the severe bandwidth and memory limitations of current RFID systems, in order to meet cost requirements for large-scale adoption. Due to technological advances and growing demand, passive RFID tags with greater memory amounts are expected to be available (Bridgelall, 2003) . Nevertheless, XML-based ontological formats like OWL and DIG are far too verbose for direct storages on RFID tags. Finally, a further goal is to preserve the original EPCglobal RFID technology standards as much as possible, in order to ensure compatibility and smooth coexistence of new semantic-based object discovery applications and legacy identification and tracking ones.
To address all of the above issues, innovative solutions were devised. Semantically annotated information is encoded in a compact way by means of a novel algorithm aimed at efficient compression of XML-based ontological languages. Tag memory structure was extended in order to store the additional information required for semantic-based object discovery. The air interface protocol for UHF Generation 2 RFID systems was exploited in innovative ways, but neither new commands nor modification to existing ones were introduced, thus keeping full backward-compatibility with current RFID readers.
The proposed approach is hereafter outlined by means of a running example covering several steps in a product life cycle.
We refer to the food industry, since it represents a remarkable case of traceability requirements imposed by current legislation, that can be effectively satisfied in the proposed framework. At the same time, it is versatile enough to let us demonstrate the relevant aspects of our approach. To this aim, a prototypical food industry ontology F was developed. In F, only subclass axioms are represented to make the example more readable. In what follows, all examples of DL expressions will be formalised in classical logic-based syntax for the sake of compactness. Figure 3 reports a relevant subset of axioms in F for a better comprehension of the examples. Individuals belonging to knowledge bases built w.r.t. this ontology can represent products (either finished or unfinished) in the food industry. Each individual can be defined by means of a single concept representing the product class and possible role restrictions describing its relevant properties (e.g., origin, production processes, certifications).
As said before, in our scenario we focused on mozzarella, a fresh cheese which is typical of Apulia region and can be used in several recipes, both cold and warm. It is introduced in F ontology by the inclusion axiom: mozzarella fresh_cheese ∀has_raw_material.milk ∀has_source.bovine ∀has_colour.white We are going to follow production and packaging of mozzarella. After purchase, it is going to be stored at home in an RFID-enabled 'smart fridge', which will alert when expiration date is approaching and suggest the best recipes to use the product. For example, it is known that mozzarella is made with bovine milk only and that the fresh milk is better. Let us further suppose that our cheese maker prefers skim milk rather than whole milk to produce mozzarella, and that the following two milk deliveries are available in the warehouse in addition to the formerly described M1: In that case a DL reasoner providing rankPotential inference service can be exploited to find the most suitable milk delivery for mozzarella production 8 . Each of the above supplies is matched with the following request:
From farm to factory
MR: cow_milk ∀processed_with.refrigeration skimming.
Moreover, the following utility function is applied to take product contextual attributes into account and compute an overall match degree:
where pot_match is the rankPotential outcome, t now and t s represent current time stamp and supply time stamp respectively (measured in seconds starting from a common reference). A lower utility function value corresponds to a better overall match. Finally, the α parameter weights the contribution of milk age. If we choose α = 8: then every 8 h of milk age will add 1 to the overall score. Results of the above matchmaking process are reported in Table 4 ; since rankPotential yields a measure of semantic distance, the lowest value is the best. M 2 fully matches the request and provides the best overall score, whereas M 1 can be deemed as secondary choice, even though M 2 is older. Moreover, since goat milk is disjoint with cow milk in the F ontology, M 3 results to be incompatible with MR and rankPotential cannot be computed. This allows to discard M 3 as unsuitable for mozzarella production. Let us point out that full matches will be seldom achieved when dealing with more complex resource descriptions. However, rankPotential will still provide a significant semantic-based ranking of resources w.r.t. the request. In our approach, a product can inherit (relevant parts of) the semantically annotated description of its raw materials, through properties defined in the ontology. Further product attributes can also be stored on the RFID tag, such as weight, production date and expiration date. Let us suppose that those three values are written into the RFID tag attached to mozzarella produced with milk M2, along with the DIG expression referred to the following semantic annotation:
.(cow_milk ∀processed_with.skimming).
Protocol enhancement
In order to enable the scenario described so far, RFID tags and air interface protocol must provide read/write capabilities for semantically annotated product descriptions w.r.t. a reference ontology, along with additional data-oriented attributes. Moreover, a mechanism is clearly required to distinguish semantic enabled tags from standard ones, so that semantic based applications can exploit the new features without interfering with legacy applications. In order to accomplish that, we extend the memory organisation of tags compliant with the EPCglobal standard for class I Generation-2 UHF RFID systems described in Section 3.3. We exploit two bits in the EPC tag memory area currently reserved for future purposes. The first one -at 15 hex address -is used to indicate whether the tag has a user memory (bit set) or not (bit reset). The second one -at 16 hex address -is set to mark semantic enabled tags. In this way, a reader can easily distinguish semantic based tags by means of a SELECT command with parameter values as shown in Table 5 . Values for the triple MemBank, Pointer and Length identify the two-bit memory area starting at 15 hex address in EPC memory bank. The reader commands each tag in range to compare those two bits with bit mask 11 2 . The match outcome will be positive for semantic enabled tags only. The Target and Action parameter values mean that in case of positive match the tag must set its SL flag and clear it otherwise. The following inventory step will skip tags having SL flag cleared, thus allowing a reader to identify only semantic enabled tags (protocol commands belonging to the inventory step have not been described, because they are used in the standard fashion).
The EPC standard for UHF -class I tags imposes the content of TID memory up to 1F hex bit is fixed. Optional information could be stored in further optional TID memory. Generally these information are serial numbers or manufacturer data. Hence we use the TID memory area starting from 100000 2 address. In that area we store a 128-bit Ontology Universally Unique Identifier (OUUID) marking the ontology w.r.t. the description contained within the tag is expressed. In our example, the value of OUUID F will be stored. Finally, in order to retrieve the OUUID value stored within a tag, a reader will exploit a READ command by adopting parameter values as shown in the following Table 6 . MemBank parameter value identifies TID memory bank and WordPtr value specifies that the reading must start from the third 16-bit memory word, i.e., from 20 hex address. Finally, WordCount parameter indicates that 128 bits (eight 16-bit words) have to be read.
Contextual parameters (whose meaning depends on the specific application) will be stored within the User memory bank of the tag, together with the semantically annotated description of the good the tag is clung to. Due to the strict amount of memory available, the resource description has to be coded. Recall that semantically annotated descriptions are expressed in DIG syntax -which is an XML formalism (Bechhofer et al., 2003) -hence because of verbosity of that format, the use of a compression algorithm is needed. We use a simple compression technique in order to reduce the memory occupancy.
Details concerning characteristics and performance of the adopted DIG encoding tool are covered in Section 4.3.
An RFID reader can perform extraction and storing of a description on a tag by means of one or more READ or WRITE commands, respectively. Both commands are obviously compliant with the RFID air interface protocol. Table 7 reports parameter values of the READ command for extracting the full contents of User memory, comprising both contextual parameters and the compressed description.
As formerly illustrated, together with previous features, the EPCglobal standard provides a support infrastructure for RFID applications: the ONS (EPCglobal Ratified Specification, 2005). In our approach the ONS mechanism is considered as a supplementary system able to grant the so-called ontology support. Recall that the whole proposed system is basically structured as a MANET. Hence, in case the reader does not manage the ontology w.r.t. is expressed the description within the tag, it needs an Internet connection in order to retrieve the related DIG file. For this purpose we use the ONS service and we hypothesise to register within the EPCglobal Network Protocol Parameter Registry the new service suffix dig. Recall that the registry maintains all the registered service suffixes. The new dig suffix will indicate a service able to retrieve ontologies with a specified OUUID value. Of course the same could be done for OWL or any other ontological language.
In case of EPC derived from the GS1 standard 9 , we assume that the pair of fields used for ONS requests -and referred to the manufacturer and to the merchandise class of the good -will correspond to a specific ontology. In fact that pair identifies exactly the product category. Two goods with the same values for that field parameters will be surely homogeneous or even equal. Nevertheless the vice versa is not verified. Products belonging to the same category, described by means of the same ontology, could have different values for parameters. This is the case of similar goods with different manufacturer or manufactured by the same producer but belonging to different merchandise classes.
Data compression
A compression algorithm specifically targeted to the packing of standard DIG 1.1 format (Bechhofer et al., 2003) has been devised in our framework. The general approach, however, is easily adaptable to any other ontological language based on XML, such as OWL.
Each DIG document instance follows DIG XML Schema, which comprises at most 40 different tags. The document creator inserts elements she thinks most appropriate. In a DIG document, no value is set inside any tag; only tag attributes can be specified, within a well defined finite set of types. For example, the DIG document representing the above M2 milk delivery is reported hereafter. <?xml version="1.0" encoding="UTF-8"?> <tells xmlns="http://dl.kr.org/dig/2003/02/lang"> <defindividual name="milk_delivery_M2"/> <instanceof> <individual name="milk_delivery_M2"/> <and> <catom name="cow_milk"/> <all> <ratom name="has_origin"/> <catom name="Apulia"/> </all> <all> <ratom name="processed_with"/> <catom name="refrigeration"/> </all> </and> </instanceof> </tells>
We propose a simple DIG compression solution particularly suitable for pervasive applications, whose structure is shown in Figure 4 . Three fundamental phases can be identified:
• data structures packing • attribute values packing • zlib packing.
We exploit the peculiarity of the DIG format having few, well defined and limited tag elements. A typical DIG file is mostly composed of empty XML elements. 
Data-structures packing
The proposed compression algorithm is based on two fundamental principles. First of all, pure data have to be divided from data structures; furthermore data and data structures have to be separately encoded in order to obtain a higher compression rate. Data structures are basically XML elements with possible related attributes, whereas data simply are attribute values. As noted above, data-structures in DIG syntax are fixed and well defined by DIG XML Schema, whereas data are different from document to document. XML elements are coded by associating an unambiguous 8-bit code to each structure in a static fashion. Consider that DIG files adopt either ISO 8859-1 or UTF-8 character encodings, which use one byte for each character (special characters requiring more than one byte in UTF-8 do not belong to the symbol set of DIG): so an early size saving is achieved. The association between XML structures and the corresponding code is fixed and invariable. This is a further advantage because, unlike general purpose XML compressors, it is not necessary to insert a header containing the decoding table within the compressed file.
The result of this first stage on our example file cuts file size down from 459 B to 101 B: the intermediate encoding is reported in the following (for the sake of readability, codes are shown in hexadecimal representation, whereas attribute values as character strings; whitespace was also added manually for visual clarity).
cd b7 c9 milk_delivery_M1 be cb milk_delivery_M1 b5 c6 cow_milk b6 cc has_origin c6 Apulia a7 b6 cc processed_with c6 refrigeration a7 a6 b0 b3
Attribute-values packing
Most recurrent words are identified in the previously distinguished data section. They will be coded with a 16-bit sequence. A header of the compressed file is thus built, containing correspondences between each text string and the related 16-bit code. It is dynamically created and exclusively belongs to a specific DIG document instance. The provided header will be exploited in the decompression steps. Assigned codes differ by their second byte, because the first octet is adopted as padding in order to distinguish the attribute value coding from regular ASCII characters. This second compression stage allows to obtain a further size saving, particularly in ontologies with very frequent concepts and roles. On the other hand, the use of the header could compromise compression performances for short files, as the space consumption for the header reduces savings obtained with compression. Hence the encoding of all the string values of a DIG file without any a-priori distinction has to be definitely avoided.
A correct compression procedure should properly take into account both the length of an attribute string and its number of occurrences within the file. The minimum length of strings to encode can be trivially calculated by comparing the size consumption needed to store string/code correspondences and the saving obtained with the encoding: in the proposed approach only text attributes with a length of at least three characters will be encoded. Furthermore we must evaluate the number of occurrences of each attribute i (from now on nr_occurences i ). We set an optimal minimum value nr_occurences_min and we will encode only i attribute values where nr_occurences i > nr_occurences_min. We have performed statistical evaluations trying the compression of 72 sample DIG documents and evaluating obtained compression rates varying nr_occurences_min. Results show that the best compression rates are produced by nr_occurences_min values within the range [2] [3] [4] [5] [6] [7] [8] with an average of 4.03 and a standard deviation in the range [0-0.3]. Thus we set nr_occurences_min = 4, so only attribute strings with at least three characters and recurring at least four times will be encoded.
Since no attribute value occurs more than twice in our example DIG document, the compressed file header will be empty. Only the header delimiter character fe hex will be added in front of the encoded document, as shown hereafter, taking size to 102 B.
fe cd b7 c9 milk_delivery_M1 be cb milk_delivery_M1 b5 c6 cow_milk b6 cc has_origin c6 Apulia a7 b6 cc processed_with c6 refrigeration a7 a6 b0 b3
zlib packing
Finally zlib library based on the Ziv-Lempel compression algorithm (Ziv and Lempel, 1977 ) is exploited to apply an eventual third compression level, optimising the overall result. Ziv-Lempel algorithm does not perform particularly well when compressing a partially coded input (it is difficult to find more occurrences of the same character sequence). The use of zlib, however, resulted useful in our approach specially for large files, where it produces the compression of words excluded by previous compression steps and of the file header.
In our very short example document, this final step brings file size from 102 B to 95 B.
Performance evaluation of the proposed algorithm has been carried out estimating three fundamental parameters:
• compression rate
• turnaround time
• memory usage.
Two tools were developed in C language implementing our compression and decompression algorithms. They were named DIG Compressor and DIG Decompressor, respectively. Currently, Windows and Linux platforms are supported, leveraging the freely available zlib compression library.
Tests for compression rate and running time were performed using:
• a PC equipped with an Intel Pentium 4 CPU (3.06 GHz clock frequency), 512 MB RAM at 266 MHz and Windows XP operating system
• a PC running Gentoo GNU/Linux with 2.6.19 kernel version and Valgrind (Nethercote and Seward, 2007) profiling toolkit.
This second PC was equipped with a Pentium M CPU (2.00 GHz clock frequency) and 1 GB RAM at 533 MHz. Firstly, compression rates achieved by the proposed algorithm were considered, in order to assess whether our approach is adequate to the purposes outlined. We carried out tests with 70 DIG documents of various size. Our aim was to evaluate compression rates for both smaller instance descriptions and larger ontologies. Figure 5 shows average compression rates and standard deviations for different size ranges of DIG input data.
Figure 5 Obtained compression rates
Overall average compression rate is 92.58 ± 3.58%. As expected, higher compression rates were achieved for larger documents. Even for very short DIG files (less than 2 KB), however, average compression rate is 87.05 ± 2.80%, which is surely satisfactory.
A comparative evaluation was carried out using as benchmarks the general purpose XML compressor XMill (Liefke and Suciu, 2000) and gzip 10 generic compressor.
Testing the compression rate, the proposed system allowed to obtain smallest resulting files, as shown in Figure 6 . For each DIG file, original size in bytes is reported. It should be noticed our algorithm performed significantly better for small DIG documents. This result is very encouraging, since in our mobile scenarios we usually deal with small XML documents representing the annotations of available resources.
Figure 6 Performance comparison: Compression rate
In order to evaluate the turnaround time, each test was run ten times consecutively, and the average of the last eight runs was taken. Results are presented in Figure 7 . It can be noted that DIG Compressor has higher turnaround times than other tools, though absolute values are still quite acceptable. Such an outcome suggests we should put further work into optimising our implementation for execution speed. Finally, memory usage analysis was performed using Massif tool of Valgrind debugging and profiling toolkit. Massif measures stack and heap memory profile throughout the life of a process. For our comparison, only the memory occupancy peak was considered. DIG Compressor memory usage is only slightly higher than the one of gzip, with high correlation (r = 0.96) between the two value sets. This result could be expected, since our algorithm relies on Ziv-Lempel compression in its last phase. On the contrary, XMill showed a more erratic behavior. Outcomes can be reputed as encouraging because memory-efficient implementations of zlib library are currently available for all major mobile platforms.
From factory to fork
Coming back to our running example: let us suppose a consumer buys a mozzarella package endowed with a semantic enabled RFID tag containing the information reported in Section 4.1. She takes it home and stores it in her 'smart fridge', which integrates an RFID reader for scanning products and a tablet computer for user interaction. The smart fridge scans its content periodically. In particular, it can detect products approaching their expiration and alert the user. This is accomplished using RFID air interface protocol commands described in Section 4.2. In particular, by means of a READ command the smart fridge can obtain the expiration date from the RFID tag attached to each product.
Beyond this rather basic feature enabled by a data-oriented usage of RFID, our semantic-based approach enables further interactions. When a product near expiration is detected, the smart fridge can suggest the best recipes that use the product, according to its current content.
The fridge RFID reader reads the expiration date of mozzarella from the RFID tag on the package and computes that expiration is due tomorrow. Therefore the fridge computer starts searching for the best recipes that can be made up with the products it has detected via RFID as currently present.
To this aim, we hypothesise that the fridge computer is equipped with a semantic facilitator providing the inference services described in Section 3.1. In fact, the envisioned scenario can be modelled as a semantic based matchmaking problem.
Eat parade: a semantic-based approach for food discovery and composition
A preliminary remark has to be made in order to correctly motivate advanced features disclosed by our framework. Note that in the case study matchmaking problem, the perspective is somewhat inverted w.r.t. classical ones, because here one supply (given by the conjunction of more ingredients) is matched with n demands (a set of recipes). That is, in our running example, the content of the fridge constitutes the supply, while known recipes are the possible demands. The supply S is defined as the conjunction of the semantically annotated descriptions of available products in the fridge. Each recipe R(i) is instead modelled as an individual of a KB managed by the reasoner embedded in the fridge computer. We assume that each recipe is defined w.r.t. the same ontology food F as the products and it is described simply as conjunction of concepts representing the required ingredients. In this way, demands best fitting our supply can be found through rankPotential algorithm cited in Section 3.1.
Before delving into matchmaking details, it should be pointed out that care has to be paid when modelling food product resources, in order to avoid inconsistency of the conjunction of different products. Moreover, this approach can be deemed as an implicit and simplified resource combination where a semantic facilitator attempts to identify a demand in a set, best matching a specified supply. This approach tries to find a compromise between expressiveness and simplicity. It is aimed at discovering resources for an activity (cooking recipes at home) that does not require rigid and formal process specification. More complex semantic-based service composition techniques could be adopted when processes must be thoroughly formalised and inputs, outputs, preconditions and effects have to be considered for each elementary service available for composition.
Currently in the fridge there are the following products besides mozzarella : butter, tomatoes, eggs, ham, basil. For the sake of simplicity, we omit detailed resource descriptions. The supply S can be therefore described as:
S : mozzarella butter tomato egg ham basil C
where C represents the conjunction of further semantically annotated characteristics taken from the RFID tag on each product. In the following matchmaking example we will assume C ≡ .
Let us suppose the following recipes are present in the KB: A further peculiarity of this matchmaking problem is that we want to be able to set strict constraints, requiring necessarily that a particular product is used. These strict requirements can be triggered automatically when an event occurs, or may be set by the user. In our example use case, the smart fridge automatically sets a strict requirement on products near expiration. Therefore in a preliminary step a request P s is defined as the conjunction of strict resource requirements. In our example:
A first matchmaking round is performed using rankPotential. In this step, P s is considered as a demand and each R i as supplies. Only those R i for which a full match occurs (i.e., rankPotential returns 0) will be used in the second matchmaking step. Results of this preliminary matchmaking are given in Table 8 for our example. As we can see, only R2 and R3 give a full match. R1 will not be used in the next step because it does not contain mozzarella, even though we can see that all ingredients for omelette are present in the smart fridge. Results of final matchmaking are shown in Table 9 . As we can see, R2 results in a smaller rankPotential value than R3, i.e., it has a closer semantic distance. This implies that we need to purchase fewer products to make insalata caprese than pizza Margherita. When considering a recipe knowledge base with high cardinality of individuals, the proposed approach might seem too lengthy to be practically feasible. It should be noted, however, that the whole process needs no user intervention, since information on available supplies is collected through RFID, possible demands are known a priori (from the recipe KB) and matchmaking is fully automated. Consequently, the discovery can be performed even when a user is away or during night time. Results will be displayed on the fridge screen, so that when user goes in her kitchen she can see both the expiration alert and the suggested recipes. Moreover, as long as the content of the fridge does not change, the matchmaking process needs to be executed automatically no more than once a day, since food expiration is measured with day granularity. Nevertheless, through periodical RFID scans with higher frequency (e.g., every 5 min), the smart fridge can detect if products are added or removed and consequently recompute matchmaking results.
The same object discovery and matchmaking framework can support additional use cases. For example, the user can search explicitly for suitable recipes to be prepared with a given product. Besides, if the user is about to leave home for some days, she may desire to consume all perishable products in her fridge. In such cases, she will set strict constraints on products she wants to use. These additional use cases are not currently implemented, but are trivially achievable with the elements described so far. We limited the current case study to a single smart appliance. By using mobile ad-hoc wireless technologies such as semantic-enhanced Bluetooth (Ruta et al., 2006) , however, the approach could be extended toward a 'smart kitchen' comprising several product repositories (e.g., a fridge, a pantry and a cupboard), each equipped with an RFID reader to discover and monitor its content. Each repository could then advertise product descriptions and cooperate in matchmaking, in a coordinate and decentralised fashion.
Performance evaluation
A thorough experimental evaluation of all aspects of system performance, requires a complete implementation of our framework into a testbed with real semantic-enabled RFID devices. That would only be possible through partnership agreements with device manufacturers/ integrators, that we are currently pursuing. At this stage, a prototypical semantic-enhanced RFID infrastructure has been simulated by extending IBM WebSphere RFID Tracking Kit middleware solution for RFID applications. RFID simulations and tests are performed on that testbed, which is deployed on a laptop PC equipped with Pentium M processor (2.00 GHz clock frequency), 1 GB RAM at 533 MHz and Microsoft Windows XP operating system.
Performance analysis focused on a preliminary measure, that can provide insightful information about practical feasibility and efficiency of the proposed approach. Reading and decompression times of simulated semantic-enhanced RFID tags was evaluated, in order to provide an initial investigation assessing the impact that our approach may have on RFID system performance. Compressed semantic annotations of 40 different products were used. Their average size is 266 ± 104 B (range 91-440 B). Simulated RFID data access from each tagged item was repeated 100 times, recording the sum of both reading and decompression time. For each item the mean value was then considered.
Results are reported in Figure 8 . Average access time is 2.02 ± 0.36 ms, corresponding to a theoretical tag read rate of approximately 500 tags/s. Since tests were run on a software-simulated RFID platform, exact numerical values are not significant as their order of magnitude. The latter can be sensibly compared to performance of RFID systems compliant with EPCglobal standards for Class 1 Generation-2 UHF RFID systems. It is known that RFID system performance in the field highly depends on the particular application, environmental conditions (electromagnetic noise, RFID reader density) and local regulations affecting the available bandwidth. Early simulations and tests carried out by universities and independent laboratories estimated read rates in a range of 7-100 tags/s in typical conditions (Ramakrishnan and Deavours, 2006; Kawakita and Mistugi, 2006) . Our simulation results are quite above these with such data, thus providing a very preliminary evidence that adoption of compressed semantic resource annotations on RFID tags does not impair performances in the field w.r.t. to traditional ones. The latter, in turn, will not suffer any direct performance degradation from the newly introduced features, as they will read the EPC only. Finally, access time showed a moderate positive correlation (r = 0.60) with annotation size. This may suggest that structure of a DIG annotation (i.e., exploited logic constructors and frequency of attribute names) has also an impact over the decompression. This aspect was not investigated further as it can be deemed not relevant for any practical purpose.
Benefits of the proposed approach
The detailed analysis of our framework and its application to a practical example showed how innovative enhancements of EPCglobal RFID technological standards enable advanced semantic-based thing discovery. Our approach can support a range of use cases, involving different stakeholders in each step of a product life cycle.
During product manufacturing and distribution, a wide-area support network interconnecting commercial partners is not strictly needed. This is a significant innovation w.r.t. common RFID supply chain management solutions. By means of their semantic enabled RFID tags, products are always accompanied by a structured and rich description of their characteristics, endowed with unambiguous and machine-understandable semantics. Products then auto-expose their description to whatever RFID-enabled computing environment is reached. This favours decentralised approaches in order to offer context-aware application solutions in pervasive computing environments, based on less expensive and more manageable mobile ad-hoc networks.
It has been also shown that, beyond improved traceability, a semantic-based approach provides unique value-added capabilities. Non-standard inference services described in Section 3.1 allow a semantic-based matchmaking. Query flexibility and expressiveness are much greater than both keyword-based information retrieval and standard service/resource discovery protocols, which support code-based exact matches only. Non-exact match types are prevalent in real scenarios, involving a large number of resources by many different sources. Semantic-based techniques support non-exact matches, further providing means for outcome explanation. This enables an effective query refinement process and can strengthen user trust in the discovery facility. Semantic-enhanced RFID object discovery can be leveraged also for sale and post-sale services, by assisting customers in using the products they purchased more effectively.
Related work
A decentralised approach is fundamental for applications aiming to be really ubiquitous. A support infrastructure built upon powerful devices and expensive large-scale network links should not be a mandatory prerequisite, even though it may be exploited when available. Vasudevan (2004) envisions such a flexible and context-aware ubiquitous service infrastructure. The biggest obstacle toward decentralised approaches is seen in the too high cost of RFID tags with sufficient memory. Notwithstanding, the growing demand of RFID solutions and the constant progress in micro devices (Moore's law) allow to expect that passive RFID tags with higher memory capacity will be available at low cost in the next few years (Bridgelall, 2003) . De et al. (2004) presented a pervasive architecture for tracking mobile objects in real-time for supply chain and B2B transaction management. A global and persistent IT infrastructure is necessary in order to interface RFID system within partner organisations through the Internet. These requirements make the approach less suitable for mobile B2C and C2C scenarios. An XML formalism named Physical Markup Language (PML) is used to describe objects and processes. While allowing the creation of expressions extending the basic language, it does not exploit any semantics of resource descriptions. Conceptual domain knowledge is embedded in the PML specification itself. It only allows string matching resource discovery.
A similar approach is followed by Boukraa and Ando (2002) to enhance a 3D scene visual analysis system. RFID tags attached to objects in the environment are used to identify items and to retrieve their geometrical models, stored in a database as XML documents. Models describe geometrically invariant configurations that help the system in recognising location and orientation of objects in the observed space. Römer et al. (2004) present two frameworks for ubiquitous computing applications using smart identification technologies. Core design abstractions such as object location, neighbourhood, composition, history and context make them flexible, and they were indeed adapted to several applications. Nevertheless, as admitted by the authors, scalability issues are present. They may be related to the virtual counterpart approach, which seems to be unsuitable to real mobile applications. A further limitation is that semantics of object properties and capabilities is not explicit, but it is encapsulated in either Java classes or web services. Jini and UDDI are used as service discovery protocols.
Several efforts have been spent on exploiting RF technologies to enhance Human-Computer Interaction (HCI) in wearable computer architectures. Hum (2001) early introduced an OSI-like protocol stack he called Fabric Area Network (FAN), supporting a dynamic data routing between RFID tags deployed on garments and a single wearable base station. Different clothing layers can be associated to different applications, such as health monitoring (through sensors embedded in RFID tags) and personal security (by letting the FAN interact with RFID tags attached to user wallet and keys). Schmidt et al. (2000) focus on implicit HCI in pervasive computing, taking user activity in the real world as input to computers. In their paper the authors introduce a wearable RFID solution enabling operations on an information system simply by picking up or using an operationrelated tagged object. The proposed system has been also integrated with SAP R/3 in a case study. Since no semantic information are associated to RFID tags themselves, a virtual counterpart is always needed. Interaction patterns are quite unnatural in some cases, because real-world objects are used to start even those tasks that need explicit HCI (e.g., editing a document in a word processor).
Interaction patterns between users endowed with GSM phones and everyday objects are investigated by Siegemund and Florkemeier (2003) . Exploited objects are augmented through so-called BTnodes, active RFID transponders equipped with on-board sensors, modest computing capabilities and Bluetooth connectivity. An infrastructure enabling a hybrid implicit-explicit HCI model is implemented. In order to minimise the user involvement, an 'invisible' pre-selection, based on contextual conditions, is performed. Elected objects send interaction stubs to the GSM terminal of the user (basically stubs are SMS templates to issue commands to objects or to ask their status). Authors claim proposed interaction patterns are perceived as natural, but sending SMS to special objects requires too much user attention so altering normal relationships between people and things. The need for a costly communication link such as GSM is an open issue.
User intention detection is a relevant question for context-aware ubiquitous applications. Proper techniques must be devised to recognise user tasks in order to assist her in timely and unobtrusive ways, without either being inappropriate or altering her habits. Nakauchi et al. (2003) present a prototypical activity detection and support system. It consists in a room where all furniture elements are equipped with sensors connected to a machine learning system exploiting RFID tags. Although limited to a small set of possible tasks, experimental tests showed learning algorithms may improve system accuracy in recognising human activities. Kawakita et al. (2004) present a support system aimed at enhancing information exchange within a conference room. RFID-enabled badges are given to the meeting attendants having a remotely stored profile. Each room has an RFID reader. A middleware tracks participants while entering or exiting meetings. Location-keyed and user-keyed databases are populated in order to verify user attendance at the events. Upon this basic infrastructure, two support services are implemented. An instant messaging tool, running on the laptops of users attending the same room, automatically invites them to a shared chat session. Furthermore a remote file system folder is associated to each meeting event and the access to it is dynamically granted to users as long as they stay in the room. The applicability of a such proposal is limited by the preliminary explicit profiling of both users and events of interest. Nevertheless, it is a good example of implicit HCI in ubiquitous computing, because it enhances user experience without modifying people habits or their interactions with the environment.
gzip (along with its library version zlib 11 ) is a very popular universal compression tool. It is based on a variant of the LZ77 Ziv-Lempel algorithm (Ziv and Lempel, 1977) . It basically searches for string sequences recurring at least one time within the file to be compressed. Furthermore it substitutes the second occurrence with the pair: distance (in byte) from the first exemplar of the sequence and length of the sequence itself. Among general purpose compression algorithms and tools, the PAQ family (Mahoney, 2005) currently shows the best compression rates. It is based on two fundamental ideas which evolve upon classic Huffman (1952) encoding algorithm: context mixing and arithmetic coding. Context mixing, in particular, consists in adaptively weighting several source models in order to assign the overall symbol probabilities during encoding. A major drawback of PAQ algorithms is their huge processing and memory requirements, which currently are far beyond what is provided by mobile computing devices.
XMill (Liefke and Suciu, 2000) is an efficient schema-aware XML compressor. Its approach is based upon the separation of XML content into different containers, which are stored sequentially in the output file. The first container is always used for encoding document structure. Another one lists XML tag and attribute names and is compressed using zlib. For each XML tag type in the source document, one more container is created. Each of these data containers is compressed by a specialised module. XMill provides optimised compression modules for several basic data types (such as text, integers and dates), as well as an API to add custom modules for application-specific data types. XMill performances are better than generic compressors for medium and large XML documents. For small files (up to 20 KB approximately), however, tests showed lower compression rates than generic algorithms such as gzip. Since each container is compressed separately, in those cases efficiency of compression algorithms is penalised by the small size of containers. For our intended applications, it is important to achieve high compression rates even for short documents as DIG annotations stored within tagged objects, sensors or micro-devices. A different approach w.r.t. the one of XMill is therefore required. Harrusi et al. (2006) adopt a syntactic approach to XML compression. A DTD or XML Schema is treated as a Dictionary Grammar, which is a variant of a Context Free Grammar. A parser generator was developed, that builds a parser for the DTD or XML Schema of the document to be compressed. The XML document is then parsed and symbols are encoded using Partial Prediction Matching (PPM), an adaptive encoding technique (Cleary and Witten, 1984) . Authors showed that grammar-driven PPM is more efficient than other PPM-based XML encoding techniques. Compression rates are higher than XMill, though PPM-based compressors are generally slower. A further advantage of that approach is in allowing the compression of XML data streams. That feature can be useful in network applications. Unfortunately we could not compare proposed algorithm with that tool, since it is not publicly available. The XML corpus used in Harrusi et al. (2006) for benchmarking does not contain documents in DIG formalism.
Conclusion
In this paper we proposed a framework enhancing RFID technologies purposes with the aid of formal semantics support. Objects tagged with RFID transponders carry a semantically annotated description so permitting to implement an advanced 'thing' discovery. Some slight modifications to the EPCglobal standards allowed the management of ontology-based data as well as to support non standard inference services, while keeping backward compatibility.
The system has been implemented within a messageoriented commercial middleware in order to test the feasibility and the usability of the proposed solution. The framework includes a compression tool based on an efficient algorithm specifically aiming at size reduction of document instances expressed in various ontological languages.
Future extensions of the framework will see the substitution of wired nodes with wireless devices, such as PDAs or smartphones, in order to make the approach fully decentralised. Proposed case study is being actively implemented in an experimental environment to fully evaluate the approach, in the framework of an Apulia Region research initiative.
