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Neste trabalho detalhamos os procedimentos empregados na predição teórica do espectro de 
energia do átomo de hidrogênio. Iniciamos com a problematização da estabilidade do átomo de 
Rutherford e do espectro de linhas do átomo de hidrogênio, dando atenção especial à chamada 
estrutura fina do espectro. Seguimos com o desenvolvimento e discussão da física envolvida nas 
equações de onda de Schrödinger (não relativística) e de Klein-Gordon (relativística). Os 
espectros de energia decorrentes destas equações são comparados com dados experimentais e 
também comparados entre si. Por fim, introduzimos a equação de Dirac – a qual descreve 
partículas de spin ½ – e encontramos o espectro de energia de uma partícula de Dirac num 
potencial de Coulomb empregando teoria de perturbação. O espectro assim obtido é finalmente 
comparado aos resultados obtidos pelas equações de Schrödinger e de Klein-Gordon. 
 


























In this work we detail the procedures employed in the theoretical prediction of the energy 
spectrum of the hydrogen atom. We begin with the problematization of the stability of the 
Rutherford atom and the line spectrum of the hydrogen atom, paying special attention to the so-
called fine structure of the spectrum. We continue with the development and discussion of the 
physics involved in the Schrödinger (non-relativistic) and Klein-Gordon (relativistic) wave 
equations. The energy spectra resulting from these equations are compared with experimental 
data and also compared to each other. Finally, we introduce the Dirac equation – which describes 
spin ½ particles – and find the energy spectrum of a Dirac particle in a Coulomb potential 
employing perturbation theory. The spectrum thus obtained is finally compared to the results 
obtained by the Schrödinger and Klein-Gordon equations. 
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1 INTRODUÇÃO E OBJETIVOS 
 
Neste primeiro capítulo, revisaremos as problemáticas físicas básicas a serem tratadas nos 
capítulos seguintes, quais sejam: a estrutura eletrônica e o espectro de energia dos átomos 
hidrogenóides, a estrutura de linhas do espectro de absorção do hidrogênio e a estrutura fina deste 
espectro de linhas. Nos capítulos posteriores serão discutidos, em ordem crescente de 
complexidade matemática, três modelos físicos para a compreensão do átomo: o modelo quântico 
não relativístico (equação de Schrödinger), o modelo quântico relativístico sem spin (equação de 
Klein-Gordon) e o modelo quântico relativístico com spin (equação de Dirac). O propósito deste 
trabalho é realizar uma comparação detalhada entre as equações envolvidas nos modelos, 
verificando seus pontos de concordância, os limites de cada um e a sua acurácia na predição de 
resultados experimentais. Quando pertinente, os resultados obtidos com as equações de onda 
serão interpretados em termos de parâmetros e resultados obtidos pelo modelo atômico semi-
clássico de Bohr, tratado em detalhes no apêndice A. A base para os desenvolvimentos e 
discussões apresentados foi uma revisão relativamente extensa em livros e em alguns artigos 
versando sobre o tema. 
 
1.1 O Átomo de Rutherford 
 
Em 1911, Rutherford publicou a sua descoberta da existência do núcleo atômico, uma 
região de dimensões diminutas dotada de carga elétrica positiva e localizada no centro do átomo 
[1]. De acordo com o modelo de Rutherford, os elétrons estariam “girando” ao redor do núcleo – 
de uma forma ainda incompreendida à época – em uma região de grande volume, quando 
comparada ao núcleo, chamada de eletrosfera. Esse modelo atômico, apesar de coerente com os 
resultados experimentais obtidos por Rutherford e seu grupo, era completamente dissonante com 
os conhecimentos empíricos e as melhores teorias existentes à época sobre o comportamento de 
partículas eletricamente carregadas. 
Pelo que se sabia em 1911, o elétron deveria espiralar colidindo com o núcleo atômico. 
Sendo uma partícula eletricamente carregada, o elétron sofre ação de uma força quando 
submetido ao potencial atrativo do núcleo e, consequentemente, desenvolve uma aceleração. 




si só não implica na “queda” do elétron no núcleo. No entanto, é um fato bem estabelecido e 
justificado pelo eletromagnetismo clássico que qualquer partícula eletricamente carregada e 
acelerada emite energia na forma de radiação. Assim, devido à radiação emitida, o elétron 
perderia mais e mais energia até finalmente cair no núcleo: o átomo de Rutherford seria, desta 
forma, instável. 
Esse descompasso entre a previsão teórica clássica da instabilidade do átomo e a 
verificação experimental da sua estabilidade deixou confusos os cientistas da época e, 
obviamente, carecia de explicações. 
 
1.2 As Linhas Espectrais 
 
Quando luz policromática (luz branca) emitida por uma fonte (lâmpada L) é transmitida 
através de um meio M constituído de matéria atomizada, sendo subsequentemente decomposta 
por um prisma P e finalmente projetada contra um anteparo branco A, observa-se que alguns 
comprimentos de onda são subtraídos ou absorvidos pelos átomos do meio M e, em seu lugar, 
aparecem no anteparo branco A linhas escuras chamadas de raias espectrais ou linhas 
espectrais (veja o esquema da figura 1). 
 
Figura 1 – Esquema de um experimento para a obtenção do espectro atômico de absorção de 
radiação. 
Fonte: autoria própria, 2017. 
 
Por exemplo, se o meio M contiver átomos de hidrogênio, aparecerão linhas escuras nos 




(vermelho), entre outros. O espectro de absorção do átomo de hidrogênio na região visível do 
espectro é apresentado na figura 2.  Além de absorções no visível, absorções em outras regiões 
espectrais – como UV e infravermelho – são também observadas [2]. 
 
Figura 2 - O espectro de absorção do hidrogênio mostrando as linhas espectrais (em preto). 
 
Fonte: Com Ciência – Revista Eletrônica de Jornalismo Científico1 
 
As linhas espectrais são características de cada elemento químico e a explicação de sua 
ocorrência é da maior importância para o entendimento dos métodos espectroscópicos utilizados, 
por exemplo, em análises físicas de materiais e em astrofísica. Porém, não havia em 1911 – época 
da pulicação dos trabalhos de Rutherford – qualquer teoria que justificasse a sua existência e a 
sua posição (comprimento de onda). 
 
1.3 A Estrutura Fina 
 
Um aspecto interessante e curioso a respeito das linhas do espectro de hidrogênio – e, de 
fato, um dos assuntos centrais deste trabalho – é que, se observadas com alta resolução espectral, 
verifica-se que cada uma delas é, na verdade, um conjunto de linhas escuras muito próximas, ou 
multipleto [2]. Por exemplo, a linha na região do ultravioleta denominada Lyman-α (K-α), que 
ocorre em torno de 121,57 nm, de fato corresponde a duas linhas – um dupleto – K-α1 e K-α2, nos 
comprimentos de onda λ1 = 121,56682 nm e λ2 = 121,56736 nm, respectivamente [3]. Como 
veremos nos capítulos seguintes, uma teoria consistente descrevendo corretamente essa estrutura 
fina do espectro só pode ser obtida com a inclusão de efeitos relativísticos e do momento angular 
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1.4 Uma Visão Geral dos Capítulos Seguintes 
 
No capítulo 2 serão desenvolvidas as equações de onda de Schrödinger e de Klein-Gordon 
pelo procedimento de primeira quantização. Serão discutidas as leis de conservação decorrentes 
destas equações, o acoplamento eletromagnético e será realizado um comparativo entre as 
equações. Especialmente, serão desenvolvidas e comparadas as expressões da densidade de 
probabilidade de acordo com cada formulação. Ao final deste capítulo, encontraremos os 
espectros de energia decorrentes das equações de Schrödinger e de Klein-Gordon e veremos que 
a estrutura fina prevista pela equação de Klein-Gordon está em desacordo com os resultados 
experimentais apresentados no capítulo 1 e que a equação de Schrödinger sequer é capaz de 
prever uma estrutura fina espectral – assim como o modelo de Bohr. No capítulo 3 
desenvolveremos e interpretaremos a equação de Dirac que, diferente da equação de Klein-
Gordon, descreve naturalmente partículas de spin ½. Encontraremos o espectro de energia de 
uma partícula de Dirac num potencial de Coulomb empregando teoria de perturbação. Como 
veremos, os autovalores de energia obtidos se assemelham muito àqueles obtidos por meio da 
equação de Klein-Gordon, porém, descrevem quase que exatamente a estrutura fina do 
hidrogênio. Por fim, no capítulo 4, realizaremos uma retrospectiva e uma crítica aos resultados 
obtidos, assinalando em que sentido as teorias abordadas podem ser melhoradas. Supõe-se que o 
leitor esteja familiarizado com o tratamento de Bohr para o problema do átomo de hidrogênio, 
com os princípios, formalismo e métodos da mecânica quântica – especialmente com o método 
da primeira quantização, com o acoplamento ao campo eletromagnético, com o formalismo de 
Pauli e com a teoria da perturbação – com os fundamentos e com a notação tensorial da 
relatividade restrita – incluindo noções de métrica, quadrivetores e componentes covariantes e 
contravariantes – com a equação da continuidade e com as relações clássicas entre momentum e 
energia. 
Ao final do trabalho, são deixados como apêndices uma revisão detalhada do modelo 
atômico semi-clássico de Bohr (apêndice A) e a resolução detalhada das equações de onda de 
Schrödinger e de Klein-Gordon para o problema do átomo de hidrogênio (apêndice B). O 
principal objetivo do apêndice A é estabelecer alguns resultados de fácil interpretação física 
(como a dependência da energia eletrônica com o número atômico), algumas ordens de grandeza 




estrutura fina) e abordar os processos de absorção e emissão de radiação da forma mais elementar 
possível. A leitura desse apêndice requer apenas um conhecimento de mecânica básica – 
especialmente movimento circular – e algumas ideias rudimentares a respeito dos quanta do 
campo eletromagnético, os fótons, e de teoria da relatividade restrita. Já o apêndice B é destinado 
ao leitor interessado nos detalhes matemáticos e físicos envolvidos na resolução das equações 





























2 AS EQUAÇÕES DE SCHRÖDINGER E DE KLEIN-GORDON 
 
2.1 Equações de Onda, Acoplamento Eletromagnético e Conservação da Probabilidade 
 
Muitos dos resultados encontrados na teoria de Bohr [4] concordam bem com as 
observações experimentais (veja apêndice A). No entanto, este modelo não é perfeito, pois 
consiste de um remendo de equações da mecânica clássica com novas hipóteses de quantização 
que não se enquadravam em nenhuma teoria existente até o momento de sua proposição. 
Estabeleceremos no presente capítulo as equações de onda utilizadas na descrição do elétron no 
âmbito da teoria quântica. Essas equações são desenvolvidas partindo das relações clássicas entre 
momentum e energia para uma partícula livre, tanto no contexto não relativístico quanto 















        (2.1) 
Esse procedimento é conhecido como primeira quantização e leva às equações de onda de 
Schrödinger (não relativística) e de Klein-Gordon (relativística) [5]. Discutiremos como essas 
equações são (ou não) coerentes com a interpretação probabilística da mecânica quântica. 
Analisaremos também o limite não relativístico da equação de Klein-Gordon e mostraremos que 
esta descreve uma partícula sem spin (bóson escalar), não sendo exatamente apropriada para a 
descrição de elétrons. A dinâmica quântica da partícula na presença de um campo 




















          (2.2) 
onde q é a carga elétrica da partícula, ϕ  é o potencial escalar eletromagnético e A é o potencial 
vetorial eletromagnético. Quando conveniente, as substituições formais (2.1) e (2.2) serão 
                                                 
2
 Essas substituições equivalem a assumir a relação de Planck-Einstein entre energia e frequência, E = ħω, e a 
relação de de Broglie entre momentum e vetor de onda, p = ħk, substituí-las nas relações clássicas entre momentum e 




realizadas em termos do quadrivetor momentum e do quadrivetor potencial eletromagnético, 





iP             (2.1’) 
e 
µµµ qAii −∂→∂ hh .     (2.2’) 
Aqui, o índice µ pode assumir os valores 0, 1, 2 e 3, sendo x0 = ct a coordenada temporal e x1 = x, 
x
2
 = y e x3 = z as coordenadas espaciais retangulares. As componentes contravariantes dos 
quadrivetores momentum e potencial eletromagnético são, por sua vez, dados respectivamente 
por 
( ) ( )zyx pppcEPPPPP ,,,/,,, 3210 ==µ         (2.3) 
e 
( ) ( )zyx AAAcAAAAA ,,,/,,, 3210 ϕµ ==          (2.4) 
Pode-se obter facilmente as componentes covariantes destes vetores pela contração com o tensor 
métrico ηµν, cujas componentes podem ser dispostas numa matriz quadrada de quarta ordem. No 























µν ηη .              (2.5) 
Assim, encontra-se para as componentes covariantes dos quadrivetores momentum e potencial: 
( ) ( )zyx pppcEPPPPP −−−== ,,,/,,, 3210µ       (2.3’) 
e 
( ) ( )zyx AAAcEAAAAA −−−== ,,,/,,, 3210µ        (2.4’) 
Define-se ainda o operador ∂  em quatro dimensões, como sendo o análogo ao operador ∇  no 
espaço tridimensional ordinário. Em termos das componentes covariantes, 
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 A escolha de uma métrica com componentes diagonais (−1,1,1,1) é também possível, sendo a representação dada 






















,,, 3210µ .     (2.6) 

























µνµ η .            (2.6’) 
Com estes ingredientes, partimos agora para a formulação das equações de onda de Schrödinger e 
de Klein-Gordon para uma partícula livre e, em seguida, para a descrição da interação com o 
campo eletromagnético, para a interpretação das funções de onda e para a comparação entre as 
duas equações de onda. Resta-nos antes apenas recordar as expressões das funções hamiltonianas 
clássicas de partículas livres de massa m não relativísticas e relativísticas. Estas funções são 





=            (2.7) 
e 
4222 cmpcH +=      (2.8) 
 
2.1.1 Equação de Onda Não Relativística 
 
O procedimento de primeira quantização – equações (2.1) – aplicado à equação (2.7) leva 





i hh      (2.9) 
Ψ é a função de onda da partícula, cujo significado será discutido em breve. A inclusão da 
interação com um campo eletromagnético através das substituições (2.2) resulta na seguinte 











ou, realizando as operações indicadas à direita da igualdade em (2.10) e empregando o calibre de 













2 AAhhh ϕ .         (2.10’) 
A equação (2.10’) não incorpora naturalmente graus de liberdade internos das partículas (spin) 
necessários para a correta descrição do elétron, por exemplo. 
No o caso eletrostático e na ausência de campos magnéticos externos, fazendo ϕ = ( )rϕ  e 
A = 0, a equação 2.10 pode ser resolvida por separação de variáveis, admitindo soluções da 
forma [9] 
( ) ( ) ( )h/exp, 'tiEt −=Ψ rr ψ ,      (2.11) 
sendo E’ a energia não relativística da partícula e ( )rψ  uma solução da equação de Schrödinger 








     (2.12) 
A resolução de (2.12) fornece as funções de onda e os autovalores de energia E’ dos estados 
estacionários não relativísticos.  
Vamos agora verificar a compatibilidade da equação de Schrödinger com a interpretação 
probabilística da mecânica quântica, segundo a qual a função de onda representa uma amplitude 
de probabilidade. Multiplicando a equação (2.10’) pelo complexo conjugado da função de 













i AAhhh ϕ .          (2.13) 












i AAhhh ϕ .             (2.14) 
Agora, fazendo a diferença entre a equação (2.13) e a (2.14), encontramos  
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 Na forma apresentada, supondo que o campo eletromagnético seja fraco de tal sorte que possamos desprezar o 
termo quadrático em A, essa equação é fundamental para a descrição da interação da radiação com a matéria. 
Especialmente, pelo emprego da teoria de perturbação dependente do tempo, permite o cálculo das taxas de transição 


















Ah .   (2.15) 
















     (2.16) 






ρj         (2.15’) 
Integrando a (2.15’) em todo o volume, empregando o teorema da divergência de Gauss e 





      (2.17) 
obtém-se 
0=∫ dvdt
d ρ        (2.18) 
onde fica entendido que a integral se estende sobre todo o espaço. A equação (2.18), por sua vez, 
implica que a integral de volume da densidade ρ  seja uma constante. Assumindo arbitrariamente 
que essa constante seja igual a unidade, encontramos que 
1=∫ dvρ       (2.19) 
Este resultado, unido ao fato de que ΨΨ= *ρ  é uma função positiva definida das coordenadas e 
do tempo, mostra que ρ  pode ser interpretada como um a densidade de probabilidade e que j 
definido na equações (2.16) faz o papel de uma densidade de corrente de probabilidade.  
 
2.1.2 Equação de Onda Relativística 
 
Vamos agora proceder de forma análoga ao caso não relativístico para obter a equação de 
onda relativística. Para chegarmos a uma equação que seja manifestamente covariante, ou seja, 
uma equação na qual a coordenada temporal desempenhe um papel matematicamente idêntico às 
coordenadas espaciais e que mantenha a forma sob uma transformação de Lorentz, é preciso 




42222 cmpcH +=      (2.8’) 
O procedimento de primeira quantização – equações (2.1) – aplicado agora à equação (2.8’) leva 










hh      (2.20) 
Aqui, simbolizamos a função de onda de Klein-Gordon pela letra Φ  para diferenciar da função 
de onda de Schrödinger (ou, mais tarde, de um spinor de Dirac) Ψ . Para a inclusão da interação 
com um campo eletromagnético, empregamos novamente as substituições (2.2). O resultado é a 













i Ahh ϕ .         (2.21) 
Tomando ϕ = ( )rϕ  e A = 0, a equação (2.21) admite, assim como a equação de 
Schrödinger, solução por separação de variáveis. Com essas condições, fazendo 
( ) ( ) ( )h/exp, iEtt −=Φ rr φ      (2.22) 
encontramos a equação de Klein-Gordon independente do tempo 
( ) φφφϕ 422222 cmcqE +∇−=− h            (2.23) 
onde E é a energia relativística da partícula no campo eletrostático e ( )rφ  representa um estado 
estacionário relativístico. Observa-se que soluções do tipo  
( ) ( ) ( )h/exp, iEtt rr φ=Φ    
também são admitidas pela equação de Klein-Gordon (observe o sinal positivo no argumento da 
exponencial). No entanto, essas soluções são associadas a antipartículas6 e, portanto, não serão 
consideradas aqui [7,12]. A equação de Klein-Gordon para os estados estacionários – equação 
(2.23) – é, juntamente com a equação de Schrödinger para os estados estacionários – equação 
(2.12) –, uma das equações cujas soluções para o problema do átomo de hidrogênio serão 
discutidas ao final deste capítulo. 
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. No entanto, a forma apresentada no texto é mais 
interessante para nossos propósitos. 
6




Para verificar se a equação de Klein-Gordon leva a uma lei de conservação e se podemos 
interpretar a função de onda relativística como uma amplitude probabilística, é conveniente 
expressarmos a equação (2.21) em notação relativística empregando as definições (2.1’), (2.2’), 
(2.3), (2.3’), (2.4), (2.4’), (2.5), (2.6) e (2.6’). Resulta que a equação de Klein-Gordon fica, nessa 
notação, 
( )( ) Φ=Φ−∂−∂ 42cmqAiqAi µµµµ hh .            (2.24) 
Multiplicando a equação (2.24) pelo complexo conjugado da função de onda relativística, *Φ , 
obtém-se 
( )( ) ΦΦ=Φ−∂−∂Φ *42* cmqAiqAi µµµµ hh .      (2.25) 
Tomando o complexo conjugado da (2.24), temos então que 
( )( ) ΦΦ=Φ−∂−−∂−Φ *42* cmqAiqAi µµµµ hh .         (2.26) 
Fazendo a diferença entre a equação (2.25) e a (2.26), realizando as operações indicadas à 
esquerda das igualdades e os devidos cancelamentos e multiplicando a equação resultante por 












.       (2.27) 
Identificamos nessa equação a quadri-corrente J como o quadrivetor de componentes 






iJ h .    (2.28) 
Em termos das coordenadas espaciais do espaço tridimensional ordinário e do tempo, a equação 
(2.27) toma também a forma usual de uma equação de continuidade (veja a equação (2.15)), onde 






































      (2.29) 
Observa-se que a densidade de corrente obtida a partir da equação de Klein-Gordon é idêntica em 
forma àquela obtida a partir da equação de Schrödinger. No entanto, a densidade relativística não 
pode mais a rigor ser interpretada no caso geral como uma distribuição de probabilidades, pois 




equações (2.29). Por esse motivo, a equação de Klein-Gordon foi abandonada durante os 
primeiros anos da mecânica quântica como uma versão relativística da equação de Schrödinger, 
sendo inclusive um dos motivos que levou Dirac a formular a sua equação relativística (veja o 
capítulo 3 deste trabalho). Porém, em 1934 Pauli e Weisskhopf reinterpretaram a equação de 
Klein-Gordon como uma equação clássica de campo e a função ρ dada pela equação (2.29) como 
sendo uma densidade de carga [13]. Hoje, sabemos que desta equação resulta, após quantização 
do campo Φ , partículas de spin zero (ou bósons escalares) [7,12,13,14]. 
Dadas as ressalvas do parágrafo anterior sobre a interpretação da densidade ρ de Klein-
Gordon como uma densidade de probabilidade, podemos obter a sua expressão para um estado 
estacionário dado por (2.22). Substituindo (2.22) na primeira equação (2.29), verifica-se que para 
um estado estacionário de energia E [15], 
( ) ( )2* mc
qE ϕφφρρ −== r .      (2.30) 
De acordo com a equação de continuidade (veja desenvolvimentos na seção 2.1.1), a integração 
da densidade ρ sobre todo o espaço deve resultar numa constante, a qual pode novamente ser 
tomada arbitrariamente como sendo a unidade: 
( ) 12* =−∫ dvmc
qE ϕφφ                (2.31) 
Assim, encontramos que, para soluções estacionárias de partículas (matéria, e não antimatéria), 
ou seja, soluções da forma (2.22), é possível resgatar uma intepretação probabilística para a 
função de onda de Klein-Gordon, desde que a diferença ϕqE −  não assuma valores negativos – 
o que, como mostramos no apêndice B, é o caso para um elétron submetido a um potencial de 
Coulomb. 
Ainda, é prazeroso verificar que no limite não relativístico (baixas energias), a densidade 
relativística se expressa de forma idêntica à não relativística. De fato, tomando a energia 
relativística como E = mc2 + ε, onde ε representa a energia não relativística E’ adida das 














Formalmente, o limite não relativístico é obtido tomando c → ∞, o que no caso da equação (2.32) 
fornece o resultado esperado: 
φφρ *lim =
∞→c
          (2.33) 
 
2.2 O Limite Não Relativístico da Equação de Klein-Gordon 
 
Vamos agora verificar o limite não relativístico da equação de Klein-Gordon, ou seja, 
verificar o seu comportamento para c → ∞ [12,15].7 Para isso, convém expressar a função de 
onda relativística como o produto de um fator de fase envolvendo a energia de repouso da 
partícula e uma função Ψ , a qual presumivelmente se comporta como a função de onda de 
Schrödinger no limite mencionado. Esse procedimento se justifica, pois a energia relativística é, 
como sabemos, dada por 
)/1(' 22 cOEmcE ++= .     (2.34) 
Ou seja, no limite de baixas energias, a diferença entre a energia relativística e a energia não 
relativística é essencialmente a energia de repouso. Com isso, tomamos 
 ( ) ( ) ( )h/exp,, 2timctt −Ψ=Φ rr .    (2.35) 
Inserindo a definição (2.35) no lado direito da equação de Klein-Gordon (equação 2.21) obtemos, 
retendo apenas os termos proporcionais a c2 e a c4,  


























∂ ϕϕ             (2.36) 
Substituindo agora o resultado (2.36) na equação de Klein-Gordon, verificamos que o fator de 









+Ψ 4222242 2 cmqicq
t
imccm Ahh ϕ       (2.37) 
Cancelando também os termos proporcionais a c4 e dividindo a equação (2.37) por 2mc2, 
encontramos de pronto a equação de Schrödinger. Vale salientar que esse resultado mostra que, 
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 No limite mencionado, as transformações de Lorentz recaem nas transformações de Galileu, o que implica que uma 
equação de onda que mantenha a sua forma sob transformação de Lorentz deve equivaler a uma equação de onda que 
mantenha a sua forma sob transformação de Galileu, nesse mesmo limite. No caso específico que estamos tratando, 
isso significa que a equação de Klein-Gordon deve se tornar equivalente à equação de Schrödinger quando 




assim como a equação de Schrödinger, a equação de Klein-Gordon não descreve nenhum grau de 
liberdade interno da partícula, como o seu spin. Ou seja, verificamos que, a rigor, a equação de 
Klein-Gordon descreve apenas partículas de spin zero, não sendo apropriada para elétrons, por 
exemplo. Como veremos no capítulo 3, a equação que descreve elétrons apropriadamente é a 
equação de Dirac [16,17], de fundamental importância inclusive em sistemas moleculares [18]. 
 
2.3 Comparação Entre as Equações de Onda Num Potencial de Coulomb 
 
Consideraremos no nosso tratamento a dinâmica de um elétron submetido ao potencial 
eletrostático gerado por um núcleo pontual em repouso na origem do sistema de coordenadas, o 
que logicamente se trata de uma aproximação – como podemos supor, uma aproximação bastante 
razoável, já que a massa de um nucleon é aproximadamente 1836 vezes maior que a massa do 
elétron e o diâmetro nuclear é da ordem de 10−15 m, muito pequeno quando comparado aos 
diâmetros atômicos, que são usualmente de 10−10 – 10−9 m. Nessas condições, as equações de 
onda independentes do tempo ficam sendo: 






























ZeEcmc h    (2.39) 
Algumas observações se fazem necessárias. Em primeiro lugar, por uma questão de uniformidade 
e simplicidade na notação, decidimos aqui simbolizar tanto a função de onda não relativística 
quanto a relativística pela mesma letra ψ , o que facilitará as discussões seguintes8. Além disso, 
estamos supondo soluções correspondendo a estados ligados, o que implica que os autovalores 
de energia não relativísticos sejam negativos; por isso, na equação (2.38) tomamos E’ = −| E’|. 
No caso relativístico esperamos 0 < E < mc2, já que a energia de ligação de um elétron num 
átomo de hidrogênio é de aproximadamente 13,6 eV (consulte o apêncice A para detalhes), um 
valor muito pequeno quando comparado à sua energia de repouso, 511 keV. 
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 Na seção 2.1 representamos as funções de onda não relativística e relativística por letras diferentes, pois naquele 




É instrutivo expressar a equação (2.39) da forma mais semelhante possível à equação 





























=−−∇−    (2.39’) 
A chamada constante de estrutura fina9, α, é definida e tem seu significado físico discutido no 
apêndice A. A semelhança entre a equação (2.39’) e a (2.38) é notável. O termo designado por 
(A) na equação (2.39’) é formalmente idêntico ao primeiro termo (termo cinético) da (2.38). O 
termo (B) se assemelha ao segundo termo (termo coulombiano) da equação (2.38), porém 
“corrigido” pelo fator E/mc2 que, por sua vez, se aproxima da unidade no limite não relativístico 
(E ≈ mc2). 
O termo (C) em (2.39’) merece uma atenção especial, pois representa efetivamente um 
novo termo de potencial que, no limite não relativístico (c → ∞), anula-se (observe que c1∝α ). 
Trata-se de uma efetiva interação atrativa, qualquer que seja o sinal da carga da partícula 
interagindo com o núcleo. É interessante, portanto, analisar a partir de que distância em relação 
ao núcleo atômico essa atração passa a ser o termo dominante na energia potencial total efetiva, 

























.       (2.40) 
Assumindo E ≈ mc2, vemos que o termo de potencial em (C) será dominante – ou seja, o 
potencial efetivo total será atrativo independente de qual seja a carga da partícula – em regiões do 
espaço para os quais a energia coulombiana se torna superior a 2mc2. Para átomos hidrogenóides, 
a equação (2.40) mostra que isso ocorre para10 
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α = . 
10
 Isso aparentemente se relaciona ao fato de que para energias superiores a 2mc2 poderá ocorrer produção de pares 







eZr < ,      (2.41) 
onde λe é o comprimento de onda de Compton do elétron, também definido no apêndice A. Em 
termos numéricos, a equação (2.41) fica sendo dada por 
)fm(4,1⋅< Zr .       (2.41’) 
Considerando um átomo de hidrogênio (Z = 1) e tomando o raio do próton como 
aproximadamente 0,85 fm, verificamos que o potencial efetivo atrativo representado pelo termo 
(C) será dominante num raio apenas ligeiramente superior às dimensões nucleares. Em todos os 
outros pontos do espaço – especialmente para raios da ordem das dimensões atômicas, a interação 
coulombiana será dominante. 














que se torna igual ao autovalor de energia não relativístico no limite c → ∞. Vemos assim que, 
excetuando-se o termo (C) na equação (2.39’), todos os demais termos têm uma clara 
contrapartida não relativística. 
Devidamente comparadas as equações de onda, vamos agora reescrevê-las numa forma 
que seja a mais simples possível para a sua resolução. Mais do que isso, vamos expressá-las de 
forma a podermos tratá-las como sendo a mesma equação diferencial, pelo menos durante os 
passos iniciais da resolução (consulte o apêndice B para mais detalhes). Multiplicando as 
equações (2.38) e (2.39’) por −2m/ 2h , ficamos com: 












=+∇         (2.42) 


















=++∇       (2.43) 
Como estamos interessados em estados ligados, temos que no caso relativístico mc2 > E, o 
que torna o termo à direita da igualdade em (2.43) positivo, assim como o termo à direita na 
equação (2.42). Inspecionando as equações (2.42) e (2.43), vemos que ambas equações de onda 












Esta é a equação diferencial cujas soluções nos interessam. A tabela 1 apresenta as definições dos 
parâmetros α, λ e µ para os casos não relativístico e relativístico. 
 
 Tabela 1 – Parâmetros da equação (2.44) para os casos não relativístico e relativístico. 
Parâmetro Não relativístico Relativístico 



































         Fonte: autoria própria, 2017. 
 
No apêndice B mostramos que as soluções fisicamente aceitáveis para a equação (2.44) 




,            (2.45) 
onde n’ = 0, 1, 2, 3 ... é o grau do polinômio generalizado de Laguerre que resolve a parte 













++= .           (2.46) 
l = 0, 1, 2, 3 ... é o número quântico secundário (ou azimutal) associado à quantização do 
momento angular orbital [9]. Como veremos na seção seguinte, as expressões para as energias 
hidrogenóides não relativísticas e relativísticas são obtidas diretamente de (2.45) e (2.46). 
 
2.4 O Espectro de Energia e a Estrutura Fina 
 
A chave para a compreensão dos espectros de energia hidrogenóides não relativístico e 
relativístico está na equação (2.45), decorrente da interpretação probabilística da mecânica 
quântica (consulte o apêndice B para detalhes). Entram como parâmetros α, λ, µ, e s, sendo os três 




máximo detalhamento possível os espectros de energia decorrentes dessas relações 
[4,5,6,9,11,12,19,20]. 
 
2.4.1 O Espectro Não Relativístico de Schrödinger 
 

































           (2.47) 















          (2.48) 
Lembrando que para estados ligados E’ < 0, um pouco de trabalho algébrico a partir de (2.48) nos 














.         (2.49) 
Por conveniência, definimos o número quântico principal (ou total) n como sendo 
1' ++= lnn .         (2.50) 
Podemos tecer algumas observações respeitantes à definição (2.50). Em primeiro lugar, 
como n’ e l podem ambos assumir apenas valores inteiros no intervalo [ )∞,0 , de (2.50) vemos 
que o número quântico principal pode assumir apenas valores inteiros no intervalo [ )∞,1 , ou seja, 
n = 1, 2, 3, ... . Em segundo lugar, isolando n’ em (2.50), temos n’ = n – l – 1, ou seja, o grau do 
polinômio que resolve a equação diferencial para o fator radial da função de onda é determinado 
pelos valores dos números quânticos n e l. Ainda, como 0'≥n , decorre que 01 ≥−− ln , ou seja, 




intervalo [ ]1,0 −n , ou seja, 1,,0 −= nl L . As considerações neste parágrafo são válidas também 
para o caso relativístico, pois todas decorrem apenas da definição do número quântico principal 
– equação (2.50). 
Com a definição (2.50) para o número quântico principal, a expressão para as energias 












−= ,               (2.51) 
que corresponde precisamente a expressão para as energias obtidas de acordo com o modelo de 
Bohr (consulte o apêndice A para detalhes). Apesar da introdução de uma série de números 
quânticos na resolução da equação de Schrödinger, a equação (2.51) mostra que as energias não 
relativísticas dependem apenas de um destes números – o número quântico principal – e, assim 
como o modelo de Bohr, a equação de Schrödinger é incapaz de prever uma estrutura fina no 
espectro de linhas. 








mcE α−= .                (2.51’) 
A expressão (2.51’) é conveniente, pois facilita a comparação entre os espectros de energia não 
relativístico e relativístico. 
Define-se um nível de energia como sendo um conjunto de estados quânticos com 
mesma energia. A degenerescência de um nível (ou subnível), simbolizada pela letra g, 
corresponde ao número de estados pertencentes ao nível (ou subnível). Conforme equações (2.51) 
e (2.51’), todos os estados quânticos correspondentes ao mesmo valor do número quântico 
principal pertencem ao mesmo nível de energia não relativístico. A partir das relações entre os 
números quânticos n, l, n’ e m (n = 1, 2, 3,L ; 1,,0 −= nl L ; 1' −−= lnn  ... e lml ≤≤− ), 
podemos encontrar os estados pertencentes a cada nível, bem como as suas degenerescências. Os 
estados e degenerescências associados aos valores de n iguais a 1, 2 e 3 se encontram na tabela 2. 
Convenciona-se identificar os níveis de energia pelas letras K, L, M, N, ... conforme o 
número quântico principal seja igual a 1, 2, 3, 4, ... . Os subíveis, por sua vez, são identificados 
pelas letras s, p, d, f, ... conforme o número quântico secundário seja igual a 0, 1, 2, 3, ..., 




são resumidos no diagrama de energia da figura 2. As discussões do impacto de n e Z sobre os 
níveis de energia não relativísticos e do espectro de linhas obtido a partir de (2.51) são realizadas 
em detalhes no apêndice A. 
 
Tabela 2 –  Estados quânticos e degenerescências dos primeiros três níveis de energia do átomo 
de hidrogênio. 
n Nível l n’ Subnível m 
Degenerescência 
do subnível, gl 
Degenerescência 
do nível, gn 
1 K 0 0 s1  0 1 1 
2 L 0 1 s2  0 1 4 
  1 0 p2  −1, 0, 1 3  
3 M 0 2 s3  0 1 9 
  1 1 p3  −1, 0, 1 3  
  2 0 d3  −2, −1, 0, 1, 2 5  
Fonte: autoria própria, 2017. 
 
Como a degenerescência de um subnível é dada por gl = 2l + 1, a degenerescência de um 















.           (2.52) 
A prova da última igualdade em (2.52) se dá por indução. Basta assumir que (2.52) seja válida 
para dado n (o que é fácil de verificar diretamente para os casos com n igual a 1, 2 ou 3 (veja a 
tabela 2) e provar que ela também é válida para n + 1. Com efeito, assumindo a validade de 
(2.52) para n, fazemos nesta mesma expressão a substituição n → n + 1, obtendo 


























Figura 3 – Níveis e subníveis de energia do átomo de hidrogênio, de acordo com a equação de 
Schrödinger. 
 
Fonte: adaptado de DEMTRÖDER [20], 2006, p. 111.  
 
2.4.2 O Espectro Relativístico de Klein-Gordon 
 
a) Energias relativísticas 
 
Novamente, conforme a tabela 1 e a equação (2.46), no caso relativístico temos que α, λ, µ 
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.          (2.54) 













































.          (2.54’) 
O parâmetro entre colchetes à direita da igualdade em (2.54’) é um valor pequeno se Z for 
suficientemente pequeno (exatamente igual a zero se a constante de estrutura fina fosse nula). 



















+= .              (2.55) 
Com a definição (2.55), isolando a energia E em (2.54’), obtém-se as energias relativísticas para 






















,         (2.56) 





















mcE .         (2.56’) 
De (2.56) ou (2.56’) vemos que os níveis de energia relativísticos dependem fortemente do 
número quântico principal, mas também apresentam uma dependência fraca do número quântico 
secundário. Decorre que a equação (2.56) é capaz de prever uma estrutura fina para o espectro de 
linhas, o que será discutido logo adiante. Antes precisamos analisar como as energias 
relativísticas se comportam com relação a n, l e Z no limite de número atômico baixo, verificando 
ao mesmo tempo o seu limite não relativístico – que deve estar de acordo com a equação (2.51) – 
e as correções relativísticas de ordem mais baixa. Como discutido no apêndice A, se Z for 
suficientemente pequeno, (ou seja, se Zα << 1), a velocidade orbital do elétron é baixa o 
suficiente, de forma que esperamos que as energias não relativísticas possam ser obtidas das 
relativísticas como uma primeira aproximação. Expandindo (2.56) em série de Taylor em torno 
de ( ) 0222 =− lnZ δα  até a segunda ordem, obtém-se 
































.      (2.57) 
Expandindo agora os fatores com potências −2 e −4 em nlδ−1  em torno de 0=nlδ  até a 


































.         (2.57’) 
























αδ .        (2.58) 
Substituindo a aproximação (2.58) em (2.57’), retendo apenas as potências menores ou iguais a 4 





























A interpretação dos termos à direita da igualdade em (2.59) é simples: o primeiro (ordem zero em 
Z2α2) é a energia de repouso do elétron, 0,511 keV; o segundo termo (primeira ordem em Z2α2) 
corresponde exatamente à energia não relativística dada pela equação (2.51); o terceiro termo 
(segunda ordem em Z2α2)) corresponde a correção relativística mais relevante para a energia no 
limite considerado. O resultado (2.59) pode então ser expresso como 
L++++= )2()1(2 ' EEEmcE δδ ,              (2.60) 
onde, E’ é a energia não relativística, )1(Eδ  é a primeira correção relativística, )2(Eδ  é a 
segunda correção relativística (proporcional a Z6α6, não considerada em (2.59)), e assim por 
diante. No limite não relativístico (c → ∞, ou α → 0), temos que todas as correções relativísticas 
se anulam e ficamos com '2 EmcE += , que é o resultado esperado (observe que o a energia não 
relativística E’ de fato não depende de c, pois c1∝α ). 
É conveniente, também no caso relativístico, manter a terminologia não relativística para 
os níveis e subníveis de energia. Assim, continuaremos tratando, por exemplo, o nível L como 
sendo aquele constituído dos subníveis 2s e 2p, mesmo que as suas energias não sejam mais 
exatamente as mesmas num contexto relativístico. Ou seja, redefinimos um nível de energia 
como sendo um conjunto de estados quânticos caracterizados pelo mesmo número quântico 
principal. As primeiras correções relativísticas para os subníveis 1s, 2s e 2p para um átomo de 
hidrogênio, dadas pela equação (2.59) com Z = 1, são apresentadas na tabela 3. 
 
Tabela 3 – Primeiras correções relativísticas para os subníveis 1s, 2s e 2p do átomo de 
hidrogênio, de acordo com a equação de Klein-Gordon. 
n Nível l Subnível δE(1) / 10−4 eV 
1 K 0 s1  −9,056 
2 L 0 s2  −1,472 
  1 p2  −0,264 









b) A Estrutura fina segundo a equação de Klein-Gordon 
 
Na seção 1.3, vimos que cada uma das linhas no espectro de absorção do hidrogênio é, de 
fato, um conjunto de linhas escuras muito próximas, ou seja, um multipleto. Mencionamos que a 
linha na região do ultravioleta K-α, que ocorre em torno de 121,57 nm, de fato corresponde a 
duas linhas, K-α1 e K-α2, nos comprimentos de onda λ1 = 121,56682 nm e λ2 = 121,56736 nm, 
respectivamente. Essas transições correspondem a na = 1 (nível inicial K, para o qual l = 0) e nb = 
2 (nível final L, para o qual l = 0 ou l = 1), na notação estabelecida no apêndice A. 
Assim, podemos tentar uma explicação para a estrutura fina espectral supondo que as 
linhas K-α1 e K-α2 correspondam às duas transições possíveis da camada K para a camada L: 
uma transição 1s → 2s e uma transição 1s → 2p. Utilizando os comprimentos de onda λ1 e λ2 
fornecidos, calculamos que as energias dos fótons11 envolvidos nas transições K-α1 e K-α2 são, 
respectivamente, iguais E1 = 1,6340362·10−18 J e E2 = 1,6340289·10−18 J. Pala condição de 
frequência de Bohr, a diferença entre essas duas energias é igual a diferença entre as energias dos 
estados finais correspondentes às transições K-α1 e K-α2, que é portanto igual a, 
aproximadamente, 7,26·10−24 J = 4,53·10−5 eV. Tomando a diferença entre as correções 
relativísticas para a energia dos subníveis 2p e 2s dadas na tabela 3, obtidas pela equação de 
Klein-Gordon, obtém-se E2p − E2s = 1,208·10−4 eV, superestimando em aproximadamente 167% o 
valor experimental de 4,53·10−5 eV. 
Além do erro enorme envolvido no cálculo da estrutura fina a partir das energias dadas 
pela equação de Klein-Gordon, ainda há um segundo ponto importante a ser considerado. 
Assumimos anteriormente que a duplicidade da linha K-α do hidrogênio seja deva-se às 
transições 1s → 2s e 1s → 2p. No entanto, sabemos das regras de seleção da espectroscopia 
atômica que as únicas transições permitidas são aquelas com 1±=∆l  [2], o que significa que 
apenas a segunda das transições consideradas é permitida. Isso implica que a linha espectral 
correspondente à transição 1s → 2p seja bem mais intensa que à aquela correspondente à 
transição 1s → 2s. No entanto, as linhas K-α1 e K-α2 têm intensidades semelhantes [3], 
mostrando que há mais uma incoerência – nesse caso conceitual – entre a teoria desenvolvida e o 
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espectro experimental do hidrogênio. Conforme veremos no capítulo 3, as duas inconsistências 
encontradas (numérica e conceitual) serão resolvidas no contexto da teoria de Dirac. 
 
c) Número atômico crítico 
 
A expressão (2,56’) para as energias relativísticas pode fornecer valores complexos 
devido à raiz quadrada no argumento da raiz quadrada no denominador. Para garantir que a 
energia seja um valor real, é necessário que 





lZ .                (2.61’) 
Convenciona-se chamar o valor dado pela razão à esquerda da desigualdade em (2.61’) de 
número atômico crítico, Zcr. De fato, não é um número inteiro como o número atômico Z, e sim 
um limite superior para Z, acima do qual determinada escolha de l – ou seja, determinado tipo de 
subnível de energia de átomos hidrogenóides – passa a não ter mais significado físico. Define-se 
energia crítica, Ecr como sendo a energia correspondente a Z = Zcr. Substituindo a definição de 

















mcE ,           (2.62) 
mostrando que a energia crítica depende dos números quânticos n e l (ou seja do nível e do 
subnível de energia considerado), apesar de Zcr depender apenas de l. Os valores de Zcr e Ecr 
calculados com as equações (2.61’) e (2.62) para alguns subníveis de energia são apresentados na 
tabela 4. 
Observa-se que, exceto para subníveis s, os valores de Zcr são muito superiores aos valores 
de números atômicos de átomos reais, para os quais Z não ultrapassa Z = 100, aproximadamente, 
por questões de estabilidade nuclear. Além disso, lembrando que estamos considerando apenas 




também desprezando os efeitos da finitude do núcleo atômico, nada podemos afirmar sobre 
átomos multieletrônicos.     
 




























Subnível Zcr Ecr 
s1  68,52 22 71,0
2
1
mcmc ≈  
s2  68,52 22 95,0
10
9
mcmc ≈  








3 A EQUAÇÃO DE DIRAC: SPIN E RELATIVIDADE 
 
3.1 Uma Nova Equação de Onda 
 
Conforme mencionado no capítulo 2, havia ao final dá década de 1920 dois “problemas 
graves” com a equação relativística de Klein-Gordon, os quais a tornavam incompatível com a 
sua interpretação como uma equação de onda descrevendo amplitudes de probabilidade. Em 
primeiro lugar, as densidades que decorrem da equação de Klein-Gordon em geral não são 
funções positivas definidas das coordenadas espaciais e do tempo, o que impossibilita a sua 
interpretação como distribuições probabilísticas [12,15]. Para estados estacionários, selecionando 
as soluções que evoluem no tempo conforme ( )h/exp iEt− , vimos que a densidade se torna uma 
função definida positiva das coordenadas. No entanto, como observado no apêndice B, a relação 
de ortonormalidade relativística implica que, exceto para a partícula livre, a projeção de um 
estado de energia E1 sobre um estado de energia E2 seja não nula, o que também entra em conflito 
com a interpretação probabilística.  
Uma segunda crítica à equação de Klein-Gordon é que ela prevê a existência de estados 
que evoluem no tempo conforme ( )h/exp iEt , que na época de sua proposição foram 
interpretados como estados de energia negativa [12,15]. A existência de uma infinidade de 
estados de energia negativa, especialmente para partículas de spin inteiro como aquelas descritas 
pela equação de Klein-Gordon, implica na inexistência de um estado fundamental, o que não é 
físico: uma partícula poderia decair indefinidamente, liberando uma quantidade ilimitada de 
energia na forma de radiação eletromagnética12. 
Como apontado na seção 2.1, tanto o problema da densidade quanto o das energias de 
Klein-Gordon foram resolvidos em 1934, quando Pauli e Weisskhopf reinterpretaram a equação 
como uma equação clássica de campo e a densidade correspondente como uma densidade de 
carga. Ou seja, em relação às duas problemáticas apontadas acima, o que estava mal era, de fato, 
a interpretação da equação de Klein-Gordon, e não a equação em si. No entanto, há um problema 
que não foi resolvido pela reinterpretação da equação de Klein-Gordon como uma equação de 
                                                 
12
 Para partículas de spin semi-inteiro, Dirac elaborou uma engenhosa solução para o problema das energias 




campo: o problema da estrutura fina do espectro de linhas do hidrogênio. Vimos na seção 2.4 que 
as energias hidrogênóides de Klein-Gordon preveem uma estrutura fina espectral em largo 
desacordo com os dados experimentais, o que definitivamente mostra que essa equação não pode 
ser a equação correta para a descrição dos elétrons, como o próprio Schrödinger já havia 
percebido. Mas o que estaria faltando? A resposta é simples: a equação de Klein-Gordon só é 
correta para descrição física de partículas de spin zero e, como sabemos, elétrons são partículas 
de spin ½ [9]. Ou seja, a equação de Klein-Gordon não tem condições de incorporar naturalmente 
efeitos decorrentes do spin não nulo dos elétrons, e por isso deve falhar na descrição detalhada 
dos níveis de energia e da estrutura fina [11]. 
Dirac, ao desenvolver a sua equação de onda – em 1928, antes da reinterpretação da 
equação de Klein-Gordon – procurou solucionar os problemas da densidade e das energias, sem 
se preocupar num primeiro momento com o problema físico real da estrutura fina, mesmo 
estando a par dos resultados experimentais [16,17]. Essa é ainda a forma mais simples de 
introduzir a sua equação, e é seguindo essa linha de raciocínio que iniciaremos os nossos 
desenvolvimentos, como fez o próprio Dirac. Neste capítulo, introduziremos a equação de Dirac, 
atendo-nos aos aspectos mais básicos da teoria, essenciais à sua interpretação. Não discutiremos, 
por exemplo, as soluções da equação de Dirac para uma partícula livre, a teoria do pósitron e a 
covariância da equação de Dirac [5,7,12]. 
Iniciamos a nossa “dedução” percebendo que as inconsistências aparentes da equação de 
Klein-Gordon parecem estar diretamente relacionadas ao fato de ser essa uma equação de 
segunda ordem no tempo o que, por sua vez, é consequência da relação entre a hamiltoniana e o 
momentum relativísticos dados pela equação (2.8’) 
42222 cmpcH +=         (2.8’) 
Uma equação de primeira ordem no tempo deve levar a uma densidade definida positiva e a uma 
evolução temporal dos estados que presumivelmente seja dada unicamente por um fator da forma 
( )h/exp iEt− , admitindo apenas soluções de energia positivas – como é o caso da equação de 
Schrödinger. Assim, o que procuramos é simplesmente uma equação de primeira ordem no 
tempo. Porém, para que a equação de onda procurada seja de primeira ordem temporal e 
covariante, é necessário que seja também de primeira ordem nas derivadas espaciais. Para isso, 




Para solucionar esse impasse, Dirac postulou que a equação de onda para uma partícula 
livre fosse de primeira ordem nas derivadas temporal e espaciais – o que em princípio resolveria 
as inconsistências da equação de Klein-Gordon com relação à densidade e às energias – com a 
condição que as suas soluções fossem também soluções da equação de Klein-Gordon para 
partícula livre – o que em princípio garantiria a obediência da equação (2.8’). Assim, Dirac 






i βhh α             (3.1) 










hh .             (3.2) 
Ou seja, as soluções da equação de Dirac para partícula livre – equação (3.1) – devem também 
ser solução da equação de Klein-Gordon para partícula livre – equação (3.2) – o que não implica 
que a recíproca seja verdadeira. Os operadores auto-adjuntos (ou hermitianos) αˆ  
(= kji zyx ααα ˆˆˆ ++ ) e βˆ , os quais assumimos que sejam independentes das coordenadas espaciais 
e do tempo, devem ser tais que a equação (3.2) seja satisfeita pela função de onda de Dirac, Ψ. 
Com efeito, tomando a derivada parcial com respeito ao tempo da equação (3.1) e multiplicando 
por hi , temos 


















ˆ βα .                  (3.3) 
O fator entre parênteses à direita da igualdade em (3.3) é identificado como o lado direito da 
equação (3.1). Isso nos leva a 













ββ hhh αα .               (3.4) 
ou 












βββ αααα hhh .              (3.4’) 
O lado direito em (3.4’) deve ser exatamente igual ao lado direito em (3.2), do que concluímos 
























             (3.5) 
onde 1ˆ  representa o operador identidade. A segunda igualdade em (3.5) implica que o operador 
βˆ  anticomute com todas as componentes do operador αˆ , ou seja, que 
0ˆˆˆˆˆˆˆˆˆˆˆˆ =+=+=+ βααββααββααβ zzyyxx ,        (3.6) 
ou, em notação compacta, 
{ } 0ˆˆˆˆˆ,ˆ =+= βααβαβ iii , i = 1, 2, 3    (3.6’) 
Abrindo a primeira igualdade em (3.5) ficamos com 






























































      (3.7) 
o que lava às seguintes condições para as componentes do operador αˆ : 












.         (3.8) 
Finalmente, resumindo em notação compacta todas as condições a serem obedecidas pelos 
operadores αˆ  e βˆ , temos que: 












.               (3.9) 
com i = 1, 2, 3 e i ≠ j. Os operadores 1αˆ , 2αˆ , 3αˆ   e βˆ  que satisfazem as condições (3.9) podem 
ser representados por matrizes quadradas de ordem 4 [5,6,7,11,12]. Há várias representações 
matriciais possíveis para esses operadores, sendo uma das mais utilizadas – e a que será 



























































onde I e 0 representam, respectivamente, a matriz identidade 22 ×  e a matriz nula 22 × , e 1σ , 



























321 σσσσσσ zyx i
i
       (3.11) 
Outras propriedades familiares operadores 1αˆ , 2αˆ , 3αˆ , βˆ  e das matrizes de Pauli serão utilizadas 
neste capítulo quando necessário [8,12]. 
Claramente, o operador hamiltoniano de Dirac em (3.1), definido como 
( ) 2ˆˆˆ mcicH β+∇−⋅= hα ,                (3.12) 
é representado por uma matriz 44×  cujas componentes são operadores diferenciais, o que 
implica que a função de onda de Dirac Ψ seja um objeto a quatro componentes, denominando 
























.                    (3.13) 






i βhh α                (3.1) 
é uma equação de onda covariante para um spinor da forma (3.13), na qual os operadores αˆ  e βˆ  
satisfazem as propriedades (3.9) e admitem, entre outras, a representação de Pauli-Dirac (3.10). 
Ainda, as soluções da equação de Dirac são também soluções da equação de Klein-Gordon, o que 
garante a observância da relação relativística entre momentum e energia (2.8’). É interessante 
perceber que a forma da equação de onda postulada por Dirac leva naturalmente a objetos (os 
operadores αˆ  e βˆ ) que satisfazem uma álgebra anticomutativa, muito semelhante àquela das 
matrizes de spin de Pauli. Além disso, a função de onda de Dirac apresenta várias componentes, o 
que, no contexto da mecânica quântica, significa que essa equação incorpora novos graus de 
liberdade (internos ou intrínsecos) além das coordenadas espaço-temporais. Com isso, somos 
                                                 
13
 A origem dessa denominação deverá ficar clara na próxima seção. Observa-se que os índices 1, 2, 3 e 4 para as 




levados a supor que a equação de Dirac naturalmente descreva partículas de spin não nulo, o que 
por sua vez nos leva à investigação da seção seguinte.   
 
3.2 O Momento Angular de uma Partícula de Dirac 
 
Conforme primeira quantização, o operador momento angular orbital Lˆ  é definido por 
( )∇−×= hirL ˆˆ                       (3.14) 







−= εhˆ ,            (3.14’) 
onde ijkε  é o símbolo de Levi-Civita e todos os índices latinos podem assumir apenas os valores 









−= h .                (3.12) 
Na representação de Heisenberg, a evolução temporal de um observável Aˆ  é governada pela 








= .                     (3.15) 
onde [ ] AˆˆˆAˆˆ,Aˆ HHH −=  é o comutador do observável Aˆ  com o operador hamiltoniano. 
Sabemos da mecânica que o momento angular orbital de uma partícula livre sem graus de 
liberdade internos (spin) é uma constante de movimento, ou seja, é uma grandeza conservada. 
Veremos que não esse é o caso para uma partícula de Dirac livre. Para verificar essa afirmação, 




















































































































































































































































2 εh .     (3.16) 












εh ,                         (3.17) 
o que prova que o momento angular orbital de uma partícula de Dirac não é uma grandeza 
conservada [15]. Como o momento angular total Jˆ  é uma constante de movimento, uma partícula 
descrita pela equação de Dirac deve ter um momento angular intrínseco Sˆ  (isto é, não orbital) de 
tal forma que SLJ ˆˆˆ +=  seja uma constante de movimento. De acordo com a equação (3.17), para 
que a conservação do momento angular total seja satisfeita, é preciso que cada componente de Sˆ  
















Diferente das componentes do momento angular orbital, as componentes de Sˆ  nada tem a ver 
com as coordenadas espaciais e por isso devem comutar com qualquer operador que as envolva. 
Assim, de acordo com a equação de movimento de Heisenberg, 
[ ]











































































    (3.19) 
Igualando as derivadas temporais em (3.18) e (3.19), obtém-se 
























,               (3.20) 
de onde se conclui que Sˆ  deve satisfazer as seguintes condições: 


















ˆ εh .                (3.22) 
Das condições (3.21) e (3.22) vamos encontrar realizações explicitas para as componentes 
de Sˆ  na representação de Pauli-Dirac. Como qualquer observável deve ser representada por uma 
matriz auto-adjunta, podemos escrever a representação matricial de qualquer um dos operadores 










S iˆ ,              (3.23) 
onde A, B e C são submatrizes 22 × , sendo A e B auto-adjuntas (ou seja, += AA  e += BB ) e 
+C  a adjunta de C. Da condição (3.21), utilizando a representação de Pauli-Dirac para βˆ  e a 




















,                    (3.24) 

















.            (3.25) 
Para explorar adequadamente a condição (3.22), é conveniente especificar uma das 
componentes. Escolhendo, por exemplo, i = 1, temos de (3.22):  









































− hh ,        (3.22’) 
























h .                      (3.26) 
As relações de comutação (3.26) são idênticas às relações obtidas da teoria geral do momento 
angular. Por exemplo, sabemos que 
32112
ˆˆˆˆˆ SiSSSS h−=− ,                     (3.27) 
o que permitiria a identificação 33 ˆˆ αS ∝  por comparação com a segunda equação em (3.26). No 


























o que mostra que não é matematicamente possível que uma seja proporcional a outra. No entanto, 














as quais apresentam as matrizes de Pauli nas posições corretas para que possamos identificar 
iiS Σ∝ˆ , e tais que iSˆ  ainda satisfaçam as relações de comutação (3.26). Tomamos 




onde κ  é um fator de proporcionalidade a ser determinado. Substituindo 11ˆ Σ= κS  na segunda 
equação em (3.26), ficamos com 












































κ hi ,                     (3.29) 
mostrando que 
( ) 32112 σσσσσκ hi−=− .              (3.30) 
Das propriedades das matrizes de Pauli , sabemos que 31221 σσσσσ i=−= , o que, quando 
inserido em (3.30), leva a 
332 σσκ hii −=− ,           (3.31) 
de onde se obtém para κ  o valor 
2
h
=κ .              (3.32) 
Completamos assim o processo de determinação das componentes do operador momento angular 



















, i = 1, 2, 3       (3.34) 
É simples verificar a consistência de (3.33) com as relações gerais de comutação do 
momento angular – equação (3.27). Multiplicando a última equação de (3.26) com 1αˆ  pela 
direita, temos 

















.  (3.35) 
Multiplicando agora o resultado obtido em (3.35) por 2/h , obtém-se a relação 
32112




idêntica à (3.27) 
Os autovalores das matrizes de spin iΣ  são idênticos aos autovalores das matrizes de 

































Como 3Σ  é diagonal, fica evidente que seus autovalores são 1± , porém, ocorrem em duplicidade. 
Consequentemente, os autovalores dos operadores de spin são 2/h± , ocorrendo também em 
duplicidade. Isso significa que há dois estados quânticos (e não apenas um, conforme a teoria 
fenomenológica de Pauli) associada a cada autovalor de spin ( 2/h+  e 2/h− ), o que está 
intimamente relacionado ao fato de que a equação de Dirac descreve não apenas partículas, mas 
também antipartículas. 
De qualquer maneira, conclui-se da discussão apresentada no parágrafo precedente que os 
autovalores dos operadores de spin são dados por 
hsi mS = ,             (3.36) 
com 2/1±=sm . Além disso, como as componentes do momento angular satisfazem uma álgebra 
não-comutativa – equação (3.27) – o princípio da incerteza generalizado proíbe a determinação 
simultânea dos valores de 1S , 2S  e 3S . Ou seja, se determinarmos precisamente o valor de 3S , é 
impossível conhecermos precisamente os valores de 1S  e 2S . Define-se ainda o operador 










































        (3.37) 
onde I representa a matriz identidade 44 × . De (3.37) fica evidente que 2ˆS  comuta com todas as 
componentes do spin. Com isso, podemos sempre encontrar uma base que seja simultaneamente 




sendo 3ˆS . Denotando os vetores desse conjunto de base por sms,  e definindo o número 



















         (3.38) 
onde sms s ≤≤− , em completa analogia a teoria do momento angular orbital. Verificamos 
assim que a equação de Dirac descreve naturalmente partículas de spin ½, diferentemente da 
equação de Klein-Gordon que, como comentamos no capítulo 2, é apropriada para a descrição de 
partículas de spin zero. Com isso, fica evidente a razão da denominação spinor para a função de 
onda de Dirac, Ψ . Vale ainda lembrar que o momento angular total SLJ ˆˆˆ +=  é uma constante 
de movimento na teoria desenvolvida. S3 
Para finalizar essa seção, demonstraremos uma importante relação envolvendo as matrizes 
de Dirac. Sejam dois operadores vetoriais Aˆ  e Bˆ  (ou vetores ordinários) tais que 
[ ] [ ] [ ] 0ˆ,ˆˆ,ˆˆ,ˆ === αBαABA , então: 
( )( ) ( )BAΣBABαAα ˆˆˆˆˆˆˆˆ ×⋅+⋅=⋅⋅ i .            (3.39) 
A prova de (3.39) é direta, e segue conforme desenvolvimentos abaixo. 
( )( ) ( )( )

















Lembrando que 1ˆˆ 2 =iα  e agrupando os termos semelhantes, ficamos com 
( )( )









que é a própria equação (3.39), porém escrita em termos das componentes. Através de 
desenvolvimentos semelhantes, pode-se mostrar também que ( )( ) ( )( )BΣAΣBαAα ˆˆˆˆˆˆ ⋅⋅=⋅⋅  e que 
( )( ) ( )BAσBABσAσ ˆˆˆˆˆˆ ×⋅+⋅=⋅⋅ i .            (3.39’) 
As fórmulas (3.39) e (3.39’) são conhecidas como identidades de Dirac e serão muito úteis nos 





3.3 Acoplamento Eletromagnético e Conservação da Probabilidade 
 
A dinâmica quântica de uma partícula de Dirac na presença de campos eletromagnéticos é 




















           (2.2) 





i 2ˆˆˆ Aααhh .          (3.40) 
Na seção 3.4 investigaremos a equação (3.40) no limite não relativístico em detalhes. Mais tarde, 
na seção 3.5, as correções relativísticas de primeira ordem ao hamiltoniano de Schrödinger serão 
obtidos especificamente para o caso eletrostático a partir de (3.40). Por fim, na seção 5.6, as 
energias decorrentes das correções relativísticas serão obtidas para o átomo de hidrogênio via 
teoria de perturbação independente do tempo, e o espetro de energias obtido será colocado à 
prova pela comparação com o espectro de linhas experimental. Por ora, interessa-nos verificar a 
consistência de (3.40) com a interpretação probabilística da mecânica quântica. Para isso, 
tomamos a conjugada hermitiana de (3.40):  





i 2ˆˆˆ Aααhh .         (3.41) 
onde 
( )*4*3*2*1 ΨΨΨΨ=Ψ +  
é o spinor conjugado hermitiano de Ψ  [7,12]. Lembrando que os operadores αˆ  e βˆ  são auto-
adjuntos e comutam com os potenciais eletromagnéticos, e utilizando a conhecida identidade 








i 2ˆˆˆ Aααhh .                (3.42) 






































.          (3.43) 
Subtraindo agora a segunda equação da primeira em (3.43), obtém-se, após cancelamentos e 
rearranjos, 









cc αα ,                   (3.44) 
ou, pela regra do produto da diferenciação, 







cα ,     (3.45) 






















         (3.46) 
Das considerações acima, concluímos que, conforme esperado, uma equação de onda de 
primeira ordem no tempo leva a uma densidade definida positiva, o que possibilita a sua 
interpretação como uma distribuição probabilística. Entretanto, diferente da equação de 
Schrödinger, a equação de Dirac prevê que essa densidade envolva quatro funções, 1Ψ , 2Ψ , 3Ψ  e 
4Ψ , e não apenas uma. Esse fato tem consequências interessantes sobre as distribuições de 
probabilidade eletrônicas em átomos, pois os nodos das quatro funções que compõem o spinor de 
Dirac ocorrem em diferentes regiões do espaço [18]. 
Em problemas eletrostáticos, a equação de Dirac (3.40) admite, assim como as equações 
de Schrödinger e de Klein-Gordon, solução por separação de variáveis [7,11,15]. Fazendo 
( ) ( ) ( )h/exp, iEtt −=Ψ rr ψ         (3.47) 
e tomando A = 0 e ϕ = ( )rϕ , encontramos a equação de Dirac independente do tempo 
ϕψψβψψ qmcciE ++∇⋅−= 2ˆαˆh ,              (3.48) 
onde E é novamente a energia relativística da partícula no campo eletrostático e ( )rψ  é um 




ordem no tempo, a equação de Dirac – da mesma maneira que a equação de Klein-Gordon – 
admite também soluções da forma  
( ) ( ) ( )h/exp, iEtt rr ψ=Ψ . 
(observe o sinal positivo no argumento da exponencial). No entanto, essas soluções são também 
associadas a antipartículas e não serão consideradas aqui14 [7,12]. 
 
3.4 O Limite Não Relativístico da Equação de Dirac 
 
Interessa-nos agora o estudo da equação de Dirac no limite não relativístico. 
Apresentaremos uma metodologia que permite, ao mesmo tempo, a obtenção da equação de 
Dirac nesse limite (que corresponde a equação de Pauli), bem como das correções relativísticas 
corretas até qualquer ordem em 1/c2 [7,11]. 
Iniciamos expressando o bispinor de Dirac em termos de dois spinores de duas 













































.          (3.50) 
Escrevendo Ψ  em termos de AΨ  e BΨ  e expressando as matrizes de Dirac em termos das 
























































































hh .  (3.51) 
É fácil verificar que a equação (3.51) corresponde de fato ao seguinte sistema de equações para 
AΨ  e BΨ : 
                                                 
14
 Como descrito na seção 3.1, essas soluções eram interpretadas originalmente como estados de energia negativa, o 
que foi uma das razões que levaram Dirac a postular uma equação de onda de primeira ordem temporal. Assim, a 
ocorrência desses estados como soluções de sua equação – algo frustrante à primeira vista – levou Dirac a formular o 















































,          (3.52) 
onde Api qi −∇−= hˆ  é o operador momentum cinético. Como no limite de baixas energias a 
diferença entre a energia relativística e a energia não relativística é praticamente igual a energia 
de repouso, facilita a análise expressar o spinor de Dirac da seguinte maneira – semelhante ao que 
foi feito no estudo da equação de Klein-Gordon no limite não relativístico:  
( ) ( )( )
( )



































.        (3.53) 
Inserindo as expressões para AΨ  e BΨ  decorrentes de (3.53) em (3.52), obtém-se o seguinte 










































.       (3.54) 
O sistema de equações (3.54) mostra que, para partículas de Dirac (férmions de spin ½, para os 




nesse caso, as componentes superiores do spinor de Dirac ( χ ou AΨ ) são conhecidas como 
componentes grandes e as componentes inferiores (η  ou BΨ ) são conhecidas como 
componentes pequenas15. 
É desejável converter o sistema de equações (3.54) em uma única equação para o spinor 
χ , que presumivelmente se relaciona de forma simples com a função de onda não relativística. 











.                     (3.55) 
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 Claramente, o quadro se inverte para o caso dos antiférmions de spin ½, para os quais a evolução temporal é da 





Iremos nos preocupar em encontrar o operador Λˆ  em breve. Por hora, percebemos que agindo 
com Λˆ  pela esquerda na segunda equação do sistema (3.54) e levando em consideração a 





= .      (3.56) 
Assim, se conhecermos χ  podemos em princípio determinar η  pela simples aplicação de (3.56). 
Para encontrar a equação para χ , substituímos (3.56) à direita na primeira equação em (3.54), o 
que fornece 









h .      (3.57) 
O operador Λˆ  correto até qualquer ordem em 1/c2 pode ser determinado conforme segue. 













qti ϕ−∂∂Λ−=Λ h .           (3.59) 
Com isso, fica claro que o operador Λˆ  correto em ordem zero é simplesmente o operador 
identidade: 
1ˆˆ 0 =Λ .           (3.60) 
Para determinar Λˆ  correto até a primeira ordem em 1/c2, substituímos (3.60) no lado direito da 





−=Λ h .            (3.61) 
Para obter Λˆ  correto até a segunda ordem em 1/c2, poderíamos substituir (3.61) no lado direito 
de (3.59), e o processo poderia ser continuado dessa forma até uma ordem arbitrária em 1/c2, 
dando a seguinte série: 
L+Λ+Λ+Λ=Λ 210 ˆˆˆˆ .            (3.62) 




Precisamos levar também em consideração a normalização do spinor de Dirac, que deve 
ser correta até a mesma ordem que o hamiltoniano. Como Ψ  representa uma amplitude de 
probabilidade, temos que 
( ) ( ) 1=+=ΨΨ+ΨΨ=ΨΨ ∫∫∫ +++++ dvdvdv BBAA ηηχχ .            (3.63) 































χχχχ piσpiσ .            (3.64) 
Agora, levando em consideração a relação ( ) +++ = AˆBˆBˆAˆ  e a hermiticidade dos operadores σ  e 
pˆi , a equação (3.64) fica rescrita como 
























χχ piσpiσ .           (3.65) 
Denotamos o spinor que representa o estado quântico do sistema, normalizado até uma ordem 
arbitrária em 1/c2, por ( )t,rΦ . O seja,  
1=ΦΦ∫ + dv .        (3.66) 
As equações (3.65) para χ  e (3.66) para a amplitude probabilística Φ  são muito semelhantes e 
representam a mesma realidade física. Assim, define-se Ωˆ  como o operador que, quando agindo 
sobre χ , fornece Φ . Ou seja: 
χΩ=Φ ˆ .      (3.67) 
Substituindo a definição (3.67) em (3.66), temos que 
1ˆˆ =ΩΩ∫ ++ dvχχ .           (3.68) 
A comparação de (3.68) com (3.65) fornece para Ωˆ  











.     (3.69) 
Sem perda de generalidade, assumimos que Ωˆ  seja auto-adjunto, o que permite identificar o lado 



















.     (3.70) 
Podemos estabelecer Ωˆ  até qualquer ordem em 1/c2, o que faremos até a primeira apenas. 
Para isso, expandimos a equação (3.70) em série de Taylor, o que fornece 












.     (3.71) 
De (3.71), fica claro que o operador Ωˆ  correto em ordem zero é o operador identidade: 
1ˆˆ 0 =Ω .               (3.72) 
Para encontrar Ωˆ  correto até a primeira ordem, basta substituir Λˆ  correto em ordem zero 









+=Ω .         (3.73) 
Por fim, vamos estabelecer a equação para a amplitude Φ . De (3.67), temos que 
ΦΩ= −1ˆχ .      (3.74) 
Inserindo a expressão (3.74) na equação (3.57), obtém-se 











i piσpiσh .    (3.75) 
Essa é a equação para a amplitude Φ . Analisaremos a seguir essa equação em ordem zero para o 
caso geral e, na seção seguinte, em primeira ordem para o caso eletrostático. Na tabela 5 
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Tabela 5 – Operadores Λˆ , Ωˆ  e 1ˆ −Ω  corretos em ordem zero e em primeira ordem. 
Operador Ordem zero Primeira ordem 





























      Fonte: autoria própria, 2017. 
 
Para verificar o limite não relativístico da equação de Dirac, inserimos os operadores Λˆ  e 
1
ˆ
−Ω  em ordem zero na equação (3.75) e retornamos com a definição do momentum cinético em 
termos de ∇  e A . Descobrimos, desta maneira, que a equação de Dirac se reduz à equação de 
Pauli para o spinor a duas componentes Φ , nesse nível de aproximação: 









h .         (3.76) 
Com efeito, empregando a identidade de Dirac ( )( ) ( )BAσBABσAσ ˆˆˆˆˆˆ ×⋅+⋅=⋅⋅ i  no termo cinético 
em (3.76) e lembrando que 0=Φ∇×∇  e que 0AA =× , obtém-se 












h .       (3.77) 
Utilizando agora a propriedade do rotacional ( ) Φ∇×−×∇Φ=Φ×∇ AAA , obtém-se de (3.77)  












h .           (3.78) 
Identificamos em (3.78) o vetor campo magnético, AB ×∇= , e o operador de spin no espaço 





















Os dois primeiros termos à direita em (3.79) são idênticos aos termos cinético e potencial 
da equação de Schrödinger. O terceiro termo à direita corresponde ao hamiltoniano da interação 
de um dipolo magnético Sµ ˆ
2m
qg ss =  com o campo magnético B: 
Bµ ⋅−= SSBHˆ ,          (3.80) 
onde 2=sg  é o fator g de Landé de spin para da partícula de Dirac
17
 [15]. Ou seja, o limite não 
relativístico da equação de Dirac não é a equação de Schrödinger, mas sim a equação de Pauli, 
incorporando naturalmente efeitos magnéticos decorrentes do spin [7,11,15]. 
 
3.5 Correções Relativísticas de Primeira Ordem em Problemas Eletrostáticos 
  
As correções relativísticas em primeira ordem ao hamiltoniano não relativístico são 
obtidas substituindo os operadores Λˆ  e 1ˆ −Ω  corretos até a primeira ordem em 1/c2 (veja tabela 5) 
na equação (3.75) [7,11]. O resultado obtido, ainda sem praticamente nenhuma manipulação 
algébrica, é 










































































.      (3.81) 
Claramente, a equação (3.81) é consideravelmente mais complicada que a aproximação de ordem 
zero, equação (3.76). Como estamos interessados, em última análise, no problema eletrostático do 
átomo de hidrogênio, vamos considerar a equação (3.81) apenas para esse caso. Fazendo A = 0, 
ϕ = ( )rϕ  e ∇−== hippi ˆˆ , a equação (3.81), esta pode ser resolvida por separação de variáveis, 
admitindo soluções da forma 
( ) ( ) ( )h/exp, tit εφ −=Φ rr ,                (3.82) 
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 O valor experimental para o fator g de Landé de spin para o elétron é 002319,2=sg , o que pode ser calculado 
com grande exatidão pelos métodos da eletrodinâmica quântica. Ainda assim, a previsão da equação de Dirac para 




onde ε representa a energia não relativística mais correções relativísticas de primeira ordem. 
Como pˆ  comuta com t∂∂ , podemos encontrar uma equação independente do tempo realizando 
as seguintes substituições formais em (3.81) 
















.                     (3.83) 
Levando as substituições (3.83) em (3.81), ficamos com 
































































,      (3.84) 
ou, após algumas operações simples, 


























































.    (3.84’) 
Lembrando que ∇−= hipˆ  e empregando a identidade de Dirac, temos que 
( ) ( ) φφφφ 222 ˆˆˆˆˆ pppσppσ =×⋅+=⋅ i , 
já que 0=∇×∇ φ . Com isso, a equação (5.84’) se torna 






































+−=− .    (3.84’’) 
O próximo passo é realizar a ação dos operadores no primeiro parêntese à direita da igualdade em 
(3.84’’) sobre os termos no parêntese seguinte. Desprezando termos de segunda ordem em 1/c2, o 
resultado encontrado, ainda sem alterar a ordem dos termos ou agrupar os semelhantes, é 






























ˆ22 pcm  dos dois lados da igualdade em (3.85), agrupando termos 
semelhantes e rearranjando um pouco, encontramos 




























O problema da equação (3.86) é que ela ainda não apresenta a forma de uma equação de 
autovalores para certo hamiltoniano, em virtude do fator εφ  no terceiro termo à direita da 
igualdade. Isso pode ser facilmente resolvido, substituindo aí a aproximação de ordem zero para 








neste terceiro termo. Com isso, a equação (3.86) fica rescrita como 


































+−+= .         (3.87) 
Realizando as operações no terceiro termo à direita da igualdade e agrupando termos 
semelhantes, ficamos com 
 



















pppσpσpp +−⋅⋅+−+= .          (3.88) 
Os três primeiros termos no operador hamiltoniano efetivo até primeira ordem que está se 
formando à direita em (3.88) já estão na sua forma final. Por isso, vamos nesse momento 
concentrar a nossa atenção nos dois últimos, cuja soma é simbolizada por X em (3.88). 
Colocando em evidência os fatores comuns, X pode ser expresso como: 





qX .                     (3.89) 
Como ∇−= hipˆ  é um operador associado à derivação em primeira ordem, aplicando a regra do 
produto da diferenciação a todos os termos cabíveis entre colchetes em (3.89), temos 
( ) ( )
( )
( )( )
























qX .         (3.90) 
Os dois primeiros termos entre colchetes em (3.90) cancelam com o último, dando 







qX .              (3.91) 
Utilizando novamente a identidade de Dirac se encontra para o terceiro termo entre colchetes 
( )( ) ( ) ( ) ( )φϕφϕφϕ ppσpppσpσ ˆˆˆˆˆˆ ×⋅+⋅=⋅⋅ i ,         (3.92) 











qX ,                 (3.93) 
Que é o nosso resultado final para X. Retornando com (3.93) em (3.88), encontramos a nossa 
forma final para a equação de Dirac, correta até a primeira ordem em 1/c2, para problemas 
eletrostáticos: 

















−×⋅+−+= .           (3.94) 
A equação (3.94) pode ser colocada explicitamente na forma usual de uma equação de 
autovalores, εφφ =Hˆ , para o operador hamiltoniano efetivo 

















H −×⋅+−+= .                 (3.95) 
É instrutivo neste ponto interpretar fisicamente cada uma das três correções relativísticas 
de primeira ordem que aparecem no operador hamiltoniano (3.95). Faremos isso, ao mesmo 
tempo em que encontraremos suas expressões finais considerando o movimento de um elétron no 
potencial de Coulomb gerado por um núcleo atômico. Observe que os dois primeiros termos do 
hamiltoniano (3.95) são completamente equivalentes aos operadores de energia cinética e de 
energia potencial do hamiltoniano de Schrödinger e não exigem maiores discussões. 
 
a) O termo de massa-velocidade, MVHˆ  
 
O terceiro termo no hamiltoniano (3.95) possui um análogo clássico preciso, 
representando a primeira correção relativística na energia cinética. Como sabemos [9], a energia 














mcmccmcpT .                 (3.96) 











que possui uma correspondência precisa com o primeiro e com o terceiro termos do operador 
hamiltoniano (3.95). Em última análise, o terceiro termo em (3.95) decorre da definição do 
momentum linear relativístico ou, colocando de outra forma, da definição de massa relativística, 










−= .                      (3.98) 
 
b) O termo de interação spin-órbita, SOHˆ  
 
O quarto termo em (3.95) representa, no caso atômico, uma interação entre o momento 
magnético de spin do elétron – definido na seção 3.4 – e o campo magnético “sentido” pelo 











qH SO .                  (3.99) 
Para um potencial central – como aquele gerado por um núcleo atômico pontual em repouso na 
origem – sabemos que 
rdr













.                            (3.100) 
Identificando o operador entre parênteses em (3.100) como o operador momento angular orbital, 













.                                       (3.101) 
Para o caso específico do átomo de hidrogênio – um elétron de carga q = −e submetido ao 




derivada do potencial com respeito a r e reorganizando os fatores, encontramos o hamiltoniano 












.                         (3.102) 
A equação (3.102) pode ainda ser expressa de uma forma que a deixa mais apropriada 
para o tratamento perturbativo. Lembrando que o momento angular total é dado por SLJ ˆˆˆ += , 
temos que 





ˆˆ SLJLS −−=⋅       (3.104) 
Apesar de Lˆ  e Sˆ  não serem constantes de movimento (assim como todas as suas componentes), 
2
ˆJ  e 2ˆS  o são, conforme foi visto na seção 3.2. Pode-se mostrar que o operador 2ˆL  comuta com 
o hamiltoniano (3.95) e é, portanto, também uma constante de movimento [9]. Ainda, pode-se 
mostrar que os operadores 2ˆJ , 2ˆL  e 2ˆS  comutam entre si. Assim, é possível encontrar uma base 
comum de autoestados de Hˆ , 2ˆJ , 2ˆL  e 2ˆS (e zJˆ ), e a ação do operador LS ˆˆ ⋅  sobre um  desses 
autoestados fornece, de acordo com a teoria geral do momento angular, 
  ( ) ( ) ( )[ ] jj msljsslljjmslj ,,,,1112,,,,ˆˆ
2
εε +−+−+=⋅
hLS .             (3.105) 
Os estados eletrônicos em átomos hidrogenóides são, nesse caso, representados pelo nome do 
orbital atômico com o valor de j como índice inferior, como em 211s , 212s , 212 p  e 232 p  [4]. 
Como s = ½ e o número quântico de momento angular total j pode assumir apenas os valores 
2
1























lκ .               (3.107) 
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= .                     (3.108) 
Agora, utilizando a relação (A15), 02 amcc α=h , e a definição da constante de estrutura fina 
(consulte o apêndice A para detalhes), obtém-se a forma final do operador de interação spin-











= .                    (3.109) 
Para fins de interpretação física, vamos supor que haja uma hamiltoniana clássica que seja 
equivalente à SOHˆ . Com base em (3.102), fazendo vrL m×= , multiplicando por 21 sg=  e 

























.                    (3.110) 
onde os sinais negativos foram introduzidos por conveniência. Identificamos em (3.110) o campo 






























⋅−= ,                             (3.111) 
que se torna idêntica à equação (3.80) – exceto pelo fator ½ – se for legítimo identificar 
( ) 2cvE× como sendo o campo magnético efetivamente “sentido” pelo elétron devido ao seu 
movimento em torno do núcleo. A teoria eletromagnética clássica mostra que é esse realmente o 
caso [4,9]. O fator ½ em (3.111) decorre de um efeito cinemático relativístico conhecido com 
precessão de Thomas, e está relacionado à mudança do referencial onde o núcleo está em repouso 
para um referencial onde o elétron está em repouso e é o núcleo que executa um movimento em 




c) O termo de Darwin, DHˆ  
 
O último termo no hamiltoniano (3.95) tem uma interpretação física mais sutil. Pode-se 
mostrar que o elétron na posição r é afetado pelos valores do campo eletrostático em todos os 
pontos numa região do espaço de dimensões da ordem do seu comprimento de onda de Compton, 
em torno de r [10]. Essa interação não local do elétron com o potencial eletrostático se manifesta 




qH D −= .     (3.112) 








.              (3.113) 
Agora, fazendo q = −e e lembrando que a equação de Poisson para um núcleo pontual de carga 
Ze estabelece que 






ρϕ rr Ze−=−=∇ ,        (3.114) 









= .               (3.115) 
Utilizando novamente a relação (A15), 02 amcc α=h , e a definição da constante de estrutura fina, 








mcH D = .                (3.116) 
  
3.6 Solução Perturbativa da Equação de Dirac para o Átomo de Hidrogênio 
  
Partimos para o tratamento perturbativo [8,9,10] do átomo de hidrogênio com o 
hamiltoniano (3.95), o qual rescrevemos como: 


















pp ϕ .     (3.118) 
MVHˆ , SOHˆ  e DHˆ  são dados respectivamente por (3.98), (3.109) e (3.116). As soluções exatas 
para da equação de Schrödinger para o átomo de hidrogênio são obtidas no apêndice B e 
apresentadas na tabela 6. 
 
Tabela 6 –  Orbitais hidrogenóides não relativísticos dos dois primeiros níveis de energia. 
n l m Orbital ( )φθ ,,)( || rψ mnl±   
1 0 0 s1  
















2 0 0 s2  



























 1 0 






















































                       Fonte: autoria própria, 2017. 
 
Simbolizamos os estados não perturbados conhecidos de forma sucinta como ( )0Φ , de forma 
que 
( ) ( ) ( )00'0
0
ˆ Φ=Φ EH          (3.119) 
onde ( )0'E  são os autovalores de energia não relativísticos. Iremos agora realizar os cálculos das 
correções relativísticas para a energia utilizando teoria de perturbação de primeira ordem para os 




3.6.1 Correções de Massa-Velocidade 
 
A correção de primeira ordem à energia decorrente do termo MVHˆ  se calcula conforme 
segue. A integral de perturbação a ser resolvida é dada por 
( ) ( ) ( )001
ˆ ΦΦ= MVMV HEδ .         (3.120) 
Substituindo (3.98) em (3.120), ficamos com 












EMVδ .         (3.121) 
Como estamos interessados em correções proporcionais a 1/c2, podemos tomar o operador 2pˆ  de 
(3.118) como sendo 
( )VHm −= 02 ˆ2pˆ ,     (3.122) 
que, quando inserido em (3.121), nos leva a 
( ) ( ) ( ) ( ) ( )000021 ˆˆ2 1 Φ−−Φ−= VHVHmcEMVδ .           (3.123) 
Como os estados ( )0Φ  são autoestados de 0ˆH , podemos fazer a substituição 
( )0'
0
ˆ EH →  em 
(3.123). Com isso, a correção de massa-velocidade fica sendo dada por 
( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( ){ }
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

















































   (3.124) 

















−=                  (A16) 



























αααδ        (3.125) 

















 .                 (3.126) 
Substituindo os valores médios (3.126) na equação (3.125) se obtém, após cancelamentos e 




















αδ .           (3.127) 
O resultado (3.127) coincide exatamente com a primeira correção relativística obtida pela 
expansão em série do resultado exato da energia de Klein-Gordon – equação (2.56). Os valores 
numéricos para as correções de massa-velocidade para os subníveis dos níveis de energia K e L 
são, portanto, aqueles dados na tabela 3 (veja a discussão do espectro de energia de Klein-Gordon 
no capítulo 2).  
 
3.6.2 Correções Decorrentes da Interação Spin-Órbita 
 
As correções relativísticas de interação spin órbita são inexistentes para os estados s, pois 
o momento angular orbital é nulo nesses casos (l = 0). Precisamos, desta forma, calcular essas 
correções apenas para os estados 212 p  e 232 p . Utilizando o hamiltoniano da interação spin-
órbita na forma conveniente (3.109), a integral de perturbação a ser resolvida é dada por 
























αδ =ΦΦ=ΦΦ=     (3.128) 











= .       (3.129) 
Inserindo (3.129) em (3.128) e realizando os devidos cancelamentos, obtém-se o resultado final 
para a correção de interação spin-órbita: 
( )








καδ .           (3.130) 
Conforme exposto na seção 3.5, com atenção especial à definição do parâmetro lκ  – equação 
(3.107) – temos que, conforme seja 21−= lj  ou 21+= lj , o valor de ( )1SOEδ  será 











































δ .                       (3.131) 
As energias de interação spin-órbita para os estados 212 p  e 232 p  do átomo de hidrogênio (Z = 1) 
podem agora ser facilmente obtidas pelas equações (3.131). A primeira equação fornece ( )1SOEδ  
para o estado 212 p  (n =2, l = 1 e 21211 =−=j ), enquanto que a segunda fornece ( )1SOEδ  para o 































.                             (3.132) 
 
3.6.3 Correções de Darwin 
 
Enquanto a correção de interação spin-órbita é nula para os estados s, é apenas para esses 
estados que a correção de Darwin é não nula, já que é somente para os estados s que a função de 
onda não relativística não se anula na origem (consulte a tabela 6 e o apêndice B para detalhes). 
Devemos, assim, calcular a correção de Darwin apenas para os estados 211s  e 212s . Utilizando o 
hamiltoniano de Darwin na forma (3.116) e os orbitais não relativísticos dados na tabela 6, 







































            (3.133) 














































  (3.134) 

























.                                      (3.135) 
 
3.6.4 Correção Relativística Total e a Estrutura Fina de Dirac 
 
Na tabela 7 são apresentados os resultados obtidos nas seções anteriores para as correções 
relativísticas de massa-velocidade, interação spin-órbita e de Darwin para os dois primeiros 
níveis do átomo de hidrogênio.  
 
Tabela 7 – Correções relativísticas de massa-velocidade, de interação spin-órbita, de Darwin e 
totais para os estados 211s , 212s , 212 p  e 232 p  do átomo de hidrogênio, de acordo com a 
equação de Dirac. 
n Nível Subnível Estado ( )1MVEδ  / 10−4 eV ( )1SOEδ  / 10−4 eV ( )1DEδ / 10−4 eV δE(1) / 10−4 eV 
1 K s1  211s  −9,056 0 7,245 −1,811 
2 L s2  212s  −1,472 0 0,906 −0,566 
  
p2  212 p  −0,264 −0,302 0 −0,566 
   232 p  −0,264   0,151 0 −0,113 





Observa-se que foi removida a degenerescência do subnível 2p, mas os estados 212s  e  212 p  
permanecem degenerados no nível de teoria que estamos utilizando19. 
Vimos na subseção 2.4.2 que, assumindo que a estrutura fina da linha K-α do espectro de 
absorção do átomo de hidrogênio se deva a diferença de energia entre os subníveis 2s e 2p, 
chagamos a um resultado que está em total desacordo com os dados experimentais. No entanto 
notamos agora que, como os estados 212 p  e 232 p  têm energias diferentes, é razoável supor que 
as transições correspondendo as às linhas K-α1 e K-α2, envolvam como estado final da transição 
justamente estes estados, e não os subníveis 2s e 2p. Vimos também que a diferença de energia 
experimental entre os estados finais das transições é de 4,53·10−5 eV. Assim, tomando a diferença 




E = 4,53·10−5 eV, em excelente concordância com o resultado experimental, no nível 
de exatidão numérica considerado e no nível de teoria utilizado. Analisando ainda os valores 
apresentados na tabela 7, observa-se que, de fato, a estrutura fina decorre apenas da interação 
spin-órbita, já que as demais correções são idênticas para os estados 212 p  e 232 p . Ou seja, 
detalhes nos espectros atômicos de absorção e de emissão estão intimamente relacionados a 
efeitos magnéticos decorrentes do spin do elétron [2]. Outro ponto importante é que ambas as 
transições consideradas estão de acordo com a regra de seleção que permite apenas transições 
com 1±=∆l , o que garante que as linhas espectrais correspondentes tenham intensidades 
semelhantes – como é observado experimentalmente. Concluímos, assim, que a equação de Dirac 
descreve corretamente o espectro de energia do átomo de hidrogênio, o que a equação de Klein-
Gordon não é capaz de fazer porque incorpora apenas correções energéticas do tipo massa-
velocidade, negligenciando completamente a interação spin-órbita (especialmente) e o termo de 
Darwin. 
Por fim, resta realizar uma comparação entre as correções relativísticas obtidas pelo 
método perturbativo com os autovalores de energia exatos da equação de Dirac para o átomo de 
hidrogênio, quais sejam [6,18,19]: 
                                                 
19
 Mostraremos logo a seguir que esse resultado está de acordo com as energias exatas obtidas na solução analítica da 
equação de Dirac. No entanto, há de fato uma pequena diferença de energia entre os estados 212s  e  212 p , cuja 





















mcE .         (3.136) 
A semelhança entre as energias de Dirac – equação (3.135) – e as energias de Klein-Gordon – 
equação (2.56’) – é notável. Embora as equações de onda sejam bastante diferentes em forma, 
seus autovalores de energia são idênticos, exceto pela substituição jl →  na transposição Klein-
Gordon →  Dirac. Nota-se que estados com mesmo n e mesmo j são degenerados, conforme já 
havíamos visto ser o caso para os estados 212s , 212 p . Com isso, utilizando os resultados obtidos 
nos desenvolvimentos da seção 2.4, temos que se Z for suficientemente pequeno (Zα << 1), as 

























mcmcE αα ,          (3.137) 



















mcE αδ                      (3.138) 
Para fins de comparação com a correções obtidas para o átomo de hidrogênio pelo método 
perturbativo e apresentadas na tabela 7, é interessante calcular essas mesmas correções utilizando 



























































.                               (3.139) 
Como se pode verificar, os resultados são idênticos. 
As vantagens do tratamento perturbativo que acabamos de detalhar são a sua simplicidade 
– se comparado com as resoluções analíticas das equações de Schrödinger e de Klein-Gordon 
detalhadas no apêndice B, os procedimentos utilizados neste capítulo são extremamente 




desvantagem é não termos obtido os spinores de Dirac, o que pode ser muito interessante na 


































4 CONSIDERAÇÕES FINAIS 
 
Neste trabalho foram discutidos com o máximo detalhamento que nos foi possível três 
modelos para o átomo de hidrogênio: o modelo não relativístico (equação de Schrödinger, 
subseção 2.1.1), o modelo relativístico sem spin (equação de Klein-Gordon, subseção 2.1.2) e o 
modelo relativístico considerando o spin (equação de Dirac, seção 3.1). As correntes e densidades 
correspondentes a cada equação de onda foram obtidas e analisadas, bem como o acoplamento 
eletromagnético (seções 2.1 e 3.3). Um comparativo entre os termos que compõem o operador 
hamiltoniano em cada caso foi realizado através da redução não relativística das equações de 
Klein-Gordon e de Dirac (seções 2.2, 2.3, 3.4 e 3.5) e vimos que todos os modelos são adequados 
para descrever a parte “grossa” do espectro de energia do hidrogênio (seções 2.4 e 3.6), mas que 
somente a equação de Dirac é capaz de descrever apropriadamente a estrutura fina desse espectro, 
pois incorpora interações magnéticas internas ao átomo (interação spin-órbita) e a não localidade 
da interação do elétron com o potencial eletrostático gerado pelo núcleo atômico (energia de 
Darwin). A equação de Dirac também é vantajosa se comparada ao modelo fenomenológico de 
Pauli (modelo não relativístico com spin), já que no contexto da teoria relativística o spin surge 
naturalmente, como consequência das condições impostas à equação de onda. Além disso, a 
equação de Pauli – sendo não relativística – não é capaz de levar às correções de massa-
velocidade e de Darwin, tipicamente relativísticas. As energias obtidas pela teoria de Dirac 
concordam com os resultados experimentais até a faixa de 10−4 eV a 10−5 eV (seção 3.6). 
Um aprofundamento no estudo teórico do espectro de energia do átomo de hidrogênio 
pode ser realizado pela resolução analítica da equação de Dirac [6,18,19] e também pela inclusão, 
através de tratamento perturbativo, de outros efeitos menores, quais sejam: efeitos relacionados 
ao tamanho e ao movimento do núcleo atômico [18], efeitos relacionados às interações 
magnéticas envolvendo o spin nuclear (estrutura hiperfina) [10,20], e efeitos da eletrodinâmica 
quântica, que levam à remoção da degenerescência entre os estados 212s  e 212 p  e à correta 









APÊNDICE A – O MODELO SEMI-CLÁSSICO DE BOHR 
 
A-1  Os Postulados de Bohr 
 
Com o surgimento do modelo do átomo nucleado de Rutherford, veio também a busca 
pela explicação da estabilidade do átomo e da existência das linhas espectrais. Em 1913 Niels 
Bohr, um dos estudantes de Rutherford, propôs uma forma de atingir ambos objetivos [4]. Ele 
desenvolveu uma teoria que era uma mistura de mecânica clássica com a nova hipótese de 
quantização de Planck e Einstein, e com isso, foi o primeiro a desvendar – ao menos parcialmente 
– a estrutura da eletrosfera. Foi um momento de grande importância na história da ciência, pois se 
iniciava aí uma ruptura fundamental com a antiga forma de pensar a natureza da matéria e uma 
transição lenta entre a física clássica e a nova física que veio a se estabelecer definitivamente no 
final dos anos 1920: a física quântica. 
Para o desenvolvimento de seu modelo, Bohr se baseou nas seguintes premissas (os 
chamados postulados de Bohr): 
 
Primeira premissa (postulado das órbitas): o elétron pode se mover em órbitas 
circulares em torno do núcleo atômico, sendo as únicas órbitas possíveis (ou estáveis) 
aquelas para as quais o momento angular L é quantizado segundo a fórmula: 
hnmvrL ==       (A1) 
Onde m é a massa do elétron, v é a sua velocidade orbital, r é o raio da órbita, ħ é a 
constante de Planck reduzida, definida como ħ = h/2pi = 1,055·10‒34 J·s, e n = 1, 2, 3, ... 
é um número inteiro positivo chamado de número quântico. 
 
Que razão Bohr teria para propor algo tão esquisito e revolucionário quanto a quantização 
do momento angular? Teoricamente, nenhuma. O fato é que, procedendo dessa maneira, Bohr foi 
capaz de dar conta de uma só vez tanto da estabilidade das órbitas eletrônicas quanto das linhas 
espectrais. Pode-se dizer que o procedimento de quantização de Bohr foi tão guiado por fatos 




corpo negro e o de Einstein no seu trabalho sobre o efeito fotoelétrico. A quantização da energia 
e do momento angular – ambas envolvendo a mesma constante fundamental, h – como forma de 
“ajustar a teoria” aos dados experimentais disponíveis, dava pistas de que deveria haver algo mais 
profundo ainda por ser descoberto no que diz respeito a descrição precisa da natureza.  
Segunda premissa (postulado do salto quântico ou condição de frequência de Bohr): 
o elétron inicialmente em uma das órbitas permitidas pode saltar para uma órbita de maior 
energia absorvendo da radiação eletromagnética um fóton com energia exatamente igual à 
diferença de energética das duas órbitas; o elétron também pode saltar para uma órbita de 
menor energia emitindo um fóton com energia exatamente igual à diferença de energia 
entre as duas órbitas. Esses dois processos recebem os nomes bastante apropriados de 
absorção de radiação e emissão de radiação, respectivamente. 
 
Para manter a simplicidade, vamos discutir apenas os processos de absorção, os quais dão 
origem às linhas espectrais descritas no capítulo 1. Nesses casos, a energia da órbita final Eb será 
maior que a energia da órbita inicial Ea (fica aqui implícito que estamos considerando transições 
de uma órbita inicial a para uma órbita final b). A segunda premissa de Bohr, em linguagem 
matemática, fica 
abfóton EEE −= . Ou, lembrando que Efóton = hνrad: 
abrad EEh −=ν       (A2) 
Essa expressão matemática é chamada de condição de freqüência de Bohr e pode ser encarada 
como uma espécie de princípio de conservação da energia aplicado ao problema específico da 
absorção de fóton por um elétron em um átomo. 
 
A-2  Cálculo das Órbitas Eletrônicas e das Suas Energias de Acordo com Bohr 
 
Iremos agora mostrar como é possível calcular o raio das órbitas permitidas e a energia do 
elétron nessas órbitas em um átomo contendo apenas um elétron de massa m = 9,11·10‒31 kg e 
carga ‒e = ‒1,602·10‒19 C, submetido ao campo de potencial eletrostático gerado por um núcleo 
de número atômico Z (carga Ze) em repouso na origem do sistema de coordenadas. O cálculo em 





A-2-1 Os Raios das Órbitas Permitidas 
 






=           (A3) 
Por outro lado, numa órbita circular a força centrípeta deve ser identificada com a força 












=   
onde v2/r é a aceleração centrípeta e ε0 = 8,85·10‒12 C2/J·m é a permissividade elétrica do vácuo. 










              (A4) 
Para encontrar uma expressão para o raio da órbita, procedemos substituindo a equação (A3) na 









=                (A5) 
onde estão evidenciadas as dependências de r com os parâmetros Z e n. Para simplificar um 










=             (A6) 
O resultado final para r se escreve então 





0=              (A5’) 
O raio de Bohr é um parâmetro que está relacionado ao raio de uma órbita eletrônica, 
sendo seu valor no SI igual a 0,529·10‒10 m = 0,529 Å. Esse valor (≈ 10‒10 m) concorda muito 




mais próxima ao núcleo atômico (n = 1) para um átomo de hidrogênio (Z = 1). Além disso, o 
resultado obtido indica que r cresce rapidamente com n, de tal forma que a segunda órbita (n = 2) 
é quatro vezes mais afastada do núcleo que a primeira (n = 1), que a terceira (n = 3) é nove vezes 
mais afastada que a primeira, e assim por diante. Ainda, r é inversamente proporcional ao número 
atômico Z; esse fato é decorrência do aumento da atração do elétron pelo núcleo com o aumento 
da carga elétrica nuclear, o que presumivelmente tende a trazer o elétron para mais perto do 
núcleo. 
 
A-2-2 As Energias das Órbitas Permitidas 
 
A energia mecânica total E do elétron em uma órbita é também facilmente calculada. Da 
mecânica, sabemos que E é a soma da energia cinética T com a energia potencial V. A energia 
cinética é dada por 
2
2mvT =  




















               (A7) 
Agora, substitui-se a expressão (A4) para v2 em (A7), deixando a energia total em termos de r, Z 






−=            (A8) 
O último passo para a obtenção do resultado para a energia do elétron se realiza substituindo o 
raio r dado pela equação (A5) em (A8). Com isso, evidenciando a dependência da energia com Z 














Novamente, para simplificar o resultado (A9) e deixar mais clara a discussão do seu significado, 
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ZEE −=           (A9’) 
Da definição (A10) resulta que o valor de E0 no SI é 2,18·10‒18 J. Alternativamente, podemos 
estar interessados em expressar as energias eletrônicas com uma unidade mais apropriada, já que 
o Joule parece ser grande demais para a escala atômica; assim é comum expressar as energias de 
átomos em elétron-Volts (1 eV = 1,602·10‒19 J), sendo E0 = 13,6 eV. 
Algumas observações sobre as energias possíveis se fazem necessárias. Para qualquer 
valor de Z, a energia de um elétron só pode assumir valores negativos, sendo o menor valor (mais 
negativo) aquele com n = 1. Ou seja, a energia da órbita mais próxima do núcleo é a menor, 
seguida pela energia da segunda órbita (n = 2), e assim por diante. Além disso, para qualquer Z o 
maior valor que a energia pode assumir é 0, no limite de n → ∞. Observa-se também que o 
resultado encontrado mostra que a energia do elétron só pode assumir determinados valores; diz-
se assim que a energia de um elétron orbitando um núcleo é quantizada. Ou seja, cada órbita de 
Bohr corresponde a um nível de energia. Esses valores de energia podem ser dispostos em 
ordem crescente em um diagrama de energia, como o diagrama do átomo de hidrogênio 
apresentado na figura 3 (veja o capítulo 2) e na figura 4. 
Qual seria o efeito do aumento do número atômico Z sobre a energia de cada nível? O 
resultado do nosso cálculo mostra que quanto maior o valor de Z, mais negativo será o valor da 
energia, o que claramente reflete o aumento da intensidade da atração do elétron pelo núcleo com 
o aumento de Z: quanto maior for Z, mais intensa será a atração elétron-núcleo e mais negativa 
será a energia. Na prática, isso está relacionado com o fato de que, como regra geral, é muito 
mais difícil arrancar elétrons de um átomo com Z grande do que de um átomo com Z pequeno, ao 






A-3  A Explicação das Linhas Espectrais Segundo Bohr  
 
Passamos agora a explicação de Bohr para a ocorrência e posições das linhas espectrais 
para o átomo de hidrogênio (Z = 1). Considerando apenas o processo de absorção de energia da 
radiação, vimos na seção A-1 que um fóton só poderá ser absorvido pelo elétron se a sua energia 
for exatamente igual à diferença de energia entre as órbitas eletrônicas final (b) e inicial (a), ou 
seja, se for satisfeita a condição de frequência de Bohr – veja equação (A2). Levando em conta 















onde na e nb são os números quânticos das órbitas a e b, e que a frequência νrad do fóton 
absorvido relaciona-se com a velocidade da luz c e com o comprimento de onda λabs subtraído da 










Rλ             (A11) 
onde R = E0/hc = 1,097·107 m‒1 é a constante de Rydberg. Assim, um elétron só poderá 
absorver um fóton e saltar para uma órbita mais externa se o comprimento de onda da radiação 
eletromagnética incidente for precisamente àquele dado pala equação (A11), que é conhecida 
como fórmula de Rydberg. O comprimento de onda absorvido em si será subtraído da radiação 
e, conforme descrito na seção 1.2, em seu lugar aparecem linhas escuras no espectro – as linhas 
espectrais. 
Os comprimentos de onda calculados pela fórmula de Rydberg apresentam excelente 
concordância com os valores experimentais para o hidrogênio. Na figura 4 são apresentados os 
comprimentos de onda absorvidos – ou seja, as posições das linhas espectrais – para diversas 
transições do átomo de hidrogênio. Cada conjunto de linhas correspondendo às transições cuja 
órbita eletrônica inicial é caracterizada por um dado número quântico na recebe um nome 
especial; são as chamadas séries espectrais. As séries espectrais iniciando em na = 1, 2, 3, 4 e 5 
são chamadas, respectivamente de série de Lyman, série de Balmer, série de Ritz-Paschen, série 
de Brackett e série de Pfund. Nem todas as linhas espectrais aparecem na região visível do 




energia, correspondendo a linhas na região do ultravioleta. Da mesma maneira, algumas 
transições envolvem fóton de baixa energia e aparecem na região do infravermelho do espectro. 
Essas linhas, obviamente, só podem ser detectadas por instrumentos especiais. 
 
Figura 4 – Diagrama de energia do átomo de hidrogênio, mostrando as linhas espectrais das 
séries de Lyman, de Balmer, de Ritz-Paschen, de Brackett e de Pfund. 
 





A-4  A Velocidade Orbital do Elétron e a Constante de Estrutura Fina  
 
Qual é a velocidade do elétron em seu movimento ao redor do núcleo, segundo o modelo 
de Bohr? A resposta é encontrada substituindo a expressão encontrada para r – equação (A5) – na 
expressão obtida diretamente da quantização de Bohr do momento angular – equação (A3) – 
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=       (A12) 
É conveniente expressar o resultado (A12) em termos da razão v/c, onde c é a velocidade da luz 
no vácuo – 299.792.458 m/s, exatamente. Essa razão nos fornece um indicativo sobre a 












=                 (A12’) 








α =                (A13) 





α=          (A12’’) 
O valor numérico da constante de estrutura fina depende da carga do elétron, mas não da sua 
massa. É um adimensional – independente do sistema de unidades utilizado, portanto – e pode 
ser calculado utilizando os valores das constantes fundamentais e, ε0, h e c, fornecidos nesse 
texto. Resulta que o valor de α é 7,2974·10‒3 ≈ 1/137,04.  
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Da equação (A12’’), podemos facilmente estabelecer o significado de α: é a razão v/c do 
elétron na órbita mais próxima do núcleo (n = 1) de um átomo de hidrogênio (Z = 1). Como o 
valor de α é muito pequeno, infere-se que para átomos leves (com Z pequenos), v/c << 1 para 
todas as órbitas, o que significa que, nesses casos, efeitos relativísticos devem ser pouco 
importantes. Porém, com o aumento de Z aumenta a intensidade da força de atração do elétron 
pelo núcleo, o que faz crescer a aceleração centrípeta e, desta forma, aumenta a velocidade orbital 
do elétron. Assim, à medida que consideramos núcleos com números atômicos maiores e 
maiores, efeitos relativísticos presumivelmente terão importância crescente. Não é nosso objetivo 
discutir tais efeitos neste parágrafo; no entanto vale chamar atenção para o fato de que, segundo a 
equação (A12’’), se Z > 137 a órbita mais próxima do núcleo (n = 1) simplesmente não pode 
mais existir, pois nela teríamos v/c > 1, contrariando uma exigência básica da teoria da 
relatividade restrita, qual seja, que nenhum corpo ou partícula pode se deslocar com velocidade 
superior à da luz. Assim, para Z > 137, deixa de ser possível a primeira órbita, assim como deixa 
de ser possível a segunda órbita para Z > 548, e assim por diante. 
Claro que a análise acima é bastante rudimentar, pois o modelo de Bohr não é 
relativístico. Ainda assim, a constante de estrutura fina desempenha um papel tão importante nos 
tratamentos relativísticos dos sistemas atômicos – em especial aqueles derivados da equação de 
Dirac – que vale guardar esses breves comentários como forma de interpretar, por exemplo, 
resultados de teorias mais avançadas para o espectro de energia do átomo de hidrogênio, como 
vimos nos capítulos 2 e 3 deste trabalho. Vale mencionar também que a energia não relativística 
do elétron, dada pela fórmula (A9), pode ser escrita em termos de α e da energia de repouso do 






mcE α−=      (A9’’) 
Além disso, pode-se mostrar também que o raio de Bohr a0 – equação (A6) – e a constante de 
Rydberg R, ambos parâmetros definidos na seção A-2, podem ser expressos em termos da 


































      (A14) 
Substituindo a definição (A13) na primeira equação em (A14), encontra-se facilmente que 
0
2 amcc α=h ,          (A15) 
que é muito útil no tratamento perturbativo apresentado no capítulo 3. Por exemplo, utilizando 

























.      (A16) 
 
A-5  As Deficiências do Modelo de Bohr 
 
A teoria desenvolvida por Bohr foi bastante satisfatória na explicação do espectro de 
linhas do átomo de hidrogênio e de íons contendo apenas um elétron. No entanto, embora esse 
modelo possa ser estendido com relativa facilidade à predição dos espectros dos metais alcalinos, 
ele falha para os demais elementos da tabela periódica. Listamos abaixo algumas outras das 
principais falhas e deficiências do modelo de Bohr. 
• No que diz respeito ao problema da estabilidade do átomo, observa-se que a 
existência de órbitas estáveis é um pressuposto da teoria e não uma consequência 
dela. Seria desejável que essa estabilidade, bem como a regra de quantização de 
momento angular adotada por Bohr, pudessem ser explicadas de alguma forma, e 
não simplesmente tomadas como garantidas por princípio. Além disso, a própria 
existência de órbitas eletrônicas circulares deve ser questionada, uma vez que estas 
jamais puderam ser observadas – e, até onde se sabe, jamais poderão, pois essa ideia 
conflita com o princípio da incerteza de Heisenberg. Assim, as próprias premissas 
da teoria de Bohr só se justificam pelo sucesso das predições do modelo, e não por 




• A estrutura fina do espectro de linhas, conforme descrito na seção 1.3, não pode ser 
explicada pelo modelo de Bohr, sequer no caso do hidrogênio. 
• O modelo de Bohr não fornece nenhum meio de determinar teoricamente a 
intensidade das linhas espectrais e o tempo de vida de estados excitados. 
• O modelo não explica os números máximos de elétrons que podem ocupar os níveis 
ou camadas de energia dos átomos (2 na camada K, 8 na camada L, 18 na camada 
M, e assim por diante), bem como as configurações eletrônicas de diversos átomos, 
como por exemplo o potássio e o cálcio. Essa deficiência decorre do fato de o 
modelo não incorporar nem a estrutura de subníveis de energia na descrição da 
eletrosfera, nem o princípio de exclusão de Pauli. 
Todos esses problemas foram parcialmente ou completamente solucionados pela mecânica 
quântica, teoria que surgiu nos anos 1925-1926 com os trabalhos pioneiros de Heisenberg, de 
Broglie e Schrödinger, e logo depois aperfeiçoada e explorada por eles e por demais grandes 




















APÊNDICE B – SOLUÇÕES DAS EQUAÇÕES DE SCHRÖDINGER E DE KLEIN-
GORDON PARA O ÁTOMO DE HIDROGÊNIO 
 
Neste apêndice resolveremos as equações de Schrödinger e de Klein-Gordon 
independentes do tempo para o átomo de hidrogênio. Iniciaremos comparando as duas equações 
de onda, escrevendo a equação de Klein-Gordon da forma mais semelhante possível à equação de 
Schrödinger. As equações serão então resolvidas em detalhes pelo método de separação de 
variáveis. Em especial, serão obtidas aqui as relações matemáticas utilizadas no capítulo 2 para a 
determinação dos espectros de energia de Schrödinger e de Klein-Gordon, e fundamentais para 
predição da estrutura fina decorrente da equação de Klein-Gordon. 









.           (2.44) 
Os parâmetros α, λ e µ para os casos não relativístico e relativístico foram dados na tabela 1. 
 
B-1 Separação de Variáveis 
 
Dada a simetria esférica do problema do átomo de hidrogênio, torna-se conveniente (ou 
até mesmo necessário) expressar o operador laplaciano em (2.44) em coordenadas polares 
esféricas r , θ  e φ , as quais são definidas de acordo com a figura 5. r é a distância à origem,θ  é 
o ângulo entre o vetor posição r e o eixo z e φ  é o ângulo entre a projeção do vetor r no plano xy 






















Figura 5 – Esquema mostrando a localização de um ponto no espaço em um sistema de 
coordenadas polares esféricas. 
 
Fonte: LEVINE, 1999 [21], p. 106. 
 





































.                (B1) 










































r .  (B2) 
A equação (B2) admite solução por separação de variáveis. Assim, tomamos 
( ) ( ) ( )φθφθψ ,,, YrRr = ,      (B3) 
onde a função ( )rR  é chamada de fator radial e ( )φθ ,Y  é o fator angular da função de onda. 







































    (B4) 
A equação (B4) só faz sentido, ou seja, só é satisfeita para qualquer conjunto de coordenadas 
arbitrariamente escolhidas, se a parte dependente da coordenada radial r e a parte dependente de 
ângulos forem ambas constantes, por exemplo a primeira igual a β e a segunda igual a –β. Com 


















































     (B5) 
Multiplicando a primeira equação em (B5) por R e a segunda por Y e reorganizando um pouco os 




















































.     (B6) 
 
B-2  Resolução da Equação para o Fator Angular 
 
A equação diferencial para o fator angular da função de onda – segunda equação em (B6) 














∂ YYY ,         (B7) 
que, por sua vez, também admite solução por separação de variáveis. Por conveniência nos 
desenvolvimentos seguintes, tomamos a constante de separação de variáveis como sendo m2. 
Observamos que aqui o parâmetro m não é a massa da partícula. O contexto deverá deixar claro 
quando m representa a massa e quando é a constante de separação mencionada. Tomamos 
( ) ( ) ( )φθφθ ΦΘ=,Y               (B8) 
Substituindo (B8) em (B7), dividindo o resultado por ( ) ( )φθ ΦΘ  e empregando separação de 






















,         (B9) 







































           (B10) 
 
B-2-1 As Soluções para Φ  
 
A equação diferencial para Φ  em (B10) deve ser resolvida considerando duas 








cujas soluções são funções lineares em φ : 
φBA +=Φ .         (B11) 
As constantes de integração A e B são determinadas pela condição de normalização – equações 
(2.19) e (2.31) – e pela condição de periodicidade de Φ , respectivamente. A periodicidade de Φ  
se traduz na relação ( ) ( )φpiφ Φ=+Φ 2 , que quando introduzida em (B11) leva a B = 0. O seja, 
para o caso m = 0¸ a solução para Φ  é 
A=Φ0 .      (B12) 
A normalização para Φ  nos casos não relativístico e relativístico pode ser indiscriminadamente 







φd ,         (B13) 
pois o potencial – que interfere na densidade probabilística no caso relativístico – só depende da 
coordenada radial. Assumindo sem perda de generalidade que A seja uma constante real positiva, 
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0 =Φ .         (B14) 






φ .          (B15) 
Sendo essa uma equação diferencial ordinária homogênea a coeficientes constantes, admite 
soluções da forma )exp(κφ=Φ . Substituindo essa proposta de solução geral na equação (B15), 
encontramos que 
)exp( φimAm ±=Φ .          (B16) 
Conforme esperado para uma equação de segunda ordem, para cada valor de m, há duas soluções 
linearmente independentes. Impondo que a condição de periodicidade ( ) ( )φpiφ Φ=+Φ 2  nas 
soluções (B16), temos 
)exp()2exp( φpiφ imimim ±=±±  
que implica que   
1)2sin()2cos()2exp( =±=± mimim pipipi .   (B17) 
Conforme se pode verificar, a expressão (B17) só será verdadeira para a seguinte sequência de 
valores para m: 
L,3,2,1 ±±±=m        (B18) 
Com estes valores (positivos e negativos) para m, podemos rescrever as soluções mΦ  sem a 
duplicidade de sinais no expoente: 
L,3,2,1);exp( ±±±==Φ mimAm φ .           (B19) 
Assumindo que A seja aqui também uma constante real positiva, a condição de normalização 
(B13) leva novamente a pi2/1=A e ao seguinte conjunto de soluções normalizadas: 
L,3,2,1);exp(
2
1 ±±±==Φ mimm φ
pi
.              (B20) 
Comparando a solução para m = 0 (equação (B14)) com as soluções para m ≠ 0 (equação (B20)), 






1 ±±±==Φ mimm φ
pi
.              (B21) 
Na terminologia da física atômica, a constante de separação de variáveis m é chamada de 
número quântico terciário ou, por questões espectroscópicas na presença de campos 
magnéticos externos, de número quântico magnético [22]. 
Cabe agora uma discussão do significado das soluções obtidas para mΦ  – equação (B21). 
Dos tratamentos elementares das rotações em mecânica quântica [5,8,9], sabemos que mΦ  são as 
autofunções da componente z do momento angular, φ∂∂= hiLzˆ , com autovalores hmLz = . 
Com efeito, 






piφ .               (B22) 
Como para dado |m| ≠ 0 as probabilidades de Lz > 0 e Lz < 0 são ambas iguais a ½, as soluções 




































.   (B23) 
Os fatores i na segunda função em (B23) foram incluídos apenas por uma questão de 
conveniência. Foram utilizadas na passagem das primeiras igualdades para as segundas 
igualdades em (B23), as soluções mΦ  obtidas e as relações de Euler. As probabilidades dos 
estados com momento angular “para cima”, ||m+Φ , e “para baixo”, ambas iguais a ½, ||m−Φ , são os 
módulos quadrados dos coeficientes nas combinações lineares em (B23). 
Ainda, é importante verificar que as funções 
mΦ  formam um conjunto ortogonal. 
Tomando o produto interno entre 
'mΦ  e mΦ , com m’ ≠ m,  
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B-2-2 As Soluções para Θ  
 
Nesta subseção discutiremos as soluções da equação diferencial para a função Θ  
(primeira das equações em (B10)): 















É conveniente (mesmo que não seja intuitivo) definir uma nova variável, x, como x = cosθ. Como 
piθ ≤≤0 , temos que 11 ≤≤− x . Devemos considerar as seguintes identificações a serem 
introduzidas na equação diferencial: 
































    (B24) 
























d β .    (B25) 
A equação (B25) é conhecida como equação de Legendre associada. Essa equação diferencial é 
tão comum e tão importante, aparecendo em contextos tão diversos – como gravitação, 
eletrostática e mecânica quântica – que não é exagero nem preciosismo procurar uma 
compreensão a mais profunda possível das propriedades das suas soluções. Entretanto, é uma 
equação bem mais complicada que a equação para Φ , exigindo desenvolvimentos matemáticos 
proporcionalmente mais laboriosos do que aqueles empregados na resolução e discussão das 
soluções daquela equação. Dessa forma, nos limitaremos aqui apenas aos desenvolvimentos mais 
fundamentais para a compreensão da natureza das soluções. 
 
a) Soluções com m = 0: os polinômios de Legendre 
 
Assim como a equação para Φ , a equação para Θ  deve ser resolvida separadamente para 














d β .    (B26) 




















Pd β         (B26’) 
Para o leitor familiarizado com os métodos de resolução de equações diferenciais, fica mais ou 
menos claro pela forma da equação de Legendre dada em (B26’), que essa admite solução por 







k xaxP ,             (B27) 
temos que as derivadas de primeira e de segunda ordem de P devem ser dadas por 
( )





































.          (B28) 
Substituindo (B27) e (B28) na equação (B26’) e realizando as multiplicações indicadas, 
encontramos a seguinte expressão: 





























k xakxaxkkaxkka β .     (B29) 
Agora, realizamos algumas modificações na forma de expressar os somatórios em (B29). No 
primeiro somatório à esquerda (envolvendo as potências xk−2) fazemos a transposição k → k + 2. 
Poderemos com isso colocar x em evidência nos quatro somatórios em (B29). Além disso, iremos 
trocar o limite inferior da soma dos dois primeiros termos entre parênteses por k = 0, o que 
claramente não afeta somatório. Com essas modificações, ficamos com 




























k xakxaxkkaxkka β , (B29’) 
que pode ser rescrita como 









kk xkkakka β .       (B30) 
A homogeneidade da equação (B30) implica que cada termo entre colchetes no somatório se 














.        (B31) 
A solução geral da equação de Legendre pode então ser escrita como a soma de uma série de 
potências pares de x e uma série de potências ímpares de x, ambas satisfazendo a fórmula de 
recorrência (B31). Todos os coeficientes ak das séries de potências pares e ímpares dependem, 
respectivamente, das escolhas dos valores de a0 e a1, tendo esses valores como fatores comuns. 
Para representarem funções de amplitude de probabilidade, as soluções encontradas para 
P(x) devem convergir para todo x no intervalo 11 ≤≤− x  (que corresponde a piθ ≤≤0 ). Para 

































.  (B32) 
O teste mostra que as séries convergem para |x| < 1, mas isso não pode ser afirmado para os casos 
|x| = 1. Para garantir a convergência para todo x no intervalo 11 ≤≤− x , as soluções encontradas 
não podem ser séries infinitas, mas sim, polinômios (séries finitas) de grau l, o que implica que os 
coeficientes ak devem ser todos nulos para k > l. Com efeito, se o último coeficiente não nulo for 
al (para o polinômio de grau l), o coeficiente al+2 será al+2 = 0 (e igualmente serão nulos al+4, al+6, 
...). Impondo essa condição na fórmula de recorrência (B31),  
( )








,          (B33) 
mostramos que as soluções físicas para a equação de Legendre são aquelas para as quais a 
constante de separação de variáveis β é dada por 
( )1+= llβ , com l = 0, 1, 2, ...    (B34) 
A fórmula (B34) garante a convergência para a série par ou para a série ímpar, mas não para 
ambas simultaneamente. Assim, se l for par devemos fazer a1 = 0, e se se l for ímpar, então a0 = 
0. 
As funções polinomiais de grau l encontradas, quando normalizadas de tal forma que P(1) 
= 1, são chamadas de polinômios de Legendre, Pl(x). É um exercício algébrico relativamente 
simples encontrar estes polinômios aplicando a fórmula de recorrência (B31) e impondo a 




de grau alto, outros procedimentos são mais interessantes. Pode-se mostrar, por exemplo, que 
qualquer polinômio de Legendre pode ser obtido empregando a seguinte fórmula de Rodrigues: 








−= .            (B35) 




















           (B36) 
Retornando às coordenadas polares, as soluções da equação para Θ  serão de agora em 
diante denotadas por ( ) ( )θθ coslll PN=Θ , onde Nl é um fator de normalização apropriado, a ser 
discutido mais adiante. Algumas destas funções são apresentadas abaixo: 
( ) ( )
( ) ( )






















          (B36’) 
As funções em (B36’) – que no contexto da física atômica são os fatores angulares dos chamados 
orbitais atômicos22 s , zp  e 2zd  – assim como outras soluções das equações de Legendre e de 
Legendre associada, podem ser representadas em gráficos empregando coordenadas polares, nos 
quais a distância em relação a origem corresponde ao valor absoluto da função no ponto. Esses 
gráficos são apresentados na figura 6. 
A ortogonalidade e a normalização das funções ( )θlΘ  serão discutidas um pouco mais 
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Figura 6 – Orbitais atômicos s , zp , e 2zd , respectivamente proporcionais às funções angulares 
0Θ , 1Θ  e 2Θ . 
 
Fonte: adaptado de WAI-KEE LI [22], 2008, p. 38. 
 
 
b) Soluções com m ≠ 0: as funções associadas de Legendre 
 
Devemos agora resolver a equação (B25) (escrita novamente abaixo para facilitar a leitura 
















































x β .      (B25’) 




























Pd β .          (B37) 
Devido ao termo singular em |x| = 1 (último termo à esquerda da igualdade), uma série de 
potências como a (B37) não resolve essa equação. Ainda, precisamos analisar com cuidado o 
comportamento da equação – e, portanto, das suas soluções – nas vizinhanças de x = 1 e x = −1. 
Multiplicando a (B37) por ( ) ( ) ( )2222 111 xxx +−=−  e reorganizando os termos, deixamo-la na 













xx β .             (B38) 
Agora, definindo os coeficientes que multiplicam as derivadas de segunda ordem, primeira ordem 
e ordem zero na equação (B38) como 
( ) ( ) ( )
( ) ( )( )




















essa equação fica 







xA .                (B39) 
Para analisar o limite x → 1, podemos fazer x = 1 – ε, onde ε é uma quantidade infinitesimal. Em 











































         (B40) 





















    (B41) 















ε .     (B42) 
A equação (B42) é conhecida como equação de Cauchy. Suas soluções são funções potência do 
tipo f(ε) = εs, onde o expoente s é determinado pela substituição dessa solução geral na equação 























sss εε . 
Essa equação deve ser verdadeira para qualquer valor de ε escolhido (desde que muito pequeno), 






s ±= .        (B43) 
Com isso, a solução geral de (B42) é 
( ) 2/||2/|| mm BAf −+= εεε ,     (B44) 
onde A e B são constantes a serem determinadas. A solução geral (B44) diverge para ε → 0 (que 
equivale a x → 1), o que implica que B = 0 e que a solução física do problema seja apenas o 
primeiro termo na soma em (B44). A constante A é determinada por normalização e será omitida 
por ora. Assim, obtemos que, no limite x → 1, ( ) 2/||mf εε =  e 
( ) ( ) 2/||1 mxxP −= .          (B45) 
A análise da equação (B39) para x → –1 pode ser realizada fazendo x = –1 + ε, com P(x) 
= g(ε). A equação diferencial obtida nesse limite é também a equação de Cauchy, e a solução 
fisicamente aceitável para o problema (B39) nesse limite é 
( ) ( ) 2/||1 mxxP += .          (B46) 
A próxima etapa na resolução da equação de Legendre associada é encontrar a sua 
solução para qualquer valor de x, e não apenas para os extremos do intervalo (onde há uma 
singularidade na equação). Vamos procurar uma solução geral da forma 
( ) ( ) ( ) ( )xGxxxP mm 2/||2/|| 11 +−= ,       (B47) 







k xaxG .          (B48) 
Podemos testar a consistência dessa proposta de solução da seguinte maneira. Por exemplo, para 
x → 1, fazemos novamente x = 1 – ε, obtendo 



























Na passagem da primeira para a segunda igualdade em (B49), utilizamos a expansão binomial 
para ( )kε−1 . No limite ε → 0, retendo apenas os termos dominantes em (B49), encontramos que 













um resultado que combina perfeitamente com o comportamento esperado de P(x) para x → 1. 
Uma análise semelhante pode ser realizada para testar a consistência da proposta (B47) no limite 
x → −1. 
Precisamos agora encontrar e resolver a equação diferencial para G(x). Para tal, 
rescrevemos a proposta de solução para P(x) como 
( ) ( ) ( )xGxxP m 2/||21−= ,     (B50) 
que claramente equivale à (B47), e substituímos essa proposta na equação de Legendre associada 
na forma (B25’). As derivadas de primeira e de segunda ordem de P(x) dadas por (B50) são 
( ) ( )
( ) ( )





















































   (B51) 
Substituindo a função (B50) e as derivadas (B51) na equação diferencial (B25’), encontra-se – 
após um trabalho fácil, porém tedioso – a equação procurada: 









x β .   (B52) 
Podemos rescrever essa equação – numa forma que deixa mais evidente que ela admite solução 
por série de potências e que também facilita a aplicação desse método – como 




















Gd β .    (B52’) 
Substituímos agora as seguintes relações em (B52’): 
( )
( )














































.          (B53) 


































k xammkxamxkkaxkka β , (B54) 
que equivale, seguindo a mesma lógica que nos levou de (B29) a (B30), a  









kk xmkmkakka β .      (B55) 
Chama atenção a semelhança entre as equações (B55) e (B30): a primeira pode ser obtida da 
segunda fazendo a modificação formal k → k + |m|. Ainda seguindo o mesmo raciocínio, a 











.      (B56) 
Toda a análise decorrente desta fórmula de recorrência é idêntica àquela obtida da fórmula de 
recorrência para as soluções da equação de Legendre e, por isso, não iremos repeti-la aqui. Basta 
mencionar que a série de potências para G(x) deve convergir em todo o intervalo 11 ≤≤− x , e 
assim, a série deve terminar em certa potência máxima k’. Ou seja, sendo ak’ o último coeficiente 
não nulo (para o polinômio de grau k’), o coeficiente ak’+2 deverá se anular (e igualmente serão 
nulos ak’+4, ak’+6, ...). Dessa forma, de (B51), obtém-se  
( )( )








,        (B57) 
ou seja, da necessidade de convergência da função de onda para todo x no intervalo 11 ≤≤− x , 
infere-se que a constante de separação de variáveis β deve ser aqui  
( )( )1||'||' +++= mkmkβ .       (B58) 
Por conveniência e uniformidade na notação, definimos agora 
||' mkl += ,         (B59) 
de tal forma que, identicamente ao que verificamos para os polinômios de Legendre, 
( )1+= llβ .         (B60) 
Algumas observações sobre a definição (B59) são relevantes neste ponto. Em primeiro 
lugar, isolando k’, temos ||' mlk −= , significando que os polinômios G(x) têm grau || ml− . 
Como o grau do polinômio nunca é negativo ( 0'≥k ),  temos que || ml ≥ , ou seja o valor mínimo 
de l é zero: 




Ainda, para dada escolha de l, os valores possíveis de m devem satisfazer || ml ≥ , ou seja, 
lml ≤≤− .          (B61) 
O número l é chamado de número quântico secundário ou de número quântico 
azimutal, pois se relaciona à quantização do momento angular orbital, conforme discutiremos 
mais adiante. Cada valor de l especifica o que chamamos de subnível de energia. Por exemplo, 
se l = 0, temos um subnível s e a equação (B61) implica em m = 0, nesse caso. Assim um 
subnível s corresponde a um único estado quântico (ou orbital atômico, no caso de átomos de um 
elétron), caracterizado pelo conjunto de números quânticos l = 0 e m = 0, sendo o grau do 
polinômio G(x) claramente igual a zero. Um subnível p corresponde a escolha l = 1, sendo m = 
−1, 0, 1, mostrando que este subnível corresponde a três estados quânticos distintos. Para um 
subnível d, l = 2 e m = −2, −1, 0, 1, 2, correspondendo a cinco estados quânticos distintos. Uma 
discussão mais detalhada dos estados quânticos angulares do átomo de hidrogênio, incluindo a 
princípio da sobreposição, será realizada após discutirmos a forma final das funções angulares. 
Conforme observado, as funções G(x) que resolvem a equação diferencial (B52) são 
polinômios de grau || ml− , os quais simbolizamos a partir de agora por ( )xG ml || . As soluções 
P(x) da equação de Legendre associada, que passaremos a simbolizar por ( )xP ml || , são chamadas 
de funções associadas de Legendre, sendo dadas, conforme equação (B50), por 
( ) ( ) ( )xGxxP mlmml ||2/||2|| 1−=       (B62) 
Observa-se que se m = 0, ( ) ( )xGxP ll 00 = , onde – conforme equação (B56) – ( )xGl0  é definida 
pela mesma fórmula de recorrência que os polinômios de Legendre, ( )xPl . Assim, temos que para 
todo l, 
( ) ( )xPxP ll =0 , 
ou seja, as funções associadas de Legendre com m = 0 são os próprios polinômios de Legendre. 
De fato, é possível mostrar que qualquer polinômio ( )xG ml ||  pode ser obtido a partir de um 
polinômio de Legendre por derivação segundo a fórmula 









xG = .         (B63) 




( ) ( ) 0121 )0()1()2(2 =++−− lll PllxPPx ,           (B64) 
onde já fizemos ( )1+= llβ  e simbolizamos as ordens de derivação por sobrescritos entre 
parênteses. A regra de Leibnitz para a derivada de ordem m de um produto de funções f(x) e g(x) 
se escreve 













= .       (B65) 
Utilizando a regra de Leibnitz com m = |m|, é um exercício relativamente simples tomar a 
derivada de ordem |m| da equação de Legendre – equação (B64) – e mostrar que daí resulta a 
seguinte equação diferencial para a derivada de ordem |m| do polinômio de Legendre de grau l, 
( )xP ml |)(| : 













x . (B66) 
A comparação da equação (B66) com a equação diferencial para G(x) – equação (B52) – mostra 
que elas são idênticas, o que implica que as suas soluções também o sejam. Isso prova a 
afirmativa (B63). 
Temos agora uma forma bastante prática de encontrar as funções |)(|mlP  que satisfazem a 
equação de Legendre associada. Basta obter o polinômio de Legendre de grau l através da 
fórmula de Rodrigues, 








−=                  (B67) 
e depois utilizar a expressão (B62) para ( )xP ml || , com ( )xG ml ||  dada por (B63). Ou seja, 









xxP −=          (B68) 
Utilizaremos essas últimas expressões para a discussão das funções de onda angulares do átomo 
de hidrogênio. Antes disso, vamos discutir a ortogonalidade e proceder com a normalização das 
funções de Legendre associadas. 
 
c) Ortogonalidade das soluções  
 





















−− .     (B69) 
A equação (B69) tem a forma de um problema de Sturm-Liouville [24], 
( ) ( ) ( )xfxwxf β=Lˆ ,      (B70) 
onde Lˆ  é o operador de Sturm-Liouville, dado por 










−=Lˆ .        (B71) 






= , ( ) 1=xw  e os autovalores do operador Lˆ  









− .              (B72) 
Seja ( )1111 += llβ  o autovalor correspondendo a uma função associada de Legendre arbitrária P1 




































.            (B73) 
Multiplicando a primeira equação em (B73) por P2 e a segunda por P1, e subtraindo a segunda da 
primeira, somos levados a 





















,           (B74) 






dgf −= , fica 






















A equação acima, reinserindo a identificação ( ) 21 xxp −= , claramente equivale a 























Integrando agora a equação (B75) em todo o intervalo da variável x, ou seja, de x = −1 a x = 1, 
resulta em 































Px ββ .                (B76) 
A função à esquerda da igualdade em (B76) é evidentemente nula nos limites de integração, pois 





dxPPββ .                        (B77) 
Como no problema em questão sabemos que 21 ββ ≠ , fica provado que as funções associadas de 






dxPP            (B78) 
Vale chamar atenção para o fato de que provamos a ortogonalidade entre funções 
associadas de Legendre correspondendo ao mesmo valor de |m|. Entretanto, como a 
ortogonalidade entre funções de onda correspondendo a diferentes valores de m já está garantida 
pela ortogonalidade entre as funções ( )φmΦ , é irrelevante o questionamento sobre a 
ortogonalidade entre funções associadas de Legendre com diferentes valores de |m|. 
Voltando a notação estabelecida anteriormente, podemos utilizar agora a equação (B78) 
para demonstrar a ortogonalidade entre as soluções da equação diferencial para Θ . 
Simbolizamos essas soluções a partir de agora por ( ) ( )θθ cos|||| mllmml PN=Θ , onde lmN  são fatores 
de normalização a serem determinados posteriormente. Lembrando que o elemento de volume em 
coordenadas esféricas é dado por φθθ dddrrdv sin2= , podemos facilmente verificar a 
ortogonalidade entre funções angulares com diferentes valores de l (digamos, l1 e l2) no intervalo 





































d) Normalização das soluções 
 
Iremos agora proceder com a normalização das funções de Legendre (polinômios de 
Legendre e funções associadas de Legendre). Iniciamos com a equação de Legendre associada na 
forma (B66): 













x . (B66) 
Considerando apenas valores de |m| estritamente positivo (excluímos a possibilidade m = 0), 
podemos fazer a modificação |m| → |m| − 1 na equação (B66) obtendo, após cancelamentos e 
reorganização dos termos, 














x .       (B79) 
 
A importância da equação (B79) ficará evidente logo em seguida. 










lm .      (B80) 
Lembrando que as funções ||mlP  são dadas pela fórmula de Rodrigues 









xxP −= ,     (B68) 























.    (B81) 
















= , dando 
























































.  (B82) 









































||||2 ||2111 . (B83) 
O termo entre colchetes à direita da igualdade em (B83) é dado pela relação (B79). Assim, 
( ) ( ) ( )( ) )1|(|1||2||




















.  (B84) 
Substituindo o resultado na integral (B82), temos que 
( )( ) ( )
( )( ) ( ) ( )
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.    (B85) 
Retornando com o resultado em (B85) à integral de normalização (B80), chegamos à interessante 
relação 










2|| 1|||| dxPmlmldxP mlml .      (B86) 
Ou, equivalentemente, 
( )( ) 1|||| 1|||| −+−+= mm ImlmlI .       (B86’) 
A equação (B86’) mostra que, em última análise, todas as integrais de normalização I|m| estão 
relacionadas à integral I0, ou seja, à integral de normalização de um polinômio de Legendre. Para 
encontrar a relação explícita entre I|m| e I0, realizamos sequencialmente as substituições m → m – 

























M .    (B87) 




( )( ) ( )( )









  (B88) 
Colocando à frente todos os fatores sublinhados em (B88) e escrevendo os demais na ordem 
inversa, esta equação fica 
( )( )( ) ( )( )










  (B89) 
Identificando agora 
( )( )( ) ( )( ) ( )



















,      (B90) 
e substituindo essas identificações em (B89), obtemos o resultado 
( )






= ,              (B91) 
ou seja, 
















l .         (B91’) 
Assim, a normalização de qualquer função de Legendre depende apenas da normalização de um 
polinômio de Legendre. Retornaremos a essa relação em breve. 
Para determinar a integral de normalização dos polinômios de Legendre, utilizaremos o 
fato de que polinômios de Legendre são os coeficiente da expansão em série para a função 
geradora F(x,t) [23,26]: 








221, ; 10 <≤ t .          (B92) 
Tomando o quadrado de (B92) e integrando entre x = −1 e x = 1, obtemos 





















.   (B93) 
Entretanto, como as funções de Legendre formam um conjunto ortogonal no intervalo [ ]1,1− , as 




















.        (B94) 
Reconhecemos do lado direito em (B94) a integral de normalização dos polinômios de Legendre. 
A integral à esquerda em (B94) é facilmente solúvel, o que leva a 













.          (B95) 
Para a comparação entre os dois lados da igualdade em (B95), expandimos os logaritmos à 
esquerda em série de Taylor, obtendo 
( ) ( )[ ] ( ) ( ) ( )
















































































      (B96) 
Se k for ímpar, ( ) 011 =+− k  e se k for par, ( ) 211 =+− k . Ou seja, serão não nulos no somatório 
final em (B96) apenas os termos para os quais k = 2l com l = 0, 1, 2, 3, ... . Assim, substituindo o 






















t .     (B97) 
Comparando as potências de t em (B97), encontramos a integral de normalização para o 










dxPl .          (B98) 
Substituindo (B98) em (B91’), encontramos finalmente a integral de normalização para as 
funções de Legendre: 











mldxP ml .      (B99) 
Estamos agora em posição de normalizar as funções ( ) ( )θθ cos|||| mllmml PN=Θ . De acordo 
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,   (B100) 










Como resultado final de todos os desenvolvimentos realizados até agora nesta subseção, 
podemos escrever as funções ||mlΘ  normalizadas: 











=Θ ,           (B101) 
onde, conforme discutido anteriormente, 









xxP −=          (B68) 
e 








−=          (B67) 
 
B-2-3 Forma Final e Significado Físico das Soluções 
 
Obtivemos as soluções da equação diferencial para o fator angular da função de onda, 
( )φθ ,Y . Como a forma dessas funções angulares depende dos números quânticos l e m, elas são 
convenientemente indexadas por esses dois números. Assim, escrevemos as soluções obtidas 
como sendo: 
( ) ( ) ( )φθφθ mmllmY ΦΘ= ||, .        (B102) 
Substituindo as expressões para 
mΦ  – equação (equação (B21) – e para ||mlΘ  – equação (B101) – 
















= ,       (B103) 
com l = 0, 1, 2, 3 ... e lml ≤≤− . As funções de Legendre ||mlP são obtidas com auxílio das 
fórmulas (B67) e (B68). As funções ( )φθ ,lmY  são conhecidas como harmônicas esféricas. As 
harmônicas esféricas com l = 0, l = 1 e l = 2, obtidas de (B103), são apresentadas na tabela 8. 
Conforme discutido na subseção B-2-1, equações (B22) e (B23), a componente z do 
momento angular é bem definida em estados quânticos representados pelas funções (B103), 
sendo dada por h|| mLz +=  e h|| mLz −=  (duas possibilidades se m ≠ 0). Assim, pelo 
princípio da sobreposição, os estados físicos (angulares), os quais designaremos por ( )φθ ,Y , 
devem ser dados por combinações lineares das funções ( )φθ ,||mlY +  e ( )φθ ,||mlY − . Os quadrados dos 
valores absolutos dos coeficientes da combinação linear são, como sabemos, iguais às 
probabilidades de medir h|| mLz +=  e h|| mLz −= . Como essas probabilidades devem ser 
ambas iguais a 50% para qualquer estado físico Y , decorre que há duas formas de gerar as 
funções de onda angulares para esses estados (veja equações (B23)). Exceto para m = 0, temos 
para Y  [23]: 
( )
( ) ( )
( )












































































Tabela 8 – Algumas funções harmônicas esféricas. 
l m Harmônica esférica, lmY  Função angular 







































     Fonte: autoria própria, 2017. 
 







lY +==Y .        (B105) 
As funções Y  assim definidas são os fatores angulares dos orbitais atômicos, que são as funções 
de onda do elétron no caso de átomos unieletrônicos. Os orbitais atômicos são chamados de 
orbitais s, p, d, f ... conforme l seja respectivamente igual a 0, 1, 2, 3, ... . Cada valor de l 
corresponde a um subnível de energia (subnível s se l = 0, p se l = 1, d se l =2, ...), perfazendo um 
total de 2l + 1 estados físicos distintos por subnível, pois para dado valor de l o número quântico 




(orbital s), o subnível p de três estados (orbitais zp , xp  e yp ), o subnível d de cinco estados 
(orbitais 2zd , zxd , zyd , 22 yxd −  e xyd ), e assim por diante. Os fatores angulares de alguns orbitais 
atômicos são apresentados na tabela 9. 
 
Tabela 9 –  Alguns estados quânticos angulares do átomo de hidrogênio. 
l m )( ||
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   Fonte: autoria própria, 2017. 
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 Utilizamos as relações entre as coordenadas cartesianas e as coordenadas esféricas: θcosrz = , 
φθ cossinrx = , φθ sinsinry =  e 222 zyxr ++= . Observe a estreita relação entre o nome do orbital 





As funções Y  representam amplitudes de probabilidade angulares: seus quadrados são 
densidades probabilísticas. As representações polares dos valores absolutos das funções Y  para 
os orbitais atômicos s , p  e d  são apresentadas na figura 7. Conforme a tabela 9, a função 
angular para um orbital s é a constante pi41 . Ou seja, num estado s, para dado valor de r, a 
probabilidade de localizar o elétron num elemento de volume Ωd  é independente da direção 
considerada. Por isso, a representação polar de um orbital s é uma esfera (raio constante). 
Já a função angular pz varia com θcos . Assim, a amplitude Y  é máxima em 0=θ  (ou 
seja, ao longo do eixo z),  indicando que a direção dada pelo eixo z corresponde à máxima 
probabilidade de encontrar o elétron. Já em °= 90θ  (ou seja, no plano xy), a amplitude Y  é nula; 
o plano xy é nesse caso chamado de plano nodal, pois a probabilidade de encontrar o elétron 
nesse plano é estritamente nula num estado pz, segundo as equações de Schrödinger e de Klein-
Gordon. 
  
Figura 7 – Representações polares dos orbitais atômicos dos subníveis s , p  e d . 
 





Um último ponto fundamental relacionado às soluções para os fatores angulares das 
equações de Schrödinger e de Klein-Gordon deve ser considerado. Da teoria quântica geral do 
momento angular [8,9], é possível mostrar que na representação de coordenadas o operador 





























φθθθθθhL .        (B106) 
Conforme equação (B6), a ação desse operador sobre uma das funções ( )φθ ,lmY  (ou )( || ±mlY ) gera   



























−= βφθθθθθ ,  (B107) 
onde foi utilizado que ( )1+= llβ . Identificamos em (B107) os autovalores do observável 2ˆL  
como sendo 
( ) 22 1 h+= llL ,        (B108) 
ou 
( )h1+= llL .       (B108’) 
Esse resultado, amplamente discutido nos textos elementares de mecânica quântica, corresponde 
à quantização da magnitude do momento angular orbital. 
 
B-3 Resolução das Equações para os Fatores Radiais 
 
B-3-1  Obtenção das Soluções 
 

















rRd αβλµ .               (B6) 
Os parâmetros físicos da equação (α, λ e µ) para os casos não relativístico e relativístico são 
dados na tabela 1 do capítulo 2. É por meio dessa equação, em virtude das diferenças nas 
dependências dos parâmetros físicos α, λ e µ com as constantes fundamentais e com a energia nos 




relativísticas. De fato, como vimos na seção B-2, os fatores angulares das soluções das equações 
de Schrödinger e de Klein-Gordon são exatamente os mesmos. 
Na forma apresentada, a equação diferencial para o fator radial R mostra que é 
conveniente definirmos ( ) ( )rurrR = . Substituindo essa definição na equação diferencial e 
fazendo ( )1+= llβ , temos que: 















ud αλµ .              (B109) 
As soluções da equação (B109) são obtidas analisando o seu comportamento nos limites r → 0 e 
r → ∞, e então encontrar uma solução válida no intervalo [ )∞,0  utilizando uma série de 
potências, a exemplo do que foi feito na resolução da equação para Θ . Quando necessário, 
faremos a análise para os casos não relativístico e relativístico separadamente. 
 
a) Comportamento para r → 0 
 
• Caso não relativístico 
 
No caso não relativístico, no qual α = 0, é necessário distinguir as possibilidades l = 0 e l 
> 0, pois na primeira possibilidade o termo dominante entre parênteses em (B109) para r → 0 é o 
segundo, e na segunda possibilidade, é o terceiro24. 






.                       (B110) 







k raru .            (B111) 
a qual tem como derivada segunda 














.        (B112) 
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 Já no caso relativístico, no qual α ≈ 1/137,04, essa distinção não se faz necessária, pois o termo dominante entre 



















k rarkka λ .           (B113) 















k rakrka λ ,          (B113’) 
ou, escrevendo em separado o termo com k = 0, 








kk λλ .          (B113’’) 






             (B114) 
para 1≥k . Com isso, a solução da equação para u no limite considerado é uma série de potências 
L+++= 33
2
21 rararau ,       (B115) 
com coeficientes dados por (B114). Entretanto, como estamos procurando apenas o termo 
dominante da solução no limite r → 0, temos que, para l = 0, 
ru ≈ .       (B116) 
Para a possibilidade l > 0, com α = 0 e no limite r → 0, a equação (B109) fornece, após 







r .                 (B117) 
A equação (B117) é novamente a equação de Cauchy, a qual admite soluções da forma sru = , 
onde s é um expoente a ser determinado. Substituindo essa solução geral na equação (B117), 
encontramos para s: 
( ) 012 =+−− llss .               (B118) 





























Qual dos dois valores de s têm sentido físico? Para encontrar a resposta para essa questão, 
impomos a seguinte condição física sobre a função de onda: a probabilidade de encontrar o 
elétron num volume dv em torno de um ponto r, seja não relativística ou relativística, deve ser 
finita em todos os pontos do espaço, ou seja [11]: 
( ) ∞<dvrρ .              (B120) 
Considerando apenas o fator radial da função de onda, a equação (B120) implica que 
( ) ∞<drrr 2ρ .       (B120’) 
ou seja, 
( ) ∞<2rrρ ,    (B120’’) 
onde25 
( ) ( ) ( ) 222 |||| rrurRr ==ρ       (B121) 
no caso não relativístico. Substituindo (B121) em (B120’’), obtemos  





rr ==ρ .       (B122) 
Se s = −l, temos no limite r → 0, ( ) ( ) ll rrrr 222 −− =≈ρ , que claramente diverge na origem, não 
sendo uma solução fisicamente aceitável. Por outro lado, tomando s = l + 1, temos no mesmo 
limite ( ) ( ) 22212 ++ =≈ ll rrrrρ , que não diverge. Portanto, o valor de s que fornece soluções 
aceitáveis para R nas proximidades na origem do sistema de coordenadas é s = l + 1. 




ru . Ou seja, para qualquer valor de l (l = 0, 1, 2, 3, ...) temos que as soluções não 




ru .                 (B123) 
 
• Caso relativístico 
 
No caso relativístico, qualquer que seja o valor de l, o termo dominante entre parênteses 
em (B109) será o terceiro. Com isso, nesse limite essa equação diferencial fica sendo 
                                                 
25










r α ,                (B124) 
que se assemelha muito à equação (B117), admitindo também soluções da forma sru = . 
Substituindo essa solução geral na equação (B124), encontramos para s: 
( )[ ] 01 222 =−+−− αZllss .                 (B125) 


















+±=−++±= .              (B126) 
Novamente, a decisão a respeito de qual dos dois valores obtidos para s é fisicamente aceitável 
recai sobre a imposição física de que a probabilidade de encontrar o elétron seja finita em 
qualquer ponto – equação (B120’’). Com isso, e lembrando que a densidade de probabilidade de 
Klein-Gordon para um estado estacionário é dada por (2.30), temos de (B120’’), 













piεpiερ .      (B127) 















.         (B128) 
Os dois termos em (B128) devem ser não divergentes na origem. Assim, do primeiro termo, 
∞<sr 2  (condição a) e do segundo, ∞<−12sr  (condição b). As condições a e b implicam, 
respectivamente, em 0≥s  (condição a’) e 21≥s  (condição b’), as quais devem ser 
simultaneamente satisfeitas. Como b’ é uma condição mais restritiva que a’, concluímos que b’ é 
a única condição que precisa realmente ser considerada. Substituindo o resultado para s dado em 














+± αZl , 











+± αZl .                           (B129) 

















deve ser considerada, sendo a outra descartada. Com isso, a solução para a equação diferencial 
















≈ .                       (B130) 
Observa-se que da solução relativística (B130) se recupera facilmente a solução não 
relativística (B123) tomando α = 0. Ou seja, podemos expressar tanto a solução não relativística 
quanto a relativística numa forma unificada como sendo 
s















e α = 0 ou α = 1/137,04, conforme estejamos considerando a solução não relativística ou 
relativística, respectivamente. 
 
b) Comportamento para r → ∞ 
 
No limite de r muito grande (r → ∞), seja para o caso não relativístico ou para o 
relativístico, o termo dominante entre parênteses na equação (B109) é o primeiro. Assim, 





ud µ .         (B132) 
A equação (B132) admite soluções do tipo )exp( ru κ= . Substituindo essa proposta de 
solução geral na equação diferencial (B132), encontramos que 
)exp()exp( rBrAu µµ ++−= .        (B133) 
onde A e B são constantes a serem determinadas. Devido ao segundo termo, a solução (B133) 
diverge para r → ∞, o que implica que B = 0 e que a solução física do problema, exceto por 
um fator de normalização, seja dada apenas por 




c) Solução geral no intervalo [ )∞,0  
 
Analisadas as soluções da equação (B109) nos limites r → 0 e r → ∞, vamos agora 
procurar a solução geral para (B109) no intervalo [ )∞,0 . Seguindo o mesmo procedimento 
utilizado na resolução da equação de Legendre associada, procuraremos soluções da forma 
( ) ( ) ( )rfrrru s µ−= exp ,           (B135) 
onde sr  é a solução no limite r → 0, ( )rµ−exp  é a solução no limite r → ∞ e ( )rf  é uma série 







k rarf .          (B136) 
Para encontrar a equação diferencial para f , precisamos encontrar a derivada de segunda ordem 
de (B135) e substituí-la em (B109). Derivando (B135) duas vezes com respeito a r, obtém-se 




































2 2122exp µµµµ . (B137) 
Substituindo (B137) na equação diferencial para u – equação (B109) – obtém-se, após 
cancelamentos e alguns rearranjos, a seguinte equação para f : 








r µλµ .      (B138) 
Propondo soluções da forma (B136) para f , temos que suas derivadas de primeira e de segunda 
ordem devem ser dadas por 
( )





































.         (B139) 
Substituindo (B136) e (B139) na equação (B138) e realizando as multiplicações indicadas, 
encontramos a seguinte expressão: 






























Realizamos agora algumas alterações na expressão dos somatórios em (B140). No primeiro e no 
segundo somatórios à esquerda (envolvendo as potências rk−1) fazemos a modificação k → k + 1, 
obtendo 

























k raskrarksakrka µλµ .    (B141) 
Como o primeiro e o terceiro somatórios em (B141) podem ser iniciados em k = 0, pois em 
ambos o termo correspondente a k = 0 se anula nesse caso, a equação (B141) fica sendo 























λµ .         (B142) 












.           (B143) 
Assim, temos para f : 
( )



















rarararaarf ,        (B144) 
onde os coeficientes ak são dados por (B143). 
Precisamos verificar agora a consistência e a convergência da solução proposta. Para r → 
0, retendo apenas os termos dominantes em cada fator em (B135), temos26: 
( ) ( ) ( ) sss rarrfrrru ∝≈−= 01exp µ ,          (B145) 
que é o resultado esperado no limite considerado. A análise para o limite r → ∞ é mais sutil. 
Sabemos das discussões anteriores que o comportamento deve ser dominado pelo fator 
exponencial em (B135) nesse limite. Sabemos também que funções exponenciais – como 
)exp( rµ− – dominam sobre funções potência – como sr  – para r → ∞. Porém, espera-se também 
que a exponencial )exp( rµ−  seja dominante sobre a função f  dada por (B144) no limite r → ∞, 
conforme disutido. Para verificar o comportamento da série de potências (B144) para r → ∞, 
tomamos o seguinte limite: 
                                                 
26







































.    (B146) 
A verificação desse limite é apropriada, pois para r → ∞, o termo dominante em (B144) deve ser 
aquele com k → ∞. A equação (B146) mostra que a série obtida para f  diverge como ( )rµ2exp  
quando r for muito grande [9]. Podemos verificar isso facilmente realizando a expansão em série 
de ( ) ( )rrg µ2exp= : 



























rrrg µµµµµ .         (B147) 
Tomando a razão entre o termo de ordem k + 1 e o termo de ordem k na expansão para ( )rg , 
temos  
























,         (B148) 
que é idêntica à razão (B146), tomada no limite r → ∞. Mostramos assim que 





e, portanto, que no limite r → ∞,  
( ) ( ) ( ) ( ) ( ) ( )rrrrfrrru s µµµµ exp2expexpexp =−∝−= ,           (B149) 
que claramente diverge. Com isso, concluímos que a série (B144) não pode ser infinita, pois isso 
resultaria em uma função de onda e numa função de distribuição de probabilidades divergente no 
infinito. A função de densidade obtida seria destituída de significado físico. Sendo assim, as 
únicas funções ( )rf  que têm significado físico são aquela representadas por séries finitas de 
potências em r, ou seja, são polinômios de grau n’ (n’ = 0, 1, 2, 3 ...) em r. Portanto, a série de 
potências para f  deve terminar em certa potência máxima n’. Ao mesmo tempo, os coeficientes 
da série devem ainda satisfazer a fórmula de recorrência (B143), o que garante que as soluções 
polinomiais satisfaçam a equação (B138) para f . 
Para o polinômio de grau n’, o coeficiente an’+1 na série (B144) deverá se anular (e 
















;  n’ = 0, 1, 2, 3 ... .          (B150) 




.                (B151) 
Como discutido no capítulo 2, a relação (B151) fornece o espectro de energia para o átomo de 
hidrogênio de acordo com as equações de Schrödinger e de Klein-Gordon. Além disso, quando 











, 'nk ≤ .         (B152) 
A equação (B152) será utilizada na seção B-3-3. 
  
B-3-2  Ortogonalidade das Soluções 
 
Interessa-nos determinar se os fatores radiais formam ou não um conjunto ortogonal de 
funções no intervalo [ )∞,0 , ou seja, se a integral 









12 druudrrRrRdrrRR                  (B153) 
se anula ou não. R1 e R2 são dois fatores radias quaisquer correspondendo ao mesmo valor de l. 
Não precisamos nos preocupar com a questão da ortogonalidade entre fatores radias com 
diferentes valores de l, pois isso já é garantido pelas funções angulares ( )θ||mlΘ . Escrevendo as 


















































                 (B154) 
onde (λ1, µ1) e (λ2, µ2) são os parâmetros λ e µ para as para as funções u1 e u2. Multiplicando a 
primeira equação em (B154) por u2 e a segunda por u1, e subtraindo a segunda da primeira, 


















u λλµµ .                (B155) 
Aplicando a regra do produto aos dois primeiros termos em (B155), ficamos com 

















d λλµµ .         (B156) 
Integrando a equação (B156) entre r = 0 a r → ∞, temos que 































u λλµµ .          (B157) 
O primeiro termo à esquerda se anula em (B157), pois o fator rs em R, dominante para r → 0, é o 
mesmo em u1 e u2. Isso implica que 













uudruu λλµµ .                       (B158) 






druuEE ,            (B159) 
o que garante a ortogonalidade entre os fatores radiais, se 12 nn ≠ . Se 12 nn = , ou seja, se 
0'' 12 =−EE , nada se pode afirmar de (B159), mas a ortogonalidade entre os orbitais é garantida 
pelas funções angulares, conforme mostrado na seção B-2. Assim, fica provado que os orbitais 
atômicos não relativísticos constituem um conjunto ortonormal de funções: 











.       (B160) 
No caso das soluções relativísticas, como poderíamos suspeitar, a situação é um pouco 
mais complicada. Substituindo os valores de λ e µ dados pelas equações (2.53) em (B158) e 
realizando os cancelamentos, encontramos que 

















.                           (B161) 


























.                               (B162) 
O termo entre parênteses na segunda integral em (B162) é o potencial de interação elétron-
núcleo, o qual pode ser escrito com ϕq . Com isso, agrupando as duas integrais em (B162) e 




















.                                      (B163) 
Por outro lado, conforme provado na seção 2.1 e apresentado na equação (B127), a densidade de 
probabilidade relativística é dada por 
















ϕpiερ −=+= ,       (B164) 
















.          (1.190) 
Comparando (B165) com (B163), e lavando em consideração também as relações de 
ortogonalidade envolvendo os fatores angulares das funções de onda, obtemos a relação de 
ortogonalidade relativística: 



























Claramente, como no limite não relativístico qualquer valor de energia é aproximadamente igual 
a energia de repouso mc2, a relação (B166) recai em (B160) quando c → ∞. A relação de 
ortonormalidade relativística dada por (B166) não é a relação usual de ortonormalidade da 
mecânica quântica, pois implica que, exceto para a partícula livre, a projeção de um estado de 
energia E1 sobre um estado de energia E2 não seja nula. Esse fato indica uma falha na 
interpretação probabilística decorrente da equação de Klein-Gordon, mesmo que para estados 







B-3-3 Os Polinômios Generalizados de Laguerre 
 
Estabelecidas as relações de ortogonalidade entre os orbitais atômicos, vamos agora 










, 'nk ≤             (B152) 
Os resultados obtidos a partir de (B152) com k = 0, k = 1, k = 2 e a generalização para todo 
'nk ≤ , no caso de um polinômio de grau n’, são apresentados na tabela 10.  
 
Tabela 10 – Coeficientes do polinômio f de grau n’. 



























































      Fonte: autoria própria, 2017. 
 
Identificamos na expressão geral de ak dada na última linha da tabela 10 que o numerador na 
segunda razão à direita da igualdade pode ser expresso como 





=+−− L , 
o que fornece para ak: 
( )
















= .    (B167) 
É conveniente, apesar de não intuitivo que assim o seja, definirmos um novo parâmetro, a, 
como 




Inserindo a definição (B168) em (B167), rescrevemos os coeficientes ak como sendo:  
( )

















.             (B169) 
Substituindo a expressão geral para o parâmetro s encontrado na subseção B-3-1 na definição 
(B168) e realizando algumas manipulações algébricas simples, obtém-se para a: 
lla δ212 −+= .        (B170) 
O parâmetro lδ  foi definido no capítulo 2, equação (2.55). Conforme a fórmula (B170), o 
parâmetro a não corresponde a um número inteiro, o que impede a identificação do terceiro fator 
à direita da igualdade em (B169) como uma razão de fatoriais, exceto para as soluções não 
relativísticas, as quais correspondem à 0=lδ . Entretanto, como é mostrado na tabela 11 
(propriedade P2), podemos identificar o referido fator, no caso geral, como a seguinte razão de 
funções gama [24,26]: 












.              (B171) 
























= .                       (B172) 
A escolha do coeficiente a0 em (B172) é completamente arbitrária. Uma das 
possibilidades usualmente utilizada é escolher a0 de tal forma a fazer com que o coeficiente do 
termo de ordem n’ da expansão para f (que é o termo de ordem mais alta) seja idêntico ao 
coeficiente de ordem n’ da expansão em série da função ( )rµ2exp − , ou seja, escolher a0 tal que 








a µ−= .        (B173) 




















Tabela 11 – Algumas propriedades da função gama27. 
Propriedade 
P1 ( ) ( )ννν Γ=+Γ 1  








kkk L  ; N∈k  






















 ; inteiros, kν  
        Fonte: autoria própria, 2017. 
 




















= .                            (B175) 
Por fim, substituindo os coeficientes (B175) na expansão em série para a função ( )rf , que 
corresponde a um polinômio de grau n’, tem-se que 
( ) ( )( )
( )


























.   (B176) 
Os polinômios definidos em (B176) são conhecidos como polinômios generalizados de 
Laguerre, e denotados por ( )xLan ' . No nosso problema específico, identificamos rx µ2=  e, com 
isso, ( ) ( )rLrf an µ2'= . Se a = 0 (o que não ocorre no problema físico que estamos tratando), os 
polinômios ( ) ( )xLxL nn '0 ' ≡  são chamados de polinômios (ordinários) de Laguerre. Utilizando 
propriedades simples da função gama (veja tabela 11), podemos facilmente determinar os 
polinômios generalizados de Laguerre diretamente a partir de (B176). Alguns polinômios de 
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Tabela 12 – Polinômios generalizados de Laguerre de graus n’ = 0, n’ = 1 e n’ = 2. 
'n  ( )xLan '  
0 ( ) 10 =xLa  
1 ( ) xaxLa −+= 11  
2  ( ) ( )( ) ( ) 221212 212 xxaaaxLa ++−++=  
    Fonte: autoria própria, 2017. 
 
É possível também obter os polinômios generalizados de Laguerre a partir de uma 
fórmula de Rodrigues, assim como as funções de Legendre. Para provar isso, realizamos algumas 
manipulações algébricas relativamente fáceis, porém não intuitivas, com os polinômios 
generalizados de Laguerre definidos como 






















xL .              (B177) 
Multiplicamos primeiro a equação (B177) por ( )xxn a −exp!' . Rearranjando um pouco os fatores, 
obtém-se 





























xLxxn .     (B178) 
Identificamos no somatório em (B178): 





































.                (B179) 
A primeira equação em (B179) é elementar. A segunda decorre diretamente da propriedade P4 da 
função gama (consulte a tabela 11). Substituindo as equação (B179) em (B178) e isolando ( )xLan ' , 
obtém-se 

































xL .            (B180) 
De acordo com a regra de Leibnitz – equação (B65) – identificamos o somatório em (B180) 
como a derivada de ordem n’ do produto de funções ( ) anxx +− 'exp , o que leva diretamente a 






















.                     (B181) 
A equação (B181) fornece um meio muito eficiente para a obtenção dos polinômios 
generalizados de Laguerre, especialmente se o seu grau n’ for elevado. As funções obtidas, 
obviamente, são idênticas àquelas obtidas diretamente de (B177), algumas das quais estão 
apresentadas na tabela 12. 
Para completar o assunto e finalizar esta subseção, vamos encontrar a equação diferencial 
para as funções ( )xLan ' . Iniciamos com a mudança de variável xr =µ2  na equação diferencial 
para f, 








r µλµ .            (B138) 
























.                         (B182) 




















.         (B183) 
De acordo respectivamente com (B151) e (B168), temos que sn += '2µλ  e 12 += as , o que 









x .              (B183’) 
A equação (B183’) é a equação generalizada (ou associada) de Laguerre de grau n’ e ordem a, 
e suas soluções são os polinômios generalizados de Laguerre. Se a = 0, a (B183) é chamada de 







B-3-4 Normalização dos Fatores Radiais 
 
Partimos agora para a normalização dos fatores radiais. Para isso, precisaremos das 
seguintes integrais envolvendo as funções de Laguerre, obtidas de tabelas de integração: 













             (B184) 












              (B185) 
É útil resumir os resultados obtidos até agora para as funções radiais para facilitar a obtenção dos 
fatores de normalização. De acordo com a definição ( ) ( )rurrR = , a expressão (B135) para ( )ru  e 
a expressão (B176) para ( )rf , temos para os fatores radiais:  














       (B186) 
onde N é um fator de normalização a ser determinado. Na tabela 13 são reunidas as definições 
dos parâmetros µ, s, a, δl e n’, as relações entre eles e as expressões das energias não relativística 
e relativística. 
 
a) Normalização não relativística 
 
No caso não relativístico, como vimos na seção 2.1, a densidade de probabilidade para um 
estado estacionário é dada por 
( ) ( )[ ]2rRr =ρ .           (B187) 





22 1drrrR .              (B188) 
Substituindo a equação (B186) na integral (B188) e identificando 12 += as , obtém-se após um 
pouco de álgebra, 













Tabela 13 –  Definições dos parâmetros µ, s, a e n’ e energias nos casos não relativístico e 
relativístico. 


























12 −= sa  12 +l  ll δ212 −+  



















































Fonte: autoria própria, 2017. 
 
Após a identificação r = x/2µ, a equação (B189) fornece: 















.      (B190) 
A integral em (B190) é dada por (B184) e, assim, temos 















.    (B191) 
Substituindo agora 12 += la  e 1' −−= lnn  em (B191), e usando que ( ) ( )!1 lnln +=++Γ , 




( ) ( )



















= .         (B192) 
Falta agora encontrar a expressão do parâmetro µ não relativístico. Da segunda coluna da 














αµ ,    (B193) 
onde utilizamos a definição do raio de Bohr, a0, dado nas equações (A6) e (A14) (consulte o 
apêndice A para detalhes). Assim, fazendo 1+= ls , 12 += la  e 1' −−= lnn  e substituindo o 
fator de normalização encontrado na equação (B186), a forma final da do fator radial não 
relativístico fica sendo dada por 








































           (B194) 
com ( )xL l ln 12 1+−−  dado pela fórmula de Rodrigues (B181). 
 
b) Normalização relativística 
 
Para a normalização do fator radial relativístico, conforme visto na seção 2.1, precisamos 
considerar que para um estado estacionário a densidade de probabilidade é dada por 






piερ += .            (B195) 















,             (B196) 






















Substituindo a equação (B186) na integral (B196’) e identificando novamente 12 += as  e r = 
x/2µ, obtém-se, após algumas manipulações algébricas, 








































.   (B197) 
A equação (B197) poderia ser expressa de diversas outras formas. No entanto, consideramos que 
a maneira como a escrevemos é a mais conveniente para nossos propósitos. As integrais em 
(B197) são dadas por (B184) e (B185), o que nos leva a 




































.      (B198) 
Substituindo lla δ212 −+= , 1' −−= lnn  e, apenas no último termo entre colchetes, 
22242 cEcm h−=µ em (B198), obtém-se: 
( ) ( ) ( )
( )









































.        (B199) 
Podemos simplificar bastante o fator identificado por X em (B199). Para isso, tomamos a 
expressão da a energia relativística E dada na terceira coluna da tabela 13 e substituímos na 





( ) ( )
( )
( ) ( )
( )





























































































































































Retornando com o resultado (B200) para X em (B199), obtemos 
( ) ( ) ( )
( )















lnN lll l δ
δ
µµ δ
.            (B201) 



























2 .                 (B202) 
Pela comparação entre o fator de normalização relativístico – equação (B202) – com a sua 
contrapartida não relativística – equação (B192) – verifica-se que a o primeiro pode ser obtido 


















.                     (B203) 






























  (B204) 
onde utilizamos novamente a definição do raio de Bohr, a0, dado nas equações (A6) e (A14). 
Assim, com os parâmetros s , a  relativísticos dados na tabela 13, fazendo 1' −−= lnn e 
substituindo o fator de normalização encontrado em (B186), a forma final do fator radial 




( ) ( )( )
( )
( ) ( ) ( )










































































































      (B205) 
com ( ) ( )rL llln µδ 212 1 +−−−  dado novamente pela fórmula de Rodrigues (B181). Comparando a solução 
final relativística (2.229) com a solução não relativística (B194), inferimos que a segunda pode 
ser obtida formalmente a partir da primeira simplesmente tomando 0=α , o que garante que 
0=lδ  e 12 =mcE . 
 
B-4 As Funções de Onda Hidrogenóides 
 
Na tabela 14 são apresentados os fatores radiais ( )rRnl  não relativísticos dos orbitais 
pertencentes aos subníveis 1s, 2s e 2p – obtidos das equações (B194) – bem como as funções de 
distribuição radiais (RDFs, radial distribution functions) ( )rDnl  correspondentes, as quais são 
definidas como segue [23]. Num estado quântico caracterizado por determinado par de valores 
(n,l), a probabilidade (obviamente infinitesimal) ( )drrrPnl +,  de encontrar o elétron num 
intervalo de distância ao núcleo entre r e drr +  é dada, segundo a definição de densidade de 
probabilidade, por 
( ) ( )[ ] drrrRdrrrP nlnl 22, =+ ,           (B206) 
onde o fator r2 decorre da expressão do elemento de volume dv em coordenadas esféricas. A 
função de distribuição radial de probabilidades é definida como 




e corresponde à probabilidade por unidade de distância radial. A integração de ( )rDnl  entre duas 
distâncias, digamos, r = a e r = b (a < b), fornece a probabilidade de encontrar o elétron entre 
essas duas distâncias, ( )baPnl , . Ou seja, 





, .     (B208) 
 
Tabela 14 –  Fatores radiais dos orbitais hidrogenóides não relativísticos e correspondentes 
RDF’s dos dois primeiros níveis de energia. 
n l Subnível ( )rRnl  ( )rDnl  






























































































      Fonte: autoria própria, 2017. 
 
Os orbitais atômicos não relativísticos completos dos primeiros dois níveis de energia, 
incluindo os fatores angulares, são apresentados na tabela 15. Essas funções são importantes 
mesmo no tratamento relativístico do átomo de hidrogênio, pois permitem a obtenção das 
correções relativísticas para a energia empregando teoria de perturbação, como mostrado na 
seção 3.6 deste trabalho. 
Uma discussão dos efeitos físicos relacionados diretamente à forma dos orbitais atômicos 
não faz parte dos objetivos deste trabalho e pode ser encontrada na literatura [21,23]. Também 
não temos aqui o objetivo de realizar uma discussão detalhada dos orbitais relativísticos [18]. 
Vale mencionar, no entanto, que para números atômicos suficientemente grandes, as funções 
relativísticas de Klein-Gordon (B205) se apresentam contraídas em relação às análogas não 
relativísticas (B194). Esse efeito de “contração relativística” tem maior impacto sobre as 




oxidação, por exemplo28. A racionalização semi-clássica desse efeito de contração é 
relativamente simples. Lembramos primeiro que, numa trajetória circular de Bohr (consulte o 
apêndice A), a distância entre o elétron e o núcleo r e a razão entre velocidade orbital do elétron v 
















α= .            (B210) 
Façamos a seguinte modificação relativística na massa do elétron, m: 






=→                        (B211) 
onde ( )vm  é a chamada “massa relativística” do elétron. Substituindo a equação (B211) em 


















,               (B212) 















.                      (B213) 
O raio relativístico dado por (B213) é claramente menor que o raio não relativístico dado por 
(B209), justificando a contração mencionada. Observa-se ainda que quanto maior for o número 
atômico, maior deve ser este efeito. Isso se justifica, pois quanto maior for o valor de Z, maior 
será a aceleração centrípeta do elétron e maior será a sua velocidade orbital. Ou seja, para valores 
de Z grandes o elétron necessariamente entra num regime de velocidades em que os efeitos 
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Tabela 15 –  Orbitais hidrogenóides não relativísticos dos dois primeiros níveis de energia. 
n l m Orbital ( )φθ ,,)( || rψ mnl±   
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