We present optical and IR integrated colours and SBF magnitudes, computed from stellar population synthesis models that include emission from the dusty envelopes surrounding TP-AGB stars undergoing mass-loss. We explore the effects of varying the mass-loss rate by one order of magnitude around the fiducial value, modifying accordingly both the stellar parameters and the output spectra of the TP-AGB stars plus their dusty envelopes. The models are single burst, and range in age from a few Myr to 14 Gyr, and in metallicity between Z = 0.0001 and Z = 0.07; they combine new calculations for the evolution of stars in the TP-AGB phase, with star plus envelope SEDs produced with the radiative transfer code DUSTY. We compare these models to optical and near-IR data of single AGB stars and Magellanic star clusters. This comparison validates the current understanding of the role of mass-loss in determining stellar parameters and spectra in the TP-AGB. However, neither broad-band colours nor SBF measurements in the optical or the near-IR can discern global changes in the mass-loss rate of a stellar population. We predict that mid-IR SBF measurements can pick out such changes, and actually resolve whether a relation between metallicity and mass-loss exists.
pulses they suffer; the convective dredge-up of processed heavy elements to the stellar surface; and the ejection of the stellar envelope that ends the phase (Bruzual & Charlot 2003) . There is an extensive bibliography dealing with the difficulties in treating the TP-AGB (e.g., Renzini & Voli 1981; Iben & Renzini 1983; Marigo et al. 1996; Maraston 1998 Maraston , 2005 . In particular, the relation between the fundamental parameters (luminosity, L; mass, M ; and metallicity, Z) of the central star and the mass-loss rate,Ṁ , is not quite well understood and, therefore, controversial. Of course, it does not help that the dust in the ejected envelopes precludes the direct observation of the stellar photospheres. Data with relatively good spatial resolution of the dusty cocoons themselves, on the other hand, have been available only in the last decade, with the arrival of the Infrared Space Observatory (ISO) and, presently, the Spitzer Space Telescope.
Customarily,Ṁ has been described by the empirical Reimers' law (Reimers 1975 (Reimers , 1977 , written asṀ = ηLR/M ; R(L, M, Z) is the stellar radius, and η is a fitting parameter. Modifications to this law, motivated by the large scatter of observationally determined mass-loss around the Reimers' relation, have been proposed by, among others, Baud & Habing (1983) , Bloecker (1995) , and Groenewegen & de Jong (1994) . Those working on the detailed modeling of mass-loss at the TP-AGB have countered that, in actuality, stellar luminosity first increases at constant mass until the star reaches a "cliff" in the log M vs. log L plane; after this point, mass-loss depends much more steeply on stellar parameters than stated by empirical relations, such that the stellar envelope is lost nearly exponentially in time at roughly constant luminosity (Bowen 1995; Willson 2000, her Fig. 7 , and references therein). In this view, empirical relations are the result of very strong selection effects, and only reflect the fact that mass-loss rates are measurable for just a fraction of the stars undergoing massloss at any given time. Thus, in the logṀ vs. LR/M plane, the so-called cliff and Reimers' relation are almost coincident (see Fig. 8 of Willson 2000) . Before reaching the cliff, stars have low, unmeasurable mass-loss rates; conversely, the stage beyond the cliff is short-lived, and most likely stars will be highly obscured behind a dusty envelope. A sample of stars with observable mass-loss rates should include, according to Willson (2000) , mainly objects within one dex iṅ M of the cliff.
The purpose of this paper is to produce population synthesis models that include different mass-loss rates in the TP-AGB. To this end, we combine stellar population evolutionary models with theoretical spectral energy distributions (SEDs) that take into account the radiative transfer in the dusty circumstellar envelopes. To begin with, the SEDs are calculated on the basis of the mass-loss rates included in the evolutionary tracks; we then produce SEDs for the same stellar types, but with mass-loss rates one order of magnitude above and below the rates in the tracks, in order to explore the whole range where mass-loss is observable in the optical. Finally, we confront the resulting theoretical broadband colours and fluctuation magnitudes with optical and near-IR observations of AGB stars and Magellanic star clusters.
STELLAR POPULATION SYNTHESIS MODELS ANDṀ .
In this paper we use a preliminary version of the Charlot & Bruzual (2009; CB09 henceforth) simple stellar population (SSP) evolutionary synthesis models to compute isochrones in the age range from a few Myr to 14 Gyr, and metal (helium) . The CB09 models are formally identical to the Bruzual & Charlot (2003; BC03 hereafter) models, but include several important improvements. Firstly, up to 15M⊙ and for the metal and He contents indicated above, CB09 use the tracks from the models with updated input physics by Bertelli et al. (2008) . For stars more massive than 15M⊙, in the range from 20 to 120M⊙, CB09 use the socalled Padova 1994 tracks (Alongi et al. 1993; Bressan et al. 1993; Fagotto et al. 1994a,b; Girardi et al. 1996) . Secondly, in the CB09 models used in this paper, the TP-AGB evolution of low-and intermediate-mass stars is followed according to the prescription of . This semi-empirical prescription includes several important theoretical improvements over previous calculations, and it has been calibrated using carbon star luminosity functions in the Magellanic Clouds (MC) and TP-AGB lifetimes (star counts) in MC clusters (we refer to the paper by Marigo & Girardi for details). The reader should be aware that Bertelli et al. (2008) use a different set of TP-AGB tracks, also based on the prescription, but extrapolated to different chemical compositions of the stellar envelope. These sets of TP-AGB tracks are un-calibrated, as pointed out by Bertelli et al. (2008) , since no attempt was made to reproduce the available observations. CB09 will discuss the differences introduced in the evolutionary models by the use of the calibrated or the un-calibrated TP-AGB tracks from these authors.
Thus, the CB09 models discussed here use the tracks in the Bertelli et al. (2008) atlas up to the end of the AGB phase, and extend these tracks with the results of to cover the TP-AGB phase. Bruzual (2007) has shown that models computed following the prescription have brighter K-band magnitudes and redder near-IR colours than other models, e.g., BC03, that use a semi-empirical treatment of the TP-AGB evolution based on an older empirical calibration of the lifetime of these stars, and an educated guess of the mass associated to TP-AGB stars of a given luminosity.
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The Marigo & Girardi prescription, as implemented by CB09, accounts for 15 evolutionary stages in the TP-AGB (six in the O-rich phase, six in the C-rich phase, and three in the superwind phase). By contrast, the BC03 models include only one evolutionary stage at each of these phases. The signature of TP-AGB stars, i.e., the red colour of the integrated SSP around 1 Gyr, becomes more relevant in the CB09 models than in previous computations by BC03 and 1 We refer to the papers by Marigo & Girardi and BC03 for details. In particular, derive constraints on TP-AGB lifetimes, while compare their theoretical initial-final mass relation with empirical data of white dwarfs in open clusters and binary systems.
other authors (e.g., Maraston et al. 2006 ). For Z = 0.008, the TP-AGB stars in the CB09 models contribute close to a factor of two more light in the K-band than in the BC03 models. At maximum, the TP-AGB contributes close to 70% of the K-light in the CB09 model for Z = 0.008, but only 40% in the BC03 model. The peak K-band luminosity in the BC03 model occurs at around 1 Gyr, whereas in the CB09 model it stays high and close to constant from 0.1 to 1 Gyr. The evolutionary rate is such that the total number of TP-AGB stars present in the CB09 1 Gyr isochrone is 3.4 times larger than the number of these stars in the BC03 models. The TP-AGB stars represent 0.012% of the total number of stars in this population at this age in the CB09 model, but only 0.0036% in the BC03 model. A 10 6 M⊙ cluster contains 181 TP-AGB stars in the CB09 model, but only 53 of these stars in the BC03 model. The TP-AGB stars are about 0.3 mag brighter at K in the BC03 than in the CB09 isochrone. The net effect of all these factors is an increase of roughly 90% in the contribution of TP-AGB stars to the total K flux of the Z = 0.008 SSP at this age. See Bruzual (2007) for more details.
The CB09 isochrones provide, at any given age, the number of stars at each of 310 positions in the (LBOL, T eff ) plane. To each star along the isochrone, an SED is assigned from the Westera et al. (2002) stellar library for all stellar phases, except for the C-rich and superwind stages of the TP-AGB; for these we use several options, including the DUSTY models already mentioned above. For each of the nine stellar metallicities considered, we have calculated CB09 models for four possible choices of the SED assigned to TP-AGB stars in the superwind phase: (1) the SEDs used in the BC03 and CB09 models (standard models hereafter), 2 and (2) model spectra computed with the code DUSTY for: (a) dusty envelopes that result from the fiducialṀ during these evolutionary phases, (b) dusty envelopes fromṀ one order of magnitude above fiducial, and (c) dusty envelopes fromṀ one order of magnitude below fiducial. The input spectra for the DUSTY code are the same spectra used at these phases by CB09, albeit modified according to the updated stellar parameters if the mass-loss-rate isṀ × 10 oṙ M /10. In all cases we use the Chabrier (2003) IMF.
We then compute the time evolution of several properties of single-burst stellar populations, in particular their integrated fluxes and fluctuation luminosities in the V , B, R, I, J, H, and Ks bands, as well as in the IRAC and MIPS wavelengths observed by the Spitzer Space Telescope (Section 4).
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Besides predicting stellar time evolution on the 2 The spectra of TP-AGB stars have not been updated in the preliminary version of the standard CB09 model used here with respect to those used in BC03. For C-type TP-AGB stars and stars in the superwind phase at the end of the TP-AGB evolution, BC03 and CB09 use period-averaged spectra based on models by Schultheis et al. (1999) and observations of Galactic stars. For O-rich TP-AGB stars and stars at the tip of the RGB, BC03 and CB09 use the Westera et al. (2002) atlas. The final version of CB09 will include new spectra for TP-AGB stars. 3 Strictly speaking, the integrated fluxes and fluctuation luminosities of a stellar population at a given time are not the product of the mass-loss rate at that time (or at any time), but rather the effect of the total mass-loss up to that point.
Hertzsprung-Russell diagram, the new Marigo & Girardi models self-consistently estimate pulsation modes and periods, changes in the chemical composition of the stellar envelopes and, most relevant for the present work, mass-loss rates owing to the pulsating, dust driven winds of O-and Crich AGB stars. In the case of O-rich stars, derive luminosities from M , R, and pulsation period (P ); next, they calculate stellar mass-loss rates according to the stars' evolutionary slopes d (log M )/ d (log L), on the basis of the Bowen & Willson (1991) dynamical atmospheres for Miras including dust.
4 The Bowen & Willson (1991) models anticipate that mass-loss rates of O-rich stars diminish with decreasing metallicity, due to a less efficient dust production and a smaller photospheric radius at a fixed luminosity. To determine mass-loss rates of C-rich stars, luminosities are calculated first from stellar temperature (T eff ), M , and P . At low luminosities, mass-loss is driven mostly by stellar pulsation, whereas radiation pressure on dust grains plays a secondary role. However, at a critical luminosity that depends on stellar mass, dust-driven superwinds take place. For the superwind phase, Marigo & Girardi calculatė M (T eff , L, M, P, C/O) based on the pulsating wind models by Wachter et al. (2002) , although including in addition an explicit dependence on the C/O ratio. The mass-loss at each evolutionary stage is then taken into account to consistently determine the stellar parameters in subsequent phases.
Examples of predicted mass-loss rates are presented by in their Figures 15 and 16. They also note that, for all cases and C/O values: (a)Ṁ is ultimately controlled by the changes in L and T eff linked to He-shell flashes, (b) most of the stellar mass-loss occurs during the high-luminosity but quiescent stages that preceed thermal pulses, and (c) the superwind regime is achieved during fundamental mode pulsation.
To date, there are few cases where evolutionary synthesis models include the effects of mass-loss in stellar spectra. Among these, Lançon & Mouhcine (2002) , Lançon (2003), and Maraston (2005) use averaged observed SEDs, whereas Bressan et al. (1998) and Piovan et al. (2003) have pioneered the use of analytical relations for the mass-loss rates and wind terminal velocities that then allow them to model the spectra of dusty circumstellar envelopes. We have proceeded in a manner similar to these latter works. For each stellar type in the TP-AGB, SEDs of star plus envelope were produced with the radiative transfer code DUSTY; as was mentioned before, SEDs were also processed for the same stellar types, but with mass-loss rates one order of magnitude above and below the rates in the tracks, in order to explore the whole range where massloss is observable in the optical, according to Willson (2000) . A change inṀ , in turn, entails variations in L and hence stellar lifetime, R, envelope and core masses, T eff , pulsation period, dust-to-gas ratio, dust composition, and C/O ratio. A major challenge for this work is that we are aiming at extrapolating mass-loss rates at a large range of metallicities, but in fact a good calibration of all the parameters involved in individual TP-AGB stars exists only for Galac-tic and Magellanic TP-AGB stars. Two possible routes are open: we can either limit our work to these metallicities, or venture to make predictions for lower and higher metallicities, with the clear caveat that most relations have not been tested in these conditions. We choose the second, and strive to keep as close as possible to the procedures used by to produce the original stellar tracks.
We present our results in the subsequent sections, while the interested reader can follow our calculations in detail in the Appendix. CB09 models (i.e., with fiducial mass-loss) are reported in tables 1 through 4. Optical and near-IR colours as a function of age, for different chemical compositions, are presented in tables 1 and 2, respectively without and with dusty envelopes; fluctuation amplitudes are listed in tables 3 and 4.
3 BROAD-BAND COLOURS.
3.1 Individual AGB stars.
Fig. 1 displays the theoretical colours
5 of individual stars along the 0.2 Gyr (dotted line), 0.5 Gyr (solid line), and 9.5 Gyr (dashed line) isochrones for populations with four metallicities (Z = 0.004, black; 0.008, cyan; 0.017, red; and 0.04, magenta), and our four choices of spectra for stars in the TP-AGB.
As a first test of the models, we compare the theoretical near-infrared (near-IR) broad-band colours to the observed two-colour diagram, [H − K] vs. [J − H], of individual AGB stars in the compilation by Piovan et al. (2003) ; the sample is shown in Fig. 2 . Theoretical colours of individual stars with fiducial (thick lines) and high (thin lines) mass-loss rates are also shown in Fig. 2 , superimposed on the observed AGB sample. The metallicity and age symbols are the same as in Fig. 1 .
An examination of the bottom left panel of Fig. 1 (SEDs withṀ /10) illustrates that a population where TP-AGB stars are nearly devoid of dusty envelopes cannot explain the colour range of observed AGB stars. As for the standard CB09 isochrones (top left panel of Fig. 1 Srinivasan et al. (2009) are displayed in Figure 3 . Different colours are used for O-rich, C-rich, and "extreme" (based on their 2MASS and IRAC colours) AGB objects. The colour range is smaller than that in Figure 2 . This can be better appreciated in Figure 4 ; now in the same scale as Figure 2 , the Srinivasan et al. sample is shown as a cloud of gray points, with our models superimposed. Ages and metallicities of the models are indicated as in Figures 1 and 2 . The agreement with the data is similar to that achieved for the older sample compiled by Piovan et al. (2003) .
3.2 Star clusters. Still, it should be useful to compare the theoretical integrated broad-band colours to those of stellar clusters. Our first test set comprises the MC clusters measured by González et al. (2004) ; González-Lópezlira et al. (2005) . These authors assembled 8 artificial "superclusters", by coadding data of 191 star clusters in bins with similar ages and metallicities, according to classes I − VII in the Searle et al. (1980) SWB categorization scheme, plus an ultra-young (pre-SWB class) supercluster. 6 The purpose of such procedure is to reduce the stochastic uncertainty produced by the inadequate sampling, in sparse clusters, of stars evolving through short evolutionary phases, of which the AGB is a prime example. "Superclusters", therefore, should be more appropriate test objects than individual star clusters (see, for example, Santos & Frogel 1997; Cerviño et al. 2002) . In fact, if the assumption is made that the numbers of stars in different evolutionary stages have a Poissonian distribution, then the theoretical relative errors of integrated colours scale as M −1/2 tot , where Mtot is the total mass of the stellar population (Cerviño et al. 2002) . In what follows, we will use coloured regions to represent expected ±1σ stochastic errors. The MC "supercluster" ages, that go from ∼ 6 Myr to > 10 Gyr, are not the originally adopted by González et al. (2004) . Instead, we use now the updated calibration by Girardi et al. (1995) of the S-parameter developed by Elson & Fall (1985 , 1988 ; this parameter relates the ages of LMC clusters to their U BV colours. To each supercluster we assign the age that corresponds to the "central" S-type of its constituents; the error is set to span the Table 1 . Colours for CB09 models with fiducial mass-loss but without dusty envelopes S-types of all the members, plus and minus the rms dispersion δ (log t) = 0.14 found by Girardi et al. (1995) for the log t -S relation. Figure 6 shows five two-colour diagrams, comparing model SSPs with data of the superclusters, respectively
Near-IR data have been taken from the Two Micron All Sky Survey (2MASS, Skrutskie et al. 1997 ); I-band data were retrieved from the Deep Near-Infrared Southern Sky Survey (DENIS; Epchtein et al. 1997) ; and V data come from different sources in the literature, mostly from the compilation by van den Bergh (1981, see González-Lópezlira et al. 2005) . Near-IR colours for the superclusters were derived for the first time by González et al. (2004) , [V − I] by González-Lópezlira et al. (2005) , and [V −Ks] specifically for the present work. We have rederived [V −I] and the near-IR colours, however, to make sure that the individual cluster centres are right, that both an image and stellar photometry are available for all clusters included in each supercluster, and that the background subtraction is optimal.
7 Whereas 7 We have discovered, for example, that NGC 1854 and NGC 1855, both reportedly type SWB II, are actually the same cluster! Their putative centres are listed to be 6. ′′ 1 apart; their rethe near-IR colours were measured in the supercluster mosaics, using circular apertures with r = 1 ′ , colours involving
, and [V −Ks]) were first obtained for single clusters, using the (diverse) diaphragms and V magnitudes from the compilation by van den Bergh (1981) , and then averaged to derive colours for the superclusters. In these cases, the quoted errors equal the dispersion of the individual colours, divided by (N − 1) 1/2 , with N the number of objects in each supercluster. Measured colours for all superclusters are presented in Table 5 , together with their ages, metallicities, and photometric masses. Except for supercluster SWB I, masses are always lower than estimated by González et al. (2004) ; for types III-VII, this is due more to our younger (on average, half as old) adopted ages than to changes between the BC03 (used by those authors) and the CB09 models. While the new assumed ages of types pre-SWB, I, and II are older (on average, twice as old), type I's estimated mass is the same and type II's, about 30% lighter. The only noteworthy case is the pre-SWB supercluster: its new estimated mass is only 10% of the one derived Table 2 . Colours for CB09 models with fiducial mass-loss plus dusty envelopes by González et al. (2004) , and hence its SBF amplitudes are shown now with significantly larger uncertainties.
In all the panels, the data (solid black circles with error bars) are compared to models with a fiducial mass-loss rate and 3 different metallicities (Z = 0.0004, blue; 0.008, cyan; 0.017, red), that bracket those of the superclusters (0.0007 Z = 0.01; Frogel et al. 1990 , assuming that Z⊙ = 0.017; Cohen 1982) . The expected ±1σ error bars for the models, shown as coloured bands, have been calculated as in González et al. (2004, Appendix) , assuming a stellar population of 5 × 10 5 M⊙. This value is conservative, and representative of the MC superclusters; they have between ∼ 10 5 and ∼ 3 × 10 6 M⊙. The two superclusters where the effects of AGB stars should be more important (aged 160 and 450 Myr, respectively) have both ∼ 5 × 10 5 M⊙ in stars. Roughly, the models have no problem explaining the colours of the superclusters, although we notice that the pre-SWB supercluster lies quite far away from the models in the bottom left panel of the figure
We hypothesise that this supercluster might suffer from additional extinction (see González-Lópezlira et al. 2005 ) and systematic effects. Firstly, in the optical and even in the near-IR, there might be a selection against very young clusters that are the product of the most energetic star formation. In fact, although 2MASS data for NGC 2070 (30 Dor) were available, they were not used to build the supercluster type pre-SWB because they showed abundant nebular emission and dust extinction. Also, regarding very young clusters, the assumption that the addition of many small objects is statistically equal to a large one will fail, if none of the small clusters is massive enough to produce the most massive stars. This problem is not relevant after a few 10 7 yr, when these stars die and cease to contribute to the cluster's light.
Perhaps more useful to assess the models is the comparison with the data in the age-colour planes. Figure 7 shows the data compared to colour versus age for models with a fiducial mass-loss rate. The trends of colour with age shown by the data are very closely followed by the models.
It is also instructive to compare our models to the cluster sample already compiled and presented by Piovan et al. (2003) .
8 Once again, two-colour diagrams are shown in Fig.  8 :
The data are clusters mostly younger than 1.5 Gyr, and are displayed as filled circles, with average error bars shown for each panel. The expected ±1σ error bars for the models are depicted once more as coloured regions, ex- cept that now we are assuming a population of 10 5 M⊙. The models have a fiducial mass-loss rate; and metallicities Z = 0.008 (cyan) and Z = 0.017 (red), that encompass those of the clusters. Model ages go from 100 Myr to 1.5 Gyr.
The match is comparable to that achieved by Piovan et al. (2003, their Figure 16 ) for most colours, and considerably better for [V − K] vs. [H − K], even though our model ages in the figure stop at 1.5 Gyr (theirs go up to 15 Gyr).
We have seen so far that our models are able to fit both near-IR colours of most single AGB stars, and integrated optical and near-IR colours of star clusters with different ages and metallicities. Integrated colours of star clusters, however, do not seem to be able to discriminate between different choices of global mass-loss rates. Next, we will investigate whether surface brightness fluctuations are potentially sensitive to different mass-loss rates in stellar populations.
SURFACE BRIGHTNESS FLUCTUATIONS, METALLICITY, AND MASS-LOSS.
The technique of surface brightness fluctuation (SBF) measurements was introduced by Tonry & Schneider (1988) as a way to derive distances to early-type galaxies. The fluctuation flux (denotedf ) is the ratio between the variance and the mean of the stellar luminosity function (Tonry & Schneider 1988; Tonry et al. 1990 ), scaled by (4πd 2 ) −1 , where d is the distance. This is expressed as follows:
ni and li are, respectively, the number of stars of type i, and their luminosity. In the case of galaxies, the fluctuation magnitude 9 m is measured through the spatial fluctuations in their surface brightness, and the distance is found by comparingm with empirically calibrated relations that give the absolute fluctuation magnitude,M , in a photometric band as a function of a certain broadband colour, in a given range (e.g., Worthey 1993a,b; Pahre & Mould 1994; Tonry et al. 1997; Ajhar et al. 1997; Liu et al. 2000 Liu et al. , 2002 Mei et al. 2001; Jensen et al. 2003; Cantiello et al. 2003 Mei et al. 2005a,b; González-Lópezlira et al. 2005; Marín-Franch & Aparicio 2006; Mei et al. 2007; Cantiello et al. 2007a,b; Blakeslee et al. 2009 ). In nearby stellar clusters, it is possible to obtainm by performing the sums in equation 1 over resolved stars (Ajhar & Tonry 9m = −2.5 logf + zero point. 1994; González et al. 2004; González-Lópezlira et al. 2005; Mouhcine et al. 2005; Raimondo et al. 2005 ).
It is not hard to see that SBFs convey information about stellar populations, akin to integrated photometry and spectra. However, because of their dependence on the square of the stellar luminosity, they are especially sensitive to, and can provide additional information about the brightest stars at a particular wavelength and at a given evolutionary phase of a stellar population. Accordingly, it has been suggested recently (Cantiello et al. 2003; Raimondo et al. 2005 , González-Lópezlira & Buzzoni 2008 that SBFs can be used to study AGB stars in intermediate-age populations and, specifically, to investigate their mass-loss rates. These works, though, do not explore a possible intrinsic connection between metallicity and mass-loss, nor consider the impact of extinction by dust in the stellar envelope on the detectability of mass-losing stars.
Surprisingly in a way, the relation between metallicity and mass-loss turns out to be controversial, even for the dust-driven winds in the TP-AGB. On the one hand, detailed theoretical models (e.g. Willson 2000) predict that mass-loss should increase with metallicity, and Groenewegen et al. (1995) have found, from fits to 8 − 13µm spectra, mass-loss rate ratios of 4:3:1 for three O-rich AGB stars with similar periods in, respectively, our Galaxy, the LMC, and the Small Magellanic Cloud (SMC).
10 More recently, Kalirai et al. (2005 Kalirai et al. ( , 2008 have found evidence of a metallicity dependence of the initial-final mass relationship (between the mass of a white dwarf remnant and its main-sequence predecessor) from spectroscopic observations of white dwarfs in open clusters. On the other hand, Gail & Sedlmayr (1986) propose that the mass-loss rate is proportional to the ratio τ /vexp, where τ is the optical depth of a dust-driven wind and vexp is its velocity. Van Loon (2000) derives a metallicity-independent mass-loss rate for a sample of dust-obscured C and O-rich AGB stars, also in the Milky Way, the LMC, and the SMC. Correspondingly, van Loon (2006) argues that both τ and vexp depend on the square root of the dust-to-gas ratio, Ψ, that presumably is itself linearly proportional to metallicity, such that the dependence ofṀ on Z cancels out. Today, however, we know that Ψ is not constant with metallicity, and that both the dust-to-gas ratio and the dust species in the stellar envelopes vary during evolution for a single star and between different stars with the same initial metallicity (see, e.g., Lebzelter et al. 2006; Ferrarotti & Gail 2006) .
With the aim of addressing the question of the relation between Z andṀ , we compute the time evolution of SBF magnitudes of single-burst stellar populations in the B, V , R, I, J, H, and KS bands, in the nine metallicities and helium contents mentioned before. The model fluctuation luminosityL at each wavelength is calculated with the following equation (very similar to eq. 1):
where the weight wi is the number of stars of type i per unit mass in the population (set as explained in Section A1), and li is the luminosity of stellar type i. , if a Poissonian distribution is assumed for the stellar numbers in different evolutionary phases. In the rest of this paper, we show calculations for stellar populations with 5 × 10 5 M⊙; this number is representative of the MC "superclusters". Coloured regions delimit expected ± 1 σ stochastic errors for a stellar population with 5 × 10 5 M⊙. In the optical bands (B to I), SBFs grow systematically fainter as metallicity increases. The reason is that the brightest stars (those that dominate the SBF signal) will be cooler (redder) at higher metallicities. Another consequence of the same phenomenon is that errors grow notably larger with metallicity in B and V for ages greater than a few Gyr; a higher metallicity translates into fewer hot and blue stars, implying larger stochastic errors. A very similar trend with metallicity is seen for all the mass-loss rates explored in this paper.
The main difference with metallicity in the near-IR happens at very young ages (∼ 10 7 yr), between the most metal poor models (Z = 0.0004), and the rest. Metal poor populations will produce SBFs about 2 mag fainter in the near-IR at these ages, as a consequence of having fewer red supergiants; for the same reason, the stochastic error is largest (∼ ±1 mag) for these metallicities and ages. Although it is strictly true that SBFs increase with metallicity in the J H, and Ks bands for populations ∼ 100 -300 Myr old, the sensitivity to Z is smaller at 1 − 2µm. This is because, once the RGB is born, it is the most important contributor to the integrated light of stellar populations at these wavelengths (see, e.g., González et al. 2004) ; the variance (i.e., the SBFs) produced by the brightest red stars (both in the RGB and AGB) against this already bright background will then be less prominent. The onset of the TP-AGB is clearly discernible as a peak at about 10 8 years. Figure 10 displays absolute fluctuation magnitudes vs. log (age) for models with Z = 0.008 and different massloss rates. This metallicity (Z⊙/2.1) is closest to that of the youngest half of the MC star clusters whose data are presented below. Coloured regions delimit expected ±1σ stochastic errors for a stellar population with 5 × 10 5 M⊙. Contrary to the results of Raimondo et al. (2005) , we find no strong trend of SBF brightness with mass-loss rate. The biggest difference is between the CB09 models without dusty envelopes and the models with dusty cocoons, regardless oḟ M . This difference is most noticeable in the I-band, where models with dust are about 0.5 mag fainter than CB09 standard models at all ages after 10 8 yr. The dusty models basically all fall on top of each other. Other metallicities show exactly the same behavior, with the exceptions of (1) the already pointed out lower brightness and larger dispersion of SBFs values for Z = 0.0004 and Z = 0.001 at 10 7 yr, and (2) a large scatter for the higher metallicities (Z = 0.017 to Z = 0.07) at ages greater than ∼ 2 Gyr, in the B, V , and R passbands. In the latter case, the dispersion is caused by the lower emission from red giants in these bands; it increases with metallicity and decreases with wavelength, and goes from ∼ ±0.5 mag, for Z = 0.017 at V , to ∼ ±4 mag for Z = 0.07 at B.
The reason for this degeneracy is that the selection effects highlighted by Willson (2000) are intensified by extinction, and further exacerbated when the mass-loss rate is changed. The probability of detecting the effects of stars shedding their envelopes in an exponential fashion, already low owing to the short duration of the phase, will decrease if the stars are heavily dust-enshrouded. If the mass-lossrate is modified upward, the intrinsic luminosity of stars in the superwind stages will increase, but their lifetimes in the phase will hence be even shorter and they will be more ob- scured. The stars losing the most mass sometimes will not survive past the first or second superwind stages. Contrariwise, if mass-loss rate is changed downward, stars will last longer and be less obscured, but their luminosity will go correspondingly down.
SBF data.
SBF magnitudes of MC star clusters have been determined previously by González et al. (2004 in the near-IR, and by Raimondo et al. (2005) in the optical. As discussed earlier, the former built 8 artificial "superclusters", whereas the latter chose to analyse Wide Field Planetary Camera 2 (WFPC2) Hubble Space Telescope (HST) V and I data of a dozen populous MC globular clusters.
González et al. derived SBFs for the "superclusters" within a radius of 1 ′ , as prescribed by equation 1. The numerator was found by summing the square of the flux of resolved, bright stars, obtained from the 2MASS Point Source Catalog; field contamination was minimized by excluding from the analysis stars in the range 12.3 < (Ks)o < 14.3 with colours (J − Ks)o > 1.2 or (J − Ks)o < 0.4 (Ferraro et al. 1995) . Since the sum in the denominator converges slowly, it was computed from the total light detected in the images, after removal of the emission in an annulus with 2.
′ 0 < r 2. ′ 5; this was assumed to include the contributions from both sky and field stars. Absolute fluctuation magnitudes were assigned taking an LMC distance modulus (m − M )0 = 18.5 (Ferrarese et al. 2000) .
As it turns out, the colour function used by González et al. (2004) to select cluster stars is adequate for older clusters, but is too red for the 2 or 3 youngest superclusters. For this reason, we have recalculated near-IR fluctuation values for all the superclusters. This time, we have statistically removed the field population as per the procedure described by Mighell et al. (1996) . We com- pare, for each supercluster, the [J − Ks] versus Ks diagram of stars within r = 1 ′ of the supercluster centre (i.e., the "cluster region"), with that of stars in an annulus with 2.
′ 0 < r 2. ′ 5 (i.e., the "field"); the former colourmagnitude diagram (CMD) presumably includes both cluster and field stars, whereas we assume that the latter contains only field stars. We also count the number of stars in the field CMD within the same ∆Ks by ∆ [J − Ks] bin determined from the cluster star. We call this number N fld . The probability p that the star in the cluster region CMD actually belongs to the supercluster can be expressed as:
where α, in this case 0.44, is the ratio of the area of the cluster region (π arcmin 2 ) to the area of the field region (2.25 π arcmin 2 ). Once p is calculated for a given star, it is compared to a randomly drawn number 0 p ′ 1. If p p ′ , the star is accepted as a supercluster member; otherwise, it is rejected and considered as a field object.
The numerator of equation 1 was calculated with the decontaminated star lists. We have obtained the denominator in the same way as before, i.e., from the total light within 12 An alternative approach for the decontamination, using the field CMD as the reference (i.e., "field" stars are removed from the cluster region, rather than "cluster" stars kept), has been used and described by Gallart et al. (2003) . We have tried this method, and obtain the same results. We have also tried using the annulus with 2. ′ 5 < r 3. ′ 0 as the "field". Once again, the results do not
We have also derivedM I for the eight superclusters using DENIS images, and photometry of the point sources from the DENIS database 13 and the DENIS Point Source Catalogue towards the Magellanic Clouds . employed for the field decontamination. SBF measurements for the superclusters are provided in Table 5 . a From the calibration of the S-parameter by Girardi et al. (1995) . b Masses from near-IR mass-to-light ratios, CB09 models; errors are equal to the dispersion of the results at J, H, and Ks. c Cohen (1982) . d Frogel et al. (1990) , assuming Z ⊙ = 0.017.
Given the significantly greater depth of their HST data, Raimondo et al. were able to measure both the numerator and denominator of equation 1 using resolved stars. They determined absolute V and I fluctuation magnitudes with the same LMC distance modulus (m − M )0 = 18.5. The comparison of the described cluster data with the results of the models presented in this work is shown in Figures 11 to 14 .
Figures 11 and 12 14 present V , I, J, H, and Ks SBF absolute magnitudes vs. log (age) of young and intermediateage MC clusters. Optical (M V andM I ) measurements of individual, rich clusters have been taken from Raimondo et al. (2005) . These data are shown as solid circles. For this work, we have recalculated near-IR fluctuation values for the superclusters as described above, and calculatedM I , as well. These data are shown as empty triangles. As seen before, SBF measurements are not capable of discriminating between different mass-loss rates.
In the near-IR, there is a good overall match between models and data. In the optical V and I-bands, there is a tendency for the data of single MC clusters first published by Raimondo et al. (2005) to fall below the model values. Among these clusters, the problem is most acute for NGC 1805 (log t = 7.00 ± 0.20), NGC 1818 (log t = 7.40 ± 0.30), and Hodge 14 (log t = 9.30 ± 0.10). In the case of Hodge 14, severe field contamination forced Raimondo et al. to analyse only a small area (i.e., mass) of the cluster; the resulting larger stochastic uncertainty is reflected by the SBF magnitudes error bars. For NGC 1805 and NGC 1818, they mention a possible 10% incompleteness of the brightest 3 mag of cluster stars within 7.
′′ 2 from the centre, that in principle is accounted for by the shown error bars. A logical conclusion -also reached by Raimondo et al. (2005) -is that the number of stars in these individual globular clusters is not enough to adequately sample the brightest, rarest, TP-AGB stars. Additional systematic effects that might impact the data of both NGC 1805 and the pre-SWB supercluster of González et al. have been already discussed in section 5.2.
Results for clusters with Z ∼ 0.002 are shown in Fig. 13 . Figure 14 compares SBF measurements of old MC clusters, with Z ∼ 0.0007, to models with Z = 0.001. The agreement between models and data is roughly the same if models with Z = 0.0004 are used instead. For the one "supercluster" shown and contrariwise to what we had seen so far, we find that the fit between models and data in the optical is better than the match in the near-IR. Since Raimondo et al. (2005) do not use our same mapping between SWB type and age (and thus metallicity), we show their four oldest clusters in both figures 13 and 14. Their quoted SWB type is VI, like our one supercluster displayed in Fig. 13 as an empty triangle, whereas their listed ages are all over 10 Gyr old, i.e., older than our type VII supercluster, and hence we plot them too in Fig. 14. 
MID-INFRARED SBF MEASUREMENTS AND FUTURE WORK.
So, can SBF measurements at all, with their sensitivity to the brightest stars of a population, provide some insight about the mass-loss parameters of unresolved stellar populations? Figure 15 shows absolute fluctuation magnitudes vs. log (age), again for Z = 0.008, but this time in the mid-IR bands observed by the Spitzer Space Telescope. According to this figure, in the mid-IR one could begin to distinguish intermediate age stellar populations with different mass-loss rates, to the point that it might be worthwhile to start exploring the effects of other dust mixtures and even of the dust chemistry in the stellar envelopes on the integrated properties of stellar populations. In a forthcoming paper, we will compare models in the mid-IR with Spitzer observations of stars in the Large Magellanic Cloud.
SUMMARY AND CONCLUSIONS.
We have presented optical and IR broad-band colours and SBF magnitudes computed from single stellar population synthesis models, where the mass-loss rates in the CB09 evolutionary tracks have been used to produce spectra of TP-AGB stars, taking into account the radiative transfer in their dusty circumstellar envelopes. Star plus envelope SEDs have been processed also forṀ one order of magnitude above and below the fiducial mass-loss rates; for mass-loss rates different from the original ones in the tracks, stellar configurations and lifetimes have been adjusted. Next, we have compared our models to optical and near-IR data of single AGB stars and Magellanic star clusters. Even though mass-loss regulates lifetimes, luminosities, and effective temperatures of stars in the AGB phase, and hence their numbers and colours, it turns out that broadband optical and near-IR colours and SBF measurements of stellar populations cannot discern global variations in massloss rate. Worse even than for single stars, the selection effects that preclude detection of single stars away from the "cliff" in a core mass vs. luminosity plot (stars either losing mass too slowly for the mass-loss to be observed or too fast for the star to be detected, due both to lifetime and obscuration) make differences in mass-loss rate across whole populations completely unnoticeable.
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We predict that SBF measurements in the mid-IR could begin to pick out intermediate age stellar populations where the stars lose mass with rates away from the cliff line, and help determine if such deviations actually correlate with metallicity.
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Once the new L, R, and T eff are known, and assuming the energy available to a star of type i during an evolutionary phase is constant (i.e., the fuel consumption theorem, Renzini & Buzzoni 1986) , the length t2 of the extrapolated mass-loss phase can be derived from the relation L1t1 = L2t2, where subscript 1 denotes original parameters and subscript 2 represents the extrapolated ones. If, furthermore, we assume that the weight wi of a stellar type i (i.e., the number of stars of initial mass m going through an evolutionary phase ph, per unit mass of the population) is proportional to the time spent by such stars in the phase, then wi,2/wi,1 = t2/t1 = L1/L2. wi,1 ≡ 1, by definition, and wi,2 is the same for all stars with the same metallicity, once the extrapolation factor is fixed, with the following exceptions. There are occasions when the product of the mass-loss rate and the phase length derived with the above procedure is greater than the stellar core mass at the beginning of the stage, Mevst. In these cases, wi,2 = Mevst/Ṁ /t2, and the weight of the subsequent stage will be zero (i.e., the star will not reach the following stage). In other instances, the dust- to-mass ratio Ψ diverges (see eq. A17 in Section A2.2 below), consequently the shell opacity also diverges (see eq. A3, Section A2), and hence we assign wi,2 = 0 to such stars in view of their very heavy obscuration. In general, the mass lost in any given stage with modified mass-loss rate will be different from the mass lost in the original track, so an adjustment to the parameters of the subsequent stage will be needed. Logically, we first rectify the stellar mass Mevst and next the luminosity L1, moving along a line of constantṀ /M in the aforementioned Figure 2 of Bowen & Willson (1991) .
From then on, we repeat the procedure outlined here: we first modifyṀ , and then derive L2, R2, T ef f,2 , t2, wi,2.
Fundamental mode (FM) pulsation periods P0 also change with the stellar configuration. To adjust these, we use eq. 12 in 
Z and Y are, respectively, metallicity and helium content by mass; for M between 1.5 and 2.5 M⊙, log P0 is interpolated linearly, with log M as the independent variable. In the case of C-rich stars in the superwind phase, another parameter that changes withṀ is the C/O ratio. 26 González-Lópezlira et al.
Eq. A2 is valid forṀ 10 −6 M⊙ yr −1 .
A2 Parameters of the dusty envelopes.
The effect of dust on the stellar SEDs has to be included, both for stars in the original tracks and for those whose mass-loss rates and stellar parameters have been modified. To this end, we follow the procedure outlined by Piovan et al. (2003) and Marigo et al. (2008) based on, respectively, Ivezić & Elitzur (1997) and Elitzur & Ivezić (2001) . One very important input parameter to produce the SED through radiative transfer calculations is the optical depth, τ , of the envelope. For a star of luminosity L and effective temperature T eff , losing mass at a rateṀ , with dust expansion velocity vexp and dust-to-gas ratio Ψ, the optical depth at wavelength λ is approximately (see eq. 12 of Piovan et al. 2003) :
where κ λ is the extinction coefficient per unit mass and rin is the dusty shell internal radius. If the shell is optically thick to radiation of wavelength λ, we can write
and
where R is the stellar radius, σ is the Stefan-Boltzmann constant, and T d is the dust condensation temperature at rin. Adopting 
in any case (see eq. 4 of Marigo et al. 2008) :
A2.1 Wind expansion velocity.
Based on the solution to the dust-wind problem by Elitzur & Ivezić (2001) , Marigo et al. (2008) express the wind expansion velocity vexp as a function ofṀ , L, Ψ, and other dust parameters as follows:
whereṀ−6 is the mass-loss rate in units of 10 −6 M⊙ yr
and L4 is the stellar luminosity in units of 10 4 L⊙. The parameters A and B are defined as:
T d3 is the dust condensation temperature in units of 10 3 K; Q⋆ is the Planck average 18 of the efficiency coefficient for radiation pressure, evaluated at T eff , and QV is the efficiency coefficient for absorption at the visual range. χ0 is defined as:
with QP (T ) the Planck average of the absorption efficiency at temperature T , whereas σ22 is σgas, the dust cross-section per gas particle, in units of 10 −22 cm 2 , and
with a the mean size of the dust grains in cm (assumed to be the same for all grains), and n dust and ngas the number densities in cm −3 of, respectively, the dust and gas particles. σgas can be written as a function of Ψ, the dust-to-gas ratio, as follows:
where ρ dust and ρgas are the density of matter in the form of dust and gas, respectively, in g cm −3 . Agas ≃ 4/(4XH +XHe) is the mean molecular weight of the gas in units of the H atom mass, mH = 1.674 × 10 −24 g, assuming that all the gas is composed by H and He, with respective mass fraction abundances XH and XHe. Substituting eq. A14 into eq. A13,
The values of QV for silicates, silicon carbide, and amorphous carbon (see below, Subsection A2.2 and Section A3) are taken from Table 3 in Marigo et al. (2008) ; the values of Q⋆(T eff ), QP (T eff ), and QP (T d ) (each one for all the same materials) are interpolated from the quantities tabulated there, taking temperature as the independent variable.
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Clearly, eq. A8 is valid as long as there is enough dust condensation to drive an outflow. This condition sets the minimum mass-loss rate (Elitzur & Ivezić 2001) :
18 The Planck mean of a function Q(λ) is given by (Blanco et al. 1983 ):
where B(λ, T ) is the Planck function at a temperature T . 19 As seen in Section A2, T d = 1000 K for C/O < 0.97, and
T k3 is the kinetic temperature (in units of 10 3 K) at the inner boundary of the dust shell, which is assumed to be equal to the dust condensation temperature, T d3 . At smaller values ofṀ , dust cannot drive a wind but may still form in the circumstellar envelope. Following Marigo et al. (2008) , we handle this situation by setting vvexp = vexp(Ṁmin), while using the actualṀ to calculate the opacity of the envelope.
A2.2 Dust-to-gas ratio.
If dust and gas share the same outflow velocity, the dustto-gas ratio can also be written as the quotient between mass-loss in the form of dust and mass-loss in the form of gas:
We calculateṀ dust as described by Marigo et al. (2008) , who follow the formalism by Ferrarotti (2003) ; Ferrarotti & Gail (2006) . Summarizing,
with the summation over several dust species, written aṡ
Here, A dust,i is the mean molecular weight of the dust species, X seed is the total mass fraction of the seed element in the circumstellar shell, and A seed is its atomic weight. The seed element is the least abundant one among those needed to form the considered dust species, and hence limits its supply. Finally, f dust,i is the fraction of the seed element condensed into dust grains, that for each dust species is calculated as a function ofṀ and C/O ratio using the analytic fits in Ferrarotti (2003) , as shown below.
Stars with C/O < 0.97. In these conditions, there are enough oxygen atoms to form silicate-type dust, and:
where ASi is the atomic weight of silicon, A sil is the effective molecular weight of the silicate dust, and f sil is the condensation degree, also of the silicate dust. Given the dust mixture we use here for O-rich stars (see below, Section A3), the condensation degree includes the contributions from amorphous and crystalline silicates:
where subscripts stand for warm silicate, cold silicate, enstatite, and forsterite dust. On the other hand, the effective molecular weight of the silicate dust mixture is:
A sil = (fwarmAwarm+f cold A cold +fensAens+f fors A fors )/f sil .(A22)
The degree of condensation of silicate type dust is found from the analytic fit in Ferrarotti (2003) 
Here, Y = X/A is abundance in molecules g −1 , and YC,1 = YO − 2YSi (Ferrarotti & Gail 2006) . Once f sil is determined for each star, the relative degrees of condensation of crystalline and amorphous silicates are set according to the optical depth of the envelope, as described below (Section A3).
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Stars with C/O 0.97. These are C-rich stars, since the dust mixture in their envelopes is dominated by carbon. As stated below in Section A3, we consider two dust constituents, SiC and amorphous carbon (AMC), such that:
where the first addend corresponds to the silicon carbide dust and the second, to the amorphous carbon dust. Furthermore,
XC is the carbon abundances by mass; we take the current atmospheric value, solar scaled, or XC = (C/O)XO,⊙(Z/Z⊙), where XO,⊙ is the solar mass fraction abundance of oxygen taken from Grevesse & Sauval (1998) .
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Finally, the degree of condensation of carbon is found from Ferrarotti (2003) : 
Once fAMC is found, the relative degree of condensation of SiC dust is set according to the opacity of the envelope, as described below (Section A3).
A2.3 Extinction coefficient.
In order to determine κ λ , we follow the procedure by Piovan et al. (2003) . The mass extinction coefficient can be written as:
with the summation over all types of grains in the dust mixture, and where the ith type of grain has number density n dust,i cm −3 , and cross-section for radiation-dust interactions σ dust,i cm 2 ; ρ dust (g cm 3 ) is, again, the density of matter in the form of dust, and σ dust,i (a) = πa 2 Qext(i), where Qext(i) are the extinction coefficients. If m dust,i is the mass of the ith type of dust grains, and we introduce the mass abundance χi = n dust,i m dust,i /ρ dust :
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For the cold and warm amorphous silicates we use the following formulae, respectively (Dorschner et al. 1995 Going back to eq. A3, one can see that dust optical depth is a function of κ λ , but then κ λ is a function of the optical depth, because the dust composition is itself a function of τ λ . Consequently, an iterative procedure is needed to determine the dust optical depth.
A3 Implementation of the envelopes with DUSTY.
The DUSTY code includes the dependence of the wind speed on stellar luminosity and metallicity (through the gas-todust ratio of the envelope), and the drift speed between the dust and the gas. The code outputs spectral shapes, that can then be scaled to energy flux by multiplying by the stellar luminosity, and dividing by 4πd 2 . DUSTY offers a broad choice of input parameters, specifically in regard to the dust chemical composition and grain size distribution.
We adopt here the dust mixtures introduced by Suh (1999 Suh ( , 2000 Suh ( , 2002 , with the aim of fitting observations of individual stellar spectra, and later used by Piovan et al. (2003) in SSP models. Suh has calculated optical constants for siliceous and carbonaceous compounds that are consistent with the Kramers-Kronig dispersion relations and, at the same time, yield models of dusty envelopes that fit observed properties of AGB stars. For O-rich stars, Suh (2002) proposes combinations of both amorphous and crystalline silicate grains (enstatite, MgSiO3, and forsterite, Mg2SiO4), in proportions that depend on the optical depth of the dusty shell: (a) for stars with the lowest mass-loss rates and thin shells, where the 10 µm silicate feature is observed in emission (τ10 3), a blend of 90% warm amorphous silicate, 5% enstatite, and 5% forsterite grains; (b) for stars with low mass-loss rates and moderately optically thick shells (3 < τ10 15), 90% cold amorphous silicate, 5% enstatite, and 5% forsterite grains; (c) for stars with high mass-loss rates and optically thick shells (τ10 > 15), 80% cold amorphous silicate, 10% enstatite, and 10% forsterite. Dust opacity functions for these 3 cases are shown in Fig. A1 .
In the case of C-rich stars, Suh (2000) prescribes mixtures of amorphous carbon (AMC) and silicon carbide (SiC), again in ratios that depend on the optical depth of the dusty shell. (a) For C-rich stars with optically thin shells (τ10 0.15), 20% of SiC grains are needed to fit the strong 11 µm feature in observed spectra; (b) 10% of SiC grains are required for shells with intermediate optical depths (0.15 < τ10 0.8), and (c) no SiC grains are necessitated at larger optical depths, for which the 11 µm feature is either weak or absent. Dust opacity functions for the 3 cases encountered for C-rich stars are displayed in Fig. A2 .
Optical constants for the different grains are taken from Suh (1999, amorphous silicates), Suh (2000, amorphous carbon), Jaeger et al. (1998, enstatite) , and Fabian et al. (2001, forsterite -actually, olivine: Mg1.9Fe0.1SiO4) . The data for α-SiC come from Pégourié (1988) , and are included in DUSTY's built-in library of optical constants.
We take a uniform dust grain size of 0.1 µm, following Piovan et al. (2003) . In general, for stars withṀ = 0, we use DUSTY's numerical solution for radiatively driven winds, extending to a distance 10 4 times the inner radius. For τ 80, however, and due to numerical difficulties of the program, we assume a shell density distribution that falls off as r −2 . As for the incident radiation (that DUSTY surmises comes from a point source at the centre of the density distribution), we use the same stellar SEDs as the BC03 and CB09 standard models (adapted according to stellar parameters for modified mass-loss-rates), and for the dust temperature on the envelope inner boundary we input 1000 K for O-rich stars, and 1500 K for carbon stars . 23 For consistency with Suh (1999 Suh ( , 2000 Suh ( , 2002 and Piovan et al. (2003) , we evaluate κ λ and τ λ at 10µm, and naturally all our calculations with DUSTY take the same λ as their reference wavelength. 
