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Abstract 
Photon Correlation Spectroscopy (PCS) is a powerful technique for the sizing of particle size distribution (PSD). It is 
an ill-posed inversion problem. According to actual situation, PSD is non-negative. In order to inverse desired PSD, 
during the inversion process, non-negative condition should is imposed for inversion problem. This paper proposes a 
regularization inversion method based on interior-point algorithm for PSD constraint. This method changes 
constrained optimization problems into unconstrained optimization problem. The simulation data of unimodal 
distribution particles were inversed by this method. The results demonstrate this method is feasible for PCS inversion. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
Photon Correlation Spectroscopy (PCS) is a powerful technique for the sizing of nanoparticles and 
characterization of their properties in the liquid phase [1]. In the technology, inversion PSD from the
autocorrelation function ( ACF )of scattered light intensity is an ill-posed inversion problem, which has 
been a difficulty in PCS technology. According to actual situation, the inversion of particle size is 
non-negative characteristics, in order to inverse desired PSD, during the inversion process, many 
inversion algorithms add non-negative constraints condition for inverse problem. This paper proposes a 
regularization inversion method based on interior-point algorithm for PSD constraint. The simulation 
results demonstrate this method is feasible for PCS inversion. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization Committee.
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2. Measure principle and Inversion Principle of PCS particles 
 2.1 Measure Principle 
For the Gaussian distribution of the light field, ACF of scattered light intensity is obtained by a Siegert 
relationship. For the polydisperse solutions, the normalized ACF of scattered light intensity is expressed as 
∫∞ ΓτΓ−Γ=τ 0 )2exp()()( dGg ∫∞ =ΓΓ0 1)( dG  (1) 
Where τ  is the decay time, Γ = 2Dq is the decay rate, )(ΓG  is normalized distribution function 
of the decay rate.  
The decay rate is calculated by  
Γ = 2Dq  (2) 
Where D is diffusion coefficient, q is defined as  
)
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Where n is the refractive index of the solvent,λ  is the wavelength of the incident light in vacuum,θ is 
scattering angle. 
 From the measured value of D, the radius of the particle d is calculated using the Stokes-Einstein 
relationship  
d
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where Βk , T, and η  are the Boltzmann constant, absolute temperature, and solvent viscosity, 
respectively.  
According to PCS measuring principle, as long as )(ΓG is retrieved by inversing from Eq. (1) and it 
is also PSD.  
2.2 Inversion Principle   
The discrete form of Eq. (1) can be expressed as  
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Eq.(5) can be expressed as  
b=Ax  (6) 
where )( jj gb τ= )( ii Gx Γ= , )2exp(, jijia τΓ−= is an element of matrix A.  
However, discrete equation of Eq. (6) is so ill-posed that arbitrary noise in equation will cause large 
deviations in solution. We only can solve approximate solution Eq. (6). Regularization approach can 
obtain approximate stability solution of this problem. Its principle is as follows, 
Using regularization method [2], Eq. (6) can be expressed as 
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whereλ is regularization parameter, L is a matrix of full row rank. λx is minimizer of the following 
formula  
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Therefore, according to measurement data b , inversion problem of PSD is actually a constrained 
optimization problem, Choosing a regularization parameter λ  and satisfying inequality 
constraints 0≥x , PSD can be obtained. We employed interior point algorithm for non-negative 
constraint condition in Eq. (8).  
2.3 Regularization parameter choice strategy 
For choice of regularization parameter, there are usually the priori and the posterior strategy. The 
priori strategy requires priori knowledge, which has the value of theoretical analysis. In practice, the 
posterior strategy is used more often. L-curve is a posterior strategy and is used in this paper [3]. L-curve 
is called for that its plot of the norm || ||x
λ
of the regularization solution versus the corresponding residual 
norm || ||−y Axλ in log-log scale is like letter “L” in Figure.1. In this way, the L-curve clearly displays the 
balance between minimization of the two parts. The vertical part of the L-curve corresponds to solutions 
where || ||x
λ
is sensitive to the changes in regularization parameter while the horizontal part corresponds 
to solutions where || ||−y Axλ  is sensitive to regularization parameter changes. The optimal regularization 
parameter is determined where the corresponding point is at the “vertex” of the curve “L” and it reflects 
the tradeoff between the accuracy and stability of solution.  
Figure. 1. Choosing regularization parameter with L-curve. 
3.  Interior Point Algorithm Principle 
Basic principle of interior point algorithm is approximate the optimal solution by the point of the  
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feasible region. The interior-point approach to constrained minimization is to solve a sequence of 
approximate minimization problems. The original problem is  
0)( 2
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22
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≥λ+−= xLxbAxxf   (9) 
Defining 0],[ 21 >= Tnx ξξξ " , for each 0>u , the approximate problem is expressed as follows 
)ln()( 2
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22
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iu uLxbAxxf   (10) 
Where u is a barrier parameter. The iξ=x are restricted to be positive to keep )ln( iξ bounded. As 
u decreases to zero, the minimum of )(xfu should approach the minimum of )(xf . The added 
logarithmic term is called a barrier function. We determine an approximate solution of the constrained 
minimization problem (9) by approximately solving a sequence of unconstrained minimization problems 
(10)  
)(min xfux  (11) 
for decreasing positive values of the barrier parameter u and an initial approximate solution in the first 
orthant. Since )(xfu  is strictly convex for any 0>u , the minimization problem (10) has a unique 
solution. 
We solve (10) for a given positive value of u by the iteration algorithm. This paper optimize (10) by 
fmincon  function of Matlab 
4.  Inversion and Analysis 
In order to verify the validity of this optimization method, the simulation inversion of polydisperse 
particles with unimodal distribution was preformed by above method. Simulation experiment conditions 
are as follows, the wavelength is 632.8nm, the refractive index of scattering medium(water) 
1.331,scattering angle 90°,absolute temperature 25℃ ,Botlzman constant 1.3807×10-23 J·K-1,the 
viscosity coefficient of water 0.89×10-3 N·S·K-1. The initial simulation PSD is expressed as [4] 
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where ρ and σ are distribution parameters, t  is normalized particles size, minα , maxα are the 
smallest and largest particles size of distribution particles. According to the PSD, simulation ACF is 
obtained from Eq.(5). In simulation experiment, the simulation PSD parameters are ρ =0.8；σ =2.0；
maxα =600nm； minα =250nm. In order to test anti-noise ability of this method, the noises with different 
noise levels are added to the simulated ACF. In inversion, Initial inversion range is [200, 600]. The 
inversion PSD is shown in figure2.The inversion datum are shown in Table 1. 
Table 1 Inversion datum of particles with different noise levels 
noise level 0 0.0001 0.001 0.005 
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regularization parameter 1.18167e-13 0.00396 0.025856 0.117047
peak value/nm 385 385 380 380
Figure.2 Inverse PSD of unimodal distribution particles with different noise levels (a) 0,  (b) 0.0001,  (c) 0.001  (d)0.005 
Form Table.1, Figure. 2 shows, at different noise levels, inverse PSD is reasonable, which are still 
unimodal distribution, peak value error of inversion results isn’t more than 1.22%. According to the 
literature [5], the noise level of PCS measurement is usually about 0.001 or even lower. Therefore, the 
algorithm has strong tolerance of noises and can be used for inversion of unimodal distribution particles. 
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5.  Conclusion 
This paper is discussed constrained regularization inversion method based on interior-point algorithm 
for inversion. This method change constrained optimization problems into unconstrained optimization 
problem. The simulation data of 250nm~600nm unimodal distribution particles were inversed by this 
method. The inversion results show, inversion result of this method is reasonable, peak value error of 
inversion results isn’t more than 1.22%. Therefore, this method is feasible for PCS inversion. 
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