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ABSTRACT 
Metro rail provides a vital role towards facilitating the travel needs of major urban 
economies, and has contributed substantially in transporting the population within 
cities. However, implementing a safe service to meet with the statutory requirements 
of operation is fraught with difficulties. Due to high capital expenditures and need for 
public money, metros are politically sensitive and are subject to scrutiny. 
Consequently, understanding variation in metro performance continues to be a major 
research objective. This has proven to be far from straightforward due to the complex 
nature of the industry and that metro operators are generally monopolistic in nature, 
with no source of performance comparisons in the same region. This emphasises the 
need for an international comparison.  
This thesis focuses on technical efficiency, which concerns the use of input factors 
(such as capital and labour) to produce metro services. The study is bolstered by using 
a high quality panel dataset, consisting of 27 metro systems for the period 2004 to 2012. 
Additional insight into the variation of metro performance is provided as 
shortcomings in the literature include the lack of appropriate data and insufficient 
application of statistical techniques.  
Three empirical contributions are provided. Firstly, by assessing the relative 
performance of a group of metro systems by calculating technical efficiency scores 
using Stochastic Frontier Analysis, the study reveals a number of drivers of 
performance that affect output efficiency. Secondly, the study identifies reliability to 
be a key influence, and this is subsequently investigated further. Count data 
regression models are estimated to reveal determinants of incidents which cause a 
delay to service and provide a means for carrying out future forecasting of incident 
rates. Finally, given the growing capacity restrictions experienced by metros, the 
study investigates the causal impact of introducing a technological treatment (in this 
case, moving block signalling) on technical efficiency using a Propensity Score 
Matching approach. 
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1. INTRODUCTION 
 
1.1 Background 
The world is becoming increasingly urbanised. Considering that from the 19th to early 
20th century urban populations composed between 3% and 14% of the world’s 
population, it is unprecedented that the population is now split evenly between urban 
and rural (PRB, 2009). According to the United Nations it is expected that the world’s 
urban population will increase by approximately 2.5 billion people by 2050, 
corresponding to 66% of all global inhabitants (UN, 2014).  
Economic growth, of which increased industrialisation is the main contributor, has 
been found to account for 70-80% of the growth in the level of urbanisation (Bairoch 
and Goertz, 1986). As economies develop, they tend to become less agricultural in 
favour of being more industrial and service based. This leads to the expansion of 
urban areas and the concentration of employment opportunities in these areas. Part of 
this population shift can also be attributed to the concept of economies of 
agglomeration. The basic premise being that when related firms1 or industries gather, 
the costs associated with production reduce significantly (Goldstein and Gronberg, 
1984). Furthermore, as cities expand and combine with nearby urban areas they often 
consume adjacent rural areas, further exacerbating rural decline. As a whole, the 
causes and ramifications of this shift are exceedingly complex, and the actions 
required for dealing with the consequences imposed are extensive.  
With increasing urbanisation, the corresponding rise in the number of trips presents 
one of the larger issues of coping with this shift. It is evident that road transport alone 
is not suitable to cater for the demand due to negative externalities such as congestion 
and pollution. As Smeed (1968) points out, a major detrimental aspect of road travel 
includes the space required per traveller (both for the journey and for parking). 
Furthermore, when the level of private car ownership in a city rises, this places 
additional strain on the capacity of the road network. This leads to congestion and 
increased journey times due to vehicles impeding each other’s progress (Mogridge, 
1997). Additionally, road transport is a main source of air pollution (Yu et al., 2009). 
Evidence from Davis and Hale (2007) has found public transportation in the United 
States to have contributed to reducing global warming by reducing levels of CO2 
                                                 
1 In statistics, economics and operations research the term Decision Making Unit (DMU) is often used 
to refer to individuals or groups that take part in the decision making process relating to the negotiation 
of products/services (Kotler, 1965). For simplicity, the term “firm” has been used in this thesis.  
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emissions, and greenhouse gases (GHG), such as sulphur hexafluoride, 
hydrofluorocarbons (HFC), perfluorocarbons, and chlorofluorocarbons (CFC) due to 
mode shift away from private cars. The study also found public transportation to have 
the added benefit of supporting higher density land uses allowing for fewer vehicle 
miles travelled. Simply put, mass rapid transit systems have proven to provide a vital 
role towards facilitating the travel needs of major urban economies (Nash, 1976), and 
has contributed enormously in transporting the population within the urban areas of 
dense cities and allowing them to be sustainable and economically efficient (Newman 
and Kenworthy, 1991).  
Amongst the more successful transport solutions in large urban cities has been the 
services provided by urban rail systems. The classification of urban rail modes has 
tended to be obscure and often ambiguous. The American Public Transportation 
Association (APTA) provide definitions through their glossary of transit terminology 
(APTA, 1994). Similarly, the Union Internationale des Transport Public (UITP) has 
suggested definitions (UITP, 2001). Elsewhere, Cervero (1998) provides a 
comprehensive comparison of operating characteristics and operating standards. 
From these, the distinctions between urban rail modes are summarised below in Table 
1-1, which provides a broad overview of some of the features usually associated with 
examples of urban rail.  
 
Table 1-1 Overview of urban rail modes 
Mode Capacity Frequency Distances Surface/Underground Independent2 
Train High Medium Long Surface Yes 
Metro High High Medium Both Yes 
Light 
Rail 
Medium Medium Short Surface Both 
Tram Medium High Short Surface No 
 
This thesis focuses on metro rail, which can be defined as an: 
“Urban Guided Transport (UGT) system, mostly on rails, running on an exclusive right-of-
way without any interference from other traffic or level crossings and mostly with some degree 
of drive automation and train protection. These design features allow high capacity trains to 
                                                 
2 Independent refers to the track the rail mode operates on. “Yes” indicates the track is for the exclusive 
use of that particular mode, “No” indicates the track is shared by other transport modes, while “Both” 
indicates a combination of the two.  
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run with short headways and high commercial speed. Metros are therefore suitable for the 
carriage of high passenger flows.” 
(UITP, 2001) 
In this thesis the term metro refers to high frequency, high capacity urban rail systems 
that operate on their own designated track. They operate in tunnels as well as on the 
surface. Common colloquial terms include subway in North America, and tube or 
underground in London. For simplicity, hereafter shall be referred to as metros in this 
thesis.  
Metros have aided in facilitating urban economies by catering to substantial travel 
demand, as well as aiding in combating the many substantial detrimental effects 
associated with private car ownership discussed above. Figure 1-1 demonstrates the 
rise in the number of metro systems worldwide. Since the first system opened in 
London in 1863, the current number of cities with metros is believed to be 148 (as of 
October 2014), transporting upwards of 150 million passengers daily (UITP, 2014).  
 
 
 
Figure 1-1 Growth of metro systems 
 
While metros offer a desirable solution for meeting growing urban travel demand, 
there are significant challenges to implementation. Metros require significant 
expenditures, both in terms of operating costs and capital investment. In most cities, 
some degree of public funding is required, whether it is for initial or ongoing 
investment in infrastructure or to subsidise operating costs (Anderson et al., 2012). 
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Beyond public money used for capital investment, metro systems may require on-
going public subsidy in order to provide a suitable fare level for the local population. 
Due to the expensive nature of the industry, and need for public money, metros are 
politically sensitive and are subject to scrutiny. As such, understanding the variation 
in metro performance continues to be a major research objective.  
Metro systems are required to provide a safe service to meet with the statutory 
requirements of operation, it is therefore imperative that the performance of metro 
systems are measured. However, this can be far from straightforward and is fraught 
with difficulties due to the complex nature of the industry. The use of public money 
further increases the difficulty of measuring performance due to the reasons outlined 
above. Additionally, metro operators are monopolistic in nature, often with no source 
of performance comparisons with other systems in the same region or nation. This 
emphasises the need for international comparison.  
Since its inception in 1994, the Railway and Transport Strategy Centre (RTSC) has been 
a contributor to measuring, analysing and evaluating relative performance of public 
transport operators at an international level. Its main activities include managing a 
number of public transport consortia, which forms the basis for its research into 
benchmarking projects. In terms of metros, the RTSC manages two consortia, namely 
the Community of Metros (CoMET) and the Nova Group (Nova). Over the last two 
decades, the number of members has grown significantly. Figure 1-2 below illustrates 
the current CoMET and Nova members which have now risen to over 30 metro 
operators. From this, the RTSC provides a platform for sharing of experiences, 
performance and best practice.  
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Figure 1-2 Map of current CoMET and Nova members 
 
Research conducted by the RTSC has contributed significantly to the current 
understanding of metro performance, with its high impact being attributed to its long-
term approach, large number of participants, and harmonised data collection. Notable 
impacts include improvements in maintenance and capital expenditure which have 
led to compelling financial savings (Melo et al., 2011, Anderson et al., 2009, Quddus 
et al., 2007, Schmöcker et al., 2005, Hirsch and Collins, 2002), suggestions for adjusting 
operational practices which have led to improved service quality, lower costs and 
higher revenues (Cohen et al., 2015, Brage-Ardao et al., 2015a, Brage-Ardao et al., 
2015b, Barron et al., 2013, Graham et al., 2009, Crotte and Graham, 2008, Harris and 
Anderson, 2007, Anderson, 2006b, Glaister and Anderson, 2005, Anderson et al., 2003, 
Adeney, 2003, Adeney and Harris, 2001), as well as providing evidence to operators 
to aid in influencing government policies (Anderson et al., 2012, Allport and 
Anderson, 2011, Anderson et al., 2010, Anderson, 2006a, Allport and Anderson, 2005, 
Graham et al., 2003).  
In summary, it is recognised that:  
 Metros are important solutions to urban transport problems, and with the 
expansion and intensification of urban areas will continue to play a vital role; 
 Due to the complexity of metro systems, performance (however defined) is 
variable and difficult to measure; 
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 However, understanding performance is a necessary step in allowing 
improvements to be specified; this is of particular importance given the amount 
of public money often invested in metro services; 
 Due to the nature of urban metro systems, finding an appropriate comparator 
for benchmarking is not straightforward, requiring cooperation over a broad 
geography. 
 
1.2 Scope of research 
Performance measurement of public transport systems can be categorised into 
efficiency and effectiveness (Hensher and Daniels, 1995). As Figure 1-3 illustrates, 
effectiveness can either represent the relationship between input factors and services 
consumed, or between services produced and services consumed. Standard 
microeconomic theory advises that input factors of production for a firm to typically 
include capital, labour, energy, material inputs and purchased services. This 
classification of inputs is commonly referred to as the KLEMS approach (Schreyer, 
2001, Coelli et al., 2005). Under a metro context, services consumed refers to the final 
output of the metro, which is often measured either by the number of passenger 
journeys made, or by the passenger kilometres travelled. Alternatively, efficiency is 
concerned with the use of input factors and how they are used to produce 
intermediate outputs (such as car kilometres3). This study focuses on efficiency, as 
metros tend to have a greater degree of control over intermediate outputs.  
 
Figure 1-3 Dimensions of performance measurement (Hensher and Daniels, 1995) 
 
                                                 
3 The term “car” under a metro context refers to the carriage of a train. 
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1.3 Research aims and objectives 
The aim of this research is to further the understanding of the variation of performance 
experienced across metro systems. Using novel econometric techniques and rigorous 
statistical modelling, this study investigates the reasons for variability in metro 
performance and offers recommendation for improvements.  
The first two objectives are concerned with a thorough review of the relevant 
literature, providing a foundation of the issues involved, relevant methodologies, and 
identifying gaps in current understanding. 
1) Through a critical review of the current literature, evaluate the current 
understanding in variability in performance of metro and rail systems, 
and identify gaps for improvement. 
(Chapter 2) 
2) Critically review the range of methodologies used for assessing 
productivity and efficiency, and identify their applicability and 
shortcomings. 
(Chapter 3) 
The final three objectives contribute towards the body of work in this area by building 
on the shortcomings of current understanding identified in objective (1), and methods 
identified in objective (2), by providing empirical evidence into metro system 
performance. The first empirical objective provides the foundation for examining 
performance. The successive two empirical objectives are extensions, the first of which 
further examines a driver of performance, and the second which examines a 
technological intervention that a metro operator could embrace to improve 
performance. 
3) Estimate the output efficiency of a group of metro systems, and use the 
results to identify key drivers that affect performance. 
(Chapter 5) 
4) Identify key factors that explain the variation in the occurrence of 
incidents which cause a delay to a metro service.  
(Chapter 6) 
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5) The final objective is to estimate the causal impact that a technological 
intervention, specifically the type of signalling, imposes on metro output 
efficiency.  
(Chapter 7) 
The data used in these studies is provided by the RTSC and relevant for global metro 
systems. The data is discussed further in Chapter 4. 
 
1.4 Contributions 
The study makes contributions in the following three key areas: 
 
1) Use of new data that has allowed for the examination of factors that have 
previously not been able to be considered; 
 
2) Application of novel methodological approaches for metro performance 
modelling. Statistical approaches used in this study have so far not been 
applied specifically to metro systems, or indeed the dataset used; 
 
3) Provide new substantive results which further the understanding of metro 
performance. 
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1.5 Structure of the thesis 
This thesis is comprised of eight chapters.  
Chapter 1: Introduction 
Chapter 1 introduces the subject. Metro rail is introduced explaining the need for 
employing contemporary, innovative and robust empirical techniques to elicit an 
improved understanding of metro performance. From this, the research aims and 
objectives are specified.  
Chapter2: Literature review 
Following this introductory chapter are two review chapters, the first of which 
presents a review of railway and metro performance literature with regard to both 
productivity and efficiency. Past work in this area is critiqued and gaps in 
understanding are identified.  
Chapter 3: Review of suitable methodological approaches to productivity and efficiency 
measurement 
Chapter 3 evaluates appropriate methodological approaches. From this, suitable 
techniques are selected to satisfy the requirements of the objectives.  
Chapter 4: Data 
Chapter 4 describes the source, quality and structure of the data that has been 
compiled. Specific variables used are discussed in more detail in the relevant empirical 
chapters. 
Chapter 5: Technical efficiency and its drivers 
Chapter 5 presents the measurement of the relative performance of a sample of metro 
systems compared to “best practice” performance by calculating technical efficiency 
scores (which provide an indication of the gap between actual output and maximum 
attainable output) using an appropriate frontier based regression technique identified 
in Chapter 3. From this, the scores are used to identify some key drivers that affect 
metro performance and hence provide an indication of areas for improvement. 
Chapter 6: Determinants of delay incidents 
Having confirmed reliability as a key area for improving metro performance in 
Chapter 5, this chapter evaluates the determinants of incidents that occur in metro 
systems that cause a delay to the service using a count data regression technique.  
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Chapter 7: Impacts of moving block signalling on technical efficiency 
Following on from Chapter 5, which highlights potential capacity challenges faced by 
metros, and Chapter 6 which confirms automation as a key determinant of delay 
incidents, this final empirical chapter examines a suitable technological intervention 
to combat the issues raised. As such, a suitable causal inference technique is identified 
and used to assess the impact that the type of signalling imposes on technical 
efficiency levels. 
Chapter 8: Conclusion 
The final chapter draws up the main findings and conclusions from the preceding 
chapters. The limitations of the study are reviewed along with suggestions for 
potential avenues of further research. 
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2. LITERATURE REVIEW 
 The literature review is presented as follows. Section 2.1 introduces the concept of 
productivity along with examples of its measurement. Studies focusing specifically on 
urban rail systems have been found to be relatively scarce, as such much of the 
literature examines examples from the railway industry. Section 2.2 introduces the 
concept of frontiers and how they have been used to examine efficiency gaps. Section 
2.3 describes how estimated levels of efficiency have been used to investigate 
identifying factors that influence performance from both railway and urban railway. 
Finally, Section 2.4 draws up the main findings, identifies the main gaps in the 
literature and provides a summary of how these will be improved by this study. This 
chapter satisfies objective (1) of this study set out in Section 1.3. 
At the end of this chapter, Table 2-2 provides a summary of empirical evidence from 
metro efficiency studies, while Table 2-3 provides a summary of the range of research 
conducted on railway with respect to performance in both productivity and efficiency. 
 
2.1 Productivity measurement 
Productivity is a key measure of performance. In general, it can be described as the 
ratio of a firm’s outputs to its inputs. Literature can be found to start with Klein (1953), 
whose influential econometric studies featured US railways. Other researchers have 
provided surveys, such as Oum et al. (1992), which discuss the concepts, methods and 
purposes of productivity measurement in transport and identify a list of reasons why 
productivity should be measured (which all share a common ambition to measure 
performance). Later Oum et al. (1999) focused on alternative methodologies for 
measuring and comparing productivity and efficiency on railway and provides a good 
overview of indicators that have been used in railway productivity, many of which 
are relevant for metros.  
A key challenge faced by metro operators in gauging their own performance is the 
lack of comparative points of reference due to their monopolistic nature. 
Consequently, benchmarking groups that pool data and experience from a range of 
systems has proven to be beneficial.  
Conventional benchmarking procedures involve developing and comparing 
performance indicators across firms. This leads to the first distinction that can be made 
to measuring performance, which is that there exist both one-dimension and multi-
dimension approaches. One-dimension indicators are measures of Partial Factor 
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Productivity (PFP). This means that they measure productivity for a single input factor 
(such as labour or rolling stock productivity under a metro context). A PFP approach 
is straightforward to implement, and interpretation is uncomplicated. Application of 
PFP measures are widespread and have formed the basis of creating Key Performance 
Indicators (KPIs) used in benchmarking studies. However useful these partial 
productivity measures are, a drawback exists that they are liable to providing a 
misleading indication of overall productivity if they are considered in isolation (Coelli 
et al., 2005). Multi-dimensional approaches on the other hand, although more complex 
and require more data, can take into account the role of several multiple input factors 
simultaneously. Total Factor Productivity (TFP), an approach whereby a single index 
is generated from the ratio of aggregated output and input values can improve on PFP 
measures.  
Caves et al. (1980) and Caves et al. (1981a) are among the first studies to determine 
changes in the productivity of railway companies. Caves et al. (1980) focused on 
productivity in US railroads, adopting a translog (transcendental logarithmic) total 
cost function and bilateral productivity index. From neoclassical theory of production, 
railroad productivity amongst North American railway companies was found to grow 
at an average annual rate of 1.5% per year during 1951 and 1974. Productivity growth 
was found to be 3.6%. Caves et al. (1981a) compared economic performance between 
US and Canadian railroads adopting a similar translog total cost function. 
Interestingly, due to the substantially different levels of regulation, it was found that 
the less regulated Canadian railroads achieved far higher productivity growth. This 
was in spite of natural conditions favouring US railroads. Again, using a similar 
translog total cost function, Caves et al. (1981b) explored productivity growth along 
with scale economies and capacity utilisation on US railroads. Productivity growth 
per year was found to be 1.8% between 1955-74, 3.5% between 1955-63, and 0.6% 
between 1963 and 1974. The study showed that returns to scale are sizeable for US 
railroads if output changes are accompanied by changes in haul and trip lengths. 
Caves et al. (1982) explored economic performance adopting a cost-elasticity based 
TFP, and multilateral index TFP regression with reference to the significance of 
ownership and regulation for US and Canadian railroads. TFP growth was found to 
be 3% and 2.2% per year for Canada between 1956-79, and 1.6% per year in the US 
between 1956 and 1979.  
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2.2 Frontier approaches and efficiency measurement 
Ultimately, productivity results offered by TFP, which assumes that all firms 
considered are fully efficiency, are found to be biased in the presence of inefficiency. 
This has led to the development of so-called frontier approaches, which construct an 
efficiency frontier based on the performance of a group. From this it is possible to 
establish informative efficiency gaps. Frontier studies to date have been quite 
extensive, both in terms of development of methodology, as well as in application. Its 
beginning can be attributed to the work of Farrell (1957). By emphasising that focus 
should manoeuvre away from conventional “average” functions, and instead towards 
the idea of a frontier. This sparked a body of research that allowed for distinguishing 
between efficient and inefficient production. As research has progressed, more 
competent and appropriate empirical approaches have been developed.  
Figure 2-1 provides a simplistic illustration of a frontier for a single input and single 
output scenario. The frontier, in this case, represents the maximum attainable output 
that a firm is able to produce, given its input. A firm that operates on the frontier, is 
said to be fully efficient, while the relative efficiency of other firms is given by the 
distance to the frontier. Therefore, firms below the frontier are inefficient and do not 
use their resources at an optimal level. Conversely, it is not feasible for a firm to 
operate above the frontier. 
 
Figure 2-1 Production frontier 
 
This leads to the important distinction between productivity and efficiency. While 
productivity refers to the ratio of the firms output and input, efficiency refers to how 
close the firm operates to its maximum attainable output from each input level (Coelli 
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et al., 2005). This distinction is important, particularly when dealing with scale 
economies. A firm operating at an optimally efficient level can still increase 
productivity by increasing the scale of the system (Pels and Rietveld, 2000, Graham et 
al., 2003).  
Efficiency has been classified into two categories. These have been named technical 
and allocative efficiency, and the combination of these provide an overall economic 
efficiency measure (Greene, 1993). Technical efficiency is conventionally described as 
the effectiveness with which a firm produces output given the set of inputs that it uses, 
while allocative efficiency involves selecting the mix of inputs that produce output at 
minimum cost (Coelli et al., 2005). Allocative efficiency is useful for understanding the 
choice and combination of input factors used by metro operators and its measurement 
is usually achieved using a cost function approach (Schmidt and Knox, 1979).  
The estimation of technical and allocative efficiency is carried out separately. An 
outstanding research objective over the last four decades has included the desire to 
create a general all-purpose approach that is able to handle a properly specified 
system of cost and demand equations which can estimate both technical and allocative 
efficiency. A review of the literature suggests that no practical solution has yet been 
formulated, mainly due to what is referred to as the Greene Problem (Greene, 1993). 
Nevertheless, in order to satisfy the objectives set out in Section 1.3, this study focuses 
on technical efficiency. Coelli et al. (2005) provide a comprehensive review of 
production economics giving a thorough overview of methods and measurement 
concepts. In summary, approaches towards productivity measurement can generally 
be categorised into nonparametric and parametric studies, and can be either 
deterministic or stochastic. Table 2-1 illustrates the taxonomy according to Kerstens 
(1996). 
Table 2-1 Taxonomy of frontier methodologies 
 Deterministic 
specification 
Stochastic specification 
Parametric Corrected Ordinary Least 
Squares (COLS) 
Stochastic Frontier 
Analysis (SFA) 
Nonparametric Data Envelopment 
Analysis (DEA) and Free 
Disposal Hull (FDH) 
Stochastic Nonparametric 
Envelopment of Data 
(StoNED) 
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The following provides an overview of railway studies that have utilised frontier 
approaches. A review of the methodologies themselves is provided in more detail in 
Chapter 3, along with a critique of the benefits and drawback of each.  
Among the first studies to apply deterministic parametric frontiers to the railway 
industry was Gathon and Perelman (1988), which applied a Dynamic Ordinary Least 
Squares (DOLS) translog cost function to estimate the frontier and level of efficiency 
of 18 European railway firms as well as the national railway Japanese company (JNR). 
Perelman and Pestieau (1988) studied the same railway firms, and estimated the 
degree of efficiency of each firm by relating output levels to input levels through the 
estimation of a translog cost function, and explained these factors through an 
Ordinary Least Squares (OLS) estimation. Productivity growth was found to be 1.03% 
per year, technical progress 0.9% per year, and efficiency change 0.13% per year. Both 
approaches explicitly incorporate efficiency with respect to different operating 
environments into the analysis as a source of productivity growth distinct from 
technical progress. Similarly Deprins and Simar (1989) carry out a deterministic 
frontier method by applying DOLS, non-linear least squares (NLIN) and Maximum 
Likelihood (ML) estimation to a Cobb-Douglas production function on the same 
railway firms. In this study, exogenous factors are incorporated and found to have a 
significant effect on efficiency estimates. These include the density of the network, the 
electrification of lines, and the mean number of tracks per line.  
Grabowski and Mehdian (1990) later carried out the same methodological approach, 
this time focusing on revenue efficiency of railways in the United States. DOLS was 
applied to a production function. By focusing on revenue the intention was to measure 
overall efficiency, including allocative and technical. Results returned indicated 
overall efficiency down by 2%, pure efficiency down by 5%, and scale efficiency up by 
3.6% during the period of study, 1950-81. 
Filippini and Maggi (1993) focused on the issue of regulation, and applied DOLS to a 
translog cost function. Negligible variation was found among the ten Swiss private 
railways investigated.  
Cowie and Riddington (1996) explored results from Data Envelopment Analysis 
(DEA) and Corrected Ordinary Least Squares (COLS) using a translog function in the 
European rail industry and find them to be potentially misleading. They proposed 
two original approaches by applying a Bayesian state space technique, but 
unfortunately were found to be unreliable. Interestingly, comparing their results they 
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conclude that accurately measuring efficiency is often not feasible, although suggest 
it is still possible to distinguish between good and bad performance. From this study, 
good management was identified as a factor to railway efficiency. 
Kerstens (1996) studied technical efficiency on French urban transit companies by 
applying DEA and Free Disposal Hull (FDH). The empirical findings confirm the 
importance of appropriate incentives in contracting for monopoly. Risk-sharing 
agreements and, to a lesser extent, private ownership were both shown to spur the 
performance of organisations. The detrimental effects of subsidies and tax, as well as 
network structure were found to be unclear and worthy of further study. The study 
describes nonparametric frontier methodologies to be vulnerable to outliers. 
Coelli and Perelman (2000) undertook both a DEA and DOLS translog distance 
function to look at inefficiencies and TFP. Multi-output distance functions were 
estimated using COLS. For the seventeen European railways between 1988 and 1993 
technical efficiency estimates ranged between 0.784-0.98, with a mean of 0.863. 
Substantial differences were found between distance functions and single-output 
production functions which cast doubt over the results. 
Examples of a stochastic parametric approach in the railway industry can be found to 
start with Kumbhakar (1988a), who carried out Stochastic Frontier Analysis (SFA). 
Using panel data (a data structure that consists of repeated observations on the same 
cross section of firms over time) from US Class 1 railroads, estimation of allocative and 
technical efficiency was undertaken by carrying out ML estimation on a generalised 
production function allowing for input and firm specifications. Similarly, using the 
same dataset, Kumbhakar (1988b) carried out ML estimation for an input and output 
Cobb-Douglas function applied to measure technical and allocative efficiency. Later, 
Gathon and Perelman (1992) applied an SFA approach to European railways by 
extending the specification suggested by Schmidt and Sickles (1984) to measure 
technical efficiency using panel data.  
 
2.3 Factors found to influence performance 
In addition to the measurement of productivity and efficiency levels, a key research 
objective in the literature is using the estimations of efficiency to identify influential 
factors that help explain variations in performance. This section provides an overview 
of these studies, firstly by looking at studies conducted on railway, followed by 
presenting evidence from metros.  
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2.3.1 Evidence from railways 
As already inferred, productivity and efficiency studies have been predominantly 
carried out on the railway industry, rather than to urban rail or metros. Considering 
the discrepancies between the modes, it is still possible to gain inspiration from the 
vast number of studies that have been conducted in the railway industry as a whole. 
Caves and Christensen (1980), Caves et al. (1980), Caves et al. (1981a), Caves et al. 
(1981b), and Caves et al. (1982) are among the first studies to determine changes in the 
productivity of railway companies. In doing so, a number of key factors were 
identified between the studies. Ownership was explored in Caves and Christensen 
(1980), which analysed efficiency levels of railway firms considering whether firms 
are public or private. The issue of regulation was explored in Caves et al. (1981a), 
which compared regulated US railways to the lesser regulated railways operating in 
Canada. Caves et al. (1982) revisited the issues of ownership together with the 
regulatory, while Caves et al. (1981b) explored productivity growth by considering 
scale economies and capacity utilisation. Deprins and Simar (1989) study on OECD4 
railway firms also show that operating environments have significant effects on 
efficiency estimates.  
Studies that demonstrate how substantial the operating environment is towards 
influencing efficiency include Perelman and Pestieau (1988) and Compagnie et al. 
(1991). The former takes an approach which incorporates efficiency as a source of 
productivity growth distinct from technical progress, while the later considers 
autonomy. Gathon and Perelman (1992) also provide evidence of positive correlation 
between technical efficiency and autonomy for European railways. Subsequently, 
Oum and Yu (1994) and Parisio (1999) confirmed that managerial autonomy does 
increase efficiency, however warn that operating environments such as traffic density 
and the characteristics of the rail network should be removed in order to make proper 
comparisons of efficiencies. The issue of regulatory frameworks appears to be quite 
extensive among the literature. Oum and Yu (1994) persist that a railway system may 
be significantly enhanced by an institutional and regulatory framework which 
provides a greater freedom for managerial decision-making. Gathon and Pestieau 
(1995) find regulatory efficiency is based on indicators pertaining to managerial 
freedom in pricing, hiring and marketing decisions. Bereskin (1996) and Wilson (1997) 
                                                 
4 The Organisation for Economic Co-operation and Development: Forum of 34 countries founded to 
stimulate economic progress and world trade (http://www.oecd.org/). 
 31 
 
show that de-regulation measures carried out in on US railways since the Staggers Act 
in 1980 have achieved clear improvements in productivity levels. The survey study 
Oum et al. (1999) informs us that efficiency is improved in railways when there is 
increased competition via regulatory liberalisation and deregulation, and confirms 
that many European studies find managerial autonomy increases efficiency. Sanchez 
and Villarroya (2000) and Cantos and Maudos (2001) further confirm that firms with 
a greater degree of financial and management independence appear to be the most 
efficient. Finally, Couto and Graham (2008), which examined the determinants of 
productivity and efficiency by analysing the cost structure, found excessive capacity 
and over-employment of labour inputs to contribute to cost efficiency, and that 
technological progress appears to help explain variation in growth rates.  
The issue of density is presented in Braeutigam et al. (1984) for railways in the US, 
McGeehan (1993) for railways in Ireland, and Dodgson (1993) for railways in Britain, 
and Graham et al. (2003) for urban rail at a worldwide level. Economies of density 
were substantive and present with the exception of Dodgson (1993) which finds 
evidence to be less clear due to limitations in the data. Economies of scale on the other 
hand, were found to be constant with respect to firm size by Dodgson (1993). Other 
studies which explored scale include Graham et al. (2003) and Graham (2008) which 
looked at urban rail, while Wetzel (2008) looked at European railways. Subsidies have 
been explored by Oum and Yu (1994), which looked at railways within OECD 
countries, and Graham (2008), which looked at urban rail at a worldwide level. 
Systems with a higher dependence on public subsidies were found to operate at lower 
levels of efficiency in both studies, however the latter points out that due to data 
limitations a proxy was used that may not have accurately reflected the actual 
variance in subsidy levels.  
 
2.3.2 Evidence from urban rail 
It appears that studies focusing on urban rail have been hindered by the 
methodological approaches that they have used. Firstly, each has carried out a 
deterministic estimation of efficiency, which does not account for statistical noise. 
Secondly, the efficiency scores also appear to be biased by not accounting for 
exogenous factors in their estimation. The methodological approaches that have been 
used are examined more closely in Chapter 3.  
Sutcliffe (2002) and Mackett and Sutcliffe (2003) provide a good overview of the 
factors behind success of urban rail systems. Based on previous studies, they blend 
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numerous criteria into five sets of objectives for analysis. These are presumed to 
represent the main objectives and justification of the systems. These can be listed as 
achieving high patronage, operating a cost-effective system, increasing public 
transport usage, reducing traffic congestion and environmental problems, and 
improving land-use and urban growth patterns.  
From these, the main factors found to influence success are: 
 Physical characteristics of the urban area;  
o State of the economy; 
o Location of employment and retail activity; 
o Residential density; 
o Form of the city 
 Socio-economic characteristics of the urban area; 
o Safety perceptions; 
o Local popular support; 
o Location of system relative to income groups; 
 Route location; 
o Serve area of growth 
 Cost; 
 Operating policies 
o Providing frequent service; 
o Offering travelcards, free transfer to buses, some free travel; 
o Effective marketing and advertising; 
o Providing security staff; 
 Transport planning policies; 
o Integrating system into regional plans and existing urban projects; 
o Locating the stations at trip attractors or generators; 
o Integrating bus services; 
o Providing car parks at stations; 
o Restricting parking in the city centre; 
 Urban planning policies; 
o Adapting plans to system; 
o Offering incentives for trans-orientated development; 
o Encouraging joint development projects; 
o Locating public developments at stations; 
o Pedestrianising streets; 
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o Encouraging city centre redevelopment projects and actions, as well as 
urban renewal projects. 
 
Although these studies are largely subjective, they provide a solid building block of 
factors to consider for more rigorous empirical studies, which to date have been rather 
scarce for metros specifically.  
Graham (2008), using data from Urban Public Transport Statistics by the Union 
Internationale des Transport Public (UITP), examined 99 urban rail systems across the 
world. The study empirically evaluates Total Factor Productivity (TFP) using a 
translog production function, and tests some hypotheses about elements that 
comprise firm specific technology. The study finds economic vibrancy to have a 
positive effect on efficiency, suggesting it may provide incentives or opportunities for 
increased productivity. Conversely, population is found to have a negative impact, 
while automation and subsidy are not found to be significant. Compared to light and 
suburban rail, the results suggest metros to be less efficient, perhaps due to differences 
in physical and engineering characteristics which allow for underground operation. 
The study is limited by data availability and is forced to use proxies for automation (if 
there is automated ticketing) and subsidy (proportion of operating revenue derived 
from subsidy) which may represent inexact levels of variation. The study also carries 
out a Data Envelopment Analysis (DEA) to gauge relative performance, but does not 
use the scores to examine the determinants of inefficiency.  
Jain et al. (2008) calculated the technical efficiency estimates of 15 urban rail systems 
using DEA. The study used these estimates to compare performance of different 
metros by considering their ownership structures. The study suggests privatisation 
has a positive effect on technical efficiency. A major shortcoming of this study is that 
the technical efficiency scores were calculated without accounting for the ownership 
in the model (i.e. a second stage regression was not conducted and the first stage is 
subject to bias for not accounting for exogenous factors), meaning that the variation in 
the efficiency scores cannot solely be attributed to the governance of the systems.  
Santos et al. (2010) estimated technical efficiency for 37 European metro rail systems 
using DEA, followed by a second stage regression to identify influences from 
exogenous factors. The study called upon bootstrapping extensions (sampling with 
replacement) which lend statistical inference and robustness to the study to counter 
the deterministic nature of DEA. The number of stations and population were found 
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to be statistically significant and to have a positive influence on efficiency, while the 
network length and gross domestic product (GDP) were not found to be statistically 
significant. Unfortunately the results should be viewed apprehensively as how the 
second stage estimation was conducted is not reported fully in the paper. There is also 
ambiguity surrounding one of the output variables used. The paper describes using 
“number of vehicles per km” as a measure of output. It is unclear what exactly the 
variable is reflecting. If the authors intended to suggest the number of kilometres 
travelled by the vehicles, then it is an adequate measure. However if it is a ratio as 
implied, regardless of whether it is referring to the size of the network in kilometres 
or kilometres travelled, then it is an inadequate measure of output.  
More recently, Tsai et al. (2014) examined technical, allocative and cost efficiency of 
urban rail systems using a DEA approach. A second stage regression and 
bootstrapping procedures were used to explore some drivers of efficiency. The size of 
the network was found to be statistically significant, suggesting larger systems are 
able to achieve higher efficiency levels. The study also suggests that reducing the 
number of stops is likely to increase efficiency. However, considering network size 
and number of stations as determinants of inefficiency is questionable, as they are 
arguably measures of capital input. Population was not found to be statistically 
significant. The study also looked at the location of the systems, and found Australian 
and Asian systems to exhibit higher efficiency levels compared to Europe and 
America. The results also suggested that heavy rail is less efficient compared to light 
rail operations examined in the study.  
These studies provide useful insight into understanding variation in efficiency, 
however all suffer from a number of drawbacks. In each case only a small number of 
determinants have been considered. This is primarily due to data limitations. Proxies 
have been used where possible, but in general many factors thought to influence 
efficiency have been unable to be tested. In the studies that used a two stage approach 
to examine the determinants of efficiency, as Coelli et al. (2005) reminds us, the 
technical efficiency scores estimated are only a function of the exogenous variables if 
they are incorporated into the first stage, making the second stage unnecessary. 
Consequently, by not including the exogenous variables in the first stage, metro 
studies to date have been ultimately vulnerable to bias. 
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2.4 Conclusion 
Previous research has demonstrated variance in productivity and efficiency levels 
within samples of railway and metro firms. Overall, evidence from previous studies 
offer insight into the identification of inefficiency as well as the corresponding effects 
towards productivity and cost, and ultimately performance. Whether a study has 
focused on technical, allocative, or even revenue efficiency, the following factors have 
consistently been taken into consideration: ownership, regulation, subsidies, 
autonomy, operating environment, capacity, scale and density. 
However, it is ascertained that a basic problem encountered throughout previous 
studies is the lack of appropriate data. In fact, it is reasonable to assume that research 
has been primarily conducted in the railway industry due to more readily available 
data in comparison to metro systems.  
Furthermore, from the review it appears that, compared to broader railway studies, 
metros have not been subjected to the range of methodological approaches available 
for measuring performance. To date, metro research has been restricted to potentially 
inadequate deterministic approaches. As such, there is scope for carrying out analysis 
using more rigorous contemporary techniques.  
In summary, the identified gaps in the literature and corresponding contributions of 
this study which aim to reduce them are as follows: 
1. Lack of data 
This study benefits from access to previously unavailable metro data (the source and 
quality of which is presented in Chapter 4), which allows for investigation using a 
higher quality level of data, as well as for allowing for examination of factors that have 
previously not been considered.  
2. Methodological approach 
The range of appropriate methodological approaches applied to metros has been 
insufficient. Consequently there is further scope for improving the current 
understanding of metro performance by applying more rigorous statistical 
approaches that have so far not been applied specifically to metros, or indeed the 
dataset that has been compiled.  
As such, this study provides new substantive results regarding metro performance. 
Summary tables of the studies discussed in this chapter are presented in Table 2-2 and 
Table 2-3. The former provides an overview of the empirical evidence provided by 
 36 
 
studies examining metro efficiency and the corresponding determinants, while the 
latter provides an overview of the vast array of studies that have been conducted in 
the railway industry which highlights the lack of an exhaustive approach in this field 
of study.  
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Table 2-2 Summary of empirical metro efficiency studies 
Author(s) Approach Outputs Inputs Determinants Suggested effect on technical efficiency 
(Graham, 2008) Nonparametric 
TFP and DEA 
Car kilometres Number of 
employees 
Fleet capacity 
Network length 
Type (metro, light, 
suburban) 
GDP per capita 
Population 
Automation (ticketing) 
Subsidy 
Significant 
 
Significant 
Significant 
Not significant 
Not significant 
Metro negative 
 
Positive 
Negative 
(Jain et al., 2008) Nonparametric 
DEA 
Car kilometres 
Passenger 
journeys 
Number of 
employees 
Fleet size 
Network length 
Privatisation Significant 
 
Positive 
(Santos et al., 
2010) 
Nonparametric 
DEA 
Vehicles per km 
Passenger 
journeys 
Number of 
employees 
Fleet size 
Network length 
Number of stations 
Population 
Network length 
GDP per capita 
Significant 
Significant 
Not significant 
Not significant 
Positive 
Positive 
(Tsai et al., 2014) Nonparametric 
DEA 
Car kilometres 
Passenger 
journeys 
Number of 
employees 
Fleet size 
Distance between stations 
Number of stations 
Population 
Location 
 
Type (heavy, light) 
Significant 
Significant 
Not significant 
Significant 
 
Significant 
Positive 
Positive 
 
Australia and Asia 
positive 
Heavy negative 
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Table 2-3 Summary of railway literature 
Author(s) Approach Description Data 
(Caves and 
Christensen, 1980) 
Nonparametric  
 
Bilateral Productivity Index Relative efficiency and public vs. private firms Canada 1956-75 
(Caves et al., 1980) Parametric  Translog total cost function, 
Bilateral Productivity Index 
Productivity growth of railway companies North America 
1951-74 
(Caves et al., 1981a) Parametric  Translog total cost function, 
Bilateral productivity index 
Comparative study of productivity growth between 
US and Canadian railroads 
US and Canada 
1955, 1953, and 
1974 
(Caves et al., 1981b) Parametric  Translog total cost function Comparative productivity growth, scale economies, 
and capacity utilisation in US railroads 
US 1955-74 
(Caves et al., 1982) Nonparametric Cost –elasticity based TFP, 
Multilateral Index TFP Regression 
Study of economic performance of US and Canadian 
railroads, specifically the significance of ownership 
and regulatory 
US and Canada 
1956-79 
(Braeutigam et al., 
1982) 
Parametric Translog cost function Estimation of a Hybrid cost function for a private 
railroad firm 
US 1969-77 
(Braeutigam et al., 
1984) 
Parametric Short and long-run translog cost 
function 
Firm specific analysis of economies of density  US 1976-78 
(Roy and Cofsky, 
1985) 
Nonparametric Cost-elasticity based TFP Empirical investigation of performance and industry 
cost structure of railroads 
Canada 1956-81 
(Kumbhakar, 1987) Parametric Stochastic frontier 
(ML estimation – Cobb-Douglas 
production – cost minimising 
framework) 
Specification of technical and allocative inefficiency 
in stochastic production and profit frontiers 
US 1951-75 
(Kumbhakar, 
1988a) 
Parametric Stochastic frontier 
(ML estimation – generalised 
production function – cost-
minimising) 
Estimation of input-specific technical and allocative 
inefficiency of firms 
US 1951-75 
(Kumbhakar, 
1988b) 
Parametric Stochastic frontier Estimation of technical and allocative inefficiency of 
US Class 1 railroads 
US 1951-75 
(Gathon and 
Perelman, 1988) 
Parametric Deterministic production frontier Comparative study of the technical inefficiency 
between railway firms  
Europe and Japan 
1962-84 
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Author(s) Approach Description Data 
(Perelman and 
Pestieau, 1988) 
Parametric Deterministic production frontier Comparative study of railway and postal services 
with respect to different operating environments 
OECD 1970-83 
(Deprins and 
Simar, 1989) 
Parametric Deterministic frontier Estimation of technical inefficiencies of railway 
companies, with correction for environmental 
conditions 
OECD 1970-83 
(Grabowski and 
Mehdian, 1990) 
Parametric Production Frontier Estimation of revenue efficiency of railroad industry US 1950-81 
(Compagnie et al., 
1991) 
Parametric Deterministic production frontier Comparative study of railway and postal services 
with respect to different operating environments 
Europe 1962-88 
(De Borger, 1991) Parametric Hedonic cost function Hedonic vs. Homogeneous output specification of 
railroad technology, with respect to productivity, 
scale, and operating characteristic effects 
Belgium 1950-86 
(De Borger, 1992) Parametric Box-cox cost function Estimation of multiple output generalised box-cost 
function, with respect to productivity growth and 
cost structure 
Belgium 1950-86 
(Gathon and 
Perelman, 1992) 
Parametric Stochastic frontier Measuring technical efficiency of European railway 
firms 
Europe 1962-88 
(Filippini and 
Maggi, 1993) 
Parametric Stochastic frontier 
(deterministic cost frontier and cost 
function frontier) 
Estimation of efficiency, scale economies and cost 
efficiency of Swiss private railways 
Swiss 1985-88 
(McGeehan, 1993) Parametric Translog cost function Estimation of productivity growth and costs in Irish 
rail 
Ireland 1973-83 
(Dodgson, 1993) Parametric Translog total cost function Estimation of productivity growth and cost structure 
in British rail 
UK 1900-12 
(Oum and Yu, 1994) Nonparametric DEA Comparative study of productivity efficiency and 
public policy implications 
OECD 1978-89 
(Gathon and 
Pestieau, 1995) 
Parametric Stochastic frontier Decomposition of technical efficiency into 
managerial and regulatory components 
Europe 1961-88 
(Bosco, 1996) Parametric Stochastic frontier Estimation of allocative inefficiency and excess-input 
expenditure of public European railways 
Europe 1971-87 
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Author(s) Approach Description Data 
(Cowie and 
Riddington, 1996) 
Parametric and 
Nonparametric 
DEA and production frontier  Defining and measuring efficiency of European 
railways 
Europe 1983-89, 
1992 
(Coelli and 
Perelman, 1996) 
Parametric Output-orientated distance 
function and multilateral index 
Efficiency measurement, multiple-output 
technologies and distance functions with 
applications to European railways 
Europe 1979-83 
(Coelli and 
Perelman, 1999) 
Parametric and 
Nonparametric 
DEA and DOLS – Translog 
distance function 
Comparative study of parametric and nonparametric 
distance functions 
Europe 1979-83 
(Bereskin, 1996) Parametric Bi-level cost function and 
stochastic cost frontier 
Estimation of productivity growth with respect to 
effects of deregulation of railway 
US 1978-93 
(Wunsch, 1996)   Exploratory analysis of cost and productivity of 
major urban transit systems 
Europe 1988-93 
(Wilson, 1997) Parametric Translog cost function Estimation of productivity and cost savings with 
respect to effects of deregulation 
US 1978-89 
(Cantos et al., 1999) Non-parametric TFP by means of the Malmquist 
index 
Analysis of the evolution of productivity, efficiency 
and technical change in European railways 
Europe 1970-95 
(Oum et al., 1999) Non-parametric Survey Survey of alternative methodologies for measuring 
productivity and efficiency of railways 
 
(Parisio, 1999) Parametric Stochastic frontier Comparative analysis of cost of technical and 
allocative efficiency 
Europe 1973-89 
(Coelli and 
Perelman, 2000) 
Parametric and 
Nonparametric 
DEA and DOLS-Translog distance 
function 
Estimation of technical inefficiency and TFP of 
railway firms 
Europe 1988-93 
(Sanchez and 
Villarroya, 2000) 
Parametric Stochastic frontier  Estimation of productivity growth, technical change, 
and cost inefficiency of railway firms 
Europe 1970-90 
(Cantos and 
Maudos, 2001) 
Parametric Stochastic frontier Estimation of cost and revenue efficiency Europe 1970-90 
(Christopoulos et 
al., 2001) 
Parametric Demand and cost functions Decomposition of inefficiency by factor of 
production and identify sources of technical 
inefficiency, and estimation of cost reductions 
Europe 1969-92 
(Sutcliffe, 2002) Nonparametric Cast study analysis Case study of factors behind success of urban rail 
systems, focusing on characteristics of urban area, as 
well as physical and operating characteristics 
US, Canada and 
UK 
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Author(s) Approach Description Data 
(Graham et al., 
2003) 
Parametric Production function Analysis of productivity with respect to economies of 
scale and density for urban rail firms 
Worldwide 1994-
98 
(Alivelu, 2008) Nonparametric PFP and TFP Analysis of productivity on Indian railways India 1981-82 and 
2002-03 
(Graham, 2008) Parametric and 
Nonparametric 
DEA and TFP empirically 
evaluated using estimates from a 
translog production function 
Analysis of productivity and efficiency in urban 
railways 
Worldwide 1997 
(Couto and 
Graham, 2008) 
Parametric Stochastic cost frontier Empirical analysis of relative contributions of 
technical and allocative efficiency to productivity 
performance. 
Europe 1972-1999 
(Wetzel, 2008) Parametric Stochastic frontier Evaluation of sources of productivity growth and 
estimation of technological progress, technical 
efficiency change and scale effects of railway firms 
Europe 1990-2005 
(Couto and 
Graham, 2009) 
Parametric Stochastic frontier Estimation of productivity, as well as allocative and 
technical efficiency of European railways 
Europe 1972-99 
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3. REVIEW OF SUITABLE METHODOLOGICAL APPROACHES TO 
PRODUCTIVITY AND EFFICIENCY MEASUREMENT 
This chapter evaluates the current methodologies that are commonly used to model 
variance in performance. The available approaches for productivity and efficiency 
measurement using frontiers are examined. The merits and drawbacks of each are 
discussed, which provide a justification for the selection of the stochastic parametric 
approach known as Stochastic Frontier Analysis (SFA). An overview of SFA is 
provided with regard to a specification which allows for assessing relative metro 
performance, as well as allowing for the investigation into potential factors that help 
explain efficiency gaps experienced by the metros. In doing so, this chapter satisfies 
objective (2) of this study set out in Section 1.3. 
 
3.1 Overview of frontier approaches to measuring efficiency 
Based on the reviews in Section 2.1 and Section 2.2, it is evident that there exists a 
range of methodological approaches to productivity and efficiency measurement. The 
prominent approaches are illustrated in Figure 3-1. As Coelli et al. (2005) points out, 
one-dimensional approaches, however useful, provide a biased indication of overall 
performance if considered in isolation. Index numbers are also hindered as, despite 
the ability to account for multiple input factors, this approach assumes all metros are 
considered to be fully efficient, which can be grossly misrepresentative. As such, the 
following examines the prominent frontier approaches that have been identified in the 
literature. From these the merits and drawbacks are highlighted, forming the basis for 
the selection of an adequate methodology for this study. 
 
Figure 3-1 Approaches to efficiency measurement 
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3.1.1 The deterministic parametric approach 
The first example, suggested by Winston (1957), is known as Corrected Ordinary Least 
Squares (COLS), illustrated in Figure 3-2. It involves assuming a specific functional 
form for the frontier and estimating an average frontier using the conventional 
Ordinary least Squares (OLS) approach. On calculation of the model residuals, the 
model is re-estimated to ensure all residuals are less than or equal to zero. From this, 
an efficiency measure for a firm can be deduced from its proximity to the frontier. The 
major drawback of this approach, however, is that there is no allowance made for 
measurement error in the frontier. As such, it is no longer adequate but forms the basis 
for improvements later made by stochastic parametric approaches discussed in the 
next section. 
 
 
Figure 3-2 Corrected Ordinary Least Squares (COLS) 
 
3.1.2 The stochastic parametric approach 
The most prominent parametric approach is that of Stochastic Frontier Analysis (SFA). 
SFA involves specifying a functional form and has the benefit of allowing for dealing 
with error in the data and for statistical hypothesis testing. The stochastic frontier 
production function model was proposed by Aigner et al. (1977) and Meeusen and 
Broeck (1977).  
SFA can be described as a standard production or cost function which estimates the 
maximum production or minimum cost frontier for a sample of firms. A stochastic 
frontier production function model under a panel data specification can be presented 
as follows: 
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 ( ; ) 1,..., 1,...,it it it itY f X v u i N t T         (3.1) 
Here the dependent variable is output, Y , of the i-th firm in the t-th time period, while 
the explanatory variables are input quantities, X , of the i-th firm in the t-th time 
period, and   is a vector of unknown parameters associated with the inputs. The key 
aspect of SFA is the introduction of two separate disturbance terms, which capture the 
true random differences, itv , and the efficiency differences, itu , separately. The 
efficiency gap of a firm can be obtained from the relationship between the actual 
output level of the firm, and the maximum attainable potential output determined by 
the estimated frontier. A firm found to be operating on the frontier is said to be fully 
efficient, while a firm operating below the frontier is considered technically inefficient. 
Figure 3-3 below illustrates a typical SFA frontier. 
 
 
Figure 3-3 Stochastic Frontier Analysis (SFA) 
 
A major advantage that SFA possesses is in its use in exploring potential determinants 
of inefficiency. That is, the factors thought to influence the efficiency gaps experienced 
by metro systems. This is achieved in a second stage regression, where the exogenous 
factors of interest are regressed against the technical efficiency scores estimated in the 
first stage. The crucial aspect with SFA, is that with an innovative specification of the 
inefficiency variable, it is possible to simultaneously estimate the technical efficiency 
scores and the determinants of inefficiency, therefore avoiding bias in the first stage 
of the regression.  
Despite SFA’s advantages, there are also drawbacks to consider. The first 
disadvantage includes the need for specifying a functional form for the frontier. 
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However, this is considered less of an issue if the data available is sufficiently large to 
allow for estimating a flexible functional form, which imposes minimal structure to 
the production frontier. Other drawbacks also include the need to specify a 
distributional form for the inefficiency term, as well as the inability for SFA to allow 
for the estimation of a multiple output scenario. 
In summary, despite SFA assumptions about functional form and distributions, it 
remains the preferred option for calculating the technical efficiency scores for this 
study. Importantly, it is not as susceptible to bias by outliers, and allows for 
measurement error in the data and other statistical noise. The SFA methodology is 
described in more detail below in section 3.2. 
 
3.1.3 The deterministic nonparametric approach 
Nonparametric approaches to productivity measurement have been widely used, 
mainly as they can be directly constructed from data without the need for statistical 
estimation of a production function. In these cases, a frontier is established using 
mathematical programming techniques.  
The most widely used deterministic nonparametric approach is that of Data 
Envelopment Analysis (DEA), of which Charnes et al. (1978) set the foundations. DEA 
has been utilised extensively mainly due to its relative ease of application, the fact that 
there is no need to specify the functional form of the frontier, as well as the many 
extensions that have been developed over the years.  
There are two broad specifications to consider, input-orientated where the objective is 
to minimise inputs, and output-orientated where the objective is to maximise outputs. 
Examples of each are illustrated in Figure 3-4 for the case of two inputs and two 
outputs respectively.  
For the input-orientated case, metros operating on the frontier are achieving the 
highest input efficiency, metros operating above and to the right of the frontier are 
input inefficient, while operating below and to the left of the frontier is simply not 
feasible. The technical efficiency score, representing how efficiently the metro is 
operating, can be calculated from the ratio of (0A)/(0B).  
Conversely, for the output-orientated case, metros operating below and to the left of 
the frontier are output inefficient, while above and to the right of the frontier is simply 
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not feasible. The technical efficiency score in this case can be calculated from the ratio 
of (0C)/(0D). 
 
 
Figure 3-4 Input- and output-orientated DEA 
 
The DEA linear program for a Constant Returns to Scale (CRS) input-orientated 
specification can be represented as follows: 
 
0
0
min
. .
0
CRS
i ii
i ii
s t X X
Y Y

 






         (3.2) 
Where   is an 1N   vector of constants, iX  is a vector of inputs, iY  is a vector of 
outputs, and   is the measure of efficiency generated for a particular firm. For the 
case of Variable Returns to Scale (VRS), it is possible to impose an additional 
constraint, 1i
i
  , which in effect envelopes the data points as illustrated below in 
Figure 3-5. Banker et al. (1984) provides a thorough description of DEA models that 
calculate technical and scale efficiency, reminding us that that while a VRS DEA 
measure of efficiency, VRS , solely measures technical efficiency, CRS DEA measures 
technical efficiency as well as scale efficiency as the implicit assumption is that metros 
are operating at the correct scale. 
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Figure 3-5 Constant Returns to Scale (CRS) and Variable Returns to Scale (VRS) in Data 
Envelopment Analysis (DEA) 
 
As with SFA, there are also a number of drawbacks to consider with the DEA 
approach. One of the more meaningful limitations of DEA is that statistical noise is 
not accounted for. This can alter the shape and position of the frontier and leaves DEA 
susceptible to outliers. This is of particular concern if a sample size is small. 
Furthermore, as Graham (2008) points out, with DEA there is no scope for providing 
an empirical assessment of the assumed relationship between inputs and output, with 
no measures indicating how output responds to each individual input. Finally, DEA 
does not deal with correlation between variables across different time periods. If 
unaccounted for the frontier can be shifted erroneously. In such cases, different 
approaches have been considered either by taking averages across firms, or by 
calculating a frontier for each time period. Ultimately, unlike with SFA, DEA fails to 
take advantage of the opportunities afforded to it by panel data and does not account 
for unobserved metro individual specific effects.  
There does exist an array of more advanced DEA models that attempt to counter some 
of the drawbacks. The most notable includes bootstrapping, which involves replicated 
samples with replacement. Based on a sample of replicates, it is possible to draw 
conclusions about the distribution of the statistics of interest (Simar and Wilson, 1998, 
Simar and Wilson, 1999, Simar and Wilson, 2000a, Simar and Wilson, 2000b, Simar 
and Wilson, 2007, Simar and Wilson, 2008). However, these advanced models can 
become conceptually complicated, difficult to implement correctly, with results that 
are difficult to interpret.  
A number of studies have investigated the relative performances of the DEA and SFA 
approaches. Gong and Sickles (1992) provide a comprehensive review of the 
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comparative performance between DEA and SFA using a Monte Carlo technique. It 
was found that in most cases SFA represented individual efficiency and productivity 
levels better than DEA provided that the functional form is specified correctly. Later 
Bauer et al. (1998), in examining the efficiency of financial institutions, suggest a set of 
consistency conditions which frontier efficiency measures should meet in order to 
provide useful indications of efficiency levels. More recently, Mortimer (2002) has 
provided evidence which further highlights the trade-offs between DEA and SFA 
based on simulated data and real-world comparisons. Ultimately, evidence is mixed 
and the choice between DEA and SFA is inconclusive. However, as Greene (1993) 
points out, in most cases it is evident that the overall indications of efficiency levels 
are often well matched between the two approaches.  
As with SFA, it is also possible to examine the determinants of efficiency with a two 
stage model approach. Using the technical efficiency scores estimated by DEA it is 
possible to carry out a second stage truncated regression. This involves regressing the 
exogenous factors of interest against the technical efficiency scores (which take values 
between 0 and 1). Unfortunately with DEA the technical efficiency scores and 
determinants of inefficiency cannot be estimated simultaneously as with SFA, leaving 
the technical efficiency scores subject to bias as operational and environmental 
differences between the metros are not controlled for. Consequently, SFA has been 
adopted as the primary measure of technical efficiency in this study. 
An alternative approach within this category also includes Free Disposal Hull (FDH), 
(Deprins et al., 2006). In this case the frontier is constructed in a step-like manner. In 
the example provided in Figure 3-6, it can be seen that an additional firm now operates 
on the frontier compared to the DEA case above in Figure 3-5. Consequently, 
Technical Efficiency scores under this approach will tend to be higher than their DEA 
counterpart. Ultimately, as with DEA, this approach suffers from the same drawbacks 
and is similarly discarded from consideration for this study. 
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Figure 3-6 Free Disposal Hull (FDH) 
 
3.1.4 The stochastic nonparametric approach 
A relatively new approach, known as Stochastic Nonparametric Envelopment of Data 
(StoNED), attempts to combine the advantages of DEA and SFA. This approach 
combines the DEA-type nonparametric frontier with an SFA-style stochastic 
homoskedastic (same variance) composite error term. Examples of its application 
include examining electricity distribution (Kuosmanen, 2012), coal power plants 
(Mekaroonreung and Johnson, 2012), and dairy farms (Kuosmanen and Kuosmanen, 
2009). 
The approach can be described in two stages. The first embraces the advantages of the 
DEA approach, while the second stage embraces the advantages of the SFA approach.  
Stage 1: Convex Nonparametric Least Squares (CNLS) estimation 
The first stage involves estimating the shape of the function without making any 
assumptions to the functional form. The StoNED approach carries this out using 
Convex Nonparametric Least Squares (CNLS), which adheres to standard regularity 
properties implied by economic theory (monotonicity, convexity and homogeneity). 
A CNLS model regresses: 
 ( ) , 1,...,i i iY f X i n          (3.3) 
Assuming that the function f belongs to the family of monotonic increasing and 
globally concave functions F2., and the errors are uncorrelated random variables with 
( ) 0E    and 2( ) 1,...,iVar i n     . 
The CNLS problem can then be written: 
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(Kuosmanen, 2008). 
Stage 2: Efficiency estimation 
Unlike in a DEA approach, StoNED allows for the inclusion of a stochastic component 
decomposed into random noise and inefficiency analogous to the SFA approach.  
The second stage involves imposing distributional assumptions, and estimating the 
variance parameters based on the skewness of the CNLS residuals which were 
estimated in the first stage. This can be carried out using either the method of moments 
or pseudolikelihood techniques (Kuosmanen and Kortelainen, 2012). A variety of 
distributional assumptions can be made; however the standard approach (as with 
SFA) is to assume a half-normal and normal distribution for the inefficiency term and 
noise term respectively. In keeping with the SFA approach, the noise term is 
symmetrically distributed; therefore a negative skewness of the CNLS residuals 
indicates the degree to which inefficiency dominates the error term. 
The StoNED approach provides a means of alleviating some of the drawbacks 
associated with DEA and SFA. Recently, there have also been some developments in 
how it caters to understanding the effects of exogenous variables. An extension to the 
StoNED approach, referred to as stochastic semi-nonparametric envelopment of z 
variables data (StoNEZD) is outlined in Johnson and Kuosmanen (2011, 2012). Unlike 
the traditionally two-stage approach described above, the StoNEZD method does not 
ignore the correlations between inputs and exogenous variables, as the new one-stage 
semi-nonparametric estimator combines the nonparametric DEA-style frontier with a 
regression model of the exogenous variables.  
However, despite the appeal of the StoNEZD approach, there remained some 
important outstanding issues to overcome at the time of selecting an appropriate 
method for this study. Namely, the inability to deal with allowing for time varying 
inefficiency, heteroskedasticity, endogeneity, sample selection and other potential 
sources of bias. Furthermore, the approach had been limited to Monte Carlo 
simulations to estimate the performance of the technique. These simulations were 
applied only to a limited range of conditions, and application of the method to 
empirical data had not been carried out. For these reasons the StoNEZD approach was 
not selected for this study. 
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3.1.5 Concluding remarks 
To date, it is evident that a standard uniform and conclusive approach to productivity 
and efficiency measurement still remains outstanding and establishing an all-
encompassing approach continues to be an important research objective. From the 
current methodologies available, the stochastic parametric approach of SFA is 
considered most appropriate exploring metro efficiency, and is explored further in the 
following section. 
 
3.2 Stochastic Frontier Analysis 
Since the seminal works of Aigner et al. (1977) and Meeusen and Broeck (1977), who 
proposed Stochastic Frontier Analysis (SFA), a multitude of overviews of the 
econometric developments and examples of applications have been written. The most 
comprehensive among them, from which this chapter is based, include Greene (1993), 
Kumbhakar and Lovell (2000), and Coelli et al. (2005). 
A basic SFA model based on a production function can be given as: 
 
 ( ; )Y f X v u           (3.5) 
 
 
Where 
Y  Output 
X  Input factors 
  Model parameters associated with input 
v   Random error 
u   Inefficiency term 
 
The stochastic frontier is composed of a deterministic frontier and a random variation 
component. The key aspect of SFA is the introduction of two separate disturbance 
terms, which capture the true random differences ( v ) and the efficiency differences (
u ) separately. These are assumed to be independently and identically distributed 
Stochastic frontier 
Deterministic 
frontier 
Random 
noise 
Technical 
inefficiency 
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with variance 
2
v  and 
2
u  respectively. From this, the efficiency gap of a firm can be 
obtained as the difference between the stochastic frontier and the actual output level.  
In order to carry out SFA there are a few prior assumptions required to be made, the 
first of which is the choice of functional form. Fuss et al.(1978) carried out a survey of 
functional forms in the economic analysis of production, Coelli et al. (2005) present 
some common functional forms that have been used in SFA studies. According to 
Coelli et al. (2005), when selecting functional forms preference is often given to those 
that are flexible, linear in the parameters, regular, and parsimonious.  
 Flexible 
o A functional form is described as first-order flexible if it has enough 
parameters to provide a first-order differential approximation to an 
arbitrary function at a single point. A second-order flexible form has 
enough parameters to provide a second-order approximation. The linear 
and Cobb-Douglas forms are first-order flexible; while the translog 
functional form is an example of second-order flexible.  
 Linear in the parameters 
o The parameters can be estimated using linear regression techniques.  
 Regular 
o Functions that are analytic and single-valued in a given region. 
 Parsimonious 
o Not unnecessarily complicated. 
 
From Chapter 2, the most commonly applied functional forms identified in the 
railway literature in include: 
Cobb-Douglas 
 0
1
n
N
n
n
Y X


           (3.6) 
Translog (transcendental logarithmic) 
 0
1 1 1
1
exp( ln ln ln )
2
N N N
n n nm n m
n n m
Y X X X  
  
         (3.7) 
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Developed by Cobb and Douglas (1928), the Cobb-Douglas (CD) functional forms 
properties include elasticity of substitution equal to one, homogeneity and strong 
separability amongst inputs, making it self-dual. On the other hand, the translog 
function imposes minimal assumptions on the elasticities of production, the 
elasticities of substitution between the inputs, and on returns to scale. The translog 
function is a generalised CD function consisting of both linear and quadratic terms 
and has the ability to contain multiple factor inputs also allowing for interactive terms. 
It is considered a flexible functional form as it provides second order Taylor 
approximation (in logs) to an unknown technology, imposing minimal structure to 
the production frontier. 
The parameters of the SFA production function model are conventionally estimated 
using a Maximum Likelihood (ML) approach. As described by Stevenson (1980), as 
the maximum value of the log likelihood function is based on a joint density function 
for the decomposed error term, the technical efficiency can be calculated for each 
metro from: 
   2
1 ( / )
exp( ) | exp( / 2)
1 ( / ) A
A A
A
E u
  
  
 
 
  

    (3.8) 
Where (.)  is the cumulative density function of a standard normal variable and 
 v u             (3.9) 
 2 2(1 )( )A v u               (3.10) 
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 
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
          (3.11) 
Under these circumstances, if 0   and consequently 2 0u  , the technical efficiency 
is equal to one, meaning that a firm is considered to be fully efficient as there no 
deviations due to technical efficiency. Conversely, if 1   and consequently 2 0v   
would indicate that deviations are entirely due to technical efficiency. Hence, values 
for   ranging between 0 and 1 indicate deviations from both technical efficiency and 
random noise.  
In order to distinguish between the technical efficiency and random noise effects a 
further assumption is made, this time regarding each of their distributions. By looking 
at the distribution of the error term as a whole, the density is derived, followed by 
estimating the individual inefficiencies. From this, the skew of the combined error 
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terms distribution gives an indication of how much the inefficiency term dominates 
the normal error term.  
Aigner et al. (1977) suggested the case of normal and half-normal distributions for the 
random error term and inefficiency term respectively. When the variance associated 
with inefficiency 2u  is zero, the shape of the likelihood function is normally 
distributed. When the variance of the inefficiency term increases relative to the 
variance of the random error, the density of the total error term is broader and skewed 
to the negative side. Under the normal and half-normal assumptions, the log-
likelihood function can be presented as: 
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Where Y  is a vector of log-outputs, 'lni i i i iv u y x     , 
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 , and 
( )x  is the cumulative distribution function of the standard normal random variable 
evaluated at x . The likelihood function is maximised using an iterative optimisation 
procedure, which involves selecting starting values for the unknown parameters and 
systematically updating them until values that maximise the likelihood function are 
found.  
Other notable distributional assumptions that have been suggested include a 
truncated normal assumption from Stevenson (1980), and gamma assumptions from 
Greene (1990). Coelli et al. (2005) suggest that preference is often made in regard to 
computational convenience, however also suggests that while the truncated and 
gamma distributions offer more flexibility in terms of distributional shapes, they run 
the risk of being unable to distinguish between inefficiency and noise as the 
probability density functions may be more similar in some cases.  
 
3.2.1 Panel data models 
The first example of SFA being applied to panel data stems from Pitt and Lee (1981). 
Previous studies focused on models for cross-sectional data, which assumed error 
terms that are independently distributed across observations. Panel data refers to a 
data structure that consists of repeated observations on the same cross section of firms 
over time.  
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Datasets of this structure exhibit the characteristics of a cross-sectional dimension 
(such as a snapshot of multiple firms at one point in time) and a time series dimension 
(such as one firm observed over multiple time periods). This presents three types of 
variation, namely “overall” variation (variation over time and firms), “between” 
variation (variation between firms), and “within” variation (variation within firms 
over time). The index of a cross-sectional firm can be represented as 1,...,i N  while 
the index of time for firm i  can be represented as 1,...,t T . 
The advantage of panel data is that it is possible to control for unobserved 
characteristics of firms. This is known as controlling for unobserved heterogeneity, 
which refers to omitted variables that are either fixed or random for an individual. 
Omitted variables can induce bias and inefficiency in estimation if they are not 
accounted for. Panel data offer ways to combat endogeneity issues in statistical models 
(when there is correlation between parameters or variables with the error term), which 
can be caused by issues such as omitted variables, error in the measurement of the 
variables, or simultaneity bias (Arellano, 2003).  
There are several ways in which panel data can be used for parametric estimation. The 
following provides details on the main conventional approaches that are relevant for 
the study of performance. Rigorous discussions of theory and techniques are provided 
by, amongst others, Wooldridge (2012), Greene (2003), Baltagi (2008), and Angrist and 
Pischke (2008). 
 
1. Pooled Ordinary Least Squares (OLS) estimation 
A rudimentary approach to estimating the parameters,   ,includes the pooled model: 
 'it it itY X             (3.13) 
This approach specifies constant coefficients and applies the usual Ordinary Least 
Squares (OLS) Gauss-Markov assumptions used for cross-sectional analysis 
(Wooldridge, 2012): 
 Model is correctly specified; 
 Strict exogeneity (errors should have conditional mean zero, and the 
regressors are uncorrelated with the errors); 
 No linear dependence (for a linear model when violated the regressors are 
multicollinear); 
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 Spherical errors (homoscedasticity: the error term has the same variance in 
each observation); 
 Non-autocorelation: the errors are uncorrelated between observations); 
 Normality (errors have normal distribution); 
Pooled Ordinary Least Squares (Pooled OLS) uses both between and within variation 
to estimate the parameters of a pooled model. It is carried out by stacking the data 
over i  and t  into what is effectively one long regression and estimating using 
Ordinary Least Squares (OLS). OLS involves estimating the parameters by minimising 
the sum of squared vertical distances between the observed responses in the dataset 
and the responses predicted by the linear approximation. If the true model is the 
pooled model and the regressors are uncorrelated with the error terms, the pooled 
OLS regressor is consistent. However, this is not used often as it is restrictive and 
ignores possible heterogeneity across firms and assumes the same coefficients for all 
firms. Effects unique to a firm are then subsumed by the error term meaning the 
explanatory variables are correlated with the error term, leading to bias and 
inconsistency.  
 
2. Estimation with individual firm level effects 
A more appropriate approach is that of a firm-specific effects model for which it is 
assumed that there is unobserved heterogeneity across firms. This leads to the 
assumption that there is correlation over time within a given firm, with independence 
across firms. When the firm-specific effects are correlated with the regressors, a Fixed 
Effects (FE) model must be used, while when they are not correlated, a Random Effects 
(RE) model can be used.  
A FE model allows for firm-specific effects i  (which do not vary over time) to be 
correlated with the regressors X , with each firm having a separate intercept term and 
the same slope parameters. This allows for heterogeneity among firms. 
 'it i it itY X             (3.14) 
The most straightforward technique to estimating the fixed effects model is to 
introduce dummy variables for each firm in the dataset and then use OLS to estimate 
the parameters, referred to as a least-squares dummy variable (LSDV) model. This 
technique is consistent when the error terms are independent across time and firm. 
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This approach suffers when the dataset exhibits a large number of firms, as the 
number of dummies increases reducing the degrees of freedom. In this case it is 
possible to consider the within estimator. The within estimator uses time demeaned 
variables (the firm-specific deviations of variables from their time-averaged values). 
Limitation of the within estimator, and FE models in general, is that time-invariant 
variables cancel out in the model and their coefficients can therefore not be identified.  
Alternatively, looking at the case of a RE model,  
 ' ( )it it i itY X              (3.15) 
Where i  is an independent and identically distributed individual effect 
2~ . . (0, )i i i d  
, assumed to be independent from the predictor variables and the random disturbance 
2~ . . .(0, )i vi i d  . This model can be estimated by applying Generalised Least Squares 
(GLS). For this the variation matrix can be described as: 
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Which is used to calculate the following: 
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 ˆit it itY Y Y           (3.18) 
 ˆ it it itX X X          (3.19) 
ˆ
itY  and 
ˆ
itX  are estimated using OLS to obtain the random effect model coefficients.  
Alternatively, parameters in a RE model can be estimated using a Maximum 
Likelihood (ML) approach. ML estimation involves choosing values that make the 
actual observations as likely as possible. The estimates of the parameters are chosen 
so that they maximise the likelihood function. Under normality assumptions for   
and  , a log-likelihood can be presented as: 
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When observations are independent of each other and are normally distributed with 
constant variance, the least squares and maximum likelihood estimators produce 
similar parameter estimations. When this is not the case maximum likelihood 
estimation is preferred (Greene, 2003). 
 
3. First-difference estimator 
The First-difference estimator uses successive one-period changes for each firm. It 
uses first-differenced variables (the firm specific one-period changes for each firm). 
This is an OLS estimation of the one-period changes of the dependent variable on the 
one-period changes in the regressors.  
 , 1 , 1 , 1( ) ' ( )it i t it i t it i tY Y X X               (3.21) 
In this case the first observation for each individual is lost due to differencing, and the 
firm-specific effects cancel out. Again, a limitation of the first-differences model is that 
time-invariant variables are dropped from the model and their coefficients are not 
identified. However, this approach delivers consistent estimates of the beta 
parameter. 
In summary, when panel datasets are available a number of restrictive assumptions 
can be relaxed. Usually panel datasets contain more observations, which usually leads 
to more efficient estimators of the unknown parameters and more efficient predictors 
of efficiencies. Schmidt and Sickles (1984) highlight three of the main advantages of a 
panel dataset for estimating SFA, using U.S domestic airline data as an example. 
Firstly, by adding temporal observations to the same firm, it is possible to yield much 
more consistent predictions of inefficiencies to that of cross-sectional data. Secondly, 
there is no need for specific assumptions about the distribution for the inefficiency 
effect, as panel data allows for exploiting the link between the effects of inefficiency 
and noise. This often allows the relevant parameters to be obtained using some of the 
standard estimation procedures such as fixed and random effects model approaches. 
Thirdly, with panel data it is not necessary to assume that inefficiency terms and 
inputs are independent. 
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3.2.2 Time-varying inefficiency models 
Ultimately, it is also not intuitive to assume that technical inefficiency is fixed over 
time. Table 3-1 summarises some key time-varying SFA models that have been 
developed for panel data, followed by a brief description of their key elements. 
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Table 3-1 Summary of notable time-varying SFA models for panel data 
 Model Estimation Method Fixed/ 
Random 
Effects 
Distributional 
Assumption 
Independence 
of inputs (X) 
and 
inefficiency 
(u) 
Pattern of TE 
across: 
Specification of inefficiency 
Firms Time 
1 (Kumbhakar, 1990) ML FE Yes Yes No Yes  ( )it iu t u  
2 (Cornwell et al., 1990) LSDV, GLS, EIV FE No Yes/No Yes Yes  2
0 1 2 3it t i i iu t t        
3 (Battese and Coelli, 1992) LSDV, GLS RE No Yes/No No No  ( )( )t Tit iu e u
   
4 (Lee and Schmidt, 1993) Mixture of GLS and ML RE Yes Yes No Yes  ( )it iu t u  
5 (Kumbhakar and Hjalmarsson, 1993) ML RE/FE Yes Yes Yes Yes  it i itu     
6 (Battese and Coelli, 1995) ML RE Yes Yes Yes Yes  ( ; )it it itu g z w   
Note: LSDV – least squares dummy variable, GLS – generalised least squares, EIV – efficient instrumental variable, ML – maximum likelihood 
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1. Kumbhakar (1990) proposed an early example of a model allowing for time 
varying technical efficiency, by specifying the inefficiency term as follows: 
  ( )it iu t u          (3.22) 
Where ( )t  is a well-defined function of t  and iu  is time-invariant but varies 
across firms. iu  is assumed to be random, distributed as i.i.d. 
2(0, )uN   and 
truncated at zero 0i  . Kumbhakar (1990) suggests the following for ( )t : 
  2 1( ) (1 exp( ))t t t             (3.23) 
With the following features: 
a) ( ) 0t   for all t , which implies 0itu   since ( ) 0t  ; 
b) ( )t  is bounded between (0,1); 
c) ( )t  can be monotonically increasing (decreasing) or concave (convex) 
depending on the signs and magnitude of   and  . 
 
2. Cornwell et al. (1990) assumed that technical inefficiency follows a quadratic 
pattern over time, formulating individual effects as follows:  
  20 1 2 3it t i i iu t t              (3.24) 
Where the  ’s are unknown parameters to be estimated either by a one or a 
two-step procedure. This approach is less restrictive as it allows for the 
changing of rankings of firms over time.  
3. Battese and Coelli (1992) proposed specifying the inefficiency term as: 
  ( )( )t Tit iu e u
          (3.25) 
Where   is a scalar parameter which introduces time-varying technical 
inefficiency. The time-varying efficiency is assumed to follow an exponential 
function of time, involving only one parameter to be estimated. Technical 
inefficiency either increases at a decreasing rate, when η is greater than zero, or 
decreases at an increasing rate when η is less than zero. If η is equal to zero then 
a time-invariant model is obtained.  
4. Lee and Schmidt (1993) proposed specifying the inefficiency term as: 
  ( )it iu t u          (3.26) 
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Where ( )t  is an appropriate set of dummy variables t , the parameters of 
which need to be estimated. This approach does not allow a pattern of technical 
efficiency across firms.  
5. Kumbhakar and Hjalmarsson (1993) proposed specifying the inefficiency term 
as: 
  it i itu             (3.27) 
Which is composed of a firm- and time-specific component, it  , representing 
technical inefficiency, and firm-specific error component i  capturing firm 
heterogeneity. This is estimated in two steps and allows for pattern of technical 
efficiency across firms. 
Its successor, Greene (2005), using the same specification for the inefficiency 
term, suggests extensions for fixed and random effects models.  
6. Battese and Coelli (1995) suggested that the technical inefficiency effects, itu , 
could be replaced by a linear function of explanatory variables reflecting firm-
specific characteristics. In this way, every firm in the sample faces its own 
frontier, given the current state of technology and their individual qualities. 
The technical inefficiency effects are assumed to be independent, non-negative, 
truncations (at zero) of normal distributions with unknown variance and mean. 
Specifically: 
  0
1
M
it m mit it
m
u Z w 

          (3.28) 
Where mitZ  are the producer and time specific explanatory variables associated 
with technical efficiencies.  
 
From these, the specification suggested by Battese and Coelli (1995) is considered for 
application. Firstly, it has the ability to estimate panel data. Secondly, the parameters 
are estimated simultaneously from the production function and inefficiency term, 
avoiding the biased technical efficiency scores that the deterministic nonparametric 
two stage models encounter (as discussed in the previous section). Thirdly, with this 
model it is not necessary to assume the same inefficiency effects for each firm, meaning 
that inefficiency levels vary over time, as well as between firms. Finally, and most 
importantly, the technical inefficiency effect is replaced by a linear function of 
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exogenous variables, reflecting firm-specific characteristics. In this way, every firm in 
the sample faces its own frontier, given the current state of technology and individual 
qualities. As such, the Battese and Coelli (1995) specification allows for examining the 
determinants of inefficiency, used to satisfy objective (3) of this study.  
 
3.3 Conclusion 
This Chapter set out to critically review the range of methodologies used for assessing 
productivity and efficiency, and select suitable approaches to be used to carry out 
empirical investigations (objective (2) of this research).  
A straightforward measure which provides an indication of performance includes 
one-dimensional partial productivity indicators (such as KPIs). However useful these 
are, a major drawback is that they provide a biased indication of overall performance 
if considered in isolation. Index numbers, too are hindered as, despite the ability to 
consider multiple factors, the approach assumes all firms are fully efficienct, which 
can be grossly misrepresentative. As such, a suitable frontier approach is deemed to 
provide an accurate reflection of performance. 
The review finds deterministic approaches (DEA and FDH) to be inadequate for this 
study as they do not account for statistical noise and are subject to biased estimates of 
technical efficiency scores as operational and environmental differences between 
firms are not controlled for. The stochastic deterministic approach, StoNED, is also 
dismissed. This is due to its inability to deal with allowing for time varying 
inefficiency, heteroskedasticity, endogeneity, sample selection and other potential 
sources of bias. As such, despite the stochastic parametric approach requiring 
assumptions regarding functional form and distributions, it is found to be the most 
appropriate technique for carrying out empirical investigations. Consequently, SFA is 
selected for application in Chapter 5, specifically a Battese and Coelli (1995) 
specification which allows for the utilisation of panel data, allows for time-varying 
inefficiency, as well as allowing for examining determinants of technical efficiency.  
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4. DATA 
 A criticism of previous work has been the lack of available data. This work makes a 
valuable contribution by utilising a comprehensive dataset that has previously not 
been used for empirical approaches that have been carried out in this study. This 
chapter provides a comprehensive description of the source, quality, structure and 
limitations of the data. Specific variables used are discussed in more detail in the 
relevant empirical chapters. 
It is worth noting at this stage that due to the sensitive commercial nature of the data, 
an existing confidentiality agreement requires data and results to be presented in an 
anonymised form. 
 
4.1 Data source 
The main source of data originates from two consortia of metro system operators, 
namely the Community of Metros (CoMET) and the Nova Group (Nova). These are 
managed by the Railway and Transport Strategy Centre (RTSC) based at Imperial 
College London. CoMET comprises of some of the world’s largest metros, while Nova 
caters for medium sized metros. Each of the consortia provide a platform for 
confidential sharing of experiences, performance and best practice. Appendix A 
provides a list of publications that have made use of the CoMET and Nova data.  
A list of the metro members used in this study is presented below in Table 4-1. Metros 
that have been discarded include London Docklands Light Railway (DLR), Oslo, 
Brussels, Istanbul, Nanjing, Guangzhou and Kuala Lumpur, as the number of 
observations available was insufficient to consider. Milan and Naples, on the other 
hand, are no longer members, however the data acquired during their membership 
have been used.  
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Table 4-1 Metros included in this study 
Number Name City Consortium 
1 Beijing Mass Transit Railway Operation 
Corporation 
Beijing CoMET 
2 Berliner Verkehrsbetriebe Berlin CoMET 
3 Mass Transit Railway Corporation Limited Hong Kong CoMET 
4 London Underground Limited London CoMET 
5 Sistema de Transporte Colectivo Mexico City CoMET 
6 Metro de Madrid Madrid CoMET 
7 Moscow Metro Moscow CoMET 
8 MTA New York City Transit New York CoMET 
9, 10 Regie Autonome des Transports Parisiens 
Metro and RER 
Paris (2) CoMET 
11 Metro de Santiago Santiago CoMET 
12 Shanghai Shentong Metro Group Shanghai CoMET 
13 Companhia do Metropolitano de Sao Paulo Sao Paulo CoMET 
14 Taipei Rapid Transit Corporation Taipei CoMET 
15 Metrovias Buenos 
Aires 
Nova 
16 Transports Metropolitans de Barcelona Barcelona Nova 
17 Bangkok Metro Public Company Limited Bangkok Nova 
18 Delhi Metro Rail Corporation Delhi Nova 
19 Metropolitano de Lisboa Lisbon Nova 
20 Azienda Transporti Milanesi Milan Nova 
21 Societe de Transport de Montreal Montreal Nova 
22 Tyne and Wear Metro Newcastle Nova 
23 Metronapoli Naples Nova 
24 Metro Rio Rio de 
Janeiro 
Nova 
25 Singapore Mass Rapid Transit Corporation 
Ltd 
Singapore Nova 
26 Rail Corporation New South Wales Sydney Nova 
27 Toronto Transit Commission Toronto Nova 
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Figure 4-1 below provides an overview of the member systems used in this study, it 
outlines the basic characteristics of each metro by showing the network size and 
annual passenger journeys, ranked by annual passenger journeys. Figure 4-2 overleaf 
presents the metros on a map, with the size of the points indicating the network length 
and the shade indicating the number of passenger journeys made in 2012. 
As the figures demonstrate, the study benefits from an expansive set of metro systems 
covering 20 countries. These include the older systems of Europe and North America, 
the middle aged systems of Hong Kong and Singapore, to the new systems of China 
which are expanding rapidly. The metros also cover a wide range of system sizes and 
densities, from the largest networks of New York, Sydney and London, to the dense 
networks of Moscow and Central and South America. 
 
 
Figure 4-1 Network size and passenger journeys (values from latest year available) 
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Figure 4-2 Map of metros. Size of points indicate network length and shade indicates passenger journeys (values from latest year available) 
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The following describes the three primary sources of data used for this study. 
 
4.1.1 Key Performance Indicator database 
As one of the main activities of the RTSC includes benchmarking, work developed by 
the RTSC over the last two decades is supported by a comprehensive database of Key 
Performance Indicators (KPIs) related to different areas of metro operation. These are 
used for benchmarking and internal management and have been refined and 
improved over the lifetime of the group. The KPI approach that has been created has 
been strongly influenced by the balanced scorecard (BSC) strategy developed by the 
Harvard Business School (Kaplan et al., 1996). However, for metros it is necessary to 
further consider safety and security, as well as the environment, as these are also 
success dimensions that cannot be compromised for the success of financial 
performance. Figure 4-3 below illustrates these six high level success dimensions. As 
such, the KPI database provides measures covering the whole system.  
 
Figure 4-3 RTSC KPI scorecard strategy 
 
The KPI model that has been developed has focused greatly on measures that are 
comparable between operating systems, useful, and feasible to collect. From the six 
main categories above, the following are the main indicators that the database 
provides: 
  
 69 
 
Table 4-2 Key Performance Indicators (KPIs) 
Growth, Learning & Innovation 
 Percentage Change Network Size & Passenger Journeys 
 Percentage Change Operated Capacity km & Car km 
 Number of Training Hours / 1000 Staff Hours 
 Non-fare Commercial Revenue / Fare Revenue & /Passenger Journey 
 
Financial 
 Total Commercial Revenue / Operating Cost  
 Operating Cost / Revenue Car km 
 Service Operations Cost / Car km 
 Maintenance Cost / Car km 
 Administrative cost / Car km 
 Investment cost / Car km 
 Operating Cost / Passenger Journey & km 
 Fare Revenue / Passenger Journey & km 
 
Customer 
Capacity Provision & Utilisation 
 Capacity km / Route km  
 Passenger km / Capacity km 
Service Quality 
 Passenger Hours’ Delay / Passenger Journey 
 Passenger Journeys On Time / Passenger Journey 
 Trains On Time / Total Trains (scheduled + actual) 
 Train Hours Operated / Hours of Train Delay 
 
Internal Processes 
Reliability & Availability 
 Percentage of Cars Available & Used in Peak Hour 
 Car km / hours between Incidents (by category) 
Efficiency 
 Passenger Journeys / Staff + Contractor hours 
 Capacity & Car km / Staff + Contractor hours 
 Train hours / Driver Hours  
 Employee Absenteeism 
 Traction Energy Consumed / Car km 
 Total Energy Consumed / Passenger Journey & km 
 
Safety & Security 
 Total Fatalities / Passenger Journeys 
  Deaths from Suicide / Passenger Journeys 
  Deaths from Accidents / Passenger Journeys 
  Deaths from Illegal Activity / Passenger Journeys 
 Incidences of Crime / Passenger Journeys 
 Staff Lost Time through Accidents / Staff Hours 
 
Environment 
 CO2 per Passenger km 
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4.1.2 Profile report database 
In addition to the KPI database, data regarding basic characteristics and operational 
environment in which the metros operate is also collected. This data aids in providing 
some of the background and context of each of the members. The characteristics 
collected for each of the members fall into the following areas: 
 Organisation, regulation, responsibilities within the city and integration; 
 Technical and operational characteristics; 
 The role of each metro organisation within the city. 
As the majority of these variables are time-invariant, this has been carried out every 3 
or 4 years. Due to the infrequent nature of the collection process, there are gaps in the 
variation of the variables over time. In many cases interpolation is appropriate, but in 
some cases it is necessary to dismiss a variable altogether from a time-series analysis. 
 
4.1.3 Case study data 
From the various case studies and clearing house studies that have been carried out, 
additional understanding of the processes and context behind the values in the KPI 
model are provided. In many cases these studies require additional drives to collect 
bespoke data for particular projects. In these instances questionnaires are prepared 
and sent to the relevant members to populate, providing an additional source of data. 
Beyond the KPI model database, the profile report data, and the case study data 
mentioned above, there is also a confidential website that the RTSC manages for its 
members. This provides an additional platform for sharing knowledge, although 
information collated here is generally more anecdotal. 
 
4.2 Quality of data 
The data is considered to be a high-standard level of quality, as during the years of 
benchmarking work carried out within the groups, a series of systematic data cleaning 
processes have been developed and maintained which carry out verification and 
validation tests. This is complemented by ongoing contact with CoMET and Nova 
members through phone calls, face-to-face meetings, and site visits. Furthermore, as 
the data is anonymised, with confidential agreements preventing information being 
released to third parties, the data is not subject to inaccuracies as a result of potential 
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false reporting. In other words, there is no incentive for operators to provide 
information that may not reflect true performance.  
In order to keep track of the over 100 indicators, a working handbook has also been 
developed which is constantly updated and improved as lessons are learned and more 
indicators are added. The handbook serves to keep up-to-date definitions to ensure 
consistency between the members. 
The KPI data is collected once a year. The process begins with a questionnaire being 
sent to each of the members along with a definition sheet to avoid ambiguity and 
ensure consistency between the various metro members. Correspondence is primarily 
made with an assigned data coordinator representing each of the metros, who 
disseminates specific data items required for population to the relevant departments. 
Senior managers are also involved in ensuring these questionnaires reach the right 
personnel, and are also importantly involved in the review process. In some cases an 
executive board meeting is arranged to sign off quality before submission.  
Once the questionnaires are received, a series of checks commences on an item-by-
item basis. Checking is carried out systematically using automatic checks developed 
within the KPI model spreadsheets. Comparisons are made to previous years. 
Breakdowns are reviewed by looking at percentage changes from year to year, as well 
as trends over the previous few years. A series of ratio checks are also carried out to 
ensure the values are reasonable and make sense. The final checks involve a visual 
check of a large set of graphs to identify any discrepancies. Any doubts flagged during 
quality control are recorded and queries are then made to the data coordinator of the 
metro under question. For new members, the process generally takes at least three 
iterations to achieve a good quality data form. As such, newer members have been 
omitted from this study. 
Occasionally, audits are conducted when necessary. In these cases a site visit is made 
to inspect the data collection process and ensure that the data items are understood. 
Every couple of years a drill down of the KPIs is carried out to review how the data is 
collected. Access is made available to raw data collected by the metro systems, and it 
is checked whether the interpretations made by the metro are correct. Finally, every 
five or six years a detailed KPI review is carried out. During this process, it is checked 
whether the understanding is consistent between the metro systems and that the KPI 
process continues to be fit for purpose. The KPI items are also reviewed, and decisions 
are made to revise and improve some items, remove others, and introduce additional 
items. 
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4.3 Data structure and limitations 
The structure of the data is referred to as panel data. This means that there are multiple 
observations for each metro in the sample, providing variation both between and 
within metros. Panel data captures both time-series data, which may refer to one 
metro being observed over several years, as well as cross-sectional data, which may 
refer to multiple metros being observed during one time period. This means that with 
panel data there exists variation between and within metros. The advantages and 
corresponding techniques surrounding panel data have been discussed in more detail 
in Section 3.2.1.  
A balanced panel dataset refers to complete data where all firms are observed for all 
time periods. Alternatively, a dataset is considered unbalanced when some firms are 
not observed for all time periods. The degree of missing values can have an effect on 
how the data can be dealt with. Consequently, as previously mentioned, the number 
of metro systems used has been reduced to 27 from an available 36. The metros that 
have been excluded have been done so due to only exhibiting observations for the few 
years that they have been members of their respective consortia. Similarly, the study 
has also been restricted to 8 years, from a period from 2004 to 2012. This has been 
necessary in order to maintain the balancedness of the data. In other words, to reduce 
the amount of missing observations in the dataset. 
Despite the first observations being available from 1995, prior to 2004 the occurrence 
of missing observations is considerable. Therefore including all available observations 
leads to the dataset being heftily unbalanced, which in turn can jeopardise the 
robustness of the statistical analysis. In summary, 27 metros were selected from a 
period between 2004 and 2012, which allowed for maintaining a strongly balanced 
panel dataset, without reducing the sample size to an unsatisfactory level. 
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5. TECHNICAL EFFICIENCY AND ITS DRIVERS 
The objective of this chapter is twofold. Firstly, to measure the relative performance 
of a sample of metro systems compared to “best practice” performance by calculating 
technical efficiency scores. Secondly, using these scores, this chapter seeks to reveal 
factors that may have an influence on metro performance. In doing so, this chapter 
satisfies objective (3) of this study set out in Section 1.3. From the reviews presented 
in Chapter 2 and Chapter 3, Stochastic Frontier Analysis (SFA) is selected for 
application.  
 
5.1 Introduction 
The production process by which input factors are employed to produce output is 
illustrated below in Figure 5-1. Standard microeconomic theory advises factors of 
production for a firm to typically include capital, labour, energy, material inputs and 
purchased services. This classification of inputs is commonly referred to as the KLEMS 
approach (Schreyer, 2001, Coelli et al., 2005). Under a metro context, capital inputs 
include the trains, track, stations and all other fixed infrastructure. The labour factor 
includes work carried out by staff and contractors. Energy consumption can be 
categorised into traction and non-traction energy, while materials and services are not 
relevant to the production process of the metro industry. Previous metro efficiency 
studies, as summarised in Table 2-2 in Chapter 2, have solely considered capital and 
labour as inputs.  
The output produced by metro operators can be either passenger or train orientated. 
The former is referred to as demand-side or final output and provides an indication 
of the effectiveness of a metro. These include measures such as passenger kilometres 
travelled or the number of passenger journeys made. Operators tend to have little to 
no control over this type of output and due to their stochastic nature cannot be 
represented as accurately. This study focuses on train orientated output, known as a 
supply-side or intermediate output. As discussed in the review chapters, by 
examining the ratio of intermediate output to inputs it is possible to determine the 
relative efficiency of metro operators.  
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Figure 5-1 Production process (adapted from Coelli et al. (2005)) 
 
The key element of this chapter is to examine the factors that have an effect on the 
process of this conversion from inputs to output. From the evidence provided by the 
literature review, factors that have been investigated and found to influence success 
from urban metro and railway based studies can be divided into four categories which 
broadly cover the range of metro activities. As suggested in Figure 5-2, the degree to 
which these factors can be controlled and influenced by metro operators vary. These 
range from the characteristics of the cities in which they operate, whereby metro 
operators have no control over, to management and organisational practices within 
different areas of metro operations, which can be heavily influenced by the metro 
operators. 
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Figure 5-2 Factors affecting the production process 
 
5.2 Data 
As discussed in Chapter 4, the available data provides output and input variables for 
the examining the production of metro services, as well as variables representing 
potential drivers of inefficiency. The following sections describe the variables used, 
while Table 5-1 at the end of this section presents the descriptive statistics.  
 
5.2.1 Outputs 
For output, the actual revenue operating car5 kilometres is selected. This includes all 
car kilometres which were actually operated in revenue service, and excludes empty 
stock movements, movements from depots, engineering trains, driver training runs, 
cancellations of scheduled runs, and rail replacement bus services. Figure 5-3 presents 
the annual car km for each metro over time. Each cluster represents a metro, with each 
bar showing a different year. The trend lines model is attached in Appendix B. As 
such, the data exhibits heterogeneity across metros as well as over time. It is evident 
from the graph that the sample of metros cover a full range of operational scale. 
Furthermore, it is clear that the vast majority of metros have experienced some degree 
of growth in terms of output over the period under analysis, with a number of metros 
exhibiting signs of rapid growth.  
                                                 
5 The term “car” under a metro context refers to the carriage of a train. 
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Figure 5-3 Output: Car km (millions) 
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5.2.2 Inputs 
For the case of metros three capital factors are considered, namely track (total length 
of network used by trains operating in passenger service, also referred to as network 
length), fleet (total number of cars), and the number of stations served. For labour, 
total own staff and contractor hours worked are incorporated. The advantage of using 
an hour based variable is that it is possible to account for differences between full and 
part time staff inputs, and hence more accurately reflects labour input. This was 
unavoidable in previous studies which were restricted to using the number of staff 
employed. Total energy consumption was excluded as an input factor as traction 
energy is directly related to the size of the fleet and network length, while non-traction 
energy is directly related to the number of stations. Therefore, the levels of energy are 
adequately captured by the selected inputs. Material inputs and purchased services 
were also excluded as they are not applicable for this particular study. Figure 5-4, 
Figure 5-5, Figure 5-6, and Figure 5-7 presents the labour, track, fleet and station input 
factors for each metro over time. Each cluster represents a metro, with each bar 
showing a different year. The trend line models for each are attached in Appendix B. 
Again, heterogeneity across metros and across time is evident, with a range of scales 
of operations and varying exhibited changes in use of inputs over time.  
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Figure 5-4 Input factor: Labour hours (millions) 
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Figure 5-5 Input factor: Network length (operated km) 
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Figure 5-6 Input factor: Fleet (total number of cars) 
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Figure 5-7 Input factor: Number of stations  
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5.2.3 Drivers of inefficiency 
The hypotheses for the drivers of inefficiency are presented in this section. The 
variables are graphically illustrated in Appendix C. These include the number of 
metros in each of the categorical variables, and average values for each metro for the 
period 2004-2012 for the continuous variables, where values are indexed to mean for 
anonymity. The kernel density estimates of the probability density functions are also 
provided.  
 
1. Population 
It is clear that a metro requires a high demand to justify its activities, and so needs to 
serve areas of high population and high density. It is discernible that metros serving 
more heavily populated zones should experience higher demands and ultimately 
more trips. However, understanding the effects this might have on a supply side 
model is complex. Low density areas tend to have a growing population and 
employment base that is more dispersed, leading to a larger spread of urban activities 
and indeed larger distances between metro stations. As density increases, the 
infrastructure tends to be compacted which can often lead to complications, as 
suggested by results from Graham (2008). Higher densities also mean higher 
congestion levels. This can lead to decreasing the speed of a service as longer dwell 
times are experienced as a result of longer boarding and alighting times (Leurent, 
2011).  
Compiling population data is not straightforward. Firstly, accurate population 
estimates are usually carried out periodically during official census surveys. In order 
to obtain a value for each year of the study it is necessary to interpolate for missing 
years. Furthermore, defining the catchment areas that metros serve is a problematic 
task and can lead to inconsistencies between the metros. Due to these limitations a 
categorical variable was compiled, separated into low (<2 million), medium low (2-5 
million), medium (5-10 million) and high (>10 million) population. Sources for the 
population figures come from a combination of the Millennium Cities Database, 
Mobility in Cities Database6, and Urban Audit Eurostat7.  
                                                 
6 Both the millennium and mobility databases have been developed by UITP 
7 http://ec.europa.eu/eurostat 
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2. Autonomy 
Evidence suggests that higher levels of autonomy from regulatory authorities tends 
to lead to higher efficiencies being achieved. Areas of decision making considered for 
this study includes management appointments, labour control, fare control, 
investments, and service level. The degree of autonomy for each was considered 
independently, and then a total score for autonomy was compiled which represents 
the degree of autonomy each metro exhibits as a whole. It is expected that metros 
which exhibit a higher degree of independence or freedom in decision making are 
likely to be more efficient. The degree to which a metro is autonomous is indicated as 
a value between 0 and 1, where 0 indicates governance undertaken fully by the 
government and 1 indicates a metro fully self-governed and free from external control 
or influence.   
3. Ownership 
Similarly, levels of ownership were also compiled to represent how public or private 
the metro systems are. Areas of ownership considered include fixed assets, rolling 
stock, operations, contracting out major functions, and capital investment. Evidence 
from the literature is mixed, with some studies finding privately owned operations to 
be more efficient, while others report the degree of ownership to have no significance. 
The degree of ownership is indicated as a value between 0 and 1, where 0 indicates 
wholly government owned, and 1 indicates wholly privately owned. 
4. Subsidy 
Systems with a higher dependence on public subsidy are thought to be less efficient 
than those with less dependence. However, there appears to be no empirical evidence 
to support this claim for metros. To represent subsidy level, the ratio of revenue 
support to the total commercial revenue generated by the metro was compiled and 
tested.  
Revenue support includes the value of fees or funds paid to the metro from 
government, city or quasi-government in compensation for the specific purpose of 
reducing fare prices for certain socio-economic groups (such as young, old, 
unemployed, disabled), and other operating and energy subsidy. Commercial 
revenue includes revenue from fares and other metro-related commercial revenue. 
The measure excludes contractual fees received for operating train services or for 
passengers carried, that are paid by a transport authority, government, or any other 
means. 
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5. Maintenance 
Clearly, railway systems are required to carry out extensive maintenance activities to 
allow for the continued operation of services (Kumar et al., 2008). However, the level 
of maintenance is arguably a large consideration as there appears to be a trade-off. 
Systems should seek to avoid owning more cars than are necessary so it is important 
to optimise maintenance processes to make the best use of assets whilst achieving the 
required level of service and reliability. To gauge the level of maintenance activities 
the share of maintenance hours to total staff hours is considered.  
6. Availability 
The degree to which the rolling stock is employed is a factor that has previously not 
been considered. This can provide an indication of the performance of the 
maintenance division, operational needs, and investment strategy. As such, the data 
allows for the proportion of cars available during peak hours to be tested.  
7. Reliability 
Disruptions to metros hail from a variety of sources, and if serious enough can prevent 
a metro from operating a regular and punctual service. It is therefore expected that a 
system with lower incidents rates should operate more efficiently. To capture 
reliability, a measure was selected in terms of incident frequency. Two such measures 
were available, firstly the number of car km between failures, and secondly the 
number of hours between failures. The latter perhaps favours metros with slower 
speeds and shorter distances between stops and so is dismissed. The numbers of 
incidents included in these measures were those that incurred a delay of over 5 
minutes to the service. However, a more complete measure of reliability should also 
consider the length of delays and how many passengers are affected. Due to the 
perceived importance of this factor, and the availability of delay incident data 
disaggregated by cause, this is explored further in section 5.2.4. 
 
Notable exclusions 
8. Age 
As equipment ages it deteriorates, and the rate of deterioration tends to increase with 
time. Routine maintenance activities carried out on a day to day basis can aid in 
longevity, however eventually with constant wear and tear efficiency becomes 
drastically reduced as the frequency of failures and breakdowns increases (Kumar et 
al., 2008). Periodically decisions have to be made regarding replacement and 
refurbishment. Alternatively, with complex engineering systems there is also period 
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when new systems tend to experience failures early on. This phenomenon is known 
as the bathtub curve (Mann et al., 1974, Barlow and Proschan, 1975, Henley and 
Kumamoto, 1981), where reliability issues occur early on while staff become 
acquainted with the new technology or when the equipment experience a settling 
down phase as kinks are worked out, as well as during the final stages of the design 
life. As such, it is anticipated that younger and older metros exhibit higher inefficiency 
as they would require more staff hours and energy use to compensate and rectify 
corresponding issues.  
Using the absolute age of a metro to gauge efficiency is considered immaterial as, 
particularly for the much older systems, much of the original system have been 
replaced or refurbished and is no longer an indication of the technology being used 
by the metro. A more telling indication would be the age of the rolling stock. As this 
is recorded intermittently, unfortunately the data available is insufficient to be tested. 
Consequently, as with Tsai et al. (2014), age is omitted from this study. 
9. Unionisation 
The degree of unionisation within systems is also thought to have an effect on 
efficiency levels. However, quantifying the extent of how much influence a union 
imposes on a system is challenging. There appears to be no appropriate measure 
available that accurately reflects this factor so this has also been excluded from this 
study.  
 
5.2.4 Delay incidents 
As alluded to, due to the perceived importance and data availability, delay incidents 
are examined further. 
One of the many challenges includes the management of circumstances which lead to 
a disruption to the operation of a metro rail system, commonly termed ‘incidents’. 
Incidents are borne from a variety of causes, and recovery times depend on how 
manageable they are (Schmöcker et al., 2005). Gauging the severity of impacts on 
service levels, and ultimately customer satisfaction can be troublesome. In order to 
gain a comprehensive overview of the impacts that incidents impose, a substantial 
difficulty faced includes gathering sufficiently detailed data. Unfortunately, this has 
proven to be far from straightforward, very costly, and often not feasible. 
A recent case study, carried out by Barron et al. (2013), found that only a small portion 
of operators had the ability to provide more informative data such as duration of 
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disruption to service level and the impacts on trains and passengers. It is clear that a 
major drawback of the basic variables is that they do not account for the length of the 
delay to a train, or indeed the sum of delays to all other trains affected, and therefore 
portrays that all incidents provoke the same amount of disruption. Figure 5-8 below 
illustrates the average frequencies and durations for participating metro systems as 
found by the case study, and highlights this discrepancy between the potential 
impacts that the type of incidents impose. Notably, rolling stock and passenger related 
incidents exhibited the highest frequency of incidents, however the duration of these 
incidents is significantly lower than incidents related to signalling failures. 
 
 
Figure 5-8 Average incident duration and frequency by cause 
 
Previous research on the issue of measurement has mainly focused on service 
reliability, of which incidents are considered a key indicator, (Rehnstrom, 1991, 
Lombart and Favre, 1995). Bates et al. (1995, 1997) provide a good overview of the 
various interpretations of reliability, while also highlighting the need to understand 
both the nature of train and passenger orientations. The indicators that have been 
developed and applied by transit operators over the years, as well as the insight that 
these can provide are well documented (OECD, 2010, Barron et al., 2013). 
An example of an optional approach that weighs the effect of incidents has been 
developed for Dutch Railways (Van der Werff, 1994). However, as mentioned, the 
difficulty of acquiring sufficiently detailed data has emerged. 
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Interestingly, Melo et al. (2011) points out that perhaps an overlooked approach to 
improving reliability has been understanding the nature of incidents themselves. The 
study provides statistical evidence regarding some of the factors that induce incidents. 
By focusing how much certain factors explain variation in the frequency of incidents, 
it is suggested that the evidence can aid metro rail operators in concentrating 
resources on factors that will lead to greater reductions. This is particularly useful 
when combined with information regarding the severity of the impacts that these 
incidents impose.  
Based on a case study, Barron et al. (2013) provides an indication of the impacts that 
different incident types are likely to impose depending on a set of selected indicators. 
It is these results which this study hopes to compliment by providing an additional 
empirical indicator.  
By definition of an incident causing a disruption to metro services, it follows that a 
greater number of incidents will hinder the production process of urban rail systems 
leading to a loss in efficiency. Following on from Barron et al. (2013), it is hypothesised 
that it is the type of incident that is relevant to the severity of impact. It is anticipated 
that incidents that cause longer delays and require additional resources to re-establish 
normal service levels are likely to have a greater impact on a metro rails ability to 
perform efficiently. It is hoped that the results will be able to infer some insight into 
the importance of incidents by type by comparing the magnitudes of the likely effects 
each impose on technical efficiency.  
Data on incidents records the number of incidents that result in a disruption in service 
of 5 minutes or more each year, as well as providing information on the constituent 
cause of each incident. To allow for direct comparison of results with Barron et al. 
(2013), the same categorisation of incident types has been used, namely incidents 
relating to rolling stock, signalling, other equipment, staff and passengers. As 
discussed in the previous section, each incident type is isolated and considered 
individually as an exogenous variable, and introduce a set of dummy variables 
representing each metro rail system in each of the models tested. In doing so, this 
adjusts for broad differences across the metro rail systems and controls for factors that 
are not considered.  
The following presents the hypotheses for the incident types. 
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1. Rolling stock related incidents 
It is anticipated that incidents relating to rolling stock to have a relatively low impact 
on efficiency as many of the faults reported in the case study appear to be minor and 
easily rectified, faulty train doors being an example. Also, in many cases it is possible 
to manoeuvre faulty trains away from service tracks and rectify issues without 
continuing to compromise the metro rail service. 
2. Signalling related incidents 
Signalling incidents are more likely to have an effect on metro rail efficiency due to 
longer associated recovery times, as suggested by Figure 5-8. These incidents are also 
perhaps an indication of the quality of the assets and the corresponding maintenance. 
3. Other equipment related incidents 
Similarly, other equipment related incidents are also likely to have an impact. 
However, unfortunately, as this is a group of miscellaneous incidents relating to track, 
power, platform screen doors and other uncategorised incidents, it is anticipated that 
this will be less revealing. This measure relates to any equipment excluding those 
relating to rolling stock or signalling. 
4. Staff related incidents 
Due to shorter recovery times, it is anticipated that incidents associated with staff are 
likely to have little or no effect on efficiency. These incidents arise from late arrival to 
work, as well as from staff errors which cause equipment to malfunction. 
5. Passenger related incidents 
Similarly, it is anticipated that incidents associated with passengers are also likely to 
have little or no effect on efficiency. These incidents arise from actions of passengers 
that cause equipment failure such as blocking doors and causing them to malfunction. 
The measure does not include actions from members of the public that are not 
passengers, such as trespassers or vandals.  
 
 
 89 
 
Table 5-1 Descriptive statistics for output, inputs, and exogenous factors for 27 metro rail systems 2004-2012 
Variables Obs Mean St.Dev. Min Max 
Output Car km (millions) 210 162.41 176.28 4.23 737.00 
Input Labour (total own and contractor hours - millions) 197 17.18 16.00 0.56 64.56 
Factors Track (operational km) 211 175.16 214.19 13.30 1,128.00 
 Fleet (total number of cars) 208 1,500.17 1,578.70 51.00 6,417.00 
 Stations (number) 197 122.68 102.74 14.00 424.00 
Exogenous Population (1: low; 2: medium low 3: medium; 4: high) 242 2.86 1.00 1 4 
Factors Autonomy ([0,1] increases with metro autonomy) 207 0.52 0.17 0.16 0.92 
 Ownership ([0,1] increases with metro ownership) 207 0.17 0.20 0 0.68 
 Subsidy (ratio of support to commercial revenue) 173 0.38 0.65 0 4.11 
 Maintenance (proportion maintenance hours in total staff 
hrs) 
174 0.34 0.12 0.05 0.61 
 Availability (proportion cars available in peak hour) 157 0.89 0.08 0.65 1 
 Reliability (car km between failures) 187 0.36 0.68 0.00 3.21 
  Rolling Stock related 168 1,082.71 1,725.12 5.00 6,987.18 
 Frequency Signalling related 167 429.83 1,043.09 1.00 6,129.00 
 of Delay Other Equipment related 145 567.11 1,718.94 1.00 10,372.00 
 Incidents Staff related 163 668.67 1,432.17 0.00 7,231.70 
  Passenger related 166 1,102.73 1,944.81 0.00 11,136.00 
 
 
 90 
 
5.3 Methodology 
Following on from Chapter 3, a production function specified Stochastic Frontier 
Analysis (SFA) approach has been selected for measuring technical efficiency and 
exploring determinants of inefficiency. This section describes the application, firstly 
by considering functional form, secondly by presenting the SFA specifications with 
regards to the determinants of inefficiency that have been considered. Finally an 
alternative estimation method (GMM) is examined in an attempt to account for 
potential endogeneity. 
A production function with a panel data specification can be defined as the following: 
 ( ; ) 1,..., 1,...,it it itY f X i N t T          (5.1) 
Here the dependent variable is output, itY , of the i-th firm in the t-th time period, while 
the explanatory variables are input quantities, itX , of the i-th firm in the t-th time 
period, and   is a vector of parameters associated with the inputs.  
As discussed in section 2.3.1, the first assumption that needs to made is the choice of 
functional form. Regarded as the standard form for a production function is that of 
Cobb-Douglas, which for a four input model can be estimated by the following linear 
relationship: 
 ln ln ln ln lni L it T it F it S it itY L T F S year               (5.2) 
Where L , T , F  and S  are the parameters associated with labour, track, fleet, and 
stations respectively (as discussed in Section 5.2.2). A time trend, year , is included to 
account for technological change, with   being the unknown parameter to be 
calculated. The parameters are estimated using Maximum Likelihood (ML) 
estimation. Data analysis and statistical software packages STATA and R were used 
to carry out the calculations. In each case the results were found to be consistent 
between the packages, with neither experiencing any convergence issues.  
A translog (transcendental logarithmic) production function is also estimated. It can 
be described as a generalised Cobb-Douglas function consisting of both linear and 
quadratic terms and has the ability to contain multiple factor inputs also allowing for 
interactive terms. It is considered a flexible functional form as it provides second order 
Taylor approximation (in logs) to an unknown technology, imposing minimal 
structure to the production frontier. It imposes minimal assumptions on the elasticities 
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of production, the elasticities of substitution between the inputs, and on returns to 
scale.  
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 (5.3) 
By differentiating equation (5.3) with respect to each factor input, the marginal 
elasticities of output with regard to each input can be estimated, as shown by 
equations (5.4-5.7). Summing these provides an estimate for Returns to Scale (RTS), 
equation (5.8).  
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Economies of scale measure how the output responds as all inputs are increased 
proportionally. Constant returns to scale (RTS=1) imply that if all inputs are increased, 
outputs will increase with the same proportion. Increasing returns to scale (RTS>1) 
suggests that a proportional increase of input levels will increase output levels with 
more than that proportional increase, while decreasing returns to scale (RTS>1) 
suggests that a proportional increase of input levels will increase output levels with 
less than that proportional increase. The delta method is used to estimate the variance 
of the elasticities (Oehlert, 1992).  
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A Partial F-test is conducted to check the adequacy of using a translog function. If the 
Cobb-Douglas model is considered as a reduced model, and the translog model is 
considered as a complete model, it is possible to test whether the additional 
parameters associated with the translog specification should be included. Therefore, 
the hypotheses are: 
0
1 0
: 0
:
LL LT LF LS TT TF TS FF FS SSH
H H not true
                  
 
The F-test statistic, which follows its F-distribution, can be described as: 
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       (5.9) 
Where SSR  represents the Sum of Squares Residuals with r  restrictions and 1n k   
degrees of freedom.  
 
5.3.1 Stochastic frontier models 
As discussed in Section 3.2, a time-varying efficiency model is specified according to 
Battese and Coelli (1995), which allows the simultaneous estimation of the parameters 
of the stochastic frontier and the model for the technical inefficiency effects (the 
converse of technical efficiency). Considering the stochastic frontier production 
frontier as: 
 ( ; ) 1,..., 1,...,it it it itY f x v u i N t T         (5.10) 
The model is specified by replacing the technical efficiency effect with a linear function 
of exogenous variables, itz , reflecting firm-specific characteristics, the associated 
unknown parameters,  , as well as, itw , an independently and identically distributed 
random error term. In this way, every firm in the sample faces its own frontier, given 
the current state of technology and individual qualities.  
 ( ; )it it itu g z w          (5.11) 
A four input (labour, track, fleet, stations) translog production function written in 
terms of logarithms can be presented as: 
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 (5.12) 
As before, L , T , F  and S  are the parameters associated with labour, track, fleet, 
and stations respectively, and   being the unknown parameter associated with the 
time trend. As discussed, the error term is decomposed into the estimate of technical 
efficiency, u , and a stochastic error term, v .  
Before calculating the unknown parameters, it is necessary to distinguish between the 
random error term and inefficiency term, which combined make up the total error 
term. To accomplish this, a further assumption is made, this time regarding each of 
their distributions. By looking at the distribution of the error term as a whole, its 
density is derived, followed by estimating the individual inefficiencies. The skew of 
the combined error terms distribution gives an indication of how much the 
inefficiency term dominates the normal error term.  
As such, itv ’s are assumed to be independently and identically distributed random 
errors, with a distribution according to (5.13). While the technical inefficiency effects, 
itu ’s, are non-negative random variables with a distribution according to (5.14) and 
(5.15). 
 
2~ (0, )it vv N           (5.13) 
 
2~ ( , )it it uu N m 

        (5.14) 
 it itm z           (5.15) 
As Coelli et al. (2005) points out, this allows the exogenous variables to directly 
influence the stochastic component of the production frontier, as the inefficiency 
effects in the frontier model have distributions that vary with itz  so they are no longer 
identically distributed.  
It follows that the technical efficiency of production is defined by the following 
equation: 
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 exp( ) exp( )it it it itTE u z w          (5.16) 
The method of maximum likelihood (ML) is used to simultaneously estimate the 
parameters of the stochastic frontier and the model for the technical inefficiency 
effects. This technique chooses estimates that make the actual observations as likely 
as possible so that they maximise the likelihood function, which is expressed in terms 
of the following variance parameters: 
 2 2 2u v             (5.17) 
 2 2 2( )u v u             (5.18) 
The log-likelihood function can be expressed by: 
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. Its 
derivation is presented in the Appendix of Battese and Coelli (1993). 
In total, six SFA models are estimated. The first considers the potential determinants 
of inefficiency together. While the remaining five models consider each of the 
frequency of incidents by type separately.  
In focusing solely on incidents as the exogenous variable, two contrasting problems 
arise. The first is that of multi-collinearity, a phenomenon which occurs when the 
explanatory variables in the model are highly correlated thus obstructing unique 
identification of the parameters for individual effects. This forces the incident types to 
be considered in separate models. Secondly, to counter potential endogeneity via 
omitted variable bias, fixed effects are included in the form of a set of dummy 
variables representing each metro rail system. This approach controls for unobserved 
time-invariant heterogeneity.  
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The marginal elasticities of output with regard to each input, and RTS are estimated 
similarly to the ML translog models described in the previous section (equations 5.4-
5.8).  
For each model the Akaike Information Criterion (AIC) and the Bayesian Information 
Criterion (BIC) are also calculated to provide a comparative indication of the goodness 
of fit between different models.  
 2* 2*AIC L npar          (5.20) 
 2* ln( )*BIC L n npar          (5.21) 
Where L  represents the obtained maximised log-likelihood value of a model, n  
represents the number of observations, and npar represents the number of parameters 
in a fitted model. The information criteria reward fidelity to the data but penalise 
model complexity. The numeric value calculated in itself is meaningless, however 
when compared to other models it is possible to judge which models perform better 
comparatively (the smaller the AIC or BIC, the better the fit). 
 
5.3.2 Generalised Method of Moments models 
It is possible that there is an issue of simultaneity in the above models. That is, it is 
reasonable to assume that the dependent variable and independent variables 
simultaneously affect each other. Not accounting for this potential issue may lead to 
bias in the estimation of the effect of the independent variables. Ordinarily, this can 
be combatted by including Instrument Variables (IVs) to control for potential 
endogeneity. However, in order for a variable to be considered as a valid IV, it must 
firstly be correlated with the endogenous variable (relevance condition) and secondly 
it must be uncorrelated with the residual (exclusion restriction). Satisfying these 
conditions ensures the IV does not influence the dependent variable other than 
through the influence on the endogenous variable. In practice, finding a valid IV is 
problematic. Alternatively, Generalised Method of Moments (GMM) has been 
developed which derives instruments from the nature of the panel data itself.  
Stemming from Hansen (1982), GMM is an additional method of estimating model 
parameters. As Arellano and Bond (1991) and Blundell and Bond (1998) demonstrate, 
a key advantage of the GMM approach is that it can accommodate the use of 
endogenous regressors. GMM estimates parameters based on the information in 
population moment conditions. The term moment refers to the measures of the shape 
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of a set of values. Four central moments include mean, variance, skewness and 
kurtosis. The term population moment refers to the expected values of powers of a 
variable with population average of rtv  under consideration. Thus, the population 
moment is [ ]rtE v , which can be generalised to give the population moment condition 
defined by: 
 0[ ( ; )] 0tE f v           (5.22) 
Where tv  is a vector of random variables and 0  is the unknown vector of parameters. 
It follows that the sample moment condition can be written as: 
 1
1
( ; ) ( ; )
T
T t
t
f v T f v 

         (5.23) 
The GMM estimator is defined as the value of   that minimises: 
 ( ) ( ; ) ' ( ; )T t T TQ f v V F f          (5.24) 
Consequently, the GMM estimator can be defined as: 
 ˆ arg min ( )TQ

          (5.25) 
Where TF  is a positive semi-definite matrix.  
Following on from Section 5.3.1, a translog dynamic production function is specified 
as follows: 
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 (5.26) 
The term t  is a time-specific effect that allows for unobserved shocks which are 
common across firms, while if  represents unobserved individual time-invariant 
heterogeneity. Dynamics are introduced by specifying a potentially autoregressive 
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productivity shock 1it it itv     , with | | 1   and 
2~ (0, )itv IDD   representing 
serially uncorrelated white noise error (Graham and Van Dender, 2011).  
Following Blundell and Bond (2000), it is possible to allow for unobserved 
confounding and potential endogeneity by specifying the above production function 
in the form of an Autoregressive Distributed Lag (ADL) dynamic model estimated 
using GMM. 
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     (5.27) 
In this case the time series nature of the data is used to derive a set of instruments 
which are assumed correlated with the covariates but orthogonal to the errors, 
allowing for the definition and solving of a set of moment conditions which are 
satisfied at the true value of the parameters that are estimated. This is consistent with 
Arellano and Bond (1991), Arellano and Bover (1995), and Blundell and Bond (1998). 
Two tests are carried out to check the consistency of the estimates. Firstly, the standard 
test for the validity of the instruments is the Sargan-Hansen test of overidentifying 
restrictions. Secondly, the Arellano-Bond tests for serial autocorrelation are carried 
out. If there is evidence of serial correlation, this suggests that the instruments are not 
valid.  
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5.4 Results 
The following section provides the results for the models based on the specifications 
outlined in the previous section. Firstly, the basic Cobb-Douglas and translog models 
are presented. From this it is confirmed that ML performs well and that the use of the 
translog function is adequate for further investigation. Secondly, results from the SFA 
models are presented. The technical efficiency scores are discussed briefly with regard 
to the selection of SFA, followed by presenting the drivers of inefficiency, and then 
the models where the incidents are explored further. Finally, the results from the 
GMM models are presented. The results indicate that GMM is not suitable and that 
the standard ML approach should be used for estimation of the SFA models.  
 
5.4.1 Cobb-Douglas and translog models 
Results for the Cobb-Douglas and translog models that have been estimated are 
presented in Table 5-2. 
Table 5-2 ML results 
 CD-ML 
Coef. 
(Std.Err.) 
Translog-ML 
Coef. 
(Std.Err.) 
  2.81*** 
(0.26) 
1.41 
(1.16) 
Output elasticity wrt labour 0.06** 
(0.03) 
0.10** 
(0.04) 
Output elasticity wrt Track 0.74*** 
(0.15) 
0.94*** 
(0.17) 
Output elasticity wrt Fleet 0.82*** 
(0.07) 
0.58*** 
(0.08) 
Output elasticity wrt Stations -0.51** 
(0.22) 
-0.52** 
(0.23) 
year 0.01*** 
(0.26) 
0.01*** 
(0.00) 
Observations 183 183 
AIC -300.91 -314.63 
BIC -275.23 -256.86 
L 158.45 175.32 
npar 6 16 
F-test - 37.59*** 
RTS 1.11 1.09 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
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The parameters associated with the inputs are shown to be statistically significant and 
exhibit reasonable magnitudes, with track and fleet being much larger than labour. 
The results suggest that if, holding all other factors constant, increasing the number of 
stations may likely reduce output (in this case car km). This is consistent with results 
found by Tsai et al. (2014), however is slightly misleading and should be viewed with 
caution considering this is a supply-side model. An accurate demand-side model, 
with passenger km or passenger journeys as the dependent variable, is likely to 
produce an alternative result.  
Regarding RTS, evidence of slight increasing returns to scale (RTS>1) is found for each 
of the models considered. This suggests that a proportional increase of input levels 
will increase output levels with more than that proportional increase. 
The time trend captures improvements not explicitly used in the model (i.e. they are 
held constant). There is a minor natural improvement outside of the factors included 
in the model. This underlying trend could be attributed to changes in factors such as 
knowledge, experience, or technology.  
The AIC and BIC are both examples of goodness-of-fit tests. As they operate in slightly 
different ways (for example BIC tends to penalise models more severely for free 
parameters), both were conducted. As the results from Table 5-2 show, there is no 
clearly favoured functional form in terms of goodness-of-fit.  
The results from the F-test find the additional coefficients in the unrestricted (translog) 
model to be statistically different from zero at the 99% level, with an F-ratio of 37.59 
between the restricted (Cobb-Douglas) and unrestricted (translog) models. This result 
rejects the hypothesis that the restricted model provides a superior model, and 
provides justification for adopting a translog functional form for the SFA 
specifications.  
 
5.4.2 Stochastic Frontier Analysis models 
The following presents results from the SFA models. Firstly, estimates for the technical 
efficiency scores are discussed. These are compared to their equivalent scores 
estimated by the alternative approaches of DEA and StoNED discussed in Section 3.1. 
From these, SFA is confirmed as the appropriate approach in this study. Results 
relating to the drivers of inefficiency are then presented. As alluded to in Section 5.3.1, 
six SFA models are presented. The first, presented in Table 5-4, considers the potential 
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determinants of inefficiency together. While the remaining five models, presented in 
Table 5-5, consider each of the frequency of incidents by type separately. 
 
Technical efficiency scores 
Figure 5-9 provides kernel density estimates of the probability density functions for 
average technical efficiency scores for each metro calculated using SFA. The graph 
compares the scores estimated by a model which does not account for exogenous 
variables, and a model which does (population, autonomy, ownership, subsidy, 
maintenance, availability, and reliability). This highlights the potential bias 
encountered by not accounting for exogenous factors in the first stage of the model as 
discussed in Section 3.1. 
 
Figure 5-9 Kernel density estimates of the probability density functions for technical efficiency 
scores estimated by SFA models (with and without accounting for determinants of 
inefficiency) 
 
Figure 5-10 provides kernel density estimates of the probability density functions for 
average technical efficiency scores for each metro estimated by SFA, StoNED and 
DEA. The technical efficiency scores estimated using StoNED are found to be very 
different to the scores calculated by SFA and DEA. This is perhaps due to the approach 
being unable to deal with allowing for time varying inefficiency, heteroskedasticity, 
endogeneity, and other potential sources of bias. As such, it is confirmed to be 
inappropriate for this study as suggested by the review carried out in Section 3.1.4. 
Alternatively, DEA and SFA appear to provide somewhat comparable scores. 
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However, the graph further suggests the potential detrimental aspect of the 
deterministic approach of DEA which does not account for statistical noise and is 
subject to being biased by outliers. Compounded with the inability of DEA to account 
for exogenous variables discussed in the previous graph, DEA is deemed unsuitable 
for this study. 
 
Figure 5-10 Kernel density estimates of the probability density functions for technical efficiency 
scores estimated by SFA, StoNED and DEA models 
 
Comparing the technical efficiency scores confirms the selection of SFA, specifically a 
model specification which accounts for determinants of inefficiency. The descriptive 
statistics for the average technical efficiency scores are presented below.  
Table 5-3 Descriptive statistics for average technical efficiency scores 
Variables Count Mean St. Dev. Min Max 
SFA with determinants 27 0.84 0.12 0.55 0.99 
SFA without determinants 27 0.74 0.16 0.43 0.94 
StoNED with determinants 27 0.62 0.12 0.37 0.76 
DEA without determinants 27 0.76 0.17 0.50 1.00 
 
Drivers of inefficiency 
For the SFA models, the estimates for the input variables, exogenous variables, the 
variance parameters 2 and  , the number of observations, RTS, as well as AIC and 
BIC are reported.  
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Before the results are considered, it is first necessary to examine the significance of the 
  parameter in the model. A statistically significant   is found, indicating that the 
stochastic approach is appropriate, with evidence of technical inefficiency in the data. 
This means relationship between the exogenous variables and technical efficiency 
should be recognised.  
In order to interpret the results, it is considered whether the exogenous variables 
provide statistically significant information that helps to explain variations in metro 
rails ability to transform inputs into outputs. A statistically significant estimate 
indicates that the variable helps to explain technical efficiency, while the sign indicates 
the direction of influence on inefficiency (either positive for increasing inefficiency, or 
negative for decreasing inefficiency). 
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Table 5-4 SFA results – drivers of inefficiency 
  Coef.  
(Std.Err.) 
   9.82*** 
(0.74) 
Output elasticity wrt labour  0.40*** 
(0.03) 
Output elasticity wrt Track  0.55*** 
(0.06) 
Output elasticity wrt Fleet  0.54*** 
(0.05) 
Output elasticity wrt Stations  -0.56*** 
(0.03) 
year  0.01*** 
(0.00) 
Population Cat 2 -0.61*** 
(0.06) 
 Cat 3 -0.38*** 
(0.07) 
 Cat 4 0.43*** 
(0.05) 
Autonomy  -1.51*** 
(0.29) 
Ownership  0.77*** 
(0.11) 
Subsidy  0.13*** 
(0.05) 
Maintenance  0.14 
(0.14) 
Car availability  -0.64** 
(0.28) 
Reliability  -0.13*** 
(0.01) 
2   0.01*** 
(0.00) 
   0.90*** 
(0.01) 
Observations  101 
RTS  0.93 
AIC  -287.30 
BIC  -206.24 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
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As population has been treated as a categorical variable, the results are interpreted 
against the reference group (low population). Results for each category are found to 
be significant. Interestingly, the categories two and three suggest that metros 
operating in cities of medium population tend to exhibit higher levels of efficiency in 
comparison to low populated cities. This appears to be intuitive, suggesting that 
higher output is exhibited due to the demand driven by the higher population and 
need for more frequent services with shorter headways. This seems consistent with 
findings from Tsai et al. (2014). In contrast, the results also suggest that cities with high 
population levels tend to exhibit lower levels of efficiency. This is in tune with findings 
from Graham (2008), and suggests that there is a potential tipping point where 
excessive passengers start to have a negative impact on output efficiency. It is possible 
that this can be attributed to issues surrounding crowding and general need for 
greater levels of labour and capital when faced with capacity restrictions. This issue is 
explored further in Chapter 7. 
Results for the level of autonomy are significant and are consistent with previous 
findings. The results suggest metros which experience influence from external 
stakeholders tend to have a negative impact on output efficiency. This further 
highlights the need to engage operators with their authority and stakeholders more 
appropriately. The results support the findings of Allport and Anderson (2011), which 
suggested complexities of metro systems are not always understood by stakeholders. 
Often major metro stakeholders, with the exception of the operator, tend to have little 
understanding of the metro systems. There appears to be little interest in gaining an 
understanding of the operations until there is an issue, which consequently adds to 
conflict surrounding authorities undervaluing the expertise and capacity of the 
operator to act in the public interest. 
Ownership results are also found to be significant and interestingly suggests that the 
more private a metro is the more this may adversely affects output efficiency. Reasons 
for this result will need to be examined further. A potential avenue for further 
investigation could be to explore investment in capital. In general, government is 
likely to receive better interest rates over a private company. Consequently, this may 
suggest that private metros are less likely to engage in necessary capital expenditure. 
Additionally, it is possible that this outcome may be explained by considering the 
differences between private and public incentives, as private metros may be more 
likely to sacrifice services in an effort to profit maximise.  
As expected, results for subsidy requirement confirm previous indications that 
reliance on subsidies are likely to reduce output efficiency as this leads to inefficiency 
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in use of input factors, as well as reducing the ability to sustain long term investment 
in assets.  
Maintenance has not been found to be significant. This finding is perhaps due to the 
inadequacy of the variable that was considered to accurately represent overall 
maintenance activities. As the variable considers the share of maintenance hours to 
total staff hours, it does not provide an accurate indication of the extent of 
maintenance or indeed the quality of the maintenance. It is clear that this factor needs 
to be reconsidered. A possible approach to considering the quality of maintenance 
could be to examine the type of maintenance activities that are carried out. For 
example, it could be possible to test whether metros undertake a Reliability Centred 
Maintenance (RCM) approach, which focuses on establishing safe minimum levels of 
maintenance. Other considerations may include examining scheduling’s, safety codes, 
as well as examining operations during service outages as a result of planned 
maintenance activities. 
Car availability during the peak hour is also found to be significant and suggests 
metros which have more cars available tend to operate at higher efficiency levels. As 
rolling stock is a key asset, and is amongst the more expensive, the results affirm the 
importance of utilising the fleet effectively.  
Estimates for metro service reliability are found to be positively linked to technical 
efficiency. This indicates that improving metro reliability increases output efficiency, 
as the hours of lost service and the amount of wasted input factors are both reduced. 
The results also highlight the need for incident prevention, as well as incident 
recovery, and is investigated further in Chapter 6.  
 
Delay incidents 
Results relating to the delay incident models are presented in Table 5-5. As before, a 
statistically significant   variable indicates that the stochastic approach is 
appropriate, with evidence of technical inefficiency in the data. Consequently, the 
model relating to staff related incidents is dismissed, as the significance level indicates 
that these incidents do not help explain variations in efficiency levels. The remaining 
incident types are found to be significant and positive in nature, which indicate that 
increasing levels of these incident types may help to explain decreasing levels of 
efficiency. 
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Looking to the values of the estimates, the relative importance of each incident type 
emerges. The results indicate signalling equipment related incidents to be the most 
severe, suggesting that if the number of this type of incident increases by one percent, 
the efficiency is likely to decrease by 0.103%, ceteris paribus. This is unsurprising 
considering that this type of incident is considered to be less surmountable. Similarly, 
passenger related incidents are found to follow closely behind in severity level, results 
suggesting that if the number of passenger related incidents increase by one percent, 
the efficiency is likely to decrease by 0.099%. Although passenger incidents may be 
more manageable than signalling incidents, they are by their nature most likely to 
occur when the system contains most passengers, thus creating potential for knock-
on delay due to overcrowding. As expected, rolling stock and other equipment related 
incidents are found to induce less of an impact, with reductions in efficiency being 
found to be 0.08% and 0.07% respectively given a one percent increase in 
corresponding incidents. 
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Table 5-5 SFA results - delay incident models 
 Rolling Stock 
Coef.  
(Std.Err.) 
Signalling 
Coef.  
(Std.Err.) 
Other Equipment 
Coef.  
(Std.Err.) 
Staff 
Coef.  
(Std.Err.) 
Passenger 
Coef.  
(Std.Err.) 
  -3.15*** 
(0.14) 
-3.01*** 
(0.18) 
-2.94*** 
(0.19) 
-2.07*** 
(0.25) 
-3.06*** 
(0.20) 
Output elasticity wrt labour 0.23*** 
(0.01) 
0.22*** 
(0.01) 
0.21*** 
(0.02) 
0.12*** 
(0.02) 
0.22*** 
(0.01) 
Output elasticity wrt Track 0.28*** 
(0.02) 
0.28*** 
(0.02) 
0.27*** 
(0.02) 
0.29*** 
(0.03) 
0.28*** 
(0.02) 
Output elasticity wrt Fleet 0.73*** 
(0.03) 
0.77*** 
(0.03) 
0.78*** 
(0.03) 
0.84** 
(0.03) 
0.75*** 
(0.03) 
Output elasticity wrt Stations -0.13*** 
(0.03) 
-0.16*** 
(0.03) 
-0.17*** 
(0.03) 
-0.26*** 
(0.03) 
-0.14*** 
(0.04) 
year 0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
Rolling stock 0.08*** 
(0.01) 
- - - - 
Signalling - 0.10*** 
(0.02) 
- - - 
Other equipment - - 0.07*** 
(0.02) 
- - 
Staff - - - -0.01 
(0.02) 
- 
Passengers - - - - 0.10*** 
(0.01) 
Metro specific fixed effects yes yes yes yes yes 
2  0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
0.01*** 
(0.00) 
  0.94*** 
(0.02) 
0.95*** 
(0.01) 
0.96*** 
(0.01) 
0.88*** 
(0.00) 
0.94*** 
(0.02) 
Observations 142 141 141 137 140 
RTS 1.11 1.11 1.09 0.99 1.11 
AIC -426.98 -407.24 -396.47 -376.16 -425.18 
BIC -293.97 -274.54 -263.78 -244.76 -292.80 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
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From the results two key findings materialise. The first being that the results provide 
robust quantitative measures of performance based on data that is more readily 
available to metro rail operators. The second key result is that the study complements 
the evidence provided by Barron et al. (2013), and conceivably aids in the verification 
of each of the studies based on the consistency of the findings. A ranking of the 
severity of the impact on technical efficiency by incident type is presented in Table 
5-6, which also provides a comparison to the evidence provided by Barron et al. (2013). 
Encouragingly, the results appear to match the performance indicator “train delay 
time (per incident)”. This is a promising finding and is consistent with the hypotheses 
as clearly incidents bestowing longer delays will adversely affect a metro rail systems 
ability to produce car kilometres (our dependent variable), thus reducing efficiency 
 
Table 5-6 Ranked severity of incident types depending on performance indicator 
Indicator 
Rolling 
Stock 
Signalling 
Other 
Equipment 
Staff Passengers 
Barron et al. (2013):      
 Number of incidents 1 3 4 5 2 
 Number of trains affected (per 
incident) 
4 1 3 5 2 
 Initial delay/ resolution time (per 
incident) 
4 2 1 5 3 
 Total train delay time (per 
incident) 
3 1 4 5 2 
 Average number of passengers 
delayed (per incident) 
4 1 3 5 2 
 Total passengers affected by each 
type of incident 
2 3 4 5 1 
      
This study:      
 Technical efficiency 3 1 4 5 2 
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5.4.3 Generalised Method of Moments models 
Table 5-7 presents the GMM results, which attempt to counter issues surrounding 
potential endogeneity.  
 
Table 5-7 GMM results 
 CD-GMM 
Coef. 
(Std.Err.) 
Translog-GMM 
Coef. 
(Std.Err.)) 
1ln itY    0.86*** 
(0.10) 
0.55** 
(0.27) 
Output elasticity wrt labour 0.15*** 
(0.05) 
0.29 
(0.18) 
Output elasticity wrt Track 0.12 
(0.22) 
0.06 
(0.50) 
Output elasticity wrt Fleet -0.01 
(0.17) 
0.25 
(0.67) 
Output elasticity wrt Stations -0.09 
(0.31) 
0.02 
(0.62) 
Year 0.01 
(0.00) 
-0.01 
(0.01) 
Observations 159 159 
Instruments 122 182 
2Wald  2372.07*** 5.61 
df 7 8 
AR (1) -0.93 -0.61 
AR (2) -1.95* 0.05 
Hansen 16.9 6.59 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
 
It appears that both GMM models fail. The estimates for the input factors are not 
statistically significant, meaning that the null hypotheses cannot be rejected. It appears 
that the model is over specified, with an excessive amount of instruments. 
Consequently, estimation of the SFA models cannot be carried out using GMM, and 
instead must be estimated using the standard ML approach. This means that it is not 
possible to attempt a causal interpretation of the parameter results. Rather, the results 
are indicative of associative effects. 
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5.5 Conclusion 
This chapter conducted empirical work to estimate the technical efficiency scores of a 
group of international metros, and consequently examine determinants of 
inefficiency. In doing so, this chapter satisfies objective (3) of this study set out in 
Section 1.3. From the review of the current understanding of variation in metro 
efficiency levels discussed in Chapter 2, a number of key drawbacks were identified. 
Firstly, studies to date have all applied a deterministic approach to efficiency 
measurement. As such, they have not accounted for statistical noise and have been 
subject to influence from potential outliers. Secondly, the studies used the estimated 
technical efficiency scores to carry out a second stage regression to identify drivers of 
inefficiency. However, by not including the exogenous variables in the first stage they 
have left the models vulnerable to biased estimations of technical efficiency. Lastly, 
the studies suffered from lack of sufficient data.  
This chapter contributes to existing literature as, from the review chapters, the study 
considers Stochastic Frontier Analysis (SFA), a technique that has previously not been 
applied specifically to metros. This has allowed for dealing with measurement error 
and providing technical efficiency estimates that are not biased by the exogenous 
variables. More importantly, the study makes use of a comprehensive database that 
has previously been unavailable and examines factors that have previously not been 
considered.  
From the results, an improved understanding of the drivers of inefficiency are 
revealed. Population level is found to be significant, indicating that metros operating 
in cities of medium population tend to exhibit higher levels of efficiency in comparison 
to low populated cities, while metros operating in cities with high population levels 
tend to exhibit lower levels of efficiency. Categorising population has aided in 
providing additional insight and helps to partly explain the seemingly conflicting 
findings by Tsai et al. (2014) and Graham (2008). The results suggests that there is a 
potential tipping point where excessive passengers start to have a negative impact on 
output efficiency. It is possible that this can be attributed to issues surrounding 
crowding and general need for greater levels of labour and capital when faced with 
capacity restrictions. This issue is explored further in Chapter 7. 
Autonomy, ownership and subsidy levels are also found to be significant. The results 
suggest that metros which are influenced more by external stakeholders are less likely 
to be efficient. This highlights potential issues regarding influence from external 
stakeholders which perhaps have less understanding of metro operation due to the 
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complex nature of the industry and emphasises the importance of communication 
with the metro operators. Ownership findings suggest metros which are more 
publicly owned are more likely to be efficient, perhaps due differences in their 
respective incentives. Metros which receive higher levels of subsidy are found to be 
less likely to be efficient. This is an expected result, however the implications of the 
finding cannot be acted upon without considering the social value of subsidy levels, a 
potential avenue for further research. Surprisingly, maintenance is not found to be 
significant. This is potentially due to the inadequacy of the variable capturing the 
quality of the maintenance, which opens up another area for further investigation.  
Reliability is found to be significant and suggests that metros which are more reliable 
are more likely to be efficient. Given the suggested importance of reliability and the 
availability of incident rates disaggregated by constituent cause, the chapter further 
investigated understanding of how the severities of different types of incidents can be 
gauged. This contribution is considered useful in light of metro rail systems lacking 
sufficiently detailed incident data, specifically lack of information regarding the 
duration of incidents. The results of the analysis provides evidence supportive of work 
carried out by Barron et al. (2013) by presenting an additional performance indicator 
to rank to the severity of different types of incidents.  
Furthermore, from literature it is clear that incidents do not occur randomly. For 
example, amongst the main factors found to increase the occurrence of incidents are 
technology of the mode of train operation (Melo et al., 2011). Despite metro rail 
systems exhibiting varying levels of control over different types of incidents, clearly 
incidents can be indications of more severe issues. Based on this information it may 
be possible to justify adjusting specific mitigation measures, as well as response and 
recovery by re-focusing resources. It is reasonable to assume that by incorporating the 
results obtained with the drivers that cause incidents, it emerges that there may be 
scope for reviewing some aspects of incident management and investment in 
prevention. As such, determinants of incidents are explored further in Chapter 6. 
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6. DETERMINANTS OF DELAY INCIDENTS 
Building from Chapter 5, where reliability was demonstrated to be a key factor 
influencing metro efficiency, this chapter examines the determinants of delay 
incidents which cause a disruption to the service levels of metros. As the study 
benefits from additional data which disaggregates the types of incidents by 
constituent cause, this chapter provides additional insight into potential avenues for 
improving service reliability. In doing so, this chapter satisfies objective (4) of this 
study set out in Section 1.3. 
 
6.1 Introduction 
It is clear that a critical aspect of metro operation is the necessity to minimise service 
disruptions to ensure reliability. Rolling stock and infrastructure failures have a strong 
influence on the availability of the service. Additionally, in metros that operate short 
headways, disruption to service is amplified by the short time intervals between trains 
which creates propagation issues (whereby consecutive trains can be affected further 
down the line due to interdependencies between trains). As such, the necessity to 
contain and prevent interruptions is vital for a metro to operate at adequate service 
levels (Bates et al., 1995, Bates et al., 1997, Cassir and Bell, 2000). Evidence provided 
by Preston et al. (2009) further emphasises the importance of reliability showing that 
long term issues can reduce passenger numbers, which in turn detrimentally impacts 
the effectiveness of a metro. The following paragraphs provide a summary of previous 
studies related to reliability and, by association, incidents.  
It appears that the sole example of a fully incident-orientated approach to reliability 
stems from Dutch Railways, whereby a procedure has been developed which 
considers the consequences of failures and how they affect the punctuality of the 
service. In essence, reliability is evaluated according to the severity with which 
incidents impact passengers (Van der Werff, 1994). Further evidence from railways 
includes Vromans et al. (2006), which emphasises the issue of propagation delays. 
Elsewhere, Kumar et al. (2008) provide a holistic procedure for railway maintenance 
in Sweden, and suggest reducing the rate of rail degradation to be a major contributor 
to improving reliability. 
In an examination of metro safety, Kyriakidis et al. (2012) identified a number of 
accident precursors. The study developed a safety maturity model based on six 
categories, namely human performance, technical failures, passengers, fires, malicious 
action and management action. Although the study focused on events which present 
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risks to passenger well-being, from this a number of relevant factors to this study are 
also identified. These include maintenance, automation and training levels.  
Schmöcker et al. (2005) examined strategies used by metro operators to provide a high 
level of service, with a focus on investigating means of recovery from incidents rather 
than prevention. Nevertheless, the study highlights relevant issues surrounding this 
study such as service frequency (which can give rise to propagation issues) and 
passenger crowding. Crowding can lead to delay by increasing dwell times at stations 
and can also heighten the severity of incidents which would otherwise cause minor 
delays (such as a person falling ill on a train).  
Melo et al. (2011) carried out regression analysis to identify the factors which are 
important in minimising incidents. It was estimated that moving from a manual train 
operation to automated operation (specifically ATO) reduced incident rates by about 
26%. Supporting the initial evidence that automation reduces incident rates, more 
recently, Cohen et al. (2015) has also emphasised the importance of automation on 
reliability in its examination on the impacts of unattended train operations (UTO). The 
study also points out that automated lines have reliability levels within the top third 
of CoMET and Nova network-wide averages. Other factors identified by Melo et al. 
(2011) to have effects on incident rates included rolling stock age, demand levels, 
management strategies, organisational practices and local culture.  
Due to data limitations, a drawback of Melo et al. (2011) is that the dependent variable 
used was the frequency of the total service delay incidents, and did not consider the 
different types of incidents that occur. This is a considerable hindrance as some of the 
explanatory variables tested do not relate to all forms of incidents. For example, the 
type of wheels used is likely to affect track and rolling stock related incidents, and not 
signalling, staff or passenger related incidents. As different types of incidents exist, 
total service delay incidents should ideally be disaggregated into its constituent types. 
As such, this chapter provides additional insight by estimating models independently 
by type of incident in an effort to elicit a more accurate portrayal of which variables 
are critical in achieving reliability.  
 
6.2 Data 
As discussed in Chapter 5, the available data allows for disaggregating the incident 
data by type and examining their determinants separately. A discussion of the 
considered delay incident variables and descriptive statistics is provided in Section 
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6.2.1, while Section 6.2.2 discusses their respective determinants. Descriptive statistics 
are provided along with hypotheses for each mechanism and are presented in line 
with the model that they are tested in. These include a rolling stock related incidents 
model, a signalling related incidents model, a staff related incidents model, and finally 
a passenger related incidents model. 
 
6.2.1 Delay incidents 
Remaining consistent, the delay incidents are the same as reported in Section 5.3.4. 
Namely, delay incidents relating to rolling stock, signalling, staff and passengers. The 
“other” incidents category, however, is omitted due to the composite nature of the 
variable. As discussed in Section 5.2.4, this variable relates to any equipment related 
incidents excluding those relating to rolling stock or signalling. These include, but are 
not limited to, track, power, and platform screen doors. Evidently, factors believed to 
influence each are not persistent, rendering modelling this category futile.  
The graphs presented in Figure 6-1 overleaf illustrate the respective kernel density 
estimates of the probability density functions for each of the variables that remain 
considered. These help to highlight the need for an approach that is capable of dealing 
with the exhibited skews, which do not satisfy normality assumptions needed for a 
conventional regression of count data.  
Table 6-1 provides an overview of the delay incident variables and gives their 
respective definitions, what is included and excluded in the variables, as well as 
descriptive statistics. As the mean and standard deviation are not good measures of 
central tendency and dispersion for skewed data, the median and interquartile range 
are also reported.  
The graphs presented in Figure 6-2, Figure 6-3, Figure 6-4, and Figure 6-5 illustrate the 
rolling stock related incidents normalised by car km, signalling related incidents 
normalised by number of stations, staff related incidents normalised by staff hours, 
and passenger related incidents normalised by passenger journeys respectively. Each 
cluster represents a metro, with each bar showing a different year. The graphs 
highlight the range in the variation of incident rates between and within the metro 
systems considered. The trend line models for each are included in Appendix B 
 115 
 
 
    a(i)     a(ii) 
 
    b(i)     b(ii) 
 
    c(i)     c(ii) 
 
    d(i)     d(ii) 
Figure 6-1 Kernel density estimates of the probability density functions for (a) rolling stock (b) 
signalling (c) staff and (d) passenger related incidents for (i) levels and (ii) logs 
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Table 6-1 Overview of delay incident variables 
Variable Definition Includes Excludes Descriptive statistics 
Rolling 
Stock 
All incidents 
resulting in a delay 
to the train service of 
5 minutes or more 
where the primary 
cause is rolling stock 
failure/defects. 
 Incidents relating to all equipment on 
rolling stock, including signalling and 
communication equipment physically 
located on the train. 
 Incidents where no fault with the equipment is found 
after investigation. 
 Rolling stock related incidents caused solely by staff error, 
where there was no technical problem with the 
equipment. 
 Incidents which are directly related to another incident. 
Obs 
Mean 
St.dev. 
Min 
Lower quartile 
Median 
Upper quartile 
Max 
168 
1082.72 
1725.12 
5 
64 
290 
1227 
6987 
Signalling All incidents 
resulting in a delay 
to the train service of 
5 minutes or more 
where the primary 
cause is signalling 
failure/defects. 
 Incidents relating to all signalling 
equipment except equipment 
physically located on trains. 
 Incidents relating to the signalling 
aspects of operational control centres. 
 Incidents relating to track circuits or 
other equipment on the track which is 
specifically installed for signalling 
purposes. 
 Incidents relating to signalling equipment installed on 
trains. 
 Incidents where signalling failure occurs due to failure of 
power supply systems (to the signalling equipment). 
 Incidents where no fault with the equipment is found 
after investigation. 
 Signalling related incidents caused solely by staff error, 
where there was no technical problem with the 
equipment.  
 Incidents which are directly related to another incident. 
Obs 
Mean 
St.dev. 
Min 
Lower quartile 
Median 
Upper quartile 
Max 
167 
429.83 
1043.08 
1 
18 
66 
205 
6129 
Staff All incidents 
resulting in a delay 
to the train service of 
5 minutes or more 
where the primary 
cause is staff. 
 Incidents (delays) caused by staff. 
 Incidents caused by staff errors which 
cause equipment to malfunction. 
 Obs 
Mean 
St.dev. 
Min 
Lower quartile 
Median 
Upper quartile 
Max 
163 
668.68 
1432.2 
0 
6 
54 
542 
7232 
Passenger  All incidents 
resulting in a delay 
to the train service of 
5 minutes or more 
where the primary 
cause is passengers. 
 Incidents caused by equipment failure 
resulting from passenger action. 
 Incidents caused by members of the public who are not 
metro passengers (e.g. trespassers, vandals). 
Obs 
Mean 
St.dev. 
Min 
Lower quartile 
Median 
Upper quartile 
Max 
166 
1102.75 
1944.82 
0 
17 
81 
1263 
11136 
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Figure 6-2 Rolling stock related incidents normalised by car km 
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Figure 6-3 Signalling related incidents normalised by number of stations 
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Figure 6-4 Staff related incidents normalised by staff hours 
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Figure 6-5 Passenger related incidents normalised by passenger journeys 
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6.2.2 Determinants of delay incidents 
Table 6-2 provides an overview of the determinants of delay incidents that were 
considered in the Melo et al. (2011) study. Determinants were explored from four 
categories, namely the scale of the operation, engineering factors, technical factors, as 
well as management factors and other metro specificities. The study carried out 
analysis of 42 metro lines across 15 metros between 2005 and 2009 using a bespoke 
dataset that was compiled for a detailed case study.  
As alluded to, the determinants included in the model do not pertain to all types of 
incidents that occur, as emphasised in Table 6-2. Since the study, data regarding the 
incidents disaggregated by type have been improved, which has allowed for 
examining these independently at a network level. 
This section, after a brief discussion of notable exclusions, provides hypotheses for 
each of the variables considered in the respective delay incident models. Table 6-3 
provides an overview of the determinants of incidents with respect to each model that 
remain considered, along with descriptive statistics. The variables are graphically 
illustrated in Appendix C. These include the number of metros which represent each 
of the categorical variables, and average values for each metro for the period between 
2004 and 2012 for the continuous variables, where values are indexed to mean for 
anonymity. The kernel density estimates of the probability density functions are also 
provided. In each case, the variables demonstrate sufficient variability to warrant 
inclusion as potential explanators.  
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Table 6-2 Summary of Melo et al. (2011) results and assignment to delay incident models by 
type 
Determinants 
Suggested 
effect on total 
incidents 
according to 
(Melo et al., 
2011) 
Delay incidents by type 
Rolling 
stock 
Signalling Staff Passenger 
Line age Increases X X - - 
Route length Not significant X X - - 
Rolling stock age Not significant X - - - 
Peak frequency Increases X X - - 
Practical capacity Decreases X - - - 
Passenger journeys Increases - - - X 
Automation (ATO) Decreases X X X - 
Wheel type Not significant X - - - 
Power Not significant - - - - 
Track type Not significant - - - - 
Track connections Not significant - - - - 
Track in open area Not significant X X - - 
Staff employed for 
train dispatch 
Excluded 
(endogenous) 
- - - X 
Platform screen doors Excluded 
(endogenous) 
- - - - 
Signalling method Excluded (lack 
of data) 
- X - - 
Maintenance Excluded (lack 
of data) 
X X - - 
Training Excluded (lack 
of data) 
- - X - 
Note: “X” indicates determinant considered appropriate for delay incident models by type 
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Notable exclusions 
The following are factors that have been excluded from lack of available data, despite 
being thought to have an influence. The main examples include: 
 Age. As Section 5.2.3 describes, the absolute age of a metro provides an 
inadequate reflection of the technology and degradation, particularly for the 
older metros in the sample. Data for the age of the rolling stock and signalling 
equipment are also found to be lacking sufficient observations at a network 
level; 
 Data indicating demand and supply peaks during the course of a day are also 
insufficient for including in this study; 
 Information on details of equipment have also been found to be insufficient at 
a network level. In future it may be possible to compile data examining factors 
such as the types of rolling stock. The complexity of the network may also 
warrant further investigation, which could be represented by examining the 
switches and crossings on the network; 
 The various Grades of Automation (GoA) in place could also be examined more 
closely (discussed in more detail in Section 7.2); 
 A more accurate portrayal of maintenance could also be examined. Such as how 
maintenance is divided between activities, how inspections cycles are carried 
out, as well as the presence of remote condition monitoring (such as 
supervisory control and data acquisition (SCADA)); 
 Finally, the level of redundancy in critical systems also warrants further 
investigation. 
 
Additional exclusions include track types (such as ballasted versus concrete), power 
(such as overhead versus third rail), and platform screen doors. This is because 
incidents relating to track, power and platform screen doors are recorded as their own 
type of incidents and have been earmarked for further investigation when suitable 
data becomes available.  
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Table 6-3 Overview of determinants of incidents by model with descriptive statistics for 27 metro rail systems 2004-2012 
Models Determinants Obs Mean St.Dev. Min Max 
 Car km (millions) 210 162.41 176.28 4.23 737 
Rolling Service frequency (peak) (trains per hour) 207 28.00 6.98 16.00 42.00 
Stock Maintenance (proportion maintenance hours in total staff hours) 174 0.34 0.12 0.05 0.61 
 Automation (0: no ATO, 1: with ATO) 225 0.84 0.37 0 1 
 Speed (km/hr) 185 33.54 6.13 12.00 45.00 
 Hours of operation (hours per day) 182 18.89 1.09 16.00 20.02 
 Weight (tonnes) 171 32.73 7.50 20.00 51.40 
 Cars per train (number) 215 6.09 1.50 3.00 9.55 
 Stations (number) 197 122.68 102.74 14.00 424.00 
Signalling Maintenance (proportion maintenance hours in total staff hours) 174 0.34 0.12 0.05 0.61 
 Proportion of track underground (1: <25%; 2: 25-50%; 3: 50%-75%; 4: >75%) 207 2.53 1.12 1 4 
 Automation (0: no ATO, 1: with ATO) 225 0.72 0.45 0 1 
 Type of signalling (0: fixed block, 1: moving block) 208 0.25 0.44 0 1 
 Hours of operation (hours per day) 182 18.89 1.09 16.00 20.02 
 Staff hours (millions) 197 17.18 16.00 0.56 64.56 
Staff Absenteeism (% absenteeism hours in total staff hours) 136 4.73 4.01 0.00 20.44 
 Wage (% difference between metro and city wage) 124 1.17 1.48 -0.91 5.24 
 Automation (0: no ATO, 1: with ATO) 225 0.72 0.45 0 1 
 Training (training hours per 1,000 staff hours) 119 33.51 27.43 1.88 125.38 
 Passenger journeys (millions) 210 654.70 602.11 28.35 3,200.60 
Passenger Proportion of standing (proportion car capacity that is standing) 197 0.74 0.13 0.25 0.88 
 Crowding (passenger journeys (millions) per station) 197 5.77 4.11 0.61 20.65 
 Platform length (metres) 189 136.81 33.69 65.00 225.00 
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Determinants of rolling stock related incidents 
The following provides the hypotheses for the rolling stock related incidents that 
remain considered, followed by a correlation matrix in Table 6-4 which indicates there 
are no issues with multicollinearity.  
 
1. Car km 
As with Melo et al. (2011), it is reasonable to expect the number of incidents to rise 
with increasing scale of operation. As such, the number of car kilometres is used to 
indicate the level of train services operated.  
2. Service frequency 
The frequency of the service is also tested. Metros which operate at higher frequency 
generally do so in reaction to high demand and the need to alleviate overcrowding. 
Higher frequency is likely to put pressure on rolling stock and also allows for less time 
for recovery which can lead to propagation issues (Vromans et al., 2006, Schmöcker et 
al., 2005). As such it is expected that metros operating at higher frequencies are more 
likely to experience disruption to service levels and consequently lead to registering 
increases in incident occurrence. The maximum peak frequency is used for the highest 
frequency line, measured in trains per hour in one direction. 
3. Maintenance 
Maintenance activities are a key aspect in allowing rolling stock to be available for 
operation. Neglecting maintenance can lead to unexpected failures in equipment 
(Kumar et al., 2008). The proportion of staff hours spent on maintenance is used to 
gauge the relative levels of maintenance activity that are carried out.  
4. Automation 
Automation has been identified as a key factor that influences the propensity of 
incidents (Kyriakidis et al., 2012, Melo et al., 2011, Cohen et al., 2015). Additionally, a 
fully automated system has the ability to replace faulty cars at will without the 
uncertainty of transferring drivers. The presence of Automatic Train Operation (ATO) 
is used to gauge whether a metro is automated, which is a system that automatically 
carries out driving actions such as accelerating and braking (typically performed by 
train operators on a fully manual line).  
5. Speed 
Metros with greater distances between stations tend to operate at higher commercial 
speeds. It is reasonable to assume that trains which operate at higher speeds are likely 
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to incur more incidents due to additional stresses (from tensile, compressive and shear 
forces) and strains (deformation of solid due to stress) imposed, particularly during 
acceleration and deceleration. Higher speeds also increase the friction between wheel 
and rail, which can lead to flange wear issues (Chattopadhyay et al., 2003, Reddy et 
al., 2004). To test this the average commercial speed is used.  
6. Hours of operation 
As rolling stock degrades over time, it is reasonable to assume that the rate of 
degradation is likely to be greater as a result of extended exposure to wear and tear. 
In turn this can reduce the service life of rolling stock. Additionally, longer hours of 
operation allow for less time for inspections in between service intervals. As such, it 
is anticipated that metros with a higher proportion of time spent in service are likely 
to experience higher levels of incident occurrence. The number of hours of operation 
for a normal weekday is tested. 
7. Weight 
Weight reduction is thought to be beneficial in terms of the whole life cost of the metro. 
For example, it affects maintenance requirement and track replacement. Evidence 
from Tsai et al. (2014) found that metros, compared to light rail systems, are more 
likely to be less efficient. This is perhaps due to the additional complexity of operating 
underground, but could also be attributed to lower energy costs as a consequence of 
reductions in levels of traction energy. However it is unclear as to whether heavier 
cars are more reliable. To test this the average tonne weight per car is used.  
8. Cars per train 
It is more probable that trains which consist of more cars are likely to be more 
vulnerable to incident occurrence as additional connections and potential conflict 
points between trains provide additional sources of failure. As such, the average 
number of cars per train is tested. 
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Table 6-4 Correlation matrix – determinants of rolling stock related incidents 
 
Car 
km 
Service 
frequency 
Maintenance Automation Speed 
Hours 
of 
operation 
Weight 
Cars 
Per 
train 
Car km 1.00 - - - - - - - 
Service frequency 0.56 1.00 - - - - - - 
Maintenance 0.34 0.35 1.00 - - - - - 
Automation 0.23 0.32 -0.28 1.00 - - - - 
Speed 0.48 0.53 0.22 0.59 1.00 - - - 
Hours of 
operation 
0.15 0.08 0.00 0.01 0.27 1.00 - - 
Weight 0.09 0.29 -0.08 0.20 0.17 -0.31 1.00 - 
Cars per train 0.50 0.40 0.50 0.15 0.48 0.51 -0.17 1.00 
 
 
Determinants of signalling related incidents 
The following provides the hypotheses for the determinants of signalling related 
incidents that remain considered, followed by a correlation matrix in Table 6-5 which 
indicates there are no issues with multicollinearity.  
 
1. Number of stations 
Metros composed of more stations require an increased number of signals (Kyriakidis 
et al., 2012). As such, the number of stations is included as a proxy for the scale of the 
signalling systems.  
2. Maintenance 
Similarly to rolling stock related incidents, the proportion of staff hours spent on 
maintenance is used to gauge the relative levels of maintenance activity that are 
carried out. 
3. Proportion of track underground 
Operating underground can present challenges related to access. It is possible that 
metros which operate predominantly underground are more likely to experience 
higher incident rates from equipment failure due to increased monitoring difficulties, 
or from false track circuit occupation from increased cleaning difficulties (Kyriakidis 
et al., 2012). To test this the share of the track which operates underground is 
examined.  
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4. Automation 
A key issue includes an incident referred to as Signal Passed at Danger (SPAD), 
whereby a train fails to stop at a signal indicating it to do so. As Kyriakidis et al. (2012) 
suggests this occurs mainly on manually driven lines. As such, Automatic Train 
Operation (ATO) is tested.  
5. Type of signalling 
Two types of signalling are currently exhibited by metros in the sample, namely fixed 
and moving block signalling. The former prevents collisions between trains by 
preventing consecutive trains operating in the same “blocks”, which are separated by 
signals located at fixed points along the track. Alternatively, moving block signalling 
makes use of on-board automation systems, allowing for the distance between trains 
to be determined by the relative locations and speeds of consecutive trains. It is 
anticipated that moving block signalling is more likely to experience less incidents as 
the amount of wayside equipment is reduced.  
6. Hours of operation 
Similarly to rolling stock related incidents, hours of operation is also tested to examine 
if metros with a higher proportion of day spent in service are likely to experience 
higher levels of signalling related incidents.  
 
Table 6-5 Correlation matrix – determinants of signalling related incidents 
 Number 
of 
stations 
Maintenance Share of 
track 
underground 
Automation Type 
of 
signalling 
Hours 
of 
operation 
Number of stations 1.00 - - - - - 
Maintenance 0.05 1.00 - - - - 
Proportion of track 
underground 
0.12 -0.19 1.00 - - - 
Automation -0.02 -0.12 0.16 1.00 - - 
Type of Signalling 0.06 0.09 -0.06 0.25 1.00 - 
Hours of operation 0.12 0.18 -0.11 -0.16 -0.03 1.00 
 
 
Determinants of staff related incidents 
The following provides the hypotheses for the determinants of staff related incidents 
that remain considered, followed by a correlation matrix in Table 6-6 which indicates 
there are no issues with multicollinearity.  
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1. Staff hours 
The total number of staff hours is used to provide an indication of scale.  
2. Absenteeism 
High absenteeism can have a negative impact on the quality of an employee’s work 
and the morale of co-workers, and can be an indication of how well managed 
employees in each metro are. A high absenteeism rate also has negative impact on the 
metro’s finance and operations in the long term. It is anticipated that metros with 
higher absenteeism rates are likely to experience higher levels of staff related incident 
rates. The percentage of absenteeism hours in total staff hours is used. 
3. Wage 
In order to attract, as well as retain, talented and capable staff, it is necessary to 
provide a satisfactory work environment. This includes providing a competitive 
salary. The percentage difference between the average hourly metro wage and the 
average hourly city wage is used. Data for city wages were sourced from UBS’s prices 
and earning report (UBS, 2012), which looked at wages of 14 occupations across 73 
countries world cities. It is anticipated that metros who provide higher levels of salary 
in comparison to the city averages in which they operate are likely to experience less 
staff related incidents. 
4. Automation 
Similarly to rolling stock and signalling related incidents, it is anticipated that metros 
which exhibit Automated Train Operation (ATO) are less likely to experience staff 
related incidents. Additionally, metros with fully automated systems that are capable 
of operating without a driver are not hindered by late arrivals of said drivers.  
5. Training 
Adequate training instils improved levels of competency and behaviour in staff 
(Farrington-Darby et al., 2005). As such, it is anticipated that a highly trained 
workforce is less likely to encounter high levels of incident occurrence. To test this the 
training hours per 1,000 staff hours is used.  
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Table 6-6 Correlation matrix – determinants of staff related incidents 
 Staff 
hours 
Absenteeism Wage Automation Training 
Staff hours 1.00 - - - - 
Absenteeism -0.30 1.00 - - - 
Wage -0.23 0.46 1.00 - - 
Automation 0.10 -0.44 0.07 1.00 - 
Training 0.11 -0.40 -0.52 0.33 1.00 
 
 
Determinants of passenger related incidents 
The following provides the hypotheses for the determinants of passenger related 
incidents that remain considered, followed by a correlation matrix in Table 6-7. 
Despite imperfect collinearity between passenger journeys and crowding, the 
necessary assumptions regarding specification, zero expected error and exogenous 
independent variables are still met. The estimation itself remains unbiased but the 
efficiency may be reduced with larger than expected standard errors.  
 
1. Passenger journeys 
The number of passenger journeys made is used to provide an indication of scale.  
2. Proportion of standing 
Higher allocation of seating area on cars reduces capacity. However, it is apparent that 
perceived seat availability can influence departure times as various seating and 
standing disutilities alter loading (Tirachini et al., 2013, Leurent, 2009). As such, the 
proportion of area that is standing is tested to examine if passenger comfort has an 
effect on the frequency of incidents.  
3. Crowding 
As Schmöcker et al. (2005) suggests, crowding can lead to delay by increasing dwell 
times at stations and can also heighten the severity of minor delays (such as a person 
falling ill on a train). To gauge the level of passenger crowding the number of 
passenger journeys per station is used.  
4. Platform length 
The average length of platforms is also included to test potential benefits from 
additional alighting and disembarking options.  
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Table 6-7 Correlation matrix – determinants of passenger related incidents 
 Passenger 
journeys 
Proportion 
of standing 
Crowding Platform 
length 
Passenger journeys 1.00 - - - 
Proportion of standing 0.05 1.00 - - 
Crowding 0.78 0.25 1.00 - 
Platform length 0.10 -0.09 0.31 1.00 
 
 
6.3 Methodology 
As this chapter examines the frequency of incidents, it is necessary to consider 
techniques which cater for regression analysis of count data (i.e. data with 
observations that are non-negative integers). The Poisson regression model (PRM) is 
considered to be a sensible base in which to begin investigations (Cameron and 
Trivedi, 2013).  
However, amongst the most common violations of the Poisson process is when data 
exhibit conditional variance greater than the conditional mean. As Section 6.2.1 
suggests, this is indeed the case for this study. This issue, commonly referred to as 
overdispersion, is detrimental as Poisson regression requires equality of the two (Dean 
and Lawless, 1989, Breslow, 1990, Dean, 1992). Ignoring this can lead to estimates that 
are still consistent, but inefficient, with standard errors that are smaller than expected.  
Overdispersion can be overcome via application of a generalised linear mixed model 
(GLMM), which combines the properties of two statistical frameworks (McCullagh et 
al., 1989, Seeber, 2005). A linear mixed-effects model, whereby a model contains both 
fixed and random effects, and generalised linear model, which accommodates non-
normal data (in this case a Poisson distribution). Here the fixed effects are akin to 
standard regression coefficients and are estimated directly. With the introduction of a 
random-intercept for each metro, the corresponding variance components can be 
interpreted as a measure of overdispersion, and are summarised according to their 
estimated variances and covariances. The inclusion of random effects, by accounting 
for individual differences, settles the overdispersion issue. As such, a GLMM 
approach has been selected for carrying out examinations on the determinants of 
incidents.  
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For the mixed effects PRM, the probability (Pr)  of a metro i  at time period t  
experiencing ity   incidents, conditional on a set of random effects iu , is given by the 
function: 
  Pr ,   Y 0,1,2,| ,
!
it
it
Y
iit Y u
e
n
Y
Y
 
          (6.1) 
Where it represents the parameter of the Poisson distribution and equals the 
expected number of incidents in metro system i  at time t  and is specified as 
   ,   1, 2,3, , ; 1,2,3, ,it it iXit
Z u
e i n t T
           (6.2) 
where itX  refers to the covariates for the fixed effects,   refers to the regression 
coefficients for the covariates, and itZ  are the covariates corresponding to the random 
effects.  
For ease of interpretation the Incident Rate Ratios (IRRs) are also reported in the 
results section, which are the exponential coefficients ( IRR e ). These indicate how 
much an incident rate increases by with a 1 unit increase in the covariate.  
Deviance residuals are examined to provide an indication of goodness of fit for each 
of the models considered. According to McCullagh et al. (1989), these exhibit the best 
properties for examining goodness of fit for generalised linear models, and suggest a 
model is correctly specified when the deviance residuals are approximately normally 
distributed.  
Similarly to Chapter 5, it is possible that the issue of endogeneity is present. Therefore, 
it is not possible to attempt a causal interpretation of the parameter results. Rather, 
the results are indicative of associative effects and hence inference from the 
magnitudes of the estimated coefficients should be tentative. This has been earmarked 
future work in Section 8.2. 
 
6.4 Results 
Figure 6-6 provides kernel density estimates of the probability density functions for 
the deviance residuals for each of the estimated models. These convey that the 
deviance residuals are approximately normally distributed and suggest that the 
models have been correctly specified. Figure 6-7 provides plots of the predicted 
incident rates against the actual observations for each of the models. Given the models 
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that have been estimated, it is possible that these may be used by metro operators for 
carrying out forecasting of incidents.  
Table 6-8, Table 6-9, Table 6-10 and Table 6-11 present the results for the rolling stock, 
signalling, staff and passenger related incident models respectively. The coefficients 
as well as the incident rate ratios (IRRs) are provided for each of the explanatory 
variables (entered as levels), along with the levels of statistical significance. Due to the 
unbalanced nature of the data, on average the models used observations for 23 metros 
and 4 years per metro. For each of the models, the likelihood (LR) ratio test is also 
provided, which compares the fit of the mixed effects PRM to that of its equivalent 
standard PRM. In each case, the results suggest the inadequacy of a standard PRM 
approach, which does not control for overdispersion.  
 
   (a)      (b) 
   (c)      (d) 
Figure 6-6 Kernel density estimates of probability density functions for the deviance residuals 
for (a) rolling stock (b) signalling (c) staff and (d) passenger related incident models 
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  (a)      (b) 
   (c)      (d) 
Figure 6-7 Observational versus predicted incidents for (a) rolling stock (b) signalling (c) staff 
and (d) passenger related incident models 
  
 135 
 
From the models that have been estimated, a number of additional determinants of 
incidents by constituent type are revealed. 
 
6.4.1 Determinants of rolling stock related incidents model 
 
Table 6-8 Results – determinants of rolling stock related incidents 
 Coef. 
(Std. Err.) 
IRR 
(Std. Err.) 
Car km 0.003*** 
(0.00) 
1.003*** 
(0.00) 
Service frequency -0.184** 
(0.09) 
0.832** 
(0.08) 
Maintenance -2.408*** 
(0.22) 
0.090*** 
(0.02) 
Automation -5.305** 
(2.33) 
0.005** 
(0.01) 
Speed 0.003 
(0.01) 
1.003 
(0.01) 
Hours of operation 0.195 
(0.25) 
1.216 
(0.31) 
Weight -0.154** 
(0.06) 
0.857** 
(0.05) 
Cars per train 0.045 
(0.08) 
1.046 
(0.09) 
Random effects parameter 0.96 
(0.18) 
0.92 
(0.35) 
Observations 72 
2Wald  530.33*** 
Log likelihood -791.79 
LR test vs. standard PRM 6961.40*** 
AIC 1621.57 
BIC 1664.83 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
 
Starting with the rolling stock related incident model, scale is found to be statistically 
significant, albeit with a very low magnitude indiscernible when rounded to two 
decimal places. The result for frequency of service is found to be significant, and 
suggests that metros able to operate at higher frequencies are less likely to experience 
 136 
 
rolling stock related incidents. It is possible that the effect found here is capturing the 
state of contemporary technology being utilised as the level of train frequency is 
determined by, among others, the signalling systems and controls in place. Metros 
that achieve higher frequencies are more likely to have invested in systems such as 
remote condition monitoring and redundancy of on-board systems, which in turn lead 
to improved reliability levels. This result suggests the need to examine the adequacy 
of the technology in place and warrants further investigation. 
As expected, maintenance is found to be statistically significant, and indicate that 
increasing levels of each are likely to reduce the frequency of rolling stock related 
incidents. As hypothesised, this is potentially due to maintenance reducing 
degradation and unexpected failures, thusly allowing rolling stock to be available for 
operation. Automation too is statistically significant, and confirms previous research 
which has also suggested automation reduces the occurrence of incidents. 
The result for the weight of cars is found to be significant and suggests heavier cars 
are more likely to experience fewer incidents. This suggests that heavier cars are 
perhaps more robust and less prone to rolling stock related incidents. It is only within 
the last couple of decades that lighter trains have been manufactured for metro rail 
systems. It is possible that the results are indicative of technology being used for 
lighter trains being less established. The result perhaps serves as a reminder that in 
the quest for reductions in traction energy, it is important to consider the robustness 
of the equipment.  
Finally, the speed, hours of operation and cars per train are not found to be statistically 
significant, suggesting that these do not explain variation in incident rates. It is 
possible that due to the restrictions of metro networks, top speeds are limited to a 
threshold that does not appear to impose an issue relating to incident rates. Hours of 
operation not demonstrating an influence can perhaps be explained by the low 
variance between the metro operators, with the vast majority of metros operating 
between 19 and 20 hours per day. The number of cars per train also does not appear 
to explain differences in incident rates suggesting that connections between trains 
tend not to produce many failures in the sample. 
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6.4.2 Determinants of signalling related incidents model 
 
Table 6-9 Results – determinants of signalling related incidents 
  Coef. 
(Std. Err.) 
IRR 
(Std. Err.) 
Number of stations  0.004*** 
(0.00) 
1.004*** 
(0.00) 
Maintenance  -0.586** 
(0.25) 
0.557** 
(0.14) 
Share of track underground  Cat 2 1.011 
(0.90) 
2.751 
(2.48) 
 Cat 3 1.060 
(0.85) 
2.886 
(2.46) 
 Cat 4 0.481 
(0.84) 
1.618 
(1.37) 
Automation  -2.515** 
(1.03) 
0.081** 
(0.08) 
Type of signalling  -0.020 
(0.04) 
0.980 
(0.04) 
Hours of operation  -0.154 
(0.24) 
0.857 
(0.21) 
Random effects parameter  1.09 
(0.18) 
1.18 
(0.38) 
Observations  87 
2Wald   64.13*** 
Log likelihood  -545.77 
LR test vs. standard PRM  2191.80*** 
AIC  1117.55 
BIC  1149.61 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
 
Similarly, for the signalling related incidents model the scale factor is found to be 
statistically significant, positive in nature but with magnitude that is indiscernible 
when rounded to two decimal places. Maintenance and automation are found to be 
statistically significant, indicating that increasing levels is likely to reduce the 
frequency of signalling related incidents. This is consistent with rolling stock related 
results and similarly indicates maintenance reduces degradation and unexpected 
failures, while automation too reduces the occurrence of incidents.  
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The remaining considered factors are not found to be statistically significant, 
suggesting that these do not help to explain frequency of signalling related incidents. 
Surprisingly, the type of signalling does not appear to suggest variation in incident 
occurrence, suggesting that the moving block signalling system itself does not appear 
to influence signalling related incidents directly. However, in order for moving block 
signalling to be implemented, a number of automation systems need to be established. 
This is examined further in Chapter 7. 
 
6.4.3 Determinants of staff related incidents model 
 
Table 6-10 Results – determinants of staff related incidents 
 Coef. 
(Std. Err.) 
IRR 
(Std. Err.) 
Staff hours -0.147*** 
(0.02) 
0.863*** 
(0.02) 
Absenteeism 0.033 
(0.02) 
1.034 
(0.02) 
Wage -0.427*** 
(0.06) 
0.653*** 
(0.04) 
Automation -3.551* 
(2.11) 
0.029* 
(0.06) 
Training -0.021*** 
(0.00) 
0.980*** 
(0.00) 
Random effects parameter 3.75 
(0.69) 
14.06 
(5.19) 
Observations 58 
2Wald  292.35*** 
Log likelihood -320.66 
LR test vs. standard PRM 31,648.90*** 
AIC 667.32 
BIC 694.10 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
 
The results suggest that as the number of staff hours increases the number of staff 
related incidents is likely to decrease. This is an unexpected result but perhaps can be 
explained by the ability of larger metros to centralise and pool spare staff (particularly 
drivers), and change service patterns to account for shortfalls in other parts of the 
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network. Consequently, the ability to distribute staff more easily if necessary could 
help to minimise delays. Smaller systems are likely to have less spare staff rendering 
incidents to be more severe in terms of recovery time.  
Surprisingly absenteeism is not found to be statistically significant suggesting that 
metros are currently able to cope with current absenteeism rates and do not adversely 
affect incident occurrence dramatically. It may be possible to carry out further 
exploration of absenteeism rates among staff types, as it is likely that some roles may 
be more critical to influencing disruption to service.  
As expected, automation, higher wages compared to the cities in which they operate, 
as well as higher levels of training are all found to be statistically significant and 
suggest metros which exhibit higher levels of each are less likely to experience staff 
related incidents.  
 
6.4.4 Determinants of passenger related incidents model 
 
Table 6-11 Results – determinants of passenger related incidents 
 Coef. 
(Std. Err.) 
IRR 
(Std. Err.) 
Passenger journeys 0.001*** 
(0.00) 
1.001*** 
(0.00) 
Proportion of standing 1.534*** 
(0.28) 
4.638*** 
(1.30) 
Crowding 0.088*** 
(0.02) 
1.092*** 
(0.02) 
Platform length 0.000 
(0.02) 
1.000 
(0.02) 
Random effects parameter 2.22 
(0.37) 
4.92 
(1.65) 
Observations 117 
2Wald  813.65 
Log likelihood -1,699.42 
LR test vs. standard PRM 110,000*** 
AIC 3,410.83 
BIC 3,427.41 
Note: Significance at 10%, 5% and 1% levels is indicated by *, **, and ***, respectively. 
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Finally, results for the passenger related incidents find scale, this time in terms of 
passenger journeys, to be statistically significant, albeit with a low magnitude 
indiscernible when rounded to two decimal places.  
In terms of standing capacity, the results suggest that the higher the proportion of 
standing, the higher the rate of passenger related incidents occur. Less dense networks 
with longer distances between stations are more likely to have more seating capacity. 
Conversely, services which operate under denser conditions with less seating capacity 
are more likely to experience higher rates of alighting and boarding. Increased 
proportions of standing area, found to be significant and positive in nature, could be 
representing an indication of passenger discomfort and suggests that increased levels 
of standing area increases the level of passenger related incidents. However, it is 
possible that there is an issue of endogeneity, which will need to be examined further. 
Similarly, increased levels of crowding are also found to increase the number of 
passenger related incidents. However, admittedly, the measure for crowding could be 
misrepresentative for larger networks as these can span from the dense city centres 
out towards the less dense suburban areas.  
Platform length is not found to be significant. A more appropriate indicator to 
consider in the future could include the number of doors per train (along with 
dimensions to gauge accessibility), however acceptable data was unavailable.  
 
6.5 Conclusion 
This chapter builds on evidence from Chapter 5, which highlighted the importance of 
reliability in achieving satisfactory technical efficiency levels. Accordingly, this 
chapter examines determinants of incidents that cause a delay to the service. As the 
data exhibited overdispersion (conditional variance greater than conditional mean), a 
generalised linear mixed effects Poisson regression approach was undertaken. The 
study improves on previous work as the data facilitated investigations into incidents 
by type, allowing for eliciting a more accurate portrayal of which variables are critical 
in achieving reliability. In doing so, this chapter satisfies objective (4) of this study set 
out in Section 1.3. 
Table 6-12 provides a summary of the results and illustrates whether a factor was 
found to help explain increases or decreases in incident occurrence, or was found to 
be not statistically significant at a 90% level. The results highlight the relevance of scale 
for all types of incidents and further emphasise the importance of maintenance and 
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automation for equipment related incidents. Other key findings suggest staff incident 
rates could be reduced by re-evaluating wage and training levels, and passenger 
related incidents could be reduced by improving passenger comfort and crowding 
levels. 
 
Table 6-12 Summary of determinants of incidents results 
Rolling stock Signalling Staff Passenger 
Determinant Effect Determinant Effect Determinant Effect Determinant Effect 
Car km   
Number of 
stations 
  Staff hours   
Passenger 
journeys 
  
Service 
Frequency 
  Maintenance   Absenteeism ns % Standing   
Maintenance   % Underground ns Wage   Crowding   
Automation   Automation   Automation   Platform length ns 
Speed ns Signalling type ns Training   - - 
Hours of op. ns Hours of op. ns - - - - 
Weight   - - - - - - 
Cars per train ns - - - - - - 
Note: " "

suggests factor increases incident occurrence, " "

 suggests factor decreases incident occurrence, while 
“ns” suggests factor is not statistically significant. 
 
Anecdotal evidence suggests passengers are less troubled by shorter delays, 
particularly on services which offer high frequency supply or have alternative routes 
available to passengers. Data permitting, it may be interesting to examine the duration 
of incidents more closely. The current variable for incident rate captures any incident 
that causes a disruption of five minutes or longer. Perhaps more intriguing insight 
may be available by disaggregating the incidents by length of disruption and examine 
incidents which cause more severe disruptions, such as ten, fifteen or even thirty 
minute delays to service.  
Additional future work includes dealing with the potential issue of endogeneity. This 
may involve identifying a set of valid instrument variables (IVs) and applying an IV 
specification. However, as described in Chapter 5, establishing IV’s which satisfy the 
relevance condition and exclusion restriction is challenging. Successfully accounting 
for endogeneity will allow for a more accurate indication of the magnitudes of 
influence.  
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Finally, as data continues to be collected and the dataset improved, additional incident 
types to be examined include: 
 Power related incidents (possible determinant includes the type of power 
supply, such as overhead or conductor rail); 
 Platform screen door related incidents; 
 Track related incidents (possible determinants include proportion of track 
that is welded, whether the track is ballasted or concrete, whether the train 
uses rubber or steel tyres, and the number of points and crossings). 
 
Due to the perceived importance of automation in the occurrence of incident rates, 
this is examined further in Chapter 7, which examines the causal impact of a 
technological intervention.  
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7. IMPACTS OF MOVING BLOCK SIGNALLING ON TECHNICAL 
EFFICIENCY 
This final empirical chapter explores the impact that a technological intervention 
imposes on technical efficiency levels on metros. As findings from Section 5.4.2 
suggest, one of the many inhibiters of achieving satisfactory technical efficiency levels 
includes capacity challenges faced as demand for public transport continues to 
increase. These can manifest in the stations and on platforms in the form of queues 
and increased boarding and alighting times, but can also occur on track between 
stations if trains impede each other’s progress (Leurent, 2011). The practice of 
adjusting service patterns to skip less busy stations, referred to as “Skip-Stop”, can be 
used to aid in alleviating congestion (Lee, 2012). However, the development of new 
signalling technology and the increasing potential to automate operations have 
created opportunities for metros to increase capacity. Consequently, it was decided to 
explore how the type of signalling, specifically moving block signalling, affects the 
technical efficiency levels that have been estimated in Chapter 5. In doing so, this 
chapter satisfies objective (5) of this study set out in Section 1.3. 
When seeking to evaluate the impact of an intervention, modern statistical methods 
tend to carry out analysis within a framework for average treatment effects estimation. 
Causal inference and appropriate techniques are briefly reviewed in the methodology 
section of this chapter. From this, the causal inference approach of Propensity Score 
Matching (PSM) is selected for application. The key advantage of PSM is the ability to 
build the model in such a way that the effects of confounding are eliminated. 
Furthermore, by grouping firms based on a propensity score, similar metros are 
clearly defined and selection bias is avoided ensuring that the difference between 
treatment and control metro groups can be attributed to the intervention. 
 
7.1 Introduction 
In order to avoid consecutive trains colliding on the same track, conventional 
signalling systems divide the track into sections known as “blocks”. Traditionally, 
when a train occupies any part of a block, that block and a “buffer” block behind it are 
made unavailable for the following train to enter, to avoid collisions. This is referred 
to as fixed block signalling, as these blocks are at fixed points on the line. A major 
technical development in recent years has been the introduction of what is known as 
moving block signalling. Under a moving block system, the “safe zone” between 
trains is dynamic and determined by the exact position and speed of each train (i.e. 
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slower moving trains can operate closer together given their shorter stopping 
distances), thus relieving the capacity restrictions imposed by static fixed blocks. This 
is illustrated in Figure 7-1, where the indicative braking curves for the trains are 
shown (the y-axis being speed, and the x-axis being braking distance). In the fixed 
block case, the pursuing train is confined by a fixed point on the track (represented by 
the black square in the figure). On the other hand, the train on the moving block 
system enjoys no such restrictions, allowing for a shorter headway between the trains 
if respective positions, speeds and braking distances allow. This means that in many 
circumstances, moving block signalling enables trains to be operated at higher 
frequencies. 
 
 
Figure 7-1 Fixed and moving block signalling 
 
However, changing from traditional to moving block signalling is a technological step 
change. It requires significant investment in time and money and introduces 
considerable risks for operators. The key risks are the potential for disruptions to 
service (during installation, testing, and initial operations), and those risks associated 
with changing to a less mature and more complex computerised technology. For a 
metro operator to consider a transition, it is therefore crucial to understand the 
impacts of moving block signalling. 
Consequently, this Chapter aims to provide additional insight by empirically testing 
the effect of introducing moving block signalling on the technical efficiency of a metro. 
It is believed there is no previous empirical evidence of this nature. The Chapter 
hypothesises that metros that use moving block signalling are able to carry out their 
production process more efficiently and it is anticipated that the results will be able to 
aid judgement for metros reviewing their signalling technology.  
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7.2 Moving block signalling 
Traditional fixed block systems detect a train’s location using fixed track circuits, and 
control permission to proceed via line-side signals at the beginning of each block. In 
order for moving block signalling to be implemented, a number of complementary 
systems need to be in place. To enable moving blocks, a system is required that can 
pinpoint the location of a train to a greater level of precision, and control the train’s 
permission to proceed forward in a dynamic way that is constantly updated. 
Communications Based Train Control (CBTC), a system which enables control of a 
train via communication between trains and wayside equipment (usually through 
radio transmission), provides this capability. Consequently, the exact location and 
speed of the trains is always known, and permission to proceed and the allowable 
speed are communicated from the system to the train. 
Other relevant systems include Automatic Train Protection (ATP), which maintains 
fail-safe protection against collisions, Automatic Train Control (ATC), which is the 
system for automatically controlling train movements (e.g. re-routing or holding 
trains to even out the service), and Automatic Train Operation (ATO), which is a 
subsystem of ATC that automatically carries out driving actions such as accelerating 
and braking (typically performed by train operators on a fully manual line). These 
three systems can all be implemented in either a fixed- or moving-block environment, 
but are optional for fixed block whereas they are necessary for moving block. Under 
a railway context (e.g. suburban/intercity/freight), particularly in the United States, 
the term Positive Train Control (PTC) is used to refer to a system which imposes speed 
and signalling restrictions in order to provide protections associated with ATP. Table 
7-1 summarises the allowable combinations of system technologies for metro 
railways. Some of the technical intricacies are covered in more detail in Newman 
(1995), Gill (1994, 1998), Ferrari et al. (2012, 2014)., and the British Standards Institution 
(BSI) standard (2007).  
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Table 7-1 Combinations of signalling technologies 
 
Grade of Automation Fixed Block Moving Block 
Manual 
without ATP GoA0 
 
with ATP GoA1 
Automatic: ATP, ATC & 
ATO 
GoA2, 3 or 4  
 
  can be CBTC always CBTC 
 
 
The Grades of Automation (GoA) can be described as follows: 
 GoA0: Fully manual driving with no protection against trains inadvertently 
passing signals; 
 GoA1: Fully manual with automated protection to prevent trains inadvertently 
passing signals; 
 GoA2: Automatic train operation, driver in cab responsible for opening and 
closing doors and starting the train in motion; 
 GoA3: Automatic train operation with no driver’s cab, on-board train attendant 
required to perform tasks necessary to operate (usually closing doors or 
supervising automated door closure); 
 GoA4: Fully automated train operations with no requirement for on-board 
staff; 
 Attended GoA4: A GoA4 system capable of being operated unattended, but on 
which the operator has chosen to place staff for customer service reasons). 
(Cohen et al., 2015) 
 
Previous research assessing moving block signalling has predominantly been rooted 
in simulation studies, with focus targeted at service optimisation and maximising 
energy efficiency. Early examples from railway include Hill and Bond (1995) and Ho 
et al. (1998). The first notable example of research conducted for metros affirming the 
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capacity benefits of moving block signalling stems from Gill (1998), who also 
highlights moving block signalling offering improved safety, reduced costs from less 
necessary wayside equipment, and finally operational flexibility allowing for faster 
recovery from disruptions. A more recent study on metros includes Takeuchi et al. 
(2003), who confirms through both mathematical analysis and simulation studies that 
moving block signalling can achieve improved capacity. However, it appears that no 
studies have provided an indication of the magnitude of impact moving block 
signalling has on a metro as a whole, nor has there been a study carried out using 
observational data. 
Elsewhere, there is also evidence provided by Melo et al. (2011), which indicates that 
ATO can notably reduce the occurrence of incidents in metros. Results indicate that 
moving from manual train operation to ATO is associated with a 33% reduction in 
incidents. While the study tested specifically for ATO versus manual operation 
(GoA2, 3 & 4 versus GoA0/1), it can be inferred from Melo et al. (2011) results that 
CBTC may offer improved reliability as many ATO systems rely on CBTC while CBTC 
is rarely used for manual operation. Furthermore, by using radio-based 
communication, much of the wayside equipment necessary for fixed block signalling 
becomes redundant (Gill, 1998). This in turn may curtail costs and disruption caused 
by maintenance.  
Chapter 6 of this thesis, further investigated determinants of incidents, this time by 
type. In doing so, the results confirm the importance of automation, finding metros 
with ATO are more likely to exhibit fewer rolling stock, signalling, and staff related 
delay incidents. Interestingly, it was found that the type of signalling, either fixed or 
moving block was not found to be statistically significant. However, as 
implementation of moving block signalling requires a number of automation systems 
to be in place, it is possible that there are indirect benefits.  
Conversely, it is also important to acknowledge potential hindrances that modern 
signalling systems may encounter, some of which may limit the additional capacity to 
be gained. Studies such as Chow (2002) and Lin et al. (2008) suggest that there are vital 
considerations to be made to ensure ventilation and smoke control systems are 
adequate, particularly for metros which operate in deep tunnels. This has the potential 
to inhibit allowable train frequency in order to allow for air circulation at critical times, 
and reduce the heating effect of trains which is generated on a per train basis (Ampofo 
et al., 2004).  
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7.3 Data 
The following describes the variables that have been used for investigating the effects 
that moving block signalling imposes on efficiency levels. These are divided into three 
key elements. Firstly, the outcome, which refers to the variable that is hypothesised to 
be affected by the technological intervention. Secondly, the exposure variable, which 
refers to the intervention (or “treatment”). Finally the confounders, which are 
characteristics of units in the analysis that have an influence on outcomes and are also 
important in determining the assignment of the treatment. The inclusion of 
confounders in the analysis is important in order to avoid biased estimates of the 
treatment effect. This is described in more detail in the methodology section of this 
chapter. The variables used are summarised with the respective descriptive statistics 
at the end of this section in Table 7-2.  
 
7.3.1 Outcome variable 
The outcome, as discussed, is technical efficiency. The technical efficiency scores 
used are sourced from the SFA model estimated in Chapter 5, specifically the model 
presented in Table 5-4 which accounts for exogenous variables.  
 
7.3.2 Exposure variable 
Moving now to the treatment effect variable. As alluded to above where moving block 
signalling is introduced and discussed, this treatment is somewhat of a composite 
measure. The variable does not disassociate itself from the necessary communication 
and automation systems required to enable moving block signalling. The variable is 
binary, and assigned 1 if the system utilises moving block signalling, and 0 otherwise.  
 
7.3.3 Confounding variables 
Focusing now on the confounding variables, which are the set of variables believed to 
have an effect on both the technical efficiency and the type of signalling. Firstly, the 
study considers a network density variable, which is the ratio of the network length 
and the number of stations. As metros exhibit returns to density, Couto and Graham 
(2009), dense networks are more likely to exhibit higher technical efficiency levels. In 
a dense network with shorter distances between stations, there is also a greater 
likelihood of trains being impeded by the train traffic in front of them, due to less 
distance between stops. Therefore these networks may be more likely to adopt moving 
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block signalling as it enables trains to operate closer together. Secondly, the study 
considers a reliability measure to account for potential reductions in incidents causing 
delay, ultimately leading to improved efficiency levels. This is partly because moving 
block systems are a newer technology, and so are most often installed either on newer 
metros (which tend to have higher reliability), or as a replacement for a life-expired 
traditional signalling system, where the reason for replacement would usually be an 
end of life decline in reliability. It is also because moving block systems are frequently 
used in conjunction with ATO, which in turn is associated with higher reliability. For 
this measure the average car kilometres travelled between failures is used, where a 
failure constitutes a disruption to the service of 5 minutes or longer. Adopting CBTC 
and moving block signalling can also reduce the amount of wayside equipment 
required; this in turn may reduce maintenance costs. As such, a measure of the 
maintenance costs is considered. Finally, the proportion of track which operates in 
deep tunnel to acknowledge potential ventilation and smoke control system 
restrictions is also considered.  
 
Table 7-2 Variables and descriptive statistics for propensity score matching 
Variables Obs Mean St. Dev. Min Max 
TE Technical efficiency (score) 141 0.84 0.12 0.55 0.99 
Treatment Moving block signalling (binary) 208 0.25 0.44 0 1 
 Network density (network length/no.stations) 197 1.27 0.56 0.60 3.67 
Confounding Reliability (car km between failures) 187 0.36 0.68 0.00 3.21 
Variables Maintenance cost (maintenance cost per car km) 167 0.36 0.09 0.20 0.73 
 Deep tunnel (% track deep tunnel) 174 0.50 0.32 0.01 1.00 
 
 
7.4 Methodology 
Causal inference refers to understanding the effects that a “treatment” may have on a 
defined outcome of interest. To understand this, it is necessary to distinguish between 
associative inference and causal inference. While association (or correlation) refers to 
the relationship between two or more variables, causation implies that the change in 
one variable directly causes a change in the other. Calculating this causal effect is often 
difficult as it is rarely possible to establish laboratory-like conditions. Early attempts 
of estimating causality can be traced to Splawa-Neyman (1923) and Fisher (1935).  
Initially, the standard approach to estimating causal effects involved carrying out 
fixed effects regression on panel data, and accounting for potential endogeneity by 
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introducing instrument variables (IVs). By incorporating IVs, consistent estimation is 
feasible when the independent variables are correlated with the error term, which is 
an issue that arises when there is reverse causality (i.e. a dependent variable has an 
effect on one or more of the covariates) or omitted variable bias (when a relevant 
variable has not been included in the model but is thought to have an influence). For 
a variable to be considered as an IV, firstly it must be correlated with the endogenous 
variable (relevance condition), and secondly the variable must be uncorrelated with 
the residual (exclusion restriction). Satisfying these conditions ensures the IV does not 
influence the dependent variable other than through its influence on the endogenous 
variable.  
The Rubin Causal Model (RCM) later introduced the concept of potential outcomes 
(Rubin, 1973a, Rubin, 1973b, Rubin, 1974, Rubin, 1977). These potential outcomes refer 
to different outcomes given varying exposure to treatment levels, setting the 
groundwork for contemporary causal analysis. Since then, recent advances in the 
methodological techniques for estimating causal inference largely stem from the field 
of statistics, with applications across disciplines including medical science, 
epidemiology, bioinformatics and the social sciences. This is a direct response to 
studies being unable to carry out randomised clinical trials, either because it is often 
unfeasible or unethical. The two most prominent current methods which have been 
considered for this study include the Difference-in-differences (DID) and Propensity 
score (PS) models. These are causal inference methodologies that have been developed 
for evaluating treatment effects using non-experimental or observational data 
In the case of this study, the treatment refers to a form of intervention made by the 
operators. In order to carry out objective (5) of this study, it is necessary to isolate and 
estimate the effect that an intervention imposes on an “outcome”, a factor which is 
believed to be directly affected. To accurately calculate the effect it is vital to consider 
what are known as “confounders”. These are the factors that are believed to influence 
both the assignment of treatment, as well as the outcome. Not accounting for 
confounders can lead to bias in estimation of causal quantities.  
 
7.4.1 Difference-in-Differences 
The Difference-in-Differences (DID) approach identifies the causal effect of a 
treatment by comparing, over a period of time, the developments of groups that have 
not been treated against groups that have been exposed to a treatment. Under this 
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scenario the treatment is binary. An illustration of the DID approach is presented 
below in Figure 7-2. 
 
 
Figure 7-2 Difference-in-differences (DID) 
 
From this, the divergence of the treatment group from its parallel development path 
after the treatment has been introduced represents the causal effect of the treatment.  
As such, the treatment effect can be estimated as: 
 1 0 1 0( ) ( )T T C CY Y Y Y             (7.1) 
Where 0CY and 1CY  refer to the control groups average pre- and post-treatment 
outcomes respectively, and 0TY  and 1TY  refer to the treatment groups average pre- and 
post-treatment outcomes respectively.  
This can be captured through the following linear regression: 
 'it i it it itY X T t T                  (7.2) 
Where the time period t  is binary (assigned 0 for a pre-treatment period and 1 for 
post-treated period). itT  represents the treatment (assigned 0 if a firm i  has not been 
exposed to the treatment, and 1 if it has).   represents the pre-existing difference 
between the groups,   represents a time specific component, while it  captures 
potentially autoregressive error with mean zero in each time period. 
For DID to provide a valid estimate, it is necessary to assume that the control and 
treatment groups would have been in parallel without the treatment. This is referred 
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to as the parallel trend assumption, and is considered the main issue regarding the 
implementation of DID. This assumption can be made less stringent in conditional 
form, that is, by controlling for covariates in the above regression such that the parallel 
trend assumption must hold conditionally. Another restriction of DID is that it can 
only deal with treatments that are binary, and cannot cope with partial treatments, or 
a “dosage” treatment. An additional issue includes the data requirements of a DID 
approach. DID demands adequate information to be included for both sets of groups 
for both before and after treatment. This means that a group that has always been 
exposed to a treatment cannot be considered. Unfortunately for these reasons, this 
eliminates DID from consideration for this study.  
 
7.4.2 Propensity Score Matching 
An alternative approach is that of Propensity Score Matching (PSM). Guo and Fraser 
(2010) provide the full history of development of propensity score analysis from the 
seminal work of Rosenbaum and Rubin (1983). Further comprehensive overviews and 
explanations are provided by, amongst others, Peikes et al. (2008), and Caliendo and 
Kopeinig (2008). 
In summary, the procedure involves finding a set of firms that are comparable for 
treatment analysis based on their probability of receiving treatment conditional on 
observed baseline characteristics. This ensures that comparisons can be made between 
metros with similar characteristics without worrying about how treatment has been 
assigned. The technique simplifies the matching process greatly and eliminates bias 
created by confounding factors. 
To carry out the procedure, firstly the probability of receiving treatment is estimated 
by calculating the propensity scores using the following logit model: 
 1 2 3 4
1 2 3 4
exp( )
( 1| )
1 exp( )
ND R MC DT
ND R MC DT
C C C C
P T C
C C C C
    
    
   
 
    
   (7.3) 
Where   is the intercept and the  ’s are the regression coefficients associated with 
the confounding factors ( , , ,ND R MC DTC C C C  )
8. Observations from the treatment and 
control groups with similar propensity scores are then be matched and compared. 
From this, it is possible to estimate the causal effect of the treatment.  
                                                 
8 ND - Network Density, R - Reliability, MC – Maintenance Cost, DT – Deep Tunnel 
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A number of matching methods are available. The most straightforward includes 
nearest neighbour matching, which involves matching an observation from the 
control group i  to the treatment group j  that has the closes propensity score (
min || ||i jP P ). Radius matching involves comparing a control observation i  with a 
treatment group j  whose propensity score falls within a pre-specified range r  (
|| ||i jP P r  ), allowing for tolerance. Alternatively the Kernel matching method 
matches each treatment group observation with a weighted average of control group 
observations. The control groups are weighted inversely proportional to the distance 
between the propensity score value and the propensity score value of the specified 
treated observation. The weight the control group receives depends on how close its 
propensity score is with its treatment counterpart. Finally the Interval matching 
method compares control and treated groups when their propensity scores fall within 
a same pre-specified interval. The choice of matching method is not regarded as 
critical, and it is advised to attempt all to confirm there are no major discrepancies 
between the matches. 
Once the propensity scores are matched and compared, it is then possible to identify 
the causal effect. The average treatment effect for the treated (ATT) is calculated by: 
 [ | 1, ( 1| )] [ | 0, ( 1| )]ATT E Y T p T C E Y T p T C          (7.4) 
Where T  denotes the treatment status, and Y  denotes the outcome (in this case 
technical efficiency). The key advantage of this technique is the ability to build the 
model in such a way that the effects of confounding are eliminated. Furthermore, by 
grouping metros based on a propensity score, similar metros are clearly defined and 
selection bias is avoided ensuring that the difference between treatment and control 
metro groups can be attributed to the treatment (in this case moving block signalling).  
In order for the accuracy of the PSM to be maintained, the following assumptions 
apply. Firstly, the conditional independence assumption, which states that 
assignment to the treatment group should be dependent solely on the observable 
covariates and independent of the expected outcome. Secondly, the partial 
equilibrium assumption, which states that there should be no spillover effects between 
the treated and control groups, meaning that the treatment only affects the outcome 
of the treated group and does not affect the control group. Thirdly, the Stable Unit 
Treatment Value Assumption (SUTVA), which specifies that the assignment into the 
treatment group should not affect the outcome of the control group. Fourthly, the 
matching overlap assumption, which determines that for each of the treated units 
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there should be an observation from the control group that is similar with respect to 
the covariates. And finally, the balancing condition, which states that similar values 
of the covariates should result in similar propensity scores.  
 
7.5 Results 
Descriptive statistics of the technical efficiency scores estimated from the SFA model 
and the propensity scores estimated from the logit model are presented in Table 7-3. 
The technical efficiency scores provide an indication of relative technical performance 
between the metros. As discussed, these form the response variable used in the PSM 
procedure. As alluded to, the propensity scores calculated by the logit regression are 
used to estimate the probability of a metro being selected in the treatment group.  
Table 7-3 Descriptive statistics of propensity scores from logit regression 
 Obs Mean Std. Dev.  Min Max 
Technical Efficiency scores 141 0.84 0.12 0.55 0.99 
Propensity scores 88 0.113 0.066 0.000 0.327 
 
Before considering these results and using them to estimate the effects of moving 
block signalling on technical efficiency, it is first necessary to carry out a couple of 
diagnostic tests to check the validity of using a PSM approach. Firstly, a visual 
inspection of the propensity score distribution for the treated and untreated groups is 
carried out. Figure 7-3 illustrates the relevant distributions and favourably indicates 
that there is sufficient overlapping of the distributions.  
 
Figure 7-3 Propensity score distribution 
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Secondly, a balancing test is performed to assess the matching quality. Table 7-4 
presents the t-test of covariate means between the treated and control groups. 
Interestingly, the cost of maintenance is found to be higher in the treated groups. This 
is contrary to what is hypothesised, but perhaps can be explained by the type of 
signalling being a newer technology, and that early adopters may be familiarising 
themselves. Nevertheless, the test verifies that there are no significant differences 
between the covariate means of the treated and control groups, and verifies that the 
treatment is independent of the covariates after matching. As such, the diagnostic tests 
appear to show that the PSM method is indeed suitable and the results obtained are 
considered robust.  
 
Table 7-4 PSM balance test 
Variable 
Mean 
% bias 
t-test 
Treated Control t p>|t| 
Network density 1.18 0.95 42.4 1.68 0.11 
Reliability 0.15 0.08 9.2 1.20 0.24 
Maintenance cost 2.94 2.20 1.6 1.16 0.26 
Deep tunnel 0.42 0.47 -19.8 -0.45 0.66 
 
Finally, moving to the primary focus of this chapter, Table 7-5 presents the average 
treatment effect for the treated (ATT). The t-statistic takes a value of 1.72, which 
indicates a confidence level of 91.5%. From this the study concludes that the estimate 
for the treatment effect has an acceptable level of significance given sample size, hence 
the study can infer that moving block signalling has a causal effect on technical 
efficiency. From the magnitudes the study finds that the difference between the 
respective technical efficiencies of the treated and untreated metros is a substantial 
11.5%. Ultimately, the results suggest that implementing moving block signalling can 
dramatically improve the ability of a metro to produce car kilometres more efficiently, 
given its labour and capital inputs. In turn, the results obtained provide insight that is 
beneficial to metro systems that are experiencing capacity restrictions, and could 
consider transferring to a moving block signalling system.  
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Table 7-5 Effects of moving block signalling on technical efficiency 
Sample Treated Controls Difference S.E. T-stat 
Unmatched 0.906 0.875 0.031 0.039 0.79 
ATT 0.906 0.791 0.115 0.067 1.72 
 
7.6 Conclusion 
This chapter takes empirical findings from Chapter 5, in which SFA was used to 
estimate the performance of metro systems by calculating technical efficiency scores. 
In this chapter it is proposed that by considering moving block signalling as a 
treatment, it is possible to gain an improved understanding of the impacts that this 
type of signalling imposes on the efficiency levels of metro systems by using the causal 
inference technique of PSM. The approach accounts for confounding factors and the 
selection of appropriate reference groups. The contribution is considered useful in 
light of metros facing increased capacity challenges. It is believed the finding is novel 
in its provision of empirical evidence which provides quantification from observed 
data, rather than expected impacts from simulation. In doing so, this chapter satisfies 
objective (5) of this study set out in Section 1.3. 
The results indicate that the technical efficiency of a metro can be improved by 11.5% 
from benefits offered by moving block signalling and associated automation benefits 
(Chapter 6) experienced on urban metro rail systems. This suggests that it is more 
probable that a metro is able to provide an adequate service under moving block, and 
perhaps also suggests that it may be possible to implement more aggressive 
scheduling.  
As for future work, data permitting, it may also be possible to analyse the proportion 
of metro system that use moving block signalling and carry out a study based on line 
level data as opposed to the whole system. By considering the system as a whole it is 
possible that the results may be understated. There is also scope to try and disentangle 
the composite nature of the moving block signalling variable, and consider the 
complimentary systems of CBTC, ATP, ATO, and ATC independently. There may also 
be potential to investigate the effectiveness of skip-stop operation in the future in a 
similar manner using PSM as metro systems adopt the strategy. 
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8. CONCLUSION 
This thesis contributes to the literature by providing additional empirical evidence on 
the factors affecting performance of metro systems by examining 27 metro systems for 
the period from 2004 to 2012. This concluding chapter provides an overview of the 
main findings and contributions (Section 8.1), followed by suggestions for possible 
areas of future research based on some of the limitations of this study (Section 8.2).  
 
8.1 Main findings and contributions 
As set out in Chapter 1, this study examines the variability of metro performance, with 
a specific focus on technical efficiency. As such, the following provides a summary of 
the main findings of this thesis in relation to the five objectives outlined in Section 1.3, 
within the scope described in Section 1.2. 
 
Objective (1): Through a critical review of the current literature, evaluate the 
current understanding in variability in performance of metro and rail systems 
and identify gaps for improvement 
Previous research has successfully demonstrated variance in performance levels 
within the railway and urban rail industries. Productivity has been identified as a 
key measure of performance, and in combination with the concept of a frontier 
approach, has been applied extensively in examining efficiency. Whether a study 
has focused on technical, allocative, or even revenue efficiency, the following 
factors have consistently been taken into consideration and been found to 
influence performance: ownership, regulation, subsidies, autonomy, operating 
environment, capacity, scale and density. 
Studies examining metros in particular were found to be relatively scarce. This 
highlights one of the main drawbacks identified in the literature. It is presumed 
that research has predominantly been conducted in the railway industry due to 
more readily available data in comparison. Although it is possible to gain 
inspiration from the vast number of studies conducted in the rail industry as a 
whole, due to the discrepancies between the modes research into railways is not 
directly relevant to metros. Accordingly, a fundamental area for improvement 
includes the utilisation of a higher quality level of data, which allows for 
examining factors that have previously not been considered. 
 158 
 
Additionally, it also appears that studies focusing on urban rail have been 
hindered by the methodological approaches that have been used. In particular, 
studies have solely adopted a deterministic estimation approach to measuring 
efficiency, which does not account for statistical noise. Furthermore, the efficiency 
scores that have been estimated appear to be biased by not accounting for 
exogenous factors in their estimation. Evidently, there is scope for improving the 
current understanding of metro performance by applying rigorous statistical 
techniques that have been exercised in the railway literature. 
 
Objective (2): Critically review the range of methodologies used for assessing 
productivity and efficiency, and identify their applicability and shortcomings 
From the review of the literature, it is clear that there exists an extensive range of 
methodological approaches to measuring productivity and efficiency. A 
straightforward measure which provides an indication of performance includes 
one-dimensional partial productivity indicators (such as KPIs). However useful 
these are, a major drawback is that they provide a biased indication of overall 
performance if considered in isolation. Index numbers too are hindered as, despite 
the ability to consider multiple factors, the approach assumes all firms are fully 
efficient, which can be grossly misrepresentative. As such, a suitable frontier 
approach is deemed appropriate for providing an accurate reflection of 
performance. 
The review finds deterministic nonparametric frontier approaches (DEA and FDH) 
to be inadequate for studies in metro efficiency as they do not account for statistical 
noise and are subject to biased estimates of technical efficiency scores as 
operational and environmental differences between metros are not controlled for. 
The stochastic nonparametric frontier approach, StoNED, is also dismissed. This is 
due to its inability to deal with allowing for time varying inefficiency, 
heteroskedasticity, endogeneity, sample selection and other potential sources of 
bias. As such, despite the stochastic parametric frontier approach requiring 
assumptions regarding functional form and distributions, it is found to be the most 
appropriate technique for carrying out empirical investigations. Consequently, 
SFA is selected for application in this thesis, specifically a Battese and Coelli (1995) 
specification which allows for the utilisation of panel data, allows for time-varying 
inefficiency, as well as allowing for examining determinants of technical efficiency.  
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Objective (3): Estimate the output efficiency of a group of metro systems, and 
use the results to identify key drivers that affect performance 
From the reviews carried out in Chapter 2 and Chapter 3, SFA was determined to 
be the most appropriate technique for estimating technical efficiency scores. These 
scores provide an assessment of the relative performance of the sample of metro 
systems in terms of output efficiency. From these, investigations were made into 
identifying key determinants of efficiency.  
In applying SFA the results provide an improvement in the understanding of 
metro performance as previous studies have not accounted for statistical noise and 
have been subject to influence from potential outliers. Additional improvements 
arise by accounting for exogenous variables in the estimation of the technical 
efficiency scores, which in turn provide a more accurate portrayal of factors which 
influence performance.  
Importantly, the study makes use of a comprehensive database that has previously 
been unavailable. This has allowed for a more accurate examination of factors that 
affect performance. From the results, increased insight into the influence of 
population, autonomy, ownership, and subsidy levels on technical efficiency is 
provided. The results also provide insight into additional factors that have 
previously not been considered, which include maintenance, availability and 
reliability.  
Furthermore, given the importance of reliability in the findings, and the 
availability of detailed incident data, this is examined further. Incident rates are 
disaggregated by constituent cause, and investigations are made into assessing the 
extent to which each type of incident impacts technical efficiency. Signalling and 
passenger related incidents are found to be the most severe, followed by rolling 
stock and other equipment related incidents, and lastly staff related incidents. 
Consequently, the approach provides an additional indicator to estimate and rank 
the severity of different types of incidents. This contribution is considered useful 
in light of metro rail systems lacking sufficiently detailed incident data, specifically 
with regards to duration of incidents.  
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Objective (4): Identify key factors that explain the variation in the occurrence of 
incidents which cause a delay to a metro service 
Having established service reliability as key factor which helps to explain the 
variation in output efficiency, this is subsequently investigated further. 
Accordingly, the penultimate objective of this study examines the determinants of 
incidents that cause a delay to the service.  
A generalised linear mixed effects Poisson regression is selected for application. 
This approach allows for investigation into factors which are thought to influence 
the occurrence of incidents while catering for the abnormal characteristics of the 
data, namely that the incidents are nonnegative integers which exhibit 
overdispersion.  
A major drawback of previous work is that due to data limitations, consideration 
could not be made for the different types of incidents that occur. This is a 
considerable hindrance as some of the explanatory variables that have been tested 
do not relate to all forms of incidents. For example, the type of wheel used is not 
likely to affect signalling, staff or passenger related incidents. As different types of 
incidents exist, these should be considered independently. Therefore, this study 
improves on previous work as the data facilitates investigations into incidents by 
type, allowing for eliciting a more accurate portrayal of factors which are critical 
in achieving reliability.  
The results confirm the importance of scale, frequency and automation. 
Additionally, the results provide insight into the effects of maintenance, 
equipment, wage, training, comfort, and crowding. Furthermore, the results also 
provide a means for carrying out future forecasting of incident rates. 
 
Objective (5): Estimate the causal impact that a technological intervention, 
specifically the type of signalling, imposes on metro output efficiency. 
Given the growing capacity restrictions experienced by metros, this final objective 
investigates the causal impact of introducing a technological treatment. The last 
empirical chapter proposes that by considering moving block signalling as a 
treatment, it is possible to gain an improved understanding of the impacts that this 
type of signalling imposes on the efficiency levels of metro systems by using the 
causal inference technique of Propensity Score Matching (PSM). In doing so the 
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approach accounts for confounding factors and the selection of appropriate 
reference groups. This contribution is considered useful in light of metros facing 
increased capacity challenges. The study is novel in its provision of empirical 
evidence which provides quantification from observed data, rather than expected 
impacts from simulation.  
The results indicate that the technical efficiency of a metro can be improved by 
11.5% from benefits offered by moving block signalling and associated automation 
experienced on urban metro rail systems. This suggests that it is more probable 
that a metro is able to provide an adequate service under moving block, and 
perhaps also suggests that it may be possible to implement more aggressive 
scheduling.  
 
In summary, this thesis provides contributions in three key areas. Firstly, use of newly 
available data has allowed for the examination of factors that have previously not been 
able to be considered, as well as improving on the quality of some that have. Secondly, 
the study contributes in its application of novel methodological approaches, as the 
statistical techniques that have been used have so far not been applied specifically to 
metro systems, or indeed the dataset used. Finally, as a consequence of employing 
contemporary data and techniques, this study provides new substantive results which 
further the understanding of metro performance.  
The findings in this research have a number of implications for the metro industry. 
Insight is provided surrounding the characteristics of management, organisational 
and regulatory structures, implementation of maintenance, training, and planning 
activities, as well as specification of equipment. Consequently, the research provides 
additional considerations which are helpful for the metro operators themselves, as 
well as for other decision makers and regulators. These include transport authorities, 
city (or state) governments and planners, as well as private contractors.  
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8.2 Limitations and areas for future research 
In meeting the specified objectives, this thesis has successfully addressed some of the 
gaps identified in the literature concerning the variability in metro performance, with 
a particular focus on technical efficiency. This final section, without being exhaustive, 
suggests further directions for future research based on some of the limitations of this 
study.  
Despite the study benefiting from a comprehensive and high quality dataset, which 
has allowed for examining factors that have previously not been considered, there 
remain a number of outstanding factors to be investigated. In terms of drivers of 
efficiency, notable exclusions include an adequate measure for the influence of labour 
unions, as well as appropriate measures regarding the age, quality and characteristics 
of equipment. Data permitting, it may also be worthwhile to examine the duration of 
incidents more closely. The current variables for incident rates capture incidents that 
causes a disruption of five minutes or longer. Perhaps more intriguing insight may be 
available by disaggregating the incidents by length of disruption and examine 
incidents which cause more severe disruptions, such as ten, fifteen or even thirty 
minute delays to service. Other types of incidents should also be investigated, which 
include track, power, and platform screen door related incidents. Furthermore, this 
study examined metros at a network level. In future, with adequate data it may also 
be possible to consider variations in performance between lines within systems.  
This study acknowledges the issue of potential simultaneity bias in its examination of 
the determinants of efficiency and incident occurrence. This is an issue which has 
previously not been considered by previous metro studies. An unsuccessful attempt 
was made to account for possible endogeneity by carrying out a GMM estimation. 
Consequently, the results provided in this study relating to determinants are 
indicative of associative effects. In future this will need to be reinvestigated in order 
to allow for a causal interpretation of the parameters.  
In examining the impacts of moving block signalling on technical efficiency, two 
potential improvements have been identified. Firstly, data on moving block signalling 
at the time of analysis indicated whether a system exhibited moving block signalling. 
This limited the study to a binary treatment specification despite the fact that in some 
cases moving block signalling is not prevalent throughout an entire network. In 
future, with data permitting, it may be possible to investigate a dosage specification 
where the treatment effect is a continuous variable and represents the proportion of 
the network that exhibits moving block signalling. Secondly, as a number of 
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automated systems are required to be in place in order for moving block signalling to 
be implemented, there is scope for further research to investigate disentangling the 
effects that each impose. This may involve examining ATO, ATP, ATC, CBTC 
independently, as well as examining their various configurations.  
Finally, this study has focused solely on technical efficiency. However, to gain an 
overall indication of economic efficiency it is also necessary to consider allocative 
efficiency. As such, an obvious area for further investigations is to compliment the 
findings in this study with results from a similar allocative efficiency investigation 
using a cost function approach. From this it may be possible to reconcile the findings 
and potentially provide a means for normalising KPI variables. In doing so, this may 
eliminate potential bias by adjusting for metro characteristics, both in terms of the each 
metro as well as the industry as a whole.  
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APPENDIX A LIST OF PUBLICATIONS THAT HAVE USED COMET AND 
NOVA DATA 
 
Table A-1 List of publications that have used RTSC data 
Author(s) Title 
(Cohen et al., 2015) Impacts of Unattended Train Operations on Productivity and Efficiency in 
Metropolitan Railways 
(Brage-Ardao et al., 
2015b) 
Determinants of Train Service Costs in Metro Operations 
(Brage-Ardao et al., 
2015a) 
Determinants of Rolling Stock Maintenance Cost in Metros 
(Barron et al., 2013) Passenger-Focused Management Approach to the Measurement of Train 
Delay Impacts 
(Anderson et al., 2012) Improving Fares and Funding Policies to Support Sustainable Metros 
(Kyriakidis et al., 
2012) 
Metro Railway Safety: An Analysis of Accident Precursors 
(Melo et al., 2011) Determinants of Delay Incident Occurrence in Urban Metros 
(Allport and 
Anderson, 2011) 
Managing Strategic Risk – The Worldwide Experience of Metros 
(Anderson et al., 2010)  Managing Metro Fares and Funding 
(Anderson et al., 2009) Maximizing the Potential for Metros to Reduce Energy Consumption and 
Deliver Low-Carbon Transportation in Cities 
(Graham et al., 2009) A Dynamic Panel Analysis of Urban Metro Demand 
(Crotte and Graham, 
2008) 
The Demand for Urban Metros: Evidence from Panel Data 
(Harris and 
Anderson, 2007) 
An International Comparison of Urban Rail Boarding and Alighting Rates 
(Quddus et al., 2007) Metro Station Operating Costs: An Econometric Analysis 
(Anderson, 2006a) Metro Benchmarking Yields Tangible Benefits 
(Anderson, 2006b) Improving the Management and Delivery of Mass Public Transportation in 
Cities 
(Glaister and 
Anderson, 2005) 
Transport Performance and the Data Clubs Approach 
(Schmöcker et al., 
2005) 
Metro Service Delay Recovery: Comparison of Strategies and Constraints 
Across Systems 
(Allport and 
Anderson, 2005) 
A Challenging Metro Agenda 
(Graham et al., 2003) Economies of Scale and Density in Urban Rail Transport: Effects on 
Productivity 
(Anderson et al., 2003) Developing Benchmarking Methodologies for Railway Infrastructure 
Management Companies 
(Adeney, 2003) Metro Benchmarking - CoMET and Nova Deliver Tangible Benefits 
(Hirsch and Collins, 
2002) 
What Management Factors Make a Difference to Safety in Metro Railways? 
(Adeney and Harris, 
2001) 
Best Practice in Station Dwell Time Management 
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APPENDIX B DATA TREND LINE MODELS 
Car km Trend Lines Model:  
A linear trend model is computed for Car km given Year. The model may be significant at p <= 0.05. 
The factor Metro  may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modelled observations: 210 
Number of filtered observations: 33 
Model degrees of freedom: 54 
Residual degrees of freedom (DF): 156 
SSE (sum squared error): 17289 
MSE (mean squared error): 110.827 
R-Squared: 0.997338 
Standard error: 10.5275 
p-value (significance): < 0.0001 
Analysis of Variance: 
Field DF SSE MSE F p-value 
Metro 52 6438851.3 123824 1117.27 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.003822 6 Year 13.1381 2.8766 4.56723 0.003822 
 intercept -25677.5 5774.77 -4.44649 0.004346 
 2 0.011477 7 Year 2.85188 0.839331 3.39781 0.011477 
 intercept -5172.33 1685.38 -3.06895 0.018094 
 3 0.050079 6 Year 3.0011 1.22706 2.44575 0.050079 
 intercept -5550.56 2463.33 -2.25327 0.065148 
 4 0.215441 6 Year 1.56555 1.13061 1.38469 0.215441 
 intercept -2798.08 2269.71 -1.23279 0.263762 
 5 0.001543 6 Year 3.44788 0.629154 5.48019 0.001543 
 intercept -6686.62 1263.03 -5.29412 0.00184 
 6 0.001262 7 Year 23.5455 4.53342 5.19377 0.001262 
 intercept -47087.9 9103.11 -5.17273 0.001291 
 7 0.005421 7 Year 6.85928 1.72958 3.96587 0.005421 
 intercept -13590.5 3473 -3.91318 0.0058 
 8 0.000918 5 Year 5.68036 0.811731 6.99783 0.000918 
 intercept -11177.2 1630.77 -6.85393 0.00101 
 9 0.000681 4 Year 32.7996 3.44727 9.51467 0.000681 
 intercept -65730.8 6927.28 -9.48869 0.000688 
 10 0.015096 2 Year 70.2706 8.73311 8.04646 0.015096 
 intercept -140983 17549.2 -8.03361 0.015144 
 11 < 0.0001 6 Year 5.91719 0.472818 12.5147 < 0.0001 
 intercept -11773.8 949.183 -12.4041 < 0.0001 
 12 0.158782 6 Year 0.577276 0.358821 1.60881 0.158782 
 intercept -1059.2 720.334 -1.47043 0.191848 
 13 < 0.0001 6 Year 11.487 1.16098 9.89422 < 0.0001 
 intercept -22971.1 2330.81 -9.85539 < 0.0001 
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 14 0.112045 4 Year -1.43746 0.707648 -2.03132 0.112045 
 intercept 3004.06 1419.9 2.11569 0.101835 
 15 0.000151 7 Year 3.26566 0.442153 7.38581 0.000151 
 intercept -6480.11 887.845 -7.2987 0.000163 
 16 < 0.0001 7 Year 6.59634 0.471896 13.9784 < 0.0001 
 intercept -13172.1 947.567 -13.901 < 0.0001 
 17 0.000372 7 Year 2.94052 0.460487 6.38567 0.000372 
 intercept -5835.27 924.659 -6.31072 0.0004 
 18 0.002546 5 Year 4.14834 0.743304 5.58095 0.002546 
 intercept -8242.42 1491.81 -5.52511 0.002661 
 19 0.00034 6 Year 18.4111 2.52675 7.2865 0.00034 
 intercept -36909.9 5074.98 -7.27293 0.000344 
 20 0.703199 5 Year 0.036643 0.090793 0.403585 0.703199 
 intercept 4.3485 182.222 0.023864 0.981884 
 21 0.008732 5 Year 0.576396 0.138199 4.17078 0.008732 
 intercept -1099.56 277.365 -3.96432 0.010697 
 22 0.10854 7 Year 0.327353 0.178028 1.83877 0.10854 
 intercept -624.23 357.48 -1.74619 0.124281 
 23 0.566623 7 Year 0.1612 0.268106 0.601255 0.566623 
 intercept -298.905 538.357 -0.55522 0.596034 
 24 < 0.0001 6 Year 0.648924 0.061513 10.5493 < 0.0001 
 intercept -1278.5 123.488 -10.3533 < 0.0001 
 25 0.908583 5 Year -0.02182 0.1807 -0.12076 0.908583 
 intercept 65.9185 362.665 0.181761 0.862909 
 26 0.362066 5 Year -0.04878 0.048651 -1.00262 0.362066 
 intercept 106.962 97.7396 1.09435 0.323695 
 27 0.001694 6 Year 0.194641 0.036172 5.38102 0.001694 
 intercept -385.521 72.6148 -5.30912 0.001814 
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Labour Trend Lines Model 
A linear trend model is computed for Labour given Year. The model may be significant at p <= 0.05. 
The factor Metro may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modeled observations: 197 
Number of filtered observations: 46 
Model degrees of freedom: 54 
Residual degrees of freedom (DF): 143 
SSE (sum squared error): 2153.42 
MSE (mean squared error): 15.0589 
R-Squared: 0.957109 
Standard error: 3.88058 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 52 47392.797 911.4 60.5223 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.0038481 6 Year 1.03639 0.227244 4.56069 0.0038481 
 intercept -2019.22 456.192 -4.42624 0.004441 
 2 0.858952 6 Year 0.237094 1.27816 0.185496 0.858952 
 intercept -433.63 2565.91 -0.168997 0.871353 
 3 0.569191 5 Year -1.53322 2.51801 -0.608901 0.569191 
 intercept 3119.65 5054.01 0.617263 0.564083 
 4 0.0120087 5 Year 0.0735893 0.0191172 3.84938 0.0120087 
 intercept -119.094 38.3682 -3.10398 0.0267323 
 5 0.304527 5 Year -0.191218 0.16719 -1.14371 0.304527 
 intercept 410.903 335.885 1.22334 0.275705 
 6 0.157659 7 Year 1.40208 0.886258 1.58202 0.157659 
 intercept -2794.69 1779.61 -1.5704 0.160315 
 7 0.0436276 3 Year 1.96386 0.583914 3.36327 0.0436276 
 intercept -3910.89 1173.67 -3.33219 0.0446462 
 8 0.0089185 2 Year 13.1646 1.25163 10.518 0.0089185 
 intercept -26410.8 2515.15 -10.5007 0.0089476 
 9 0.0004487 6 Year 0.632558 0.0913356 6.92565 0.0004487 
 intercept -1250.13 183.356 -6.81803 0.0004884 
 10 < 0.0001 6 Year 2.73372 0.221618 12.3353 < 0.0001 
 intercept -5471.2 445.12 -12.2915 < 0.0001 
 11 0.675027 3 Year -0.594699 1.28507 -0.462776 0.675027 
 intercept 1224.11 2580.16 0.474432 0.667587 
 12 0.456983 7 Year 0.374563 0.475815 0.787204 0.456983 
 intercept -739.051 955.436 -0.773521 0.46453 
 13 < 0.0001 7 Year 0.869231 0.0604261 14.385 < 0.0001 
 intercept -1733.36 121.336 -14.2857 < 0.0001 
 14 0.0002674 6 Year 1.34047 0.176054 7.61399 0.0002674 
 intercept -2678.88 353.451 -7.57922 0.0002743 
 15 0.122449 5 Year -0.0341036 0.0183653 -1.85696 0.122449 
 intercept 82.2554 36.8592 2.23161 0.0760107 
 16 0.0036098 5 Year 0.324576 0.0630039 5.15169 0.0036098 
 intercept -642.344 126.449 -5.07987 0.0038349 
 17 0.0084141 7 Year 0.38587 0.106343 3.62855 0.0084141 
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 intercept -768.056 213.537 -3.59683 0.0087768 
 18 0.0004462 7 Year 0.399322 0.0644296 6.1978 0.0004462 
 intercept -795.366 129.375 -6.14777 0.0004686 
 19 0.0165878 3 Year -0.496532 0.10206 -4.86511 0.0165878 
 intercept 1005.74 204.732 4.91246 0.0161548 
 20 0.0098143 6 Year 0.151917 0.040802 3.72327 0.0098143 
 intercept -300.068 81.9101 -3.66338 0.0105369 
 21 0.446045 5 Year -0.0165611 0.0200325 -0.826712 0.446045 
 intercept 38.5946 40.2052 0.959941 0.381172 
 22 0.23545 5 Year 0.0811125 0.0601639 1.34819 0.23545 
 intercept -158.249 120.869 -1.30926 0.247381 
 23 < 0.0001 5 Year 0.154545 0.0096281 16.0514 < 0.0001 
 intercept -305.568 19.3237 -15.8131 < 0.0001 
 24 0.528188 7 Year -0.0381183 0.0574416 -0.663601 0.528188 
 intercept 79.9643 115.343 0.693275 0.510478 
 25 0.0337562 5 Year 0.0543029 0.0187195 2.90088 0.0337562 
 intercept -105.306 37.57 -2.80292 0.0378631 
 26 0.642211 5 Year -0.0404643 0.081904 -0.494045 0.642211 
 intercept 82.5368 164.381 0.502105 0.636919 
 27 0.0121773 4 Year 0.0411338 0.0094607 4.34788 0.0121773 
 intercept -81.6729 19.0017 -4.29818 0.0126639 
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Network Length Trend Lines Model 
A linear trend model is computed for network length given Year. The model may be significant at p 
<= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Id*( Year + intercept ) 
Number of modeled observations: 211 
Number of filtered observations: 32 
Model degrees of freedom: 54 
Residual degrees of freedom (DF): 157 
SSE (sum squared error): 17725 
MSE (mean squared error): 112.898 
R-Squared: 0.99816 
Standard error: 10.6253 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 52 9436778.2 181477 1607.44 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.0033391 5 Year 5.25 1.00089 5.24532 0.0033391 
 intercept -9431.25 2010.79 -4.69031 0.0053836 
 2 N/A 7 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 479.56 
 3 0.0082374 6 Year -0.732143 0.189038 -3.87298 0.0082374 
 intercept 1910.21 379.495 5.03357 0.0023719 
 4 0.0021824 7 Year 8.25467 1.75252 4.71017 0.0021824 
 intercept -16314.9 3519.06 -4.63613 0.0023804 
 5 < 0.0001 6 Year 4.69762 0.488112 9.62407 < 0.0001 
 intercept -9141.62 979.885 -9.32928 < 0.0001 
 6 0.001582 6 Year 0.556488 0.10204 5.4536 0.001582 
 intercept -903.698 204.846 -4.41159 0.0045116 
 7 0.0082374 6 Year -0.0692857 0.0178895 -3.87298 0.0082374 
 intercept 340.334 35.9132 9.47656 < 0.0001 
 8 0.0090383 3 Year 86.6643 14.3133 6.05481 0.0090383 
 intercept -173832 28755.4 -6.0452 0.0090788 
 9 0.0060879 4 Year 33.4571 6.31288 5.29982 0.0060879 
 intercept -67007 12685.7 -5.28207 0.0061615 
 10 0.0015732 7 Year 15.5517 3.11311 4.99554 0.0015732 
 intercept -31095 6251.13 -4.9743 0.0016113 
 11 0.309959 6 Year -0.0007143 0.0006442 -1.10883 0.309959 
 intercept 116.535 1.29319 90.1148 < 0.0001 
 12 0.095303 4 Year -1.71143 0.786957 -2.17474 0.095303 
 intercept 3581.46 1579.03 2.26814 0.0859036 
 13 0.000684 6 Year 19.0815 2.98014 6.40286 0.000684 
 intercept -38219 5985.62 -6.38513 0.0006942 
 14 0.0005976 7 Year 2.62617 0.444879 5.9031 0.0005976 
 intercept -5180.78 893.318 -5.79948 0.0006639 
 15 < 0.0001 7 Year 5.99367 0.657195 9.12008 < 0.0001 
 intercept -11950.5 1319.65 -9.05585 < 0.0001 
 16 0.0198231 5 Year 3.05357 0.905278 3.37308 0.0198231 
 intercept -6034.65 1816.89 -3.32141 0.0209758 
 17 0.0041407 6 Year 5.80997 1.29351 4.49163 0.0041407 
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 intercept -11582.2 2596.89 -4.46004 0.0042828 
 18 0.0066027 7 Year 0.7495 0.196568 3.81293 0.0066027 
 intercept -1440.66 394.709 -3.64993 0.0081787 
 19 0.363217 5 Year -0.0007143 0.0007143 -1 0.363217 
 intercept 79.435 1.43357 55.4105 < 0.0001 
 20 0.756101 5 Year -0.0819714 0.249805 -0.328141 0.756101 
 intercept 236.719 501.36 0.472154 0.656705 
 21 0.000323 6 Year 1.13929 0.154867 7.35653 0.000323 
 intercept -2225.88 310.896 -7.15956 0.0003746 
 22 0.363217 5 Year 
-7.143e-
005 
7.143e-005 -1 0.363217 
 intercept 62.0435 0.143357 432.79 < 0.0001 
 23 0.0001988 7 Year 0.979167 0.138494 7.07011 0.0001988 
 intercept -1921.86 278.096 -6.91079 0.0002291 
 24 0.0001712 7 Year 0.872717 0.120513 7.24169 0.0001712 
 intercept -1714.17 241.99 -7.08365 0.0001965 
 25 0.00443 6 Year 0.799536 0.180541 4.42855 0.00443 
 intercept -1567.63 362.437 -4.32526 0.0049542 
 26 N/A 5 Year 
-2.538e-
016 
Because the trend line model response variable is constant, 
there is no information to estimate model statistics. 
 intercept 19.74 
 27 0.133975 6 Year 0.155833 0.0899704 1.73205 0.133975 
 intercept -299.302 180.616 -1.65712 0.148572 
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Fleet Trend Lines Model 
A linear trend model is computed for fleet given Year. The model may be significant at p <= 0.05. 
The factor Metro may be significant at p=0.05. 
 
Model formula: Id*( Year + intercept ) 
Number of modeled observations: 208 
Number of filtered observations: 35 
Model degrees of freedom: 54 
Residual degrees of freedom (DF): 154 
SSE (sum squared error): 863402 
MSE (mean squared error): 5606.51 
R-Squared: 0.998326 
Standard error: 74.8766 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 52 5.1318849e+08 9.86901e+006 1760.28 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.0359238 7 Year 23.15 8.93684 2.5904 0.0359238 
 intercept -40191.4 17945.2 -2.23968 0.0601066 
 2 0.0002619 6 Year 27.3571 3.5794 7.64295 0.0002619 
 intercept -50449 7185.64 -7.0208 0.0004167 
 3 0.000963 6 Year 18.1815 3.02932 6.00186 0.000963 
 intercept -32439.7 6081.36 -5.33429 0.0017709 
 4 0.123847 6 Year 7.30952 4.08611 1.78887 0.123847 
 intercept -11176.6 8202.88 -1.36252 0.221957 
 5 0.0079855 6 Year 53.7262 13.7765 3.89984 0.0079855 
 intercept -104889 27656.4 -3.79259 0.009046 
 6 0.306904 5 Year 43.3211 38.0862 1.13745 0.306904 
 intercept -85025.8 76515.1 -1.11123 0.317027 
 7 0.0014645 7 Year 125.547 24.8152 5.05928 0.0014645 
 intercept -250719 49829.1 -5.03159 0.0015107 
 8 0.0004672 5 Year 38.7946 4.79425 8.09192 0.0004672 
 intercept -76312.9 9631.65 -7.92314 0.0005157 
 9 0.0002636 4 Year 275.405 22.6722 12.1473 0.0002636 
 intercept -551729 45559.8 -12.11 0.0002667 
 10 0.0243526 2 Year 520.3 82.7129 6.29043 0.0243526 
 intercept -1.04324e+006 166212 -6.27657 0.0244564 
 11 0.168371 6 Year 3.92857 2.50855 1.56608 0.168371 
 intercept -6762.61 5035.91 -1.34288 0.227881 
 12 0.735812 4 Year 5.96714 16.4935 0.361789 0.735812 
 intercept -10703.7 33094.1 -0.323432 0.762571 
 13 0.002536 7 Year -0.5 0.109109 -4.58258 0.002536 
 intercept 1761.33 219.091 8.03928 < 0.0001 
 14 0.0001796 7 Year 32.1167 4.46926 7.18613 0.0001796 
 intercept -63756.3 8974.27 -7.10434 0.0001929 
 15 < 0.0001 6 Year 65.0201 5.50719 11.8064 < 0.0001 
 intercept -129771 11056.4 -11.7372 < 0.0001 
 16 0.0106126 6 Year 22.1667 6.06081 3.65737 0.0106126 
 intercept -43756.6 12167.1 -3.59631 0.011417 
 17 < 0.0001 7 Year 68.1468 8.47568 8.04027 < 0.0001 
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 intercept -136181 17019.2 -8.00161 < 0.0001 
 18 0.0383011 5 Year 17.7857 6.36757 2.79317 0.0383011 
 intercept -34940.4 12779.7 -2.73405 0.0410819 
 19 0.0369819 7 Year 4.01667 1.56261 2.57048 0.0369819 
 intercept -7518.24 3137.73 -2.39608 0.0477405 
 20 0.143811 5 Year -0.642857 0.371154 -1.73205 0.143811 
 intercept 1969.07 744.906 2.64338 0.0457894 
 21 0.0319768 5 Year 10.3929 3.52596 2.94753 0.0319768 
 intercept -20206.6 7076.61 -2.85541 0.0355974 
 22 0.0009328 6 Year 130.082 21.5426 6.03838 0.0009328 
 intercept -260783 43268.2 -6.02712 0.000942 
 23 N/A 7 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 338 
 24 N/A 6 Year 3.101e-015 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 182 
 25 N/A 5 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 180 
 26 0.202884 6 Year 0.190476 0.133277 1.42918 0.202884 
 intercept -304.881 267.553 -1.13952 0.297927 
 27 0.0529433 5 Year 0.785714 0.31135 2.52357 0.0529433 
 intercept -1522.64 625.502 -2.43427 0.0590689 
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Number of Stations Trend Lines Model 
A linear trend model is computed for number of stations given Year. The model may be significant 
at p <= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Id*( Year + intercept ) 
Number of modeled observations: 197 
Number of filtered observations: 46 
Model degrees of freedom: 54 
Residual degrees of freedom (DF): 143 
SSE (sum squared error): 4637.84 
MSE (mean squared error): 32.4324 
R-Squared: 0.997758 
Standard error: 5.69495 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 52 2050804.5 39438.5 1216.02 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 N/A 6 Year 6.202e-015 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 424 
 2 0.0004295 6 Year 0.72619 0.104011 6.98189 0.0004295 
 intercept -1158.95 208.802 -5.5505 0.0014454 
 3 0.0150751 6 Year -0.845238 0.250943 -3.36825 0.0150751 
 intercept 1968.44 503.768 3.90743 0.0079158 
 4 0.0213116 4 Year 0.771429 0.209956 3.67423 0.0213116 
 intercept -1243.91 421.697 -2.94978 0.0419785 
 5 0.0029545 6 Year 9.47619 1.96797 4.8152 0.0029545 
 intercept -18800.2 3950.71 -4.75869 0.0031306 
 6 < 0.0001 6 Year 2.03571 0.138321 14.7173 < 0.0001 
 intercept -3925.82 277.679 -14.138 < 0.0001 
 7 N/A 6 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 147 
 8 0.158302 4 Year 0.428571 0.247436 1.73205 0.158302 
 intercept -689.429 496.48 -1.38863 0.237268 
 9 0.0003009 6 Year 2.55952 0.343455 7.45229 0.0003009 
 intercept -5031.37 689.486 -7.29728 0.0003376 
 10 0.0447751 2 Year 49.6 10.8637 4.56566 0.0447751 
 intercept -99480.7 21830.6 -4.55694 0.0449354 
 11 0.143811 5 Year 0.321429 0.185577 1.73205 0.143811 
 intercept -561.536 372.453 -1.50767 0.192003 
 12 0.000434 6 Year 4.47619 0.642343 6.96854 0.000434 
 intercept -8913.2 1289.5 -6.91212 0.0004535 
 13 0.003035 5 Year 15.1786 2.83091 5.36174 0.003035 
 intercept -30396.4 5684.46 -5.34728 0.003071 
 14 0.0125653 5 Year 5.07143 1.33287 3.80491 0.0125653 
 intercept -10098.2 2675.06 -3.77495 0.0129569 
 15 0.0488918 3 Year 12 3.73631 3.21173 0.0488918 
 intercept -23999.2 7506.25 -3.19723 0.0494365 
 16 0.0082374 6 Year 0.535714 0.138321 3.87298 0.0082374 
 intercept -1008.57 277.679 -3.63215 0.0109371 
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 17 N/A 6 Year 
-7.753e-
016 
Because the trend line model response variable is constant, 
there is no information to estimate model statistics. 
 intercept 66 
 18 0.0027269 6 Year 6.10714 1.24784 4.89416 0.0027269 
 intercept -12194.2 2505.05 -4.86786 0.0028005 
 19 0.38095 6 Year 0.428571 0.45332 0.945406 0.38095 
 intercept -795.107 910.04 -0.873706 0.415874 
 20 N/A 5 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 64 
 21 0.0002523 6 Year 0.892857 0.116033 7.69484 0.0002523 
 intercept -1737.54 232.937 -7.45925 0.0002994 
 22 0.0085201 5 Year 0.321429 0.0765986 4.19627 0.0085201 
 intercept -585.679 153.733 -3.8097 0.0125039 
 23 0.0271627 5 Year 2.10714 0.681946 3.08989 0.0271627 
 intercept -4174.75 1368.67 -3.05023 0.0284169 
 24 0.0082374 6 Year 0.357143 0.0922139 3.87298 0.0082374 
 intercept -671.714 185.12 -3.62854 0.0109843 
 25 0.001571 6 Year 0.464286 0.085017 5.46109 0.001571 
 intercept -898.929 170.672 -5.267 0.0018886 
 26 0.133975 6 Year 0.0833333 0.0481125 1.73205 0.133975 
 intercept -153.167 96.586 -1.58581 0.163878 
 27 N/A 4 Year 3.9e-016 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 18 
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Rolling Stock Related Incidents Normalised by Car Km Trend Lines Model 
A linear trend model is computed for rolling stock related incidents normalised by car km given Year. The 
model may be significant at p <= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modeled observations: 164 
Number of filtered observations: 79 
Model degrees of freedom: 49 
Residual degrees of freedom (DF): 115 
SSE (sum squared error): 758.988 
MSE (mean squared error): 6.5999 
R-Squared: 0.976044 
Standard error: 2.56903 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 47 30769.473 654.67 99.1939 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.0007941 6 Year 5.62251 0.903155 6.22541 0.0007941 
 intercept -11229.9 1813.09 -6.19381 0.0008158 
 2 N/A 0 Year 0 Because the trend line model response variable is constant, there is no 
information to estimate model statistics.  intercept 41.7462 
 3 0.276555 1 Year -5.04317 2.33988 -2.15531 0.276555 
 intercept 10150.3 4696.15 2.16142 0.275867 
 4 0.0043304 7 Year 2.38114 0.574674 4.14345 0.0043304 
 intercept -4756.93 1153.95 -4.12231 0.0044467 
 5 0.406355 6 Year -0.902068 1.0104 -0.892779 0.406355 
 intercept 1831.17 2028.39 0.902771 0.401435 
 6 0.214482 3 Year 1.20126 0.76523 1.5698 0.214482 
 intercept -2391.84 1535.82 -1.55737 0.217255 
 7 0.0013092 6 Year -1.30849 0.231259 -5.6581 0.0013092 
 intercept 2645.34 464.253 5.69806 0.0012624 
 8 0.389245 6 Year 0.298348 0.321518 0.927935 0.389245 
 intercept -583.534 645.448 -0.904076 0.400796 
 9 0.593209 7 Year 0.100415 0.179446 0.559584 0.593209 
 intercept -188.453 360.328 -0.523006 0.617111 
 10 0.0102008 6 Year 1.1994 0.324982 3.69066 0.0102008 
 intercept -2397.96 652.402 -3.67558 0.010385 
 11 0.224926 5 Year 0.284693 0.20569 1.38409 0.224926 
 intercept -564.883 412.82 -1.36835 0.229484 
 12 0.0067591 5 Year -0.999904 0.225157 -4.44092 0.0067591 
 intercept 2014.75 452.341 4.45405 0.0066772 
 13 0.460168 6 Year -0.130429 0.165319 -0.788954 0.460168 
 intercept 266.257 331.878 0.802272 0.452992 
 14 0.0133387 7 Year -0.217982 0.0662958 -3.28803 0.0133387 
 intercept 441.997 133.122 3.32024 0.0127608 
 15 0.465802 6 Year 0.134588 0.172859 0.778602 0.465802 
 intercept -266.786 347.015 -0.768805 0.471178 
 16 0.0091865 4 Year -0.292058 0.0619055 -4.7178 0.0091865 
 intercept 589.652 124.337 4.74236 0.0090215 
 17 0.320633 3 Year -0.167298 0.140934 -1.18707 0.320633 
 intercept 339.252 283.277 1.1976 0.317069 
 18 0.84054 2 Year 
-
0.0906053 
0.396638 -0.228433 0.84054 
 intercept 184.784 797.143 0.231807 0.838246 
 19 0.919822 2 Year 
-
0.0523091 
0.459838 -0.113755 0.919822 
 intercept 107.748 924.045 0.116604 0.917827 
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 20 0.0709031 5 Year 0.177132 0.0774471 2.28713 0.0709031 
 intercept -353.247 155.436 -2.27261 0.0722022 
 21 0.904814 4 Year 
-
0.0551811 
0.433326 -0.127343 0.904814 
 intercept 112.856 870.769 0.129605 0.903135 
 22 0.413752 1 Year -0.155566 0.118242 -1.31565 0.413752 
 intercept 314.628 237.786 1.32316 0.412009 
 23 0.0022224 7 Year 
-
0.0335516 
0.0071468 -4.69466 0.0022224 
 intercept 67.7707 14.3507 4.72247 0.0021513 
 24 0.536512 6 Year 
-
0.0169092 
0.0257996 -0.655404 0.536512 
 intercept 34.3336 51.8154 0.662614 0.532191 
 25 0.0777253 4 Year 
-
0.0461458 
0.0195594 -2.35926 0.0777253 
 intercept 93.0605 39.3046 2.36767 0.077016 
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Signalling Related Incidents Normalised by Number of Stations Trend Lines Model 
A linear trend model is computed for signalling related incidents normalised by number of stations given 
Year. The model may be significant at p <= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modeled observations: 152 
Number of filtered observations: 91 
Model degrees of freedom: 48 
Residual degrees of freedom (DF): 104 
SSE (sum squared error): 39.7269 
MSE (mean squared error): 0.381989 
R-Squared: 0.962498 
Standard error: 0.618053 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 46 1017.0171 22.1091 57.8788 < 0.0001 
Individual trend lines: 
 Metro p-value DF Term Value StdErr t-value p-value 
 1 0.0014262 6 Year 1.28709 0.231283 5.565 0.0014262 
 intercept -2574.9 464.301 -5.54575 0.0014518 
 2 0.0057075 6 Year -0.40871 0.0973916 -4.19656 0.0057075 
 intercept 828.319 195.514 4.23663 0.00546 
 3 0.327108 6 Year 0.278571 0.261136 1.06677 0.327108 
 intercept -555.118 524.231 -1.05892 0.330393 
 4 0.337321 3 Year -0.289225 0.253867 -1.13928 0.337321 
 intercept 585.194 509.512 1.14854 0.33402 
 5 0.0433909 6 Year 0.118687 0.0465128 2.5517 0.0433909 
 intercept -236.37 93.3745 -2.53142 0.0445942 
 6 0.898084 6 Year -0.0073696 0.0551601 -0.133604 0.898084 
 intercept 16.6678 110.734 0.150521 0.885286 
 7 0.0883192 5 Year 0.174685 0.0826831 2.1127 0.0883192 
 intercept -348.461 165.945 -2.09986 0.0897696 
 8 0.012098 6 Year -0.165373 0.0466072 -3.54822 0.012098 
 intercept 333.552 93.564 3.56496 0.0118559 
 9 0.0725145 6 Year 0.061939 0.0284718 2.17545 0.0725145 
 intercept -122.85 57.1571 -2.14934 0.0751743 
 10 0.587136 5 Year 0.0340402 0.058701 0.579891 0.587136 
 intercept -66.957 117.813 -0.568333 0.594382 
 11 0.766651 1 Year -0.110572 0.28803 -0.383892 0.766651 
 intercept 224.026 578.076 0.387536 0.764631 
 12 0.0009627 4 Year -0.0873016 0.010039 -8.69626 0.0009627 
 intercept 176.317 20.1633 8.74448 0.0009425 
 13 0.084774 6 Year -0.0807626 0.0391595 -2.0624 0.084774 
 intercept 162.693 78.6127 2.06956 0.0839388 
 14 0.0256818 2 Year -0.277465 0.0453433 -6.1192 0.0256818 
 intercept 558.554 91.1174 6.13005 0.0255944 
 15 0.451315 3 Year 0.0980938 0.113584 0.863626 0.451315 
 intercept -196.5 228.19 -0.861128 0.452494 
 16 0.1124 6 Year -0.0356954 0.0192028 -1.85887 0.1124 
 intercept 71.9786 38.5496 1.86717 0.111114 
 17 0.313678 2 Year 0.048381 0.036253 1.33454 0.313678 
 intercept -96.7147 72.8505 -1.32758 0.315578 
 18 0.319131 6 Year 0.0107251 0.0098749 1.0861 0.319131 
 intercept -21.3321 19.8239 -1.07608 0.323245 
 19 0.912727 6 Year 0.001691 0.0147942 0.114303 0.912727 
 intercept -3.22179 29.6994 -0.10848 0.917152 
 20 0.337646 1 Year 0.270651 0.158715 1.70527 0.337646 
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 Intercept -543.294 318.859 -1.70387 0.337873 
 21 0.925851 3 Year 0.0019409 0.0191984 0.101098 0.925851 
 intercept -3.67319 38.5697 -0.0952353 0.930133 
 22 N/A 0 Year -0.174477 Since the trend line model has zero residual degrees of freedom, there is 
no information to estimate a model. Try adding data points by decreasing 
aggregation.  intercept 351.112 
 23 0.229441 5 Year -0.0122178 0.0089279 -1.3685 0.229441 
 intercept 24.6056 17.926 1.37262 0.228239 
 24 0.0555717 4 Year 0.0278498 0.0104148 2.67404 0.0555717 
 intercept -55.8565 20.9182 -2.67023 0.0557925 
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Staff Related Incidents Normalised by Staff Hours Trend Lines Model 
A linear trend model is computed for staff related incidents normalised by staff hours given Year. The model 
may be significant at p <= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modeled observations: 146 
Number of filtered observations: 97 
Model degrees of freedom: 48 
Residual degrees of freedom (DF): 98 
SSE (sum squared error): 22978.4 
MSE (mean squared error): 234.474 
R-Squared: 0.948799 
Standard error: 15.3125 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 46 418901.37 9106.55 38.8383 < 0.0001 
Individual trend lines: 
Metro  p-value DF Term Value StdErr t-value p-value 
1  0.563781 6 Year -4.19155 6.86316 -0.610732 0.563781 
 intercept 8567.83 13777.8 0.621857 0.556911 
2  0.0007295 5 Year 21.7601 2.95856 7.35496 0.0007295 
 intercept -43520.4 5937.84 -7.32933 0.0007414 
3  0.140504 2 Year 21.9571 9.23333 2.37803 0.140504 
 intercept -43866.2 18526.7 -2.36773 0.141481 
4  0.353988 5 Year 4.1048 4.01946 1.02123 0.353988 
 intercept -8165.86 8067.07 -1.01225 0.35787 
5  0.34912 5 Year 5.90191 5.71549 1.03262 0.34912 
 intercept -11806 11471.8 -1.02913 0.350604 
6  0.0009625 7 Year 5.53362 1.01653 5.44363 0.0009625 
 intercept -11088.8 2041.2 -5.4325 0.000974 
7  0.0129322 5 Year 2.58854 0.685377 3.77681 0.0129322 
 intercept -5171.65 1375.55 -3.75969 0.0131617 
8  0.0181008 5 Year 2.69592 0.779844 3.45699 0.0181008 
 intercept -5389.21 1565.15 -3.44326 0.0183706 
9  0.376864 3 Year -1.84439 1.78238 -1.03479 0.376864 
 intercept 3727.88 3582.58 1.04056 0.374569 
10  0.471141 4 Year -1.46307 1.84043 -0.794961 0.471141 
 intercept 2954.19 3696.51 0.799185 0.468949 
11  0.194303 3 Year 1.81992 1.09239 1.666 0.194303 
 intercept -3638.39 2193.3 -1.65887 0.195724 
12  0.162986 1 Year 0.844581 0.22108 3.82026 0.162986 
 intercept -1676.4 443.707 -3.77817 0.164722 
13  0.956748 5 Year 0.0236031 0.414046 0.0570061 0.956748 
 intercept -42.8248 830.99 -0.0515347 0.960895 
14  0.0813127 1 Year -1.31192 0.168483 -7.78666 0.0813127 
 intercept 2642.85 338.819 7.80018 0.0811732 
15  0.0239077 5 Year -0.515231 0.160845 -3.20327 0.0239077 
 intercept 1036.36 323.139 3.20718 0.0238035 
16  0.676293 2 Year 0.846004 1.74851 0.483842 0.676293 
 intercept -1697.93 3513.64 -0.48324 0.676654 
17  0.334716 2 Year 0.422416 0.335197 1.2602 0.334716 
 intercept -847.553 673.662 -1.25813 0.335327 
18  0.240132 7 Year 0.0487575 0.0379845 1.28361 0.240132 
 intercept -97.4449 76.273 -1.27758 0.242134 
19  0.133793 3 Year -0.111569 0.054638 -2.04197 0.133793 
 intercept 224.818 109.768 2.04812 0.133003 
20  0.571132 6 Year 0.0347322 0.0579916 0.598918 0.571132 
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 intercept -69.4003 116.418 -0.59613 0.572875 
21  0.785295 6 Year 
-
0.0053167 
0.0186613 -0.284906 0.785295 
 intercept 10.8349 37.4788 0.289095 0.782238 
22  0.0821717 4 Year 0.0465104 0.0201478 2.30845 0.0821717 
 intercept -93.3365 40.4871 -2.30534 0.0824536 
23  0.0965821 3 Year 
-
0.0346575 
0.0144899 -2.39183 0.0965821 
 intercept 69.7252 29.1248 2.39401 0.0963923 
24  N/A 3 Year 0 Because the trend line model response variable is constant, 
there is no information to estimate model statistics.  intercept 0 
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Passenger Related Incidents Normalised by Passenger Journeys Trend Lines Model 
A linear trend model is computed for passenger related incidents normalised by passenger journeys given 
Year. The model may be significant at p <= 0.05. The factor Metro may be significant at p=0.05. 
 
Model formula: Metro*( Year + intercept ) 
Number of modeled observations: 162 
Number of filtered observations: 81 
Model degrees of freedom: 48 
Residual degrees of freedom (DF): 114 
SSE (sum squared error): 4.14936 
MSE (mean squared error): 0.0363979 
R-Squared: 0.992385 
Standard error: 0.190782 
p-value (significance): < 0.0001 
Analysis of Variance: 
 
Field DF SSE MSE F p-value 
Metro 46 537.05015 11.675 320.76 < 0.0001 
Individual trend lines: 
Metro  p-value DF Term Value StdErr t-value p-value 
1  0.0014043 6 Year 0.340269 0.0609614 5.58172 0.0014043 
 intercept -676.855 122.38 -5.53076 0.0014721 
2  < 0.0001 7 Year 0.619975 0.0367998 16.8472 < 0.0001 
 intercept -1241.32 73.8941 -16.7986 < 0.0001 
3  0.0620658 6 Year 0.0720831 0.031497 2.28857 0.0620658 
 intercept -140.969 63.2303 -2.22946 0.0673161 
4  < 0.0001 6 Year -0.345973 0.0304919 -11.3464 < 0.0001 
 intercept 697.661 61.2124 11.3974 < 0.0001 
5  0.0059239 5 Year 0.221447 0.048305 4.58436 0.0059239 
 intercept -441.282 96.9481 -4.55173 0.0061028 
6  0.604826 3 Year 0.0781029 0.135532 0.576269 0.604826 
 intercept -152.961 272.013 -0.562331 0.613171 
7  0.831048 7 Year 0.0045587 0.0205836 0.221471 0.831048 
 intercept -7.23252 41.3318 -0.174987 0.866044 
8  0.548852 3 Year 0.0469077 0.0696436 0.67354 0.548852 
 intercept -92.9496 139.984 -0.664004 0.554161 
9  0.0299711 1 Year -0.24267 0.011433 -21.2254 0.0299711 
 intercept 488.928 22.9461 21.3077 0.0298555 
10  0.426785 6 Year 0.0365334 0.0428676 0.852238 0.426785 
 intercept -72.7963 86.0568 -0.845909 0.430042 
11  0.762967 6 Year -0.0124625 0.0394833 -0.315638 0.762967 
 intercept 25.4895 79.2628 0.321582 0.758677 
12  0.426419 7 Year 0.009793 0.0115992 0.844287 0.426419 
 intercept -19.2559 23.2911 -0.826748 0.435652 
13  0.0700307 5 Year 0.029253 0.0127351 2.29704 0.0700307 
 intercept -58.6379 25.5848 -2.2919 0.0704819 
14  0.461485 6 Year -0.0018846 0.002396 -0.786527 0.461485 
 intercept 3.88691 4.81006 0.808079 0.449888 
15  0.294749 5 Year 0.0030951 0.0026455 1.16995 0.294749 
 intercept -6.1239 5.30952 -1.15338 0.300892 
16  0.260761 2 Year 0.0420809 0.0271072 1.55239 0.260761 
 intercept -84.412 54.472 -1.54964 0.261354 
17  0.911348 1 Year -0.0052457 0.0374263 -0.140161 0.911348 
 intercept 10.7041 75.2642 0.142221 0.910063 
18  0.654338 2 Year 0.0046166 0.0088619 0.520953 0.654338 
 intercept -9.16228 17.8102 -0.514441 0.658151 
19  0.456209 6 Year -0.0040307 0.0050619 -0.796284 0.456209 
 intercept 8.147 10.1619 0.801722 0.453286 
20  0.916911 7 Year 0.0001197 0.0011066 0.108151 0.916911 
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 intercept -0.212717 2.22198 -0.0957335 0.926415 
21  0.223776 3 Year 0.0116628 0.0076285 1.52883 0.223776 
 intercept -23.3862 15.3258 -1.52594 0.224449 
22  0.511435 6 Year -0.0006887 0.0009869 -0.69778 0.511435 
 intercept 1.40534 1.98211 0.709016 0.504918 
23  0.0701892 4 Year 0.0036979 0.0015073 2.45338 0.0701892 
 intercept -7.41616 3.02883 -2.44853 0.0705572 
24  0.982149 4 Year -2.292e-005 0.0009629 -0.0238042 0.982149 
 intercept 0.0557597 1.935 0.0288164 0.978391 
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APPENDIX C EXPLANATORY VARIABLE FIGURES 
 
 
Figure A-1 Population: Number of metros within each category 
 
 
Figure A-2 Share of track underground: Number of metros within each category 
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Figure A-3 Automation: Number of metros without and with Automated Train Operation (ATO) 
 
 
 
 
Figure A-4 Signalling: Number of metros with fixed block and moving block signalling 
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     (a)           (b) 
 
Figure A-5 Autonomy: [0,1] increases with metro autonomy. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
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     (a)           (b) 
 
Figure A-6 Ownership: [0,1] increases with metro ownership. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
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     (a)           (b) 
 
Figure A-7 Subsidy: Ratio of support to commercial revenue. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
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     (a)           (b) 
 
 
Figure A-8 Maintenance: Proportion maintenance hours in total staff hours. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) 
Kernel density estimate of probability density function 
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     (a)           (b) 
 
Figure A-9 Availability: Proportion cars available in peak hour. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel 
density estimate of probability density function 
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     (a)           (b) 
 
Figure A-10 Reliability: Car kilometres between failures. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
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     (a)           (b) 
 
Figure A-11 Service frequency: Trains per hour. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of 
probability density function 
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     (a)           (b) 
 
Figure A-12 Speed: Kilometres per hour. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of 
probability density function 
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     (a)           (b) 
 
Figure A-13 Hours of operation: Hours per day. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of 
probability density function 
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     (a)           (b) 
 
Figure A-14 Weight: Tonnes (Car). Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of probability 
density function 
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     (a)           (b) 
 
Figure A-15 Cars per train: Number. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of probability 
density function 
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     (a)           (b) 
 
Figure A-16 Absenteeism: Percentage absenteeism hours in total staff hours. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) 
Kernel density estimate of probability density function 
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     (a)           (b) 
 
Figure A-17 Wage: Percentage difference between metro and city wage. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) 
Kernel density estimate of probability density function 
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     (a)           (b) 
 
Figure A-18 Training: Training hours per 1,000 staff hours. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
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     (a)           (b) 
 
Figure A-19 Passenger journeys: Millions. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of 
probability density function 
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     (a)           (b) 
 
Figure A-20 Proportion of standing: Proportion car capacity that is standing. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) 
Kernel density estimate of probability density function 
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     (a)           (b) 
 
Figure A-21 Crowding: Passenger journeys (millions) per station. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel 
density estimate of probability density function 
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     (a)           (b) 
 
Figure A-22 Platform length: Metres. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density estimate of probability 
density function 
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     (a)           (b) 
 
Figure A-23 Network density: Network length/number of stations. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel 
density estimate of probability density function 
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     (a)           (b) 
 
Figure A-24 Deep tunnel: Percentage track in deep tunnel. Average for period 2004-2012 (a) Values indexed to mean for anonymity (b) Kernel density 
estimate of probability density function 
 
