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THEORY OF O S ~ A L D  RIPENING I N  A 'Iwo-cOMJXlNEt?T SYsTEn - 
CEHlgR DIRECTOR'S DISCRETIONARY E"D FINAL REJ?ORT 
I. INTRODUCTION 
1.1 Phys ica l  P i c t u r e  of Ostwald Ripeninq 
Imagine a s o l u t i o n  containing two chemical components. The s o l u t i o n  i s  
supe r sa tu ra t ed  with solute,  and nuclei  of a second phase have a l ready  s ta r ted  
t o  g r o w .  The supersa tura ted  so lu t ion  s h a l l  be c a l l e d  the  parent  phase, and 
t h e  nuc le i  s h a l l  be termed the  second phase. The nuc le i  s h a l l  be assumed 
l a r g e  enough t o  have well-defined su r faces  so t h a t  macroscopic t h e o r i e s  such 
as thermodynamics can be appl ied.  Such nuc le i  s h a l l  be c a l l e d  gra ins .  Of 
i n t e r e s t  i s  t h e  g ra in  s i z e  d i s t r i b u t i o n  func t ion  and its development over 
t i m e .  The g ra in  s i z e  d i s t r i b u t i o n  evolves so as t o  reduce the  su r face  area of 
c o n t a c t  between the two phases,  which a l s o  serves  t o  reduce the  i n t e r f a c i a l  
f r e e  energy. The dynamics of t h i s  process i s  termed O s t w a l d  r i pen ing  El l .  
Here, it s h a l l  be assumed t h a t  the t r a n s f e r  of material between the  t w o  phases 
is governed by Fick ' s  l a w s  of d i f fus ion .  The t w o  phases may be any p a i r i n g  of 
s o l i d ,  l i q u i d ,  o r  gas,  except  b o t h  cannot  be gases ,  s i n c e  gases  are misc ib l e  
i n  a l l  propor t ions .  
During Ostwald r ipening ,  the s o l u t e  supe r sa tu ra t ion  i n  the  pa ren t  phase 
diminishes  with t i m e  t ending  asymptot ical ly  to  zero. A t  any given t i m e ,  t h e  
va lue  of t he  supe r sa tu ra t ion  determines a c r i t i ca l  g ra in  s i ze .  Grains  l a r g e r  
than t h i s  tend t o  grow, while gra ins  smaller tend t o  d isso lve .  The p a r e n t  
phase is the  medium through which t h e  g r a i n s  communicate by way of mass t r ans -  
fer. Associated with each g ra in  a re  local concent ra t ion  g rad ien t s  of s o l u t e  
and so lvent .  For example, a g r a i n  which is growing by concent ra t ing  s o l u t e  
and r e j e c t i n g  so lvent  has about i t  a p o s i t i v e  s o l u t e  g rad ien t  and a negat ive  
s o l v e n t  grad ien t .  
I t  is  a main ob jec t ive  of t h i s  report t o  t reat  q u a n t i t a t i v e l y  t h e  
s i t u a t i o n  where d i f f u s i o n  of both so lven t  and s o l u t e  occur i n  the  p a r e n t  
phase. Associated with these  d i f f u s i o n  f l u x e s  are bulk t r a n s f e r s  of material 
termed advections.  These s h a l l  be t r e a t e d  by r e f e r r i n g  t h e  d i f f u s i o n  t o  a 
coord ina te  frame i n  the  parent  phase which moves with respect t o  the labora-  
t o r y  [21. O u r  r e s u l t  w i l l  permit t h e  ex tens ion  of t he  c u r r e n t  theory of 
Ostwald r ipening  [3-51 t o  the case where both chemical components occur i n  
both phases. Phase sepa ra t ing  sys t ems  possess ing  a m i s c i b i l i t y  gap are an 
important  example. 
A s  t h e  t o t a l  volume occupied by t he  g r a i n s  inc reases ,  t he  g r a i n s  come 
closer toge ther ,  and the  assoc ia ted  concen t r a t ion  g rad ien t s  begin t o  overlap.  
Overlapping concent ra t ion  gradien ts  mean i n t e r a c t i n g  local rates of growth and 
d i s s o l u t i o n .  The rate of growth of an i n d i v i d u a l  g ra in  is  no longer  t h e  same 
a s  it would be i f  it were i n  i s o l a t i o n ;  i n s t e a d ,  many-body e f f e c t s  come i n t o  
Play 
I t  i s  a second main ob jec t ive  of t h i s  r e p o r t  t o  incorpora te  these  many- 
body e f f e c t s  i n t o  the theory of Ostwald r ipening.  The work of Marqusee and 
Ross [ 6 ]  w i l l  be followed to  accomplish t h i s .  An extended, pedagogical de- 
velopment of t h e i r  o r i g i n a l  i deas  s h a l l  be given. 
Our program c o n s i s t s  e s s e n t i a l l y  of fou r  t a sks :  
( 1 )  Derive the Gibbs-Kelvin equat ion  r e l a t i n g  the  s o l u b i l i t y  of a g r a i n  
t o  i t s  s i z e  (see Section 1 . 2 ) .  
( 2 )  Taking i n t o  account growth and d i s s o l u t i o n ,  develop a c o n t i n u i t y  
equat ion  f o r  t h e  t i m e  evolu t ion  of t h e  g ra in  s i z e  d i s t r i b u t i o n  func t ion  (see 
Sec t ion  1 . 3 ) .  
( 3 )  A t  any given t i m e  t he  t o t a l  masses of s o l u t e  and so lven t  are di-  
vided between the  parent  phase and the second phase. This  d i v i s i o n  must 
s a t i s f y  a conservat ion equat ion,  der ived  i n  Sec t ion  1.4. 
( 4 )  In  t h e  con t inu i ty  equat ion ,  t h e r e  occurs  a func t ion  depending upon 
t h e  g ra in  s i z e  and the  t i m e ,  which s p e c i f i e s  t he  ra te  of growth of an ind i -  
v idua l  grain.  This growth v e l o c i t y  func t ion ,  which is  der ived  i n  Sec t ion  1.5, 
depends on a c a r e f u l l y  def ined  d i f f u s i o n  c o e f f i c i e n t .  A l l  of Chapter I1 i s  
occupied with t h e  problem of gene ra l i z ing  t h i s  func t ion  t o  take i n t o  account  
t h e  e f f e c t  of overlapping concent ra t ion  g rad ien t s .  This t e c h n i c a l l y  involved 
s u b j e c t  w i l l  be t r ea t ed  wi th in  the  framework of t h e  c lass ical  many-body theo ry  
of s t a t i s t i c a l  mechanics. 
I n  summary, Chapters I and I1 are devoted t o  t h e  program above. The 
work of combining the r e s u l t s  of t h i s  program i n t o  a s i n g l e  d i f f e r e n t i a l  
equa t ion  is  presented i n  Sec t ions  3.1-3.4 of Chapter 111. I n  Sec t ion  3.5, 
t h a t  equat ion  is  in t eg ra t ed ,  and the  func t iona l  form of t h e  g ra in  s i z e  
d i s t r i b u t i o n  funct ion is found. Parameters a s soc ia t ed  with t h a t  d i s t r i b u t i o n  
are determined as a func t ion  of t he  volume f r a c t i o n  of t h e  system i n  Sec t ions  
3.6-3.7. I n  Section 3.8, r e s u l t s  are presented  g raph ica l ly  and by equa t ions  
i E  a fom. rea617 fo r  comparison with experiment. The system 
succ inon i t r i l e /wa te r  i s  analyzed as an example. A t  t he  end of t h e  r e p o r t  are 
f i v e  appendices explaining t h e  mathematical techniques used i n  Chapters 1-111 
and d e r i v i n g  c e r t a i n  t echn ica l  d e t a i l s  a s soc ia t ed  with the  s o l u t i o n  of the  
c o n t i n u i t y  equat ion for t h e  g ra in  s i z e  d i s t r i b u t i o n  func t ion .  
1.2 S o l u b i l i t y  and the Gibbs-Kelvin Equation 
A molecule i n  the i n t e r i o r  of a p r e c i p i t a t e  g ra in  is  bound by f o r c e s  
which are c h a r a c t e r i s t i c  of t h e  bulk p r e c i p i t a t e  phase. A molecule i n  t h e  
s u r f a c e  of the  grain,  however, has  some of i t s  atomic bonding c o n t a c t s  satis-  
f i e d  by molecules i n  the  parent  phase which are ad jacent  t o  it. These con- 
t a c t s  provide less s t a b i l i z i n g  (nega t ive )  energy f o r  the  su r face  molecule than 
t h e  c o n t a c t s  it would enjoy i f  it w e r e  i n  t h e  bulk of t he  grain.  Hence, i n  an 
a l g e b r a i c  sense the chemical p o t e n t i a l  of a moleucle i n  the  i n t e r i o r  of t h e  
g r a i n  i s  less than a molecule i n  the  sur face .  
Y 
1' 
suppose now t h a t  the p a r e n t  phase i s  an ideal  s o l u t i o n  composed of 
components A and B w i t h  concent ra t ions  (molecules/cm ) CA and cB, respec t ive-  
l y .  The corresponding chemical p o t e n t i a l s  are p and p r e spec t ive ly ,  which 




'A - 'A - + kTln CA 
0 
'B - 'B - + kTln CB 
(1 .2 .1 )  
(1 .2 .2 )  
0 0 where p and p 
B B 
= 1 and % = 1. 
t u r e  @ 
are the  chemical p o t e n t i a l s  def ined  i n  the s tandard s ta tes  CA 
H e r e  k is  Boltzmann's cons t an t  and T i s  the  absolu te  t e m p e r a -  
Consider a g ra in  which i s  part of the  second phase tha t  has p r e c i p i t a t e d  
I I 
fran the  pa ren t  phase. 
g r a i n  and l e t  i ts  su r face  area be S' and its volume be V I .  The composition of 
t h e  second phase i s ,  of course,  d i f f e r e n t  than tha t  of the  parent  phase. The 
chemical p o t e n t i a l s  of A and B molecules i n  the bulk of the  g ra in  are 11 
and u B  , r e spec t ive ly .  
s u r f a c e  energy given by y. The Gibbs f r e e  energy of component A i n  the g r a i n  
is 
Let there  be nA and nB molecules of A and B i n  t h i s  
'0 
A 
'0 The grain forms a su r face  with the parent  phase w i t h  
and of component B 
*' 
( 1  -2 .4 )  
To obta in  chemical p o t e n t i a l s  f o r  the g r a i n  as a whole, we must d i f -  
I 1 
B' 
f e r e n t i a t e  E q s .  (1 .2 .3 )  and (1 .2 .4 )  with respect t o  n and n 
r e spec t ive ly .  In  so doing, w e  should hold i n  mind t h a t  S' depends upon t h e  
number of molecules, nA and n , i n  t he  grain.  
g r a i n ,  the  l a r g e r  i ts  su r face  area. The chemical p o t e n t i a l  of A' i n  the g ra in  
i s  
A 
I I 
I n  o the r  words, t he  l a r g e r  the B 
3 
(1.2.5) 
I 1  
where t o  compute as /an w e  have used the  cha in  r u l e  wi th  VI as the  i n t e r -  
mediate va r i ab le .  
A 
The d e r i v a t i v e  dS'/dV' depends on the  geometric shape of t he  g ra in .  A t  
t h i s  po in t  we s p e c i a l i z e  our a n a l y s i s  to  spheres  f o r  which S' = 47rR and V' = 
2 
(4n/3)R3 where R i s  the rad ius .  The d e r i v a t i v e  is 
1 
dS 8nRdR - 2 
dV 4aR dR R 
- =  - - .  
I 2 




- 8  - -  
vA - I *  





A t  equi l ibr ium 1-1 A - uA. This  determines the  dependence on CA on R. 
Equating Eqs .  (1.2.1) and (1.2.81, we ob ta in  
4 
(1.2.9) 
In  t h e  l i m i t  R+m, CA(R)  + C A ( m ) ,  and according t o  Eq. (1.2.9) 
kTln C A ( m )  = -(u: - ~6") . (1.2.10) 
Equation (1.2.10) gives the  s o l u b i l i t y ,  C A ( w ) ,  of a f l a t  su r f ace  ( i n f i n i t e  
r a d i u s  of cu rva tu re )  and is the  usual  equi l ibr ium express ion  f o r  t h e  concen- 
t r a t i o n  of a component distributed between two phases. W e  s u b s t i t u t e  E q .  
(1.2.10) i n t o  Eq. (1.2.9) t o  obtain 
(1.2.11) 
Equat ion (1.2.11) is c a l l e d  the  Gibbs-Kelvin equat ion  and shows how t h e  equi- 
librium s o l u b i l i t y  of a canponent ou t s ide  a curved su r face  depends upon 
r ad ius .  
S t a r t i n g  from Eqs. (1.2.2) and (1.2.41, w e  may de r ive  by analogy 
C B ( R )  = C,(.D) exp(lF;/kTR) . (1.2.12) 
1.3 Continui ty  Equation 
Consider a system a t  t i m e  t c o n s i s t i n g  of a l a r g e  number of g ra ins .  Let  
n(R,t)dR be t h e  number of g r a i n s  per u n i t  volume with r a d i i  l y i n g  between R 
and R + dR. As the  g r a i n s  g r o w  in  s i z e ,  t h e i r  number must decrease because 
the  t o t a l  mass i n  t he  system must be conserved. Suppose t h a t  the  t i m e  ra te  of 
change of t he  r ad ius  of any g r a i n  is known and is  expressed by t h e  equat ion  
- =  dR(t) V ( R ( t )  ,t) 
d t  (1.3.1) 
where the func t ion  V ( R ( t ) , t )  conta ins  a l l  of t he  information spec i fy ing  the  
growth dynamics. Suppose f u r t h e r  t h a t  a t  a f ixed  t i m e  t, se are able t o  
determine the g ra in  d e n s i t i e s  n (R( t )  ,t) and n ( R ( t )  + dR,t) a t  r a d i i  R ( t )  and 
R( t) + dR, respec t ive ly .  The f lux  of g r a i n s  leav ing  R ( t )  i s  n ( R ( t )  ,t) 
V ( R ( t ) , t )  while the f l u x  leaving  R ( t )  + dR i s  n ( R ( t )  + dR, t )V(R( t )  + dR,t) .  
The n e t  rate of bui ldup of gra ins  between R ( t )  and R ( t )  + dR is  ( a n ( R ( t ) , t ) /  
at)dR. To conserve numbers, we must have 
a n ( R i ( t ) r t )  dR = n ( R ( t )  , t ) V ( R ( t )  ,t) a t  
- n ( R ( t )  + dR,t)V(R(t)  + dR,t) . (1.3.2) 
We expand t h e  l a s t  term on t h e  right-hand s i d e  of Eq. (1.3.2) i n  a Tay lo r ’ s  
series about R( t) , 
5 
n ( R ( t )  + d R , t ) V ( R ( t )  + d R , t )  = n ( R ( t )  , t ) V ( R ( t )  ,t) 
(1.3.3) + a ( n ( R ( t )  , t ) V ( R ( t )  , t ) I d R  
2R 
S u b s t i t u t i o n  of Eq. (1.3.3) i n t o  Q. (1.3.2) and c a n c e l l a t i o n  of d R  y i e l d s  
(1 -3.4) 
Equation (1.3.4) is called the  c o n t i n u i t y  equat ion  f o r  the  g ra in  s i z e  d e n s i t y  
n ( R ( t )  ,t) 
A m o d e l  f o r  the "ve loc i ty ,"  V ( R ( t ) , t ) ,  w i l l  be developed i n  Sec t ion  1.5- 
1.4 Conservation of Mass 
A t  any t i m e  t, the t o t a l  m a s s  of any component ( s a y  A)  is  f i x e d  i n  the  
system. In t h e  bulk  of the  parent  phase, t h e  concen t r a t ion  of A (molecules/  
c m  is C A ( t ) .  A t  t = 0, it w a s  C A ( 0 ) .  L e t  us say t h a t  a t  t = 0,  the  pa ren t  
phase is supersa tura ted  i n  A so t ha t  C A ( 0 )  > C A ( t ) .  Because of conserva t ion  
of m a s s ,  the  d i f f e rence  C A ( 0 )  - C A ( t )  is t h e  amount of A depos i ted  i n  g r a i n s  
a t  t i m e  t. The volume of a g ra in  of r a d i u s  R is  (4n/3)R whi le  t h e  number of 
g ra ins  per u n i t  volume with t h i s  r ad ius  i s  n(R,t)dR. The average molecular 
volume i n  a g r a i n  is V = X V + X V , where X and X are mole f r a c t i o n s  
d e s c r i b i n g  the  composition of a grain.  The t o t a l  number of molecules i n  
3 
3 
-1 1-1  1-1 I I 
A A  B B  A B 
g r a i n s  of s i z e  R i s  
Conservation of the 
3 (4n/3V1) R n(R,t)dR. 
t o t a l  number of molecules of A dictates 
Of these, XI, are molecules of A. 
3 l o o  
+ (+) 4 [dR R n (R , t )  xA 
0 3v 
(1.4.1) 
where the  i n t e g r a l  on the right-hand side of E q .  (1.4.1) expresses  the  number 
of molecules of A i n  g r a i n s  of a l l  s i z e s .  
Since C A ( 0 )  > C , ( t ) ,  the  pa ren t  phase is r e j e c t i n g  A whi le  t he  second 
phase is  concent ra t ing  it. The r eve r se  must be t r u e  for component B. Hence 
C B ( 0 )  < C B ( t ) ,  and 
6 
Y 
C B ( t )  = 
expresses  the  conservat ion of B. 
1.5 Grain Size Growth Veloci ty  
( 1.4.2) 
I n  the  previous sec t ion ,  w e  noted t h a t  growing g ra ins  of t he  second 
phase w e r e  concent ra t ing  A while r e j e c t i n g  R. Hence, i n  the  v i c i n i t y  of a 
growing gra in ,  t he re  is  a n e t  f l u x  of A toward the  g ra in  and a n e t  f l u x  of B 
away f r a n  it. Should t h e  g ra in  be d isso lv ing ,  t he  s i t u a t i o n  is  j u s t  reversed,  
I n  e i t h e r  case, a t  every po in t  i n  the parent  phase, it i s  poss ib l e  t o  spec i fy  
local v e l o c i t i e s ,  vA and vB. 
hydrodynamics and express  t h e  t r anspor t  of A and B, r e spec t ive ly ,  with respect 
t o  t h e  labora tory .  We may also define a volume averaged v e l o c i t y ,  v? given by 
[21 
These v e l o c i t i e s  are def ined i n  the  s e n s e  of 
v * = c v v  + c v v  
A A A  B B B  (1.5.1) 
Le t  nA be the number of molecules of A i n  the  parent  phase and l e t  Vt be the  
t o t a l  volume of the  system. If V is  the  volume occupied by an A molecule i n  
t h e  pa ren t  phase, then nAVA i s  the t o t a l  volume of A whereas n 
the  volume f r a c t i o n  occupied by A molecules. 
f r a c t i o n  occupied by B molecules. 
t i es  vA and vB weighted ty respec t ive  volume f r a c t i o n s .  
p r e t  v* by wr i t i ng  on the  b a s i s  of the  d iscuss ion  above, 
- 
- A - 
/V = CAVA is  
Hence V* is  a l i n e a r  combination of ve loc i -  
A A  t - 
Likewise CBVB is t h e  volume 
W e  may a l s o  i n t e r -  
c 
v v* = (nA3A)vA + (n  v )v t B B  B o  (1.5.2) 
- 
I f  i n  Eq. (1.5.21, t he  product n V w e r e  replaced by mA, t he  mass of A, and 
nBVB replaced by %, t he  mass of B, whereas Vt were replaced by t he  t o t a l  
m a s s ,  mt = mA + %, we would r ead i ly  recognize v* as the  v e l o c i t y  of t he  
c e n t e r  of m a s s .  As wri t t en ,  however, it i s  clear t h a t  v i n  Eq. (1.5.2) i s  
the  v e l o c i t y  of t he  "center  of volume." 
A A  - 
* 
Phys ica l ly ,  one may indeed see t h a t  t h e r e  must be a v e l o c i t y  associated - 
with the  c e n t e r  of volume. 
i s  concentrating A and r e j e c t i n g  B. A molecules are rushing i n  toward t h e  
Suppose VA < v and consider  a growing g ra in  which 
B 
7 
gra in  while B molecules are leaving.  Since l a r g e r  molecules (B) are being 
replaced by smaller molecules ( A ) ,  t he  c e n t e r  of volume is s h i f t i n g ;  hence, 
v f O .  * 
It i s  now useful  t o  de f ine  molecular f l u x e s  B and NB by [23 
A 
H A = c v  (1.5.3) A A  
B B = c v  ( 1  -5.4) B B *  
Af te r  adding and sub t r ac t ing  CAv* and C v* from Eqs. (1.5.3) and (1.5.4) ,  
r e spec t ive ly ,  one ob ta ins  
B 
(1.5.5) N A = C v  * + C ( V  - v )  + 
A A A  
(1.5.6) N B = C v  * + C ( V  - v )  * 
B B B  
By d i f fus ion ,  we mean motion with respect t o  some cen te r  within the  
parent  phase. W e  choose t h i s  re ference  po in t  t o  be the  cen te r  of volume. The 
t e r m s  i n  parentheses on the  right-hand s i d e s  of Eqs. (1.5.5) and (1.5.6) are 
the  d i f f u s i v e  v e l o c i t i e s  of A and B, r e spec t ive ly .  W e  w r i t e  t he  corresponding 
d i f f u s i v e  f l u x e s  
(1.5.7) C A ( v A  - v * ) = -DA * VC, 
S u b s t i t u t i n g  Eqs. (1.5.7) and (1.5.8) i n t o  Eqs. (1.5.5) and (1.5.6) gives  
HA = CAV * - D; vc, (1.5.9) 
( 1  m5.10) * *  N = C V  - D B V C B .  
B B 
The f i r s t  t e r m s  on the  right-hand s i d e s  of Eqs. (1.5.9) and (1.5.10) give the  
amount of ma te r i a l  t ranspor ted  with r e s p e c t  t o  l abora to ry  due t o  the  motion of 
t he  cen te r  of volume. This  t r a n s p o r t  is c a l l e d  "advection." The second t e r m s  




measured with respect to  the  center  of volume, where D and D are the  respec- 
t i v e  d i f f u s i o n  c o e f f i c i e n t s  r e fe r r ed  t o  t h a t  cen te r .  
I n  the  remainder of t h i s  sec t ion ,  w e  have t w o  goals .  The f i r s t  i s  t o  
prove t h a t  r e f e r r e d  to  t h e  c e n t e r  of volume, A and B have the  same d i f f u s i o n  
c o e f f i c i e n t ,  namely D' = D* A B 
c o e f f i c i e n t . "  The second is t o  c a l c u l a t e  t he  rate of d i f f u s i o n  i n t o  a growing 
g ra in ,  given boundary cond i t ions  spec i fy ing  t h e  concent ra t ions  on the  s u r f  ace 
of t he  g ra in  and i n  the  bulk of the pa ren t  phase. To reach these  t w o  goa ls ,  
w e  must f i r s t  demonstrate some theorems a s soc ia t ed  with d i f f u s i o n  i n  t h i s  
frame of re ference  [21 . 
D , where D i s  termed the  " i n t e r d i f f u s i o n  
1.5.1 Two Diffusion Theorems 
Theorem 1: 
Proof: Because the  t o t a l  volume of t he  pa ren t  phase Vt = Vt(nA,nB) i s  a 
homogeneous func t ion  of f i r s t  degree, w e  have by Ebler's theorem of thermo- 
dynamics 
CA VVA + CB WB = 0 
V t = V n  + V n  A A  B B  . (T.1.1) 
The func t ion  Vt(nA,nB) i s  a l s o  a state func t ion  ( exac t  d i f f e r e n t i a l ) ,  so we 
have 





= V d n  + V a n  A A  B B '  
Now form the  t o t a l  d i f f e r e n t i a l  of Eq. (T.1.1). W e  f i n d  
dVt = V dn + VBdng + nAdvA + %EB A A  
Because of Eq. (T.1.21, we conclude from Eq. (T.1.3) t h a t  
- - 




Since the  g rad ien t  opera tor  involves j u s t  l i n e a r  combinations of d e r i v a t i v e s ,  
w e  may w r i t e  on t h e  b a s i s  of Eq. (T.1.4) 
9 
- 
n 6 + n B w B = 0 .  
A A  
(T.1.5) 
W e  d iv ide  both s i d e s  of Eq.  (T. 1.5) by Vt and use CA = nA/Vt and % = nB/Vt t o  
obtain 
CA vvA + CB w, = 0 0 Q.E.D. (T.1.6) 
- *  - 4  Theorem 2: V D VC, + VBDB VCB = 0 A A  
Proof: Multiply E q .  (1.5.7) by FA and Eq.  (1.5.8) by vB and add the results 
= ( C V V  + C V V )  - ( T i c  + s c  )v  * . 
A A A  B B B  A A  B B  
(T.2.1) 
The f irs t  t e r m  i n  parentheses i n  the second l i n e  of E q .  (T.2.1) i s  by E q .  
(1.5.1) just v The second term is * 
because 
- - 
V t = V n  + V n  A A  B B  ' 
(T.2.2) 
(T. 2.3) 
Using these resu l t s ,  w e  f ind  for Eq. (T.2.1) 
- *  V D VCA + - *  VBDB WB = -v* + v* = 0 
A A  
10 
c 
1 . 5 . 2  The I n t e r d i f f u s i o n  Coeff ic ien t  
F 
T o  show t h a t  only one d i f f u s i o n  c o e f f i c i e n t  is  requi red  t o  
describe i n t e r d i f f u s i o n ,  we begin by forming t h e  g rad ien t  of both sides of Eq. 
( T . 2 . 2 )  
v l = o = v ( V c  + F C )  
A A  B B  
- - 
= c vv + CB vvB + VA E* + VB WB A A  
= v 
VCA + VB WB A ( 1 . 5 . 1 1 )  
where we used the r e s u l t s  of Theorem 1 .  
Now solve  J3q. ( 1.5 .11)  f o r  7 B B  VC and s u b s t i t u t e  t he  r e s u l t  i n t o  
Eq. ( T . 2 . 4 ) .  One f i n d s  
0 = (D: - DB)VA * -  VCA e 
Equation ( 1 .5 .12 )  can be t r u e  i n  general  only i f  
* *  
B 
D A = D  Z D  
( 1 . 5 . 1 2 )  
( 1 . 5 . 1 3 )  
where we refer t o  the  common value as the i n t e r d i f f u s i o n  c o e f f i c i e n t  and 
denote  it by D. 
1 .5 .3  R a t e  Coe f f i c i en t  and t h e  E f f e c t  of Advection 
Consider a system of s p h e r i c a l  po la r  coord ina tes  and a g r a i n  of 
r a d i u s  R with i t s  c e n t e r  located a t  the  o r ig in .  The gecanetry is  i l l u s t r a t e d  
i n  Fiqure 1 . 1 .  The f luxes  of A and B molecules i n  the  v i c i n i t y  of t h i s  g r a i n  
are given by Eqs. ( 1 . 5 . 9 )  and ( 1 . 5 . 1 0 ) .  Expressed i n  s p h e r i c a l  p o l a r  coordi-  


















Figure  1.1. Geometry f o r  c a l c u l a t i n g  the  d i f f u s i o n  i n t o  a 
s p h e r i c a l  g ra in  of r ad ius ,  R. 
I n  wr i t i ng  Eiq. (1.5.141, w e  have made note of t h e  fac t  t h a t  Figure 1.1 is  
s p h e r i c a l l y  symmetric and t h a t  v* has only one component, v*, which is i n  t h e  
radial  d i r e c t i o n .  The term, CAv*, r ep resen t s  radial  advect ion w h i l e  t h e  
t e r m ,  -DaC,/ar, expresses  radial  d i f fus ion .  
d i r e c t i o n s  i s  prohib i ted  by the  symmetry. W e  a l s o  have used the r e s u l t s  of 
Sec t ion  1.5.2 and set  "7; = D. 
Transpor t  i n  the  t w o  angular  
A 
W e  s h a l l  assume t h a t  the  g ra in  of r a d i u s  R i s  i s o l a t e d  from a l l  
o the r  g r a i n s  and t h a t  t h e r e  are no s inks  nor sources  f o r  molecules anywhere 
except  on i t s  sur face .  Thus, molecules which c r o s s  the  su r face  a t  R must also 
c r o s s  t h e  su r face  of the  larger sphere of r a d i u s  r (broken circle i n  F igure  
1 .1 ) .  
IA and is  given by 
The t o t a l  number of molecules of A c ros s ing  the  sphere of r ad ius  r is  
'4 
2 2 *  2 acA IA = 4nr  N = 4nr  C v - 4nr  D - 
A A a r  
( 1  - 5 . 1 5 )  
Because of m a s s  conservat ion,  IA is  a cons t an t  independent of r. 
(1 .5.15)  r ep lace  v* by i t s  d e f i n i t i o n  given by Eq. (1 .5 .1 ) .  
Now i n  Eq. 
The r e s u l t  is  
12 
t' 
I = (4n r  2 ( C  v )Ti + 4nr  2 (C v )Ti IC - 4nr  2 D - acA 
A A A  A B E  B A a r  
2 
= (I V + I F  IC - 4nr D- 
A A  E B  A ar ( 1  -5.16) 
where we have used Eqs. (1.5.31, (1.5.4), and (1.5.15). W e  have noted t h a t  
2 
IB = 4nr NB . (1.5.17) 
Our agrument t h a t  IA is  cons tan t  a l s o  a p p l i e s  t o  IB. 
def ine  a cons t an t  rate of flow of volume, u, by 
This  p e r m i t s  us  t o  
u = I A A  v + IBVB . (1.5.18) 
Using Eq. (1.5.181, we may cast Eq.  (1.5.16) i n  the  form of an ord inary  d i f -  
f e r e n t i a l  equat ion  of f i r s t  order  t o  be s a t i s f i e d  by CA, namely, 
I A  
(+ICA = -  acA - -  
2 .  4nDr 4 n D r  ar 
The genera l  s o l u t i o n  to  E q .  (1.5.19) i s  
C A ( r )  = ( IA/u)  + w exp(-u/4nDr) 
where W is a cons tan t  of i n t eg ra t ion .  
(1.5.19) 
( 1  -5.20) 
By a d i f fus ion-cont ro l led  p r e c i p i t a t i o n ,  w e  mean one where the  
material j u s t  ou ts ide  a g ra in  is  always i n  equi l ibr ium with t h e  material  
i n s i d e .  The equi l ibr ium concent ra t ion  of A j u s t  ou t s ide  t h e  gra in  is  given by 
Eq. (1.2.11). Hence, r ep lac ing  C A ( r )  on t h e  lef t -hand s i d e  of Eq. (1.5.20) by 
CA(R) and s e t t i n g  r = R on the right-hand s i d e ,  we f i n d  
Replacing W i n  Eq. (1.5.20) by Eq. ( 1 0 5 - 2 1 ) ,  we ob ta in  
U 
C A ( r )  = - U 4 nDR 
(1.5.21) 
(1.5.22) 
1 3  
I n f i n i t e l y  f a r  from the  g ra in ,  t he  concen t r a t ion  of A i s  undis- 
tu rbed  by the  formation of t h e  g r a i n  and has t h e  va lue ,  CA 
r+- on t h e  right-hand s i d e  of E q .  ( 1.5.22) and r ep lac ing  C A ( r )  by CA 
the  l e f t ,  w e  obtain an equat ion  f o r  IA 
L e t t i n g  
bulk on 
bulk IA = U[CA(R) - CA ][exp(u/4mDR) - 11-l . (1.5.23) 
Define the  dimensionless parameter,  b, by 
b = u/4mDR (1.5.24) 
then  Eq. (1.5.23) may be w r i t t e n  
1 b[eb - 11-’ . (1.5.25) bulk IA = 4aDR[CA(R) - CA 
Since b depends on R, Eq. ( 1.5.25) i s  a r a t h e r  complicated func- 
t i o n  of R t o  use in  f u r t h e r  analyses .  W e  note,  however, t h a t  near t h e  end of 
t h e  p r e c i p i a t i o n  ( a  circumstance which s h a l l  be of i n t e r e s t  t o  U S ) ,  the  n e t  
rate of growth given by u diminishes  t o  the  p o i n t  where u/4mDR << 1. L e t t i n g  
eb = 1 + b i n  Eq. (1.5.25), we f i n d  i n  t h i s  l i m i t  
I IA = 4mDR[CA(R) - cA bulkl (1.5.26) 
Since D has  the  u n i t s  of cm2 sec” and R t h e  u n i t s  of cm, t he  product ,  
4nDR, has u n i t s  assoc ia ted  with a bimolecular rate cons t an t ,  namely, c m  
sec”. 
being a func t ion  of R, we w r i t e  it as K ( R ) ,  where 
I 
3 
The two species  r e a c t i n g  are A and the  gra ins .  The rate cons t an t  
K ( R )  = 4nDR . ( 1  m5.27) 
An expression f o r  the  t r a n s p o r t  of B, which i s  t h e  analog of Eq. 
( 1-5 -26) ,  can be obtained simply by r ep lac ing  the  s u b s c r i p t s  A everywhere i n  
t h a t  equat ion  by B. Note a l s o  t h a t  when C A ( R )  < CA i n  E q .  (1.5.26),  
t r a n s p o r t  of A i s  i n  the negat ive It d i r e c t i o n  toward the  grain.  
CAbUlk, it is i n  the p o s i t i v e  r d i r e c t i o n  away f r o m  the  gra in .  
, 
when CA(R)  > 
14 
t 
Because we have made the approximation b << 1, E q .  (1.5.27) has 
the  same form as is found i n  the  absence of advect ion 171. The cons ide ra t ion  
of advect ion,  never the less ,  has forced us t o  pay c a r e f u l  a t t e n t i o n  t o  the  
d e f i n i t i o n  of t he  d i f f u s i o n  c o e f f i c i e n t s  of spec ie s  A and B. We have found 
t h a t  only one d i f f u s i o n  c o e f f i c i e n t  e n t e r s  t he  theory and that  it is  t he  one 
governing i n t e r d i f f u s i o n .  I n  t he  case t h a t  t he  parent  phase i s  a l i q u i d ,  D 
and i t s  concent ra t ion  dependence may be measured d i r e c t l y  us ing  the  diaphragm 
cell  technique [8,91. 
1.5.4 Diffusion-Controlled Growth Veloci ty  
The rate of decrease of volume i n  the  parent  phase is  
I T  
of the  second phase g ra in  is I V 
p r e c i p i t a t i o n  proceeds the re  i s  a n e t  change i n  the  o v e r a l l  volume of t he  
system. This  in t roduces  a new mechanism f o r  growth i n  add i t ion  t o  d i f f u s i o n  
and advection. Consider a second phase g ra in  which is  expanding f a s t e r  than  
the  pa ren t  phase is  con t r ac t ing ,  i.e. ( I A V A  + I V ) > (I 7 
circumstance,  t he  su r face  of t he  grain engul fs  molecules of t he  parent  phase 
as it advances [ l o ] .  This, however, i s  not  a very important  e f f e c t  and s h a l l  
be ignored i n  the  remainder of t h i s  r epor t .  
+ IBTB or u as def ined by Eq. (1.5.18). The rate of i nc rease  of volume 
-I -1 -1 - -1 -1 A A  
+ IBVB. I f  VA # V and VB # VB then as the  
A A  A 
-* ,I 
+ I 7 ). I n  t h i s  B B  A A  B B  
W e  have been assuming t h a t  t he  second phase g ra in  maintains  i ts  
equi l ibr ium composition dur ing  growth. The total  rate of a r r i v a l  of molecules 
t o  the  g ra in  is IA + IB; hence, fo r  the  g ra in  t o  have i t s  equi l ibr ium canposi- 





‘A IA + IB 
I I B  - 
‘B I + IB A 
(1.5.28) 
(1.5.29) 
3 The volume of the  second phase grain is  (4a/3)R , and the  rate of growth of 
t h i s  volume i s  
15 
-1 -1 4.rr R 3 1 = - ( I  V + IBVB) . 
A A  (1.5.30) 
I f  we mul t ip ly  and d iv ide  the  right-hand s i d e  of Eq. (1.5.30) through by + 
IB and use E q s .  (1.5.28) and (1.5.291, we ob ta in  
1-1 1-1 
(% R3) = -(IA + I 1 (XAVA + XBVB) d t  B (1 -5.31 ) 
Using E q .  (1.5.28) again,  w e  may e l imina te  IB from the  right-hand s i d e  of Eq. 
(1.5.31) and obtain 
L 
-(-R d 47~ 3 1 = - I  
d t  3 A I . X 
A 
(1.5.32) 
F i n a l l y ,  w e  ccmpute the  ind ica t ed  d i f f e r e n t i a t i o n  on the lef t -hand s i d e  of E q .  
(1.5.32) and replace IA on t h e  right-hand. s i d e  by Eq. (1.5.261, and ob ta in  




In t roducing  the  average molecular volume, V , 
v = x v + XBVB 
A A  
Eq. (1.5.33) becanes 
-1 
- C ( R ) )  V ( R , t )  . dR V D 
dt X R 
- = - .  




Equation (1.5.35) is t he  g ra in  s i z e  growth v e l o c i t y ,  V ( R , t ) ,  f i r s t  pos tu l a t ed  
i n  Eq. (1.3.1). The next chapter  w i l l  be devoted t o  gene ra l i z ing  Eq. (1.5.35) 
t o  take i n t o  account competi t ive e f f e c t s  due t o  neighboring gra ins .  
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11. EFFECT OF INTER-GRAIN COMPETITION ON THE GRAIN RADIUS GROWTH VELOCITY 
k' 
2.1 Macroscopic Equation of Motion and Its So lu t ion  
W e  wish t o  c a l c u l a t e  the r a t e  of disappearance of s o l u t e  molecules 
d i f f u s i n g  f r e e l y  amongst some randomly placed spherical p r e c i p i t a t e  gra ins .  
The g r a i n s  are s t a t i o n a r y ,  and t h e y  and the d i f f u s i n g  molecules are immersed 
i n  a cont inuous m e d i u m  i n  which the molecules have d i f f u s i o n ,  c o e f f i c i e n t ,  
D. Suppressing the  s u b s c r i p t s ,  A and B, in t roduced i n  Chapter I, we  l e t  
C ( r , t )  be the  concent ra t ion  of d i f f u s i n g  molecules a t  the  p o s i t i o n ,  r, and 
t i m e ,  t. A t  t he  su r face  of a precipitate g ra in  of r a d i u s  R, the s o l u t e  con- 
c e n t r a t i o n  is  determined by the  Gibbs-Kelvin equat ion,  which t akes  the  form, 
C ( R )  = C ( m )  exp(2y- ' /kTR) . (2.1.1) 
Whether a p a r t i c u l a r  g ra in  i s  absorbing s o l u t e  (growing) o r  e m i t t i n g  s o l u t e  
( d i s s o l v i n g )  depends upon t h e  d i f f e rence  ( C ( r , t )  - C ( R ) ) .  I f  p o s i t i v e ,  t he  
g r a i n  is  growing; if negat ive ,  it is  d isso lv ing .  The specific rate of growth 
( d i s s o l u t i o n )  is K ( R ) ,  so t h a t  the rate i s  K ( R ) ( C ( r , t )  - C ( R ) ) .  L e t  P(R)dR be 
the  p r o b a b i l i t y  t h a t  a g ra in  has a r a d i u s  between R and R + dR. For t h e  
medium as a whoie the  rate of change of s o l u t e  molecules due t o  t h e  a c t i o n  of 
t he  g r a i n s  i s  I dRP(R)K(R)(C(r , t )  - C ( R ) ) .  
0 
Using this i n t e g r a l  t o  take i n t o  account t he  loss of material by incor-  
po ra t ion  i n t o  gra ins ,  F i c k ' s  second l a w  €or  C ( r , t )  is  
a) 
2 - DV C ( r , t )  = $(r) - I d R P ( R ) K ( R ) ( C ( r , t )  - C ( R ) )  
0 
a t  (2.1.2) 
where the  func t ion  $(r) has been introduced t o  r ep resen t  any cont inuously 
d i s t r i b u t e d  sources  of s o l u t e  molecules. From a mathematical p o i n t  of view, 
the  presence of $(r) permits  Eq. (2.1.2) t o  be treated by Green's func t ion  
techniques.  The r e l e v a n t  parts of t h i s  and o ther  techniques of mathematical 
phys ics  have been developed i n  Appendices A through D for those  readers w h o  
may not  be familiar with them. It i s  recommended t h a t  those appendices be 
s tud ied  now before going f u r t h e r .  
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The phys ica l  meaning of $(r) depends upon the  s i t u a t i o n ,  bu t  one might 
t h i n k  of $(r) as k i n g  equal  t o  the  quantum y i e l d  t i m e s  t h e  rate of absorbance 
of l i g h t  producing some photochemical product ,  which is  subsequent ly  p rec ip i -  
t a t i n g .  Our r e s u l t s  will be wholely independent of t he  form of $(r), however. 
In  the  steady s t a t e  a C ( r , t ) / a t  = 0 and Eq. (2.1.2) becanes 
m 
(2.1.3) 2 -DV C ( r )  = $(r) - [ dRP(R)K(R)(C(r) - C ( R ) )  
0 
W e  may Fourier  transform both s i d e s  of Fq. (2.1.3) us ing  Fq. (D.26) of 
Appendix D t o  compute the p a n s f o r m  of V C ( r )  and E q .  ( D . l O )  wi th  k’ = 0 t o  
compute the  transform of ( dRP(R)C(R) which i s  independent of r. The r e s u l t  






2 , -  




% = I dRP(R)K(R) 
0 
and write E q .  (2.1.4) i n  the  form 
(2.1.6) 3 
03 
(k2D + KT)c(k) = i ( k )  + / ~ R P ( R ) K ( R ) C ( R ) ( ~ I T )  6(k) 
0 
where 6 ( k )  is  the  Dirac d e l t a  func t ion  d iscussed  i n  Appendices A and D. 
According to  Appendix C and Fq. (D.35) of Appendix D, t he  Four ie r  t ransform of 
the  Green’s func t ion  G ( r )  f o r  t h e  ope ra to r ,  DV , i s  2 
A 2 G(k) = -l /k D . 
Equation (2.1.7) permits E q .  (2.1.6) t o  be w r i t t e n  
-6(k)  = (1  - ;(k)KT)-’ [ ; (k) i (k)  + ;(k) 
~~ ~~~ 




and s u b s t i t u t e  i n t o  Eq. (2.1.8) t o  ob ta in  
(2.1.8) 
(2.1.9) 
W e  mu l t ip ly  .out the bracke ts  i n  Q. (2.1.10) c o l l e c t i n g  toge the r  l i k e  p o w e r s  
of % and K(R), s ince  being propor t iona l  t o  t h e  ra te  of p r e c i p i t a t i o n ,  t hey  
are of the  same order  of magnitude. The r e s u l t  i s  
(2.1.11) 
W e  next  expand K ( R )  i n  a series analagous t o  a c l u s t e r  expansion i n  the  
theory  of t h e  equat ion  of s t a t e  of real gases  [ 111 , 
(2.1912) 
where N i s  t h e  number of gra ins .  
t i o n  to  K(R)  of an ensemble of grains ,  "d" i n  number, a l l  canpet ing  f o r  a 
d i f f u s i n g  s o l u t e  molecule. 
The t e r m ,  K( d ( R )  , r e p r e s e n t s  t he  cont r ibu-  
Likewise, % which i s  t h e  average of Eq. (2.1.12) 
19 
over the d i s t r i b u t i o n  of g ra in  s i z e s  may be developed i n  a c l u s t e r  expansion, 
a s  
where 
m 





We put  Eqs. (2.1.12) and (2.1.13) i n t o  Eq. (2.1.11). For s i m p l i c i t y  of nota- 
t i o n ,  we suppress  everywhere the  dependence upon the  Fourier  transform v a r i -  
a b l e ,  k, and wri te  
A A A  A A A  A 
-C = G$ + [G(K ( 1 )  + K T ( 2 )  + KT(3) + e..) G$ + G T 
A A  A A 
G+ + G ( K T ( l )  + s(2) + % ( 3 )  + e.) G 
(2.1.15) 
A A A  
G ( K T ( l )  + K T ( 2 )  + KT(3) + ... ) G$ 
m 
& I dRP(R) ( K ( 1 I R )  + K ( 2 ( R )  + K(31R) + ... ) C ( R ) ( 2 n )  3 61 
0 
On the  right-hand s ide  of Eq.  (2.1.151, t e r m s  of t he  s a m e  order  need t o  be 
c o l l e c t e d  together .  
(second) order ,  w h i l e  ( I C # ) ) ~ ,  3 ( 1 ) % ( 2 ) ,  and % ( 3 )  are of t he  same ( t h i r d )  
order .  The r e s u l t  is 
Note, f o r  example, t h a t  % ( 2 )  and (%(112 are of the  same 
2 0  
D' 
+ 0 . .  (2.1.16) 
+ ... 
This  completes the  a n a l y s i s  based upon a macroscopic p o i n t  of view. I n  
t h e  next  s e c t i o n  (Sec t ion  2.21, we reanalyze t h i s  problem, working on t h e  
assumption t h a t  the  l o c a t i o n s  of a l l  t he  g r a i n s  are known. Subsequently,  i n  
Sec t ion  2.3, we sha l l  average t h e  r e s u l t  f r a n  Sec t ion  2.2 over a d i s t r i b u t i o n  
of g r a i n  s i z e s  and loca t ions  ( conf igu ra t ions )  t o  ob ta in  an equat ion  f o r  com- 
par i son  with Eq. (2.1.16). T h i s  canparison w i l l  be carried out  i n  Sec t ion  2.3 
and w i l l  r e s u l t  i n  a r e v i s i o n  of t h e  formula, K(R) = 4nDR, to take i n t o  
account t h e  e f f e c t  of g ra in  dens i ty  on the  d i f f u s i o n  process .  
2.2 Microscopic EQuation of Motion and Its Solu t ion  
I n  t h i s  s ec t ion ,  w e  s e e k  t o  r ep resen t  on a microscopic scale the  d i f f u -  
s i o n  of molecules among the  grains .  W e  s p e c i f i c a l l y  cons ider  a cont inuous 
p a r e n t  phase i n  which s o m e  g r a i n s  of second phase are imbeded. The g r a i n s  are 
21 
N i n  number and have c e n t e r s  l oca t ed  by t he  set of coord ina tes  {ri\ z 
..., rN). 
p a r t i c u l a r  conf igura t ion ,  {ri\,  of t he  gra ins .  
c ( r ; { r i ) )  i s  F i c k ' s  second l a w ,  which i n  s teady  state t akes  the  form 
(rl,r2, 
L e t  c ( r ; { r . ) )  be the  concent ra t ion  of molecules d i f f u s i n g  among the 
1 
The equat ion  of motion f o r  
CI 
N 
D V L c ( r )  = -4(r) - C q i d ( r  - ri) 
i= 1 
(2.2.1) 
where w e  have i n t e n t i o n a l l y  suppressed i n  c ( r )  the  dependence upon {r.}. 
i - t h  g ra in  is loca ted  a t  r 
i t s  a b i l i t y  t o  absorb or e m i t  molecules. The s p a t i a l  l o c a t i o n  of t h i s  
s t r e n g t h  i s  given by 6(r - ri) 
of a po in t  p a r t i c l e ,  it i s  i n  seeming con t r ad ic t ion  with our assignment of a 
r ad ius ,  Ri, t o  the gra in .  This  concept w i l l  be d e a l t  with c a r e f u l l y  when w e  
determine t h e  values of the  {si\. For i l l u s t r a t i o n ,  t h e  geometry of j u s t  two 
g r a i n s  i s  shown i n  Figure 2.1. More on the  Dirac d e l t a  func t ion  can be found 
i n  Appendix A, whereas F ick ' s  l a w s  of d i f f u s i o n  are d iscussed  i n  Appendix 8. 
The 
1 
has r ad ius  Ri, and "s t rength"  qi, which expres ses  i' 
Inasmuch as 6 ( r  - r ) r ep resen t s  t h e  l o c a t i o n  i 
z 
X / 
Figure  2.1. Coordinates  l o c a t i n g  the  c e n t e r s  of t w o  g r a i n s  of r a d i i  
R1 and R2,  r e spec t ive ly .  
Each of t he  N g ra ins  i s  assumed t o  be i n  chemical equi l ibr ium with t h e  
p a r e n t  phase j u s t  ou ts ide  i t s  boundary. Hence, t he  concent ra t ion  j u s t  ou t s ide  
each g ra in  i s  s p e c i f i e d  by t he  Gibbs-Kelvin equation. Every p o i n t  on the  
s u r f a c e  of a g ra in ,  i n  f a c t ,  must s a t i s f y  t h e  Gibbs-Kelvin equat ion,  so we 
have 
where Ri = lRi10 
Iril, and we may t o  s u f f i c i e n t  accuracy r ep lace  Eq. (2.2.2) by 
If the  g ra ins  are  s u f f i c i e n t l y  d i l u t e ,  then Ri = 1 %  1 <<  
E q s .  (2.203) may be used t o  determine t h e  {qi} as fol lows.  
As shown i n  Appendix C, the Green's func t ion  f o r  t h e  opera tor  DV2 is 
given by 
which s a t i s f i e s  t h e  boundary condi t ions  
(2.2.4) 
Hence, according to Appendix C, w e  may apply Green's theorem i n  t h e  form 
(2.2.5)  
If on the  right-hand s i d e  of Eq. (2.2.1 ) we replace i by j and make t h e  
i d e n t i f i c a t i o n  
(2.2.7) 
2 3  
then we may so lve  Eq. ( 2 . 2 . 1 )  f o r  c ( r )  i n  the  form 
( 2 . 2 . 8 )  
where we have used EQ. (A.9)  of Appendix A t o  eva lua te  the  i n t e g r a l  involv ing  
the  delta funct ion.  
W e  next  use Eq. ( 2 . 2 . 8 )  t o  eva lua te  c ( r )  on the  boundary of t h e  i - t h  




( 2 . 2 . 9 )  3 -C(Ri)  = 1 d r ' G ( r i l r l ) $ ( r ' )  + q i G ( R i )  + q . G ( r i  - r.1 
3 3 
#i 
To obta in  Eq. ( 2 . 2 . 9 )  f r a n  Eq. ( 2 . 2 . 8 1 ,  care has  been exerc ised  i n  
e v a l u a t i n g  G ( r 1 r . )  on the su r face  of each sphere.  
3 
be d i s t ingu i shed .  
i= j ,  we have set  r = ri + Ri, and w r i t t e n  
The cases i = j  and i # j  must 
To eva lua te  G ( r ( r . 1  on the  su r face  of t he  i - t h  sphere where 
7 
This  accounts  f o r  the t e r m  qiG(Ri)  on the  right-hand s i d e  of Eq. ( 2 . 2 . 9 ) -  
ob ta in  G ( r ( r . 1  on the  su r face  of t h e  i - t h  sphere ( i # j ) ,  w e  have set r = ri + 
%, and w r i t t e n  
TO 
3 
Eq. ( 2 . 2 . 1 1 )  follows because the  d i l u t e  na ture  of t he  s inks  which impl i e s  
1 ~ ~ 1  << (ri - r.1 and Iri + R~ - r.1 = (ri - rjl. 
a l l  the  t e r m s  within the sum on the  right-hand s i d e  of Eq. ( 2 . 2 . 9 ) .  
Eq. ( 2 . 2 . 1 1 )  accounts for 
3 3 
2 4  
By vi r tue  of Appendix D and the fac t  t h a t  G(ri(r') = -(4aD)-l 
lri - r' I-' = G(r - r! 1 , w e  may recognize t h e  i n t e g r a l  term on the right-hand 
s ide  of Fq. (2.2.9) as a convolut ion and w r i t e  
1 
3 
G*$(r) = d r'G(r - r')$(rl) . (2.2.12) 




where we w r i t e  G(r - r.) = G ( r i j )  = -(4nDr 1-l wi th  r i j  = Irijl = 
3 i j  
Iri - rjl. 
As it s tands ,  Eq.  (2.2.13) does no t  determine qi because the equation 
depends for i ts  eva lua t ion  upon a knowledge of the {q.), j+i. 
of successive approximations, however, w e  may use Eq. (2.2.13) t o  develop E q .  
(2.2.8) i n  a p o w e r  series. To do th i s ,  we replace j by i in E q .  (2.2.8) and 
write 




Now s u b s t i t u t e  EQ. (2.2.13) i n t o  the right-hand side of Eq. (2.2.14). The 
r e su l t  is 
N 
i= 1 
-c ( r )  = G*$(r) + C G(r - ri) 4rDRi[G*$(ri) + 
(2.2.15) 
W e  expand E q .  (2.2.15) further.  In E q .  (2.2.13), replace i by j and j by 2 t o  
o b t a i n  
2 5  
N 
(2.2.16) 
S u b s t i t u t e  Eq. (2.2.16) f o r  q. on the  right-hand s i d e  of E q .  (2.2.15) t o  
ob ta in  
3 
N 
- c ( r )  = G * Cp (r) + E 
i= 1
G ( r  - ri)4aDRi[G*Cp(ri) + C ( R I ) ]  
N N  
+ E 1 G ( r  - ri)4aDRiG(r. 1 7  .)4aDR.[G*Cp(r.) 3 3 + C ( R . ) ]  7 
f i  
i = l  j=1 
(202017) 
N N N  
#i #j 
I n  Eq. (2.2.17) i n  the  t r i p l e  sum on the  r i g h t ,  w e  have replaced q by 
4nDRR[G*Cp(r ) + C ( R R ) ]  which i s  the  lead ing  t u r n  i n  the  next s u b s t i t i o n .  
"closure"  s t e p  is  a necessary approximation i f  we are to  have an equat ion f o r  
c (r )  which is f r e e  of e x p l i c i t  dependence upon any of t he  {q 10  
(2.2.17) i s  the  r e s u l t  of only two successive approximations; t he  procedure,  
however, may be ca r r i ed  out  t o  any h igher  degree of approximation des i red .  
R 
This  R 
Equation i 
I t  i s  now worthwhile t o  examine a product such as G ( r  - ri) 4aDR i 
G*Cp(ri) which appears, f o r  example, as a f a c t o r  within the  s i n g l e  sum i n  Eq. 
(2.2.17). I f  we define the  " sca t t e r ing"  opera tor  T i ( r , r O  by 
(2.2018) 
then the des i r ed  product can be wr i t t en  
2 6  
(2.2.19) 
Using Eqs. ( 2 . 2 . 1 8 )  and ( 2 . 2 . 1 9 ) , w e  may write Eq. ( 2 . 2 . 1 7 )  i n  the  f o r m  
N 
i= 1 
G*T *[G*$(r) + C ( R i ) l  
i -c(r)  = G * $ ( r )  + 
N N 
i = 1  j=l  
#i 
G*Ti*G*T .*[G*$(r) + C ( R  . ) I  
3 3 
+ e  
N N N  
c 
i = 1  j= l  R = l  
#i #j 
G*Ti*G*T .*G*T *[G * $ (r) + C ( R e ) l  + ... ( 2 . 2 . 2 0 )  
3 1 1  
+ e  
The u l t imate  goal of t h i s  sec t ion  is  t o  obta in  a r e s u l t  which can be 
canpared w i t h  Eq. (2 .1 .16 )  of the previous sec t ion .  I n  order t o  do t h i s ,  w e  
f o r m  the Fourier  transform of both s i d e s  of Eq.  ( 2 . 2 . 2 0 ) .  The transform of 
-c( r) i s  - c (k )  , but  the  transform of the  right-hand side must he analyzed with 
s o m e  care. Because of t he  use of the  convolut ion symbol throughout E q .  
(2 .2 .201 ,  it would seem t h a t  t he  transform of each term wi th in  the  va r ious  
sums would simply be the  product of the ind iv idua l  transforms. However, E q .  
( 2 . 2 . 1 8 )  involves  the product of d e l t a  func t ions  and is not e x p l i c i t l y  a 
func t ion  of r - r', which w a s  a property exp lo i t ed  i n  going f r o m  Eq. (D.14)  t o  
(D.15)  of Appendix D. W e  w i l l  see, never the less ,  t h a t  Eqs. ( D . 1 8 )  and ( D . 1 9 )  
apply i f  w e  def ine  c a r e f u l l y  the  transform of T (r,r') .  
form of G*Ti*G*$(r) . 
it by 
A 
Consider the  t r ans -  
Since t h i s  is  a transform of a convolution, we denote  
i 
3 3 Replace the  v a r i a b l e  r by 5 = r - r"', where d r = d E;, so t h a t  Eq. ( 2 . 2 . 2 1 )  
r eads  
2 7  
3 3 Replace r'" by p = r"'-r'', where d r"' = d p,  and for T (r"',r'') i 
s u b s t i t u t e  
( 2  . 2.22 
(2.2.23) 
SO that  Eq. (2.2.22) reads  
In Eq. (2.2.241, w e  have used t h e  right-hand s i d e  of Eq. (D.7) t o  eva lua te  the 
i n t e g r a l  over d p.  3 
For 6 ( r "  - ri) ,  it i s  convenient  t o  use the Four ie r  r e p r e s e n t a t i o n  
given by Eq. (D.8) which r e a d s  t 
I n  w r i t i n g  Eq. (2.2.251, w e  have exp lo i t ed  the  fact t h a t  t h e  d e l t a  f u n c t i o n  i s  
an even func t ion  of i ts  argument [see Eq. (A.14) of Appendix AI. S u b s i t i t u t -  
i n g  Eq. (2.2.25) i n t o  Eq.  (2.2.24) y i e l d s  
2 8  
c 
. 
G ( E ) ]  [ ~ T D R ~ ( $ ) ~ /  d3k'e i(k' - k ) ' r i J  = [/d36e -ik- €, 
( 2 2.26) 
N o t e  t h a t  wi th in  t h e  l as t  bracke t  on t h e  right-hand s i d e  of Eq. (2.2.271, w e  
have replaced k' by k, and i n  the next  t o  las t  b r a c k e t  introduced t h e  symbol, 
P(klk'1. 
r i g h t .  This  permits us t o  go fran Eq. (2.2.26) t o  (2.2.27) and to  i d e n t i f y  
t h e  last bracke t  as G ( k ) , $ ( k )  us ing Eqs. (D.18) and (D.19). W e  f u r t h e r  d e f i n e  
The e f f e c t  of P(k1k')  is t o  change k t o  k' i n  all f u n c t i o n s  on i t s  
A A  
Gi(k) = 4aDR [213 /d3k'ei(k'-k)*ri P ( k ( k ' )  ( 2  2.28) i 2a 
With E q .  (2.2.28) and the r e s u l t s  of t h i s  paragraph, w e  may write Eq.  (2.2.27) 
i n  t h e  form 
( 2 2 29) 
N o t e  c a r e f u l l y  t h a t  because of the  d e f i n i t i o n  of P ( k ( k ' ) ,  G. (k) i s  an operator 
i n  k space, and it and f u n c t i o n s  of k, such as G ( k )  and 4 (k ) ,  do n o t  commute. 
A A 1  
To canplete t h e  c a l c u l a t i o n  of the  transform of Eq. (2.2.201, w e  need 
a lso to  compute t h e  t ransform of t e r m s  of t h e  type G*T.*C(R 1 .  Let  t h e  t rans-  
form of a term of t h i s  type be called FTD. The manipulat ions for ccmputing 
FTD are the same as Eqs. (2.2.21)-(2.2.27); namely, 
1 i 
(202.30) 
2 9  
Equations (2.2.27) and (2.2.30) are i d e n t i c a l  except  for t h e  l a s t  b r a c k e t  i n  
Eq. (2.2.30) involving t h e  c o n s t a n t  C ( R i ) ,  which replaces G * + ( r )  i n  Eq. 
(2.2.27). 
bracket .  A f t e r  f ac to r ing ,  i f  we then  canpare t h e  l as t  i n t e g r a l  i n  Eq. 
(2.2.30) with Eq. (D.10) with k' = 0,  w e  have 
Since C(Ri) does n o t  involve  r", it may be factored out of t h e  
(2.2.31) 
Combining Eqs. (2.2.30) and (2.2.31) and us ing  t h e  previous r e s u l t s  of t h i s  
s e c t i o n ,  we f i n d  . 
Applying Eqs. (2.2.29) and (2.2.32) t o  E q .  (2.2.201, we get 
(2.2.33) 
Equation (2.2.33) a p p l i e s  t o  a c o n f i g u r a t i o n  of g r a i n s  with s p e c i f i e d  rad i i  
and f i x e d  loca t ions .  Ordinar i ly ,  there are so many g r a i n s  t h a t  it i s  
impossible t o  spec i fy  e i t h e r  t h e i r  r a d i i  or t h e i r  loca t ions .  Rather,  only t h e  
p r o b a b i l i t y  of a given r a d i u s  and p r o b a b i l i t y  of a given l o c a t i o n  can be 
s p e c i f i e d .  I n  Sect ion 2.1, we l e t  P(R)dR be t h e  p r o b a b i l i t y  of a g r a i n  having 
a radius l y i n g  between R and R + dR. I f  the volume of the system is  V, t h e  
p r o b a b i l i t y  of f i n d i n g  t h e  c e n t e r  of t h e  i - t h  g r a i n  wi th in  an element of 
volume is d'ri/V. 
e x e r t  no long range f o r c e s  on one another.  Furthermore, w e  s h a l l  t a k e  t h e i r  
concent ra t ion  s m a l l  enough so t h a t  the fact  t h a t  they  must no t  overlap may be 
ignored. For these reasons, t h e i r  p o s i t i o n s  are uncorre la ted  and the 
30 
W e  now s p e c i f y  t h a t  the g r a i n s  are randomly located and 
probability of a given configuration (specified set of values for the {r 1) is i N 
just the product of individual probabilities, namely, II (d3ri/v). In Eq. 
(2.2.331, c(k) is an implicit function of the radii {Ri\ and the positions 
Ifi} . 
configurational average of c(k) should be equal to C(k) in E q .  (2.1.16). We 
define 
A i= 1 
After drawing the {R, } fran the distribution P(Ri), the 
A 1  A 
( 2 2 34)  
A 
where <<c(k)>> symbolizes the average of c(k) Over both the distribution of 
grain radii and the distribution of grain configurations. 
We form the average of both sides of Eq. (2.2.331, taking note that 
A 
because of (2.2.28), T. (k) depends upon both Ri and ri. The result is 
1 
N o t e  t h a t  P(R 1 is normalized to  u n i t y ,  namely, 
II 
3 2  L 
09 
[ dR P(R ) = 1, R = 1, 2, ..., N 
R I I  
0 
(2.2.36) 
and also t h a t  
Hence, averages of t y p i c a l  t e r m s  shown on t h e  right-hand side of Eq. (2.2.35) 
follow. For example, 
A A  A A  
A A  N m  N 
< < G ( k ) $ ( k ) > >  = TI I dRiP(Ri) V-N II [d3r G(k) ,$(k)  = G(k) ,$(k)  (2.2.38) 
j= 1 j i = l  o 
A A 
because n e i t h e r  G(k) nor $ ( k )  depends upon any of t h e  {Ri) or  {r . \ . 
t y p i c a l  average is 
Another 
3 
N OD N 
ll I dR P(R )V R I I  ll ld3rII 
-(N-2) 
In= 1 R=1 0 
( 2.2.39) 
. 
N o t e  t h a t  because of Eqs. (2.2.36) and (2.2.371, t h e  i n t e g r a l s  i nvo lv ing  
n e i t h e r  i nor j are uni ty .  
Th i s  completes the  a n a l y s i s  based upon the microscopic p o i n t  of view. 
2.3 Rate C o e f f i c i e n t  and Diffusion-Controlled G r o w t h  Ve loc i ty  
By v i r t u e  of t h e  connect ion between <<c(k )>>  and C ( k )  expressed by Eq. 
(2.2.341, Eqs. (2.1.16) and (2.2.35) express  the same th ing .  Both Eqs. 
(2.1.16) and (2.2.35) have been organized so t h a t  t e r m s  of l i k e  order have 
been grouped toge ther .  Now canparing terms of l i k e  order  between t h e  t w o  
equa t ions ,  we ob ta in  
N A  
KT(l)  = C <<Ti(k)>> 
i= 1
K ( 2 )  + K T ( l ) G K T ( l )  = C C < < T i ( k ) G ( k ) T . ( k ) > >  
T i= l  j=l 3 
f i  
A A A  N N  N 
E C C << Ti(k)G(k)T 
i=1  j=l ~ = 1  j 
#i #j 




3 3  
W W W 
I dRP(R)K(31R)C(R) + / dR'P(R')K( 1 ( R ' ) 6  dRP(R)K(2(R)C(R) 
0 0 0 
W W 
+ / dR'P(R')K(21Rm)6 I d R P ( R ) K ( l I R ) C ( R )  
0 0 
W W W 
+ I dR1'P(R")K(1~R")6 dRoP(R')K(1)R')6 I dRP(R)K(l/R)C(R) 
0 0 0 
(2.3.5) 
(2.3.6) 
Equations (2.3.4)-(2.3.6) conta in  no information n o t  a l r e a d y  contained i n  Eqs. 
(2.3.1)-(2.3.3); hence, we s h a l l  choose E q s .  (2.3.1)-(2.3.3) for f u r t h e r  
a n a l y s i s  and proceed to  t h e  computation of t h e  averages <Ti>, <<T.GT .>> 
and <<T.GT GT >>. 
A A A A  
A A A  A I  1 3  
i j Q  
A 
2.3.1 Computation of < < T , ( k ) > >  and Km( l )  
According t o  EQ.  (2.2.28) and t h e  d e f i n i t i o n  of an ensemble 
average expressed by Eq.  (2.2.341, t h e  meaning of <<T (k)>> is i 
<<Ti(k)>> = 
i( k-k' ) -I: W 
P ( k ( k ' )  -1 3 1 3  3 i / dRiP(Ri)4nDRiV I d  r. (-1 (d k ' e  
1 2n . 
0 
(2.3.7) 
3 W e  in terchange the order of i n t e g r a t i o n  with respect t o  d r and d3k' on the  
right-hand side of E q .  (2.3.7) and use E q .  (D.10) t o  recognize a d e l t a  func- 
t i o n .  Because there  i s  no func t ion  (i.e.,  only u n i t y )  t o  the  r i g h t  of 
P(klk'1 on which it can act ,  w e  may set P ( k ( k ' )  = 1. 
i 
W e  f i n d ,  
34 
= 4aDV -1 <R> (2.3.8) 
where we have 1 
<R>,  w e  mean 
00 
sed EQ.  (A.9)  with r = k' , r' = k, and f (r)  = 1, and where by 
< R >  = I dRiP(Ri)Ri . 
0 
According t o  Eqs. (2.3.1) and (2.3.8) 
N N 
i= 1 i= 1 
KT(l) = C <<Ti(k)>> = C 4nDV-' <R> = 4nD<R>(N/V) 
(2.3.9) 
(2.3.10) 
because there are N t e r m s  in Eq. (2.3. l o ) ,  each equal t o  4mD<R>Vm1. Hence, 
KT( 1 )  = 4.rrDp<R> (2.3.11) 
where 
p = N/V 
is the number d e n s i t y  of gra ins .  
A A A  
2.3.2 Computation of <<T. (k)G(k)T+(k)>> and KT(2) 
a 
According t o  Eqs. (2.2.28) and (2.2.39) 
(2.3.12) 
35 
i ( k "  - k ) - r  
j P(k1k") (2.3.13) 1 3  3 x v-' ld3r .4nDR .(-) fd k' 'e 
3 3 2 n  
i ( k  - k')*r 3 A  1 3  3 i 
x Id k 'G(k)(Z;;)  Id  rie 
i (k"  - k ' ) * r  
x Id 3 k"(Z;;) 1 3  Id 3 r .e j 
3 
where we have used the  d e f i n i t i o n  of P(k" ( k ' )  t o  exchange k for 
k' i n  G(k) and i n  e 
A i ( k "  - k ) * r  j 
W e  have a l s o  interchanged the  order  of i n t e g r a t i o n  with respect 
3 3 t o  d ri and d k' and with r e s p e c t  t o  d3r 
i n t e g r a l  Over d ri is equal  t o  ( 2 a )  6(k'-k) while the  i n t e g r a l  over d r j  i s  
equal  t o  (2a )  6(k"-k' 1. After  t hese  i d e n t i f i c a t i o n s ,  we note t h a t  
J fd  k'G(k')&!k'-k) = G ( k )  by Eq. (D.12) and (d k"6(k1'-k') = 1 by Eq.  ( D . 1 1 ) .  
Equation (2.3.13) becomes 
and d3k". I n  Eq. (2.3.13), t h e  
3 
j 3 3 
3 
A 3 A  3 
A 
(2.3.14) -2 = V (4aD<R>)(4aD<R>)G(k) . 
36 
. 
W e  observe t h a t  on the right-hand side of Eq. (2.3.2) there is a 
double sum, t h e  i n n e r  sum having one less term ( j# i )  than  t h e  outer. The 
o u t e r  sum (over i) has N terms (i = 1, ..., N)  while t h e  inne r  sum (over j) 
has ( N - 1 )  t e r m s  ( j  = 1, ..., i - 1, i + 1, ..., N ) .  Hence, t h e  double sum has 
N(N-1) terms. Because G ( k )  on t h e  right-hand side of Eq. (2.3.14) depends 
upon n e i t h e r  i nor  j, each of these t e r m s  is ident ica l ,  and Eq. (2.3.2) 
becomes 
A 
= ( 4 ~ I l p < R > ) ~  G(k) . (2.3.15) 
To get Eq. (2.3.151, w e  have taken t h e  "thermodynamic l i m i t , "  wherein 
N+m, V+m whi le  t h e  ratio, p = N/V, is held  constant .  When we s u b s t i t u t e  Eq. 
(2.3.11) i n t o  t h e  left-hand side of Eq. (2.3.151, we f i n d  
K 4 2 )  = 0. (2.3.16) 
A A A  A A  
2.3.3 Canputation of <<Ti(k)G(k)T . (k)G(k)T (k )>> ,  K T ( 3 )  , and 
Higher Order Terms. Use of Diagrams 
3 11 
A A A  A A  
I n  canput ing <<Ti(k)G(k)T . (k )G(k)T t (k )>> ,  we need to  d i s t i n g u i s h  
3 
t w o  cases. 
Case I: if11 
I n  this case, we have 
m m m 
P( kl k' ) 6 ( k) 3 i(k '-k) or i d k ' e  
i (k '  '-k) or 
x v-l (d3r .4nDR.(-) 1 3  I d 3 k"e j P(klk"jG(k) - 3 3 2 m  
i( k' ' '-k) or 
P(kIk" ' )  . x V-'Id3rp4nDRe(%) 1 3  I d 3 k"'e 
._ 
(2.3.17) 
3 7  
T o  s impl i fy  Fq. (2.3.171, w e  make repea ted  use of the  techniques employed t o  
go from Eq. (2.3.13) to  Eq. (2.3.15). The r e s u l t  i s  
C a s e  11: i = R  
Evaluation of the  t r iple  sum on the right-hand s i d e  of Eq. 
(2.3.3) r e q u i r e s  j # i  and R # j .  N o t  r u l ed  out ,  however, by t hese  r e s t r i c t i o n s  
i s  t h e  p o s s i b i l i t y ,  R = i .  W e  now t reat  t h i s  case. Because R = i ,  we must r e t u r n  
t o  Eq. (2.2.39) t o  reexamine the  averaging process.  On t h e  basis of Eq. 





where we used Eqs. (2.2.36) and (2.2.37) t o  eva lua te  i n t e g r a l s  no t  involv ing  i 
and j. Subs t i t u t ing  Eq.  (2.2.28) i n t o  Eq. (2.3.19) we o b t a i n  
i( k'-k) o r  
P( k(  k' )6 (  k) 3 i d k' e 
i ( k l  ' '-k) o r  
x 4mDR; (211) 3  d3k"' e i P(k(k" ' )  . (2.3.20) 
I n  Eq. (2.3.20), w e  gather toge ther  t h e  i n t e g r a l s  over dRi, 
I 3 
dRi, d R  compute them, and obta in  t h e  r e s u l t  (4mD<R>) Operating on u n i t y ,  
P(k(k"')  has  no effect. 
f u l l y  computed, however. W e  write the r e l e v a n t  factors from Eq. (2.3.201, 
1' 
The remaining interchange operators must be care- 
(2.3.21) 
Taking note  of Eq. (2.3.21) and the o t h e r  r e s u l t s  of t h i s  paragraph, w e  write 
Eq. (2.3.20) i n  t h e  form 
39 
( 2  3.22) 
I n  Eq. (2.3.22), the  f i r s t  i n t e g r a l  i n  bracke ts  i s  equal t o  
3 3 3 (2n )  G(k-k'+k"-k"') = ( 2 ~ )  G(k"'-k'+k"-k) = ( 2 ~ )  G(k"(k'-k''+k)) 
because t h e  d e l t a  func t ion  i s  even. The second i n t e g r a l  i n  bracke ts  is 
( 2 ~ )  6(k'-k"). P u t t i n g  these r e s u l t s  i n  Eq. (2.3.22), w e  o b t a i n  3 
= ( ~ T D < R > ) ~  V-2 (2)3 d 3 k ' ( i ( k '  
I n  obta in ing  the l a s t  l i n e  of Eq. (2.3.23) 
over d3k"' is  unity due t o  Eq. (D.11) whl 
A 
(2.3.23) 
w e  have noted that the i n t e g r a l  
3 e t h e  i n t e g r a l  over d k" i s  
G ( k ' )  because of Eq. (D.12). To ccmplete the e v a l u a t i o n  of Eq. (2.3.23), w e  
need t o  compute the remaining i n t e g r a l  Over d 3 k ' .  W e  may replace 
A 2 A 
G ( k ' )  by (-l /D(k')  ) us ing  Eq. (D.35). Although w r i t t e n  G ( k ' ) ,  t h i s  f u n c t i o n  
i n  fact  depends only upon the length  of t h e  vector, k' [ see  Eq. (D.3511, and 
3 n o t  i t s  d i r e c t i o n .  Hence, it is  worthwhile t o  compute t h e  i n t e g r a l  over d k '  
u s i n g  polar coordinates 
4 0  
k o , e k l  4 k l )  as f o l l o w s  
I 
The i n t e g r a l  on the  t h i r d  l i n e  of E q .  (2.3.24) i s  elementary,  and a l s o  
i n f i n i t e !  W e  dea l  with t h i s  d i f f i c u l t y  b e l o w .  
The lef t -hand s i d e s  of Eqs. (2.3.18) and (2.3.24) may be repre- 
A 
sented  i n  terms of diagrams. Since G ( k )  is t he  Fourier  t ransform of t h e  
Green ' s  func t ion  f o r  f r e e  d i f fus ion  (which occurs  between the  g r a i n s ) ,  w e  
represent a factor of G ( k )  by a l i n e  con ta in ing  an arrowhead. On the  o the r  
hand, Ti(k)  i s  the  Fourier  transform of t h e  operator desc r ib ing  i n t e r a c t i o n  of 
A 
A 
a solute molecule with a p r e c i p i t a t e  gra in  of r ad ius  %. 
f a c t o r  of Ti(k) as a circle. 
r ep resen ted  as shown i n  Figure 2.2a 
W e  represent a 
A 
Hence, t he  left-hand s i d e  of Eq. (2.3.18) may be 
Figure 2.2a. Diagram represent ing  the lef t -hand s i d e  of Eq. (2.3.18). 
This  may be i n t e r p r e t e d  as i n t e r a c t i o n  a t  g r a i n  "i," followed by f r e e  d i f f u -  
s ion ,  followed by i n t e r a c t i o n  a t  g ra in  "j," followed by f r e e  d i f f u s i o n ,  f o l -  
lowed by i n t e r a c t i o n  a t  g ra in  "II." The lef t -hand s i d e  of Eq. (2.3.24) can be 
represented  as shown i n  Figure 2.2b, 
41 
Figure  2.2b. Diagram rep resen t ing  the  lef t -hand s i d e  of Eq. (2.3.24). 
This  may be i n t e r p r e t e d  as i n t e r a c t i o n  a t  g r a i n  "i," followed by f r e e  d i f f u -  
s i o n ,  followed by i n t e r a c t i o n  a t  g ra in  "j," followed by f r e e  d i f f u s i o n  back t o  
, followed by i n t e r a c t i o n  a t  "i." For t h r e e  g ra ins ,  t h i s  diagram i n  F igure  11 i 11 
2.2b i s  general ized as i n  Figure 2.2c, 
i 
Figure 2 . 2 ~ .  Ring diagram €or t h r e e  g ra ins .  
Closed diagrams of the  sort represented  by Figures  2.2b and 2 . 2 ~  are c a l l e d  
" r ing  diagrams." Hence, the  terms i n  the  t r i p l e  sum on the  right-hand s i d e  of 
Eq. (2.3.3) are of two types:  those  represented  by open diagrams, such as 
Figure 2.2a, and those represented  by r i n g  diagrams, such as Figure 2.2b. 
Separat ing the  two types  of terms, t h e  t r i p l e  sum may be w r i t t e n  
4 2  
. 
A A A  A A  N N N  
C <<Ti(k)G(k)T . (k)G(k)T (k )>>  R = e  c i= l  j=l R=1 3 
f i  f i  
+ j  
(2.3.25) 
Making a count of terms of t he  type represented  by Figure 2.2a, 
we note  t h a t  t h e r e  are N i n t e g r a l  va lues  t h a t  can be taken on by i, but  once 
it is  f ixed ,  only (N-1) va lues  can be assigned t o  j ,  and once j is  f ixed ,  only 
(N-2) can be assigned t o  2 .  Hence t h e r e  are N(N-1) (N-2)  terms i n  the  t r iple  
sum of t h i s  type. Counting terms of t h e  second type, i may be f i x e d  i n  any of 
N ways, which leaves  (N-1) ways of f i x i n g  j. Hence, t he re  are N(N-1) terms of 
t h i s  type i n  the  t r i p l e  sum. 
Because of Eq. (2.3.161, each t e r m  i n  the  t r i p l e  sum on the  
right-hand s i d e  of Eq. (2.3.25) is i d e n t i c a l  t o  every o ther  term i n  t h a t  
sum. Likewise, because of E Q .  (2.3.241, each t e r m  i n  the  double sum on the  
right-hand s i d e  of E q .  (2.3.25) is i d e n t i c a l  t o  every o ther  term and is  also 
i n f i n i t e .  Hence, us ing  E q .  (2.3.181, Eq. (2.3.25) may be r e w r i t t e n  
43 
A A  A A  
= ~ ~ ( 4 r D < R > ) ~ ( ; ( k ) ) ~  + N(N-1) << G1 (k)G(k)T2(k)G(k)Tl (k)>> (2.3.26) 
where i n  the  f i n a l  s t ep ,  we have taken the  thermodynamic l i m i t .  I n  the  second 
t e r m  on the  r i g h t  i n  each l i n e  of Eq. (2.3.26), w e  have rep laced  T. (k) by 
T l ( k )  and T . ( k )  by T2(k ) ,  because Eq. (2.3.24) i s  independent of i and j;  
hence,  w e  may choose any convenient va lues  f o r  i and j so long as they  are 
d i f f e r e n t .  
A 
A A A 
1 
3 
W e  now s u b s t i t u t e  Eq. (2.3.26) i n t o  Eq. (2.3.3) and use Eqs. 
(2.3.111, and (2.3.16) t o  s impl i fy  t h e  r e s u l t s .  W e  ob ta in  
A A 
KT(3) + 4rDp<R>G(k)4nDp<R>G( k ) B n D p < R >  
Because the  t e r m s  involving <R> on e i t h e r  s i d e  of Eq. (2.3.27) cance l ,  we have 
A A A  A A  
KT(3) = N(N-l)<<T, (k)G(k)T2(k)G(k)T1 ( k ) > >  ( 2.3.28) 
which shows t h a t  yY(3) is determined s o l e l y  by t he  i n f i n i t e  t e r m s  i n  the  
t r i p l e  sum. 
2.3.4 Summing Ring Diagrams 
So f a r ,  our a n a l y s i s  has  c a r r i e d  us only up t o  the  par t ia l  rate 
c o e f f i c i e n t  $( 3) .  
complete analogy with the above. W e  would f i n d  
If  we were t o  push on t o  f i n d  % ( 4 ) ,  we could do so i n  
, 
A -  A A  A A  
N N N A  
KT(4) = E E E < < T i ( k ) G ( k ) T  .(k)G(k)TR(k)G(k)Ti(k)>> (2.3.29) 
i = l  j=l R = l  3 
#i #j 
The right-hand s ide  of Eq. (2.3.29) i s  a sum Over r i n g  diagrams involv ing  
t h r e e  gra ins .  The diagrams are of t he  type shown i n  Figure 2 . 2 ~ .  When t h e  
r i n g  sum i n  Eq. (2.3.29) i s  reduced as i n  the  steps leading  from Eq. (2.3.25) 
t o  Eq. (2.3.28), we f i n d  
* 
Now read  E q .  (2.3.30) f r o m  r i g h t  to l e f t .  Refer r e spec t ive ly  t o  Eqs. (2.2.28) 
and (2.3.21) f o r  t h e  d e f i n i t i o n  of T.(k) and f o r  an example of t he  e f f e c t  of 
t h e  operator P ( k l k ' ) -  I n  reading  Eq. (2.3.30) from r i g h t  to l e f t ,  t h e  f i r s t  
T (k) opera t e s  on un i ty  t o  i t s  r i g h t ,  which has  no e f f e c t .  Hence, t h i s  opera- 
t o r  is j u s t  a func t ion  of k i n  no w i s e  d i f f e r e n t  than  G(k). The next  operator 
encountered i n  t h i s  d i r e c t i o n  i s  T (k) which replaces k by k' i n  the  product ,  
G(k) Tl(k) on i t s  r i g h t .  Once t h i s  is  accomplished, the  product  G(k)Tl(k) i s  
no longer  a func t ion  of k although T (k) is. The next  opera tor  encountered is 
T2(k), which changes k t o  k" i n  the product  G(k)T3(k) to  i t s  r i g h t .  
However, k' and k" are independent v a r i a b l e s  of i n t e g r a t i o n  and may be i n t e r -  
changed (i.e.,  whichever is  immater ia l ) .  This  means t h a t  the  order  i n  which 
the  f a c t o r s  of T (k)G(k) and T (k)G(k) occur i n  Eq. (2.3.30) is  unimportant,  
and we may group them i n  arbi t rary fashion.  Moreover, the  i n t e g r a l s  implied 
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3 
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A A A  3 
A A A A 
2 3 
A A A A 
The right-hand s i d e  of EQ. (2.3.31) i s  i n f i n i t e  j u s t  as w a s  found i n  Eq. 
(2.3.24) 
I f  we were t o  genera l ize  Eq. (2.3.29) st i l l  f u r t h e r  t o  compute 
K5(T), we would confront  r ings  of the  type shown i n  Figure 2.2d 
Figure 2.2d. Ring diagram f o r  four  gra ins .  
and a lso mul t ip ly  connected r i n g s  of the  type shown i n  Figure 2.2e. 
4 5  
0" 
Figure 2.2e. Multiply connected r i n g  diagram f o r  f o u r  g ra ins .  
The diagrams i n  Figure 2.2e are less s i n g u l a r  than those shown i n  Figure 2.2d 
and w i l l  be ignored i n  our subsequent ana lys i s .  
Hence, our f i n a l  r e s u l t  i s  a sum of terms of t h e  genera l  t y p e  
d isp layed  i n  Eqs. (2.3.111, (2.3.281, and (2.3.31). That is  
where % ( 2 )  is missing because of E q .  (2.3.16). The sum on the right-hand 
s i d e  of Eq.  (2.3.32) is diagrammed i n  Figure 2.3. 
0 +o  +A+ + Q +  0 . 0  
Figure 2.3. Diagrammatic r e p r e s e n t a t i o n  of t h e  sum on t h e  right-hand s i d e  
Of Eq.  (2.3.32). 
A A 
If w e  add and s u b t r a c t  the q u a n t i t y  N<<Tl(k)>>G(k)>> t o  the right-hand 
s i d e  of Eq.  (2.3.32) and use E q s .  (2.3.10), (2.3.28) and (2.3.301, we o b t a i n  
A A A A A  A A  
I$, = N<<T1 (k)>> + N<<Tl (k)G(k)T1 (k )>>  - N<<T1 (k)G(k)T1 (k)>> ( 2  3.33) 
4 6  
V 
+ ... 
By Eq. (2.1.51, we imply t h a t  K ( R )  is  the  e f f e c t i v e  rate coef- 
f i c i e n t  f o r  a s i n g l e  gra in ,  t he  conf igura t ions  and rad i i  of a l l  o the r  g r i a n s  
t a k i n g  on average values .  W e  may obtain a formula f o r  K ( R )  a t  R = R1 simply 
by f a i l i n g  t o  take the  average over P(Rl)dRl implied by t he  bracke ts  i n  Eq. 
(2.3.33). Also f a c t o r i n g  out  the common f a c t o r  N and grouping o ther  t e r m s ,  w e  
may w r i t e  Eq. (2.3.33) i n  the  form 
K ( R l )  = ($) /d3r1{i1(k)  + Gl(k )G(k) [ l  + (N-1)(<<T2(k)G(k)>>) 
A A 
Refe r r ing  t o  Eqs. (2.3.7) and (2.3.8), <<T (k )G(k)>>  may be computed as 
fo l lows  : 
2 
A A 
<<T (k )G(k)>>  = 2 
m 
2 P(k /k '  )<(k)  -1  1 3  3 3 - i (k ' -k ) - r  f dR2P(R2)4nDR2V (-1 (d k' Td r2e 2?T 
0 
(2.3.35) -1  A = 4nDV < R > G ( k )  . 
where i n  going from the f i r s t  t o  the second l i n e s ,  w e  have as usua l  i n t e r -  
changed t h e  order  of i n t e g r a t i o n  w i t h  respect t o  d k' and d r2 and recognized 
a d e l t a  funct ion.  S u b s t i t u t i o n  of E q .  (2.3.35) i n t o  Eq. (2.3.34) y i e l d s  
3 3 
4 7  
= pld3r l{Tl (k)  + G1(k)G(k)[ l  + p(lnD<R>G(k)) + p 2 (4nD<R>;(k)) 2 
where i n  the  l a s t  l i n e  we have taken the  thermodynamic l i m i t .  
(2.3.36) 
I n  Eq. (2.3.36), t he  series wi th in  the  square bracke t  is a geo- 
m e t r i c  series i n  the va r i ab le ,  4nDp<R>, and sums t o  (1 - (4nDp<R>) I-’. 
s u b s t i t u t e  t h i s  r e s u l t  i n t o  Eq. (2.3.36) and s impl i fy .  
W e  
(2.3.37) 
The first i n t e g r a l  on t h e  right-hand s i d e  of t h e  l a s t  l i n e  i n  Eq. 
(2.3.37) is  the  same as E q .  (2.3.8) except  f o r  a f a c t o r  of V-’ and an average 
00 
-1 over Ri. Removing V 
r e s u l t i n g  i n t e g r a l  I 1, we have 
fdRiP(Ri) f r a n  Eq. (2.3.81, i = 1, and c a l l i n g  t h e  
0 
4 8  
( 2.3.38) 
I n  the second i n t e g r a l  on t h e  right-hand s i d e  of Eq. (2.3.37), w e  
replace G ( k )  wi th in  t h e  bracke t  by Eq. (D.351, replace T l ( k )  by its d e f i n i t i o n  
i n  t e r m s  of Eq. (2.2.28) and simplfy. In  e v a l u a t i n g  t h e  e f f e c t  of t h e  
P(k1k ' )  operators, we r e l y  upon Eq. (2.3.21). 
f i n d  
A A 
C a l l i n g  t h e  i n t e g r a l  12, w e  
A 
A 4nDp<R>G( k )  A 
A lT l (k )  
3 A  
I2 = Id  r l T l ( k ) G ( k ) [  
1 - 4nDp<R>G(k) 
(2.3.39) 
A 
According t o  Eq. (D.35) G ( k ' )  depends only upon t h e  l e n g t h  of k ' ;  hence, t h e  
i n t e g r a l  i n  Eq. (2.3.39) is s p h e r i c a l l y  symmetrical, and it is  e s p e c i a l l y  
worthwhile t o  perform the  i n t e g r a t i o n  i n  s p h e r i c a l  polar coordinates .  W e  f i n d  
4 9  
( 2 . 3 . 4 0 )  
The i n t e g r a l  over k' on the  l as t  l i n e  of Eq. ( 2 . 3 . 4 0 )  can be found i n  t a b l e s  
and is equal  to  ( n/2) (4np<R>) -'I2* Hence E q .  ( 2 . 3 . 4 0 )  becanes 
= ( 4 r D R  ) R  (47rp<R>) 9 2  . ( 2 . 3 . 4 1 )  1 1  
Fina l ly ,  w e  s u b s t i t u t e  our eva lua t ions  of I1 and I2 [Eqs. 
( 2 . 3 . 3 8 )  and ( 2 . 3 . 4 1 ) ]  i n t o  Eq. ( 2 . 3 . 3 7 )  t o  ob ta in  our f i n a l  r e s u l t  f o r  K ( R l ) ,  
which i s  
I 
K ( R  ) = 4nDR1[1 + R1(47rp<R>) 1/ 2] , ( 2 3 - 4 2 )  1 
I n  the  l i m i t  of a n  i n f i n i t e l y  d i l u t e  system of s i n k s  (p+O),  we have according 
t o  Eq. ( 2 . 3 . 4 2 )  
( 2 . 3 . 4 3 )  
which is i d e n t i c a l  to  Eq. ( 1 . 5 . 2 7 ) .  On the basis of the  arguments and r e s u l t s  
of t h i s  s ec t ion ,  we have demonstrated t h a t  f o r  a s l i g h t l y  concent ra ted  system 
of s i n k s  t h a t  co r rec t ions  t o  the  i n f i n i t e l y  d i l u t e  l i m i t  rate cons t an t ,  
5 0  
Y 
4aDR1, depend upon p '12. 
W e  now r e t u r n  t o  Eqs. (1.5.26) and (1.5.351, r ep lac ing  i n  the  
former the  f a c t o r  4aDR by Eq. (2.3.42). The r e s u l t i n g  equat ion  i s  
( 2 3 44)  
which g ives  the  rate of growth of the g ra in  r ad ius  t ak ing  i n t o  account t he  
proximity e f f e c t s  a s soc ia t ed  with neighboring gra ins .  
bulk = If the  bulk concent ra t ion  is changing with t i m e ,  i.e., CA 
C A ( t ) ,  Eq. (2.3.44) may be rewr i t t en  
( 2  3.45) 
During a p r e c i p i t a t i o n ,  R = R ( t )  w i l l  be an implicit func t ion  of t. Eq. 
(2.3.45) shows t h a t  V ( R , t )  = V ( R ( t ) , t )  depends i m p l i c i t e l y  on t through R ( t )  
and e x p l i c i t l y  on t through C A ( t ) .  
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111. DETERMINATION OF THE GRAIN-SIZE DISTRIBUTION FUNCTION 
AND RELATED PARAMETERS 
3.1 Summary of Governing Equations 
I n  Sec t ion  1.2, we found tha t  the  local s o l u b i l i t y  i n  the p a r e n t  phase of 
a component A j u s t  ou t s ide  a g r a i n  of r a d i u s  R w a s  given by 
c ( R )  = c (m)exp(2yvi/kTR) (3.1.1) 
A A 
The g r a i n  s i z e  d i s t r i b u t i o n  €unction, n ( R ( t )  ,t) , w a s  in t roduced  i n  Sec t ion  1.3 
and w a s  found t o  s a t i s f y  t h e  c o n t i n u i t y  equa t ion  
I n  Sec t ion  1.4, the equat ion ,  
(3.1.2) 
(3.1 3)  
w a s  der ived  expressing the conserva t ion  of component A i n  the case where t h e  
g r a i n s  w e r e  concent ra t ing  A while the pa ren t  phase w a s  r e j e c t i n g  it. F i n a l l y ,  
a t  the end of Chapter 11, w e  found that the  g r a i n  r a d i u s  growth v e l o c i t y  w a s  
given by (see Eq. (2.3.45)) 
(3.1.4) 
where p i s  t h e  number dens i ty  of g r a i n s  a t  t i m e  t. 
The o b j e c t  of the  remainder of t h i s  Chapter i s  t o  so lve  Eq. (3.1.2) for 
n ( R ( t ) , t )  s u b j e c t  to t h e  c o n s t r a i n t  provided by t h e  mass conse rva t ion  
p r i n c i p l e  expressed by Eq. (3.1.3). TO s tar t  the process of s o l u t i o n ,  Eq. 
(3.1.1) w i l l  be used t o  eva lua te  CA(R)  i n  Eq. (3.1.4) and t h e  r e s u l t i n g  
formula w i l l  be s u b s t i t u t e d  f o r  V ( R ( t ) , t )  i n  Eq. (3.1.2). 
5 2  
3.2 In t roduc t ion  of Dimensionless Variables 
S ince  the  pa ren t  phase is r e j e c t i n g  the  substance A, t h e  concen t r a t ion  
C A ( t )  i s  a monotonically decreasing func t ion  of t i m e .  
p r e c i p i t a t i o n  is cmplete, and the  pa ren t  phase has  reached the  s a t u r a t i o n  
concen t r a t ion  C A ( m )  . 
a d imins ionless  supe r sa tu ra t ion ,  a ( t ) ,  by 
When t + m ,  t h e  
P r i o r  t o  tha t ,  C A ( t )  > C,(m) ,  which p e r m i t s  us t o  de f ine  
(3.2.1) 
By t h e  t i m e ,  t + m ,  a t  least  one grain has achieved macroscopic dimensions; 
mathematical ly  expressed,  t h i s  means R+m. The equi l ibr ium s o l u b i l i t y  of a 
macroscopic g ra in  is C (m) given by Eq. (3.1.11, which must be i d e n t i c a l  to  
t h e  long t i m e  l i m i t  of CA( t) . A H e n c e ,  
W e  conclude that  symbols CA(m) i n  Fqs. (3.1.1) and (3.2.1) are i d e n t i c a l .  
The number of g r a i n s  per u n i t  volume of the  system with r a d i i  between R 
and R + dR i s  n(R,t)dR. Hence, a t  any t i m e  t h e  g ra in  number dens i ty  i s  
(3.2.3) 
3 The volume of a g ra in  of rad ius  R i: (47r/3)R . Hence, t he  f r a c t i o n  of 
As t + m ,  we may the  t o t a l  volume occupied by gra ins  is  I dR(4n/3)R3 n (R , t )  
de f ine  a l i m i t i n g  volume f r a c t i o n  $m by 0 
6 ,  = (3.2.4) 
where to  obta in  the  f a r  right-hand s i d e  of E q .  (3.2.4), w e  have used the l i m i t  
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of Eq. (3.1.3) as t+m. 
W e  now de f ine  a dimensionless length,  a, by 
a = R / a  
where 




and a dimensionless t i m e ,  T f  by 
W e  conver t  f r o m  n(R,t)  t o  a dimensionless d i s t r i b u t i o n ,  F(a ,T) ,  by wr i t ing  
(3.2.8) 
S u b s t i t u t i n g  Eqs. (3.2.11, (3.2.41, and (3.2.7) i n t o  Eq. (3.1.3) gives 
where 









It is h e l p f u l  a lso t o  d e f i n e  
m 
I daF(a,T)a 




Next i n  E q .  (3.1 I ) ,  note t h a t  2y?'/kTR i s  much less than  u n i t y  f o r  m o s t  A 
subs tances  a t  roan temperature i n  t h e  form of precipitate g r a i n s  exceeding a 
f e w  hundred Angstroms i n  r ad ius .  Hence, w e  may expand the  exponent ia l  i n  Eq. 
(3.1.1) and w r i t e  more simply 
(3.2.14) 
S u b s t i t u t e  E q .  (3.2.14) i n t o  (3.1.4) to  obta in  
- 
V ( R , t )  = - " l D  [ l  + R(4~rp<R>)"~]  [ ( C A ( t )  - C A ( w ) )  - aCA(m)/R] . (3.2.15) 
X ' R  
A 
Next use <R> = a <a>,  replace p by Eq. (3.2.111, and replace C A ( t )  - C A ( m )  by 
Eq. (3.2.1). With these s u b s t i t u t i o n s ,  Eq. (3.2.15) beccnnes 
(3.2.16) 
2 
Next s u b s t i t u t e  d R  = ada, d t  = X ' a  dT/D?'CA(m), J3q. (3.2.8) and E q .  
A 
(3.2.16) i n t o  Eq. (3.1.2). The result is  
which may a l s o  be wr i t t en  
aF(a,T) + a [F(a ,~ )w(a , ‘1 )1  = 
a T  aa 
where W(a,-r) is  a d i m e n s i o n l e s s  v e l o c i t y  def ined by 
(3.2.18) 
(3.2.19) 
Summarizing the accomplishments of t h i s  s e c t i o n ,  w e  may state t h a t  we 
have combined E q s .  (3.1.1) and (3.1.4) and s u b s t i t u t e d  the  r e s u l t  i n t o  E q .  
(3.1.2) which has been expressed i n  dimensionless v a r i a b l e s  t o  obta in  Eq. 
(3.2.17). W e  have a l s o  w r i t t e n  Eq.  (3.1.3) i n  dimensionless v a r i a b l e s  t o  
obta in  Fq. (3.2.9).  The four  equat ions ( E q .  (3.1.1)-(3.1.4)) have been 
condensed t o  t w o  equations ( E q .  (3.2.9) and (3.2.17)).  W e  must now solve E q .  
(3.2.17) f o r  F ( a , T )  s u b j e c t  t o  the s i d e  condi t ion  expressed by Eq.  (3.2.9). 
3.3 S i m i l a r i t y  Transformation 
Eq. (3.2.18) is a r a t h e r  complicated f i r s t  order  p a r t i a l  d i f f e r e n t i a l  
equat ion ,  whose exact so lu t ion  does not seem t o  be known. Hence, we propose 
t o  sepa ra t e  va r i ab le s  and search f o r  a series s o l u t i o n  of t he  form good f o r  
l a r g e  T ,  
” 
where yl>y>O. The va r i ab le  Z is defined by t he  s i m i l a r i t y  t ransformat ion  
where x is  some power. I f  f o r  l a r g e  T,  where Eq. (3.3.1) is meant t o  apply,  
w e  suppose t h a t  a is growing as a power of T, say  a N T , then Z can depend 
only weakly upon ‘I. I n  t h i s  sense,  it may be s a i d  t o  be the  proper o r  
canonical  length  f o r  the  problem. 
X 
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s u b s t i t u t e  Eq. ( 3 . 3 . 1 )  and ( 3 . 3 . 2 )  i n t o  Eq. ( 3 . 2 . 9 ) .  Noting t h a t  
X da = T dZ. The r e s u l t  i s  
-y1 For l a r g e  7 ,  U ( T )  -., 0. Since T does t o  zero as Eq. ( 3 . 3 . 3 )  can be 
s a t i s f i e d  for l a r g e  T only  i f  
y = 4x 
and 
m 
3 I dZZ F o ( Z )  = 1 
0 
( 3 . 3 . 4 )  
( 3 . 3 . 5 )  
Equation ( 3 . 3 . 5 )  is requi red  i n  order to c a n c e l  the leading  t e r m  of un i ty  
wi th in  the  bracke ts  i n  Eq. ( 3 . 3 . 3 ) .  Using Eqs. ( 3 . 3 . 4 )  and Eq. ( 3 . 3 . 5 ) ,  Eq. 
( 3 . 3 . 3 )  may be w r i t t e n  t o  lowest order a s  
where 
( 3 . 3 . 6 )  
( 3 . 3 . 7 )  
Keeping only the  lead ing  term i n  Fq. ( 3 . 3 . 1 )  and using Eq. ( 3 . 3 . 4 ) ,  w e  
ob ta in  
S u b s t i t u t e  Eq. ( 3 . 3 . 8 )  i n t o  E q .  ( 3 . 2 . 1 2 ) .  The r e s u l t  i s  
( 3 . 3 . 8 )  
-., -3 x 
p ( t )  = Po T ( 3 . 3 . 9 )  
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where 
00 
po = I d Z  F ( Z )  0 
0 
( 3 . 3 . 1 0 )  
Likewise s u b s t i t u t e  Eq. ( 3 . 3 . 8 )  i n t o  F q .  ( 3 . 2 . 1 3 )  t o  ob ta in  
X <a> P a -r 
0 
where 
( 3 . 3 . 1 1 )  
( 3 . 3 . 1 2 )  
09 
I dZZ Fo(Z)  
0 a =  
0 09 
I d Z  F 62) 
0 
We next introduce the canonical  length  i n t o  EQ.  ( 3 . 2 . 1 8 ) .  In  computing 
t h e  r e l e v a n t  de r iva t ives ,  however, it is  important  to  note t h a t  Z i s  a n  
i m p l i c i t  func t ion  of T. Using E q .  ( 3 . 3 . 2 1 ,  w e  compute 
( 3 . 3 . 1 3 )  
a F o w  az 
az a-r - F o ( Z )  + T - ~ ~  - ( 4 X+ 1 ) = -4x ‘c . 
According t o  Eq. ( 3 . 3 . 2 )  
az a -X -(x+l) -1 
-(-r a)  = -XT a = -XT x - =  a-r a-r 
so t h a t  E q .  ( 3 . 3 . 1 3 )  becomes 
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( 3 . 3 . 1 4 )  
( 3 . 3 . 1 5 )  
The next  d e r i v a t i v e  to  compute is  
According to  Eq.  (303.21, 
az -X 
aa 
- =  
. 
so t h a t  E q .  (3.3.16) becomes 
S u b s t i t u t i n g  Eqs. (3.3.15) and (3.3.18) i n t o  Eq. (3.2.181, we obtain 
a [Fo( Z)W( 2 , f ) l  
az 
-5 x aF0( 2) - ( 4 x+l ) 




which s u f f i c e s  t o  transform E q .  (3.2.18) t o  canonical  va r i ab le s .  
The e x p l i c i t  form of the  ve loc i ty  which appears i n  Eq. (3.3.19) may be 
obtained by s u b s t i t u t i n g  Eqs. (3.3.21, (3.3.91, and (3.3.11) i n t o  Eq. 
(3.2.19). The r e s u l t  i s  
If we se t  




The asumptotic form of U ( T )  i s  given by E q .  ( 3 . 3 . 6 ) .  I n  Appendix E, w e  
showed t h a t  y1 = x [see E q .  ( E . 1 . 1 6 ) ] .  
s u b s t i t u t i n g  i n t o  Eq. ( 3 . 3 . 2 2 ) ,  we ob ta in  
Combining these  r e s u l t s  and 
Next, w e  s u b s t i t u t e  Eq.  ( 3 . 3 . 2 3 )  i n t o  the  right-hand s i d e  of E q .  ( 3 . 3 . 1 9 ) .  
The f a c t o r  T which leads  Eq. ( 3 . 3 . 2 3 )  i s  combined with the  f a c t o r  
of T on the right-hand s i d e  of E q .  ( 3 . 3 . 1 9 )  t o  produce . Because of 
Eq.  ( E . 2 . 2 . ) ,  which s p e c i f i e s  x = 1/3, the  f a c t o r  of T on the  lef t -hand 
s i d e  of Eq. ( 3 . 3 . 1 9 )  cance ls  the  f a c t o r  of on the  r i g h t .  The end r e s u l t  
of t hese  cance l l a t ions  is  shown i n  Eq. ( 3 . 3 . 2 4 ) .  
-2 x 
-5x -7 x 
-(4x+1) 
Equation ( 3 . 3 . 2 4 )  may be cast i n  a more compact form by adding -xZFo(Z) t o  t h e  
terms within the  brackets  and sub t r ac t ing  - (  d/dZ) ( xZFo( Z )  from the  t e r m s  
outs ide.  The r e s u l t  i s  
where w e  may i d e n t i f y  a new dimensionless v e l o c i t y  by 
( 3 . 3 . 2 5 )  
( 3 . 3 . 2 6 )  
We now summarize the progress  to  t h i s  po in t .  I n  Sec t ion  3 . 2 ,  w e  were 
l e f t  with Eq.  ( 3 . 2 . 1 8 )  t o  be solved f o r  F(a,-r)  s u b j e c t  t o  the  cond i t ion  
on U ( T )  expressed by Eq. ( 3 . 2 . 9 ) .  By expanding the  g ra in  s i z e  d i s t r i b u t i o n  
func t ion  a s  i n  Eq. ( 3 . 3 . 1 )  and in t roducing  the  v a r i a b l e  change s p e c i f i e d  by 
Eq.  ( 3 . 3 . 2 1 ,  we have converted Eq. ( 3 . 2 . 9 )  i n t o  Eq. ( 3 . 3 . 6 )  with u defined by 




asumptotic forms given by Eqs. (3.3.61, (3.3.81, (3.3.91, and (3.3.11) have 
served t o  conver t  t h e  p a r t i a l  d i f f e r e n t i a l  equat ion,  Eq. (3.2.181, t o  t h e  
o rd ina ry  d i f f e r e n t i a l  equat ion,  Eq. (3.3.251, with w(2) def ined  by F q .  
(3.3.26). The c o n s t r a i n t  expressed by Eq. (3.2.9) has been completely 
incorpora ted  i n t o  E q .  (3.3.26) and no f u r t h e r  r e fe rnce  to  it i s  needed t o  
ob ta in  t h e  genera l  s o l u t i o n  of Eq. (3.3.25) f o r  F o ( z ) .  
I n  the  process  of changing va r i ab le s  from a h )  to  z( T I ,  we have converted 
Eq. (3.2.12) to  the  form of E q s .  (3.3.9) and (3.3.10) and converted E q .  
(3.2.13) t o  the  form of Fqs. (3.3.11) and (3.3.12). Once we have solved Eq. 
(3.3.25) for F o ( Z ) ,  we w i l l  use Eq. (3.3.10) t o  compute the  normalizat ion 
f a c t o r  f o r  F o ( Z )  and use Eq. (3.3.12) to  compute the  mean rad ius .  The 
technique used to  solve Eq. (3.3.25) is motivated by scine phys ica l  arguments 
which we explore  i n  the next  sect ion.  
3.4 C r i t i c a l  Radius and Supersa tura t ion  
As w a s  expla ined  i n  Sec t ion  1.1, i n  a d i s t r i b u t i o n  of g ra in  s i z e s  
maturing through Ostwald r ipening ,  t he re  e x i s t s  a c r i t i c a l  r ad ius  s p e c i f i e d  by 
the  value of t h e  supe r sa tu ra t ion .  Grains  smaller than t h i s  c r i t i c a l  r ad ius  
w i l l  d i s so lve  while l a r g e r  g ra ins  w i l l  grow. As the  p r e c i p i t a t i o n  evolves ,  
however, the  supe r sa tu ra t ion  diminishes and the  cr i t ical  r ad ius  inc reases .  In  
the  case of a g ra in  whose i n i t i a l  r ad ius  exceeds t h e  c r i t i ca l  r ad ius ,  t h e r e  
ensues  a race between it and the  c r i t i c a l  s i z e .  Even though such a g r a i n  is 
i n i t i a l l y  growing, it is  poss ib l e  f o r  t he  c r i t i ca l  r ad ius  t o  grow f a s t e r  and 
a t  some t i m e  t o  ca t ch  up. When t h i s  happens, a g ra in  of t h i s  s i z e  s t o p s  
growing, t u r n s  around and begins dissolving.  In  f a c t ,  when T=-, a l l  g r a i n s  
except  t h e  l a r g e s t  have disappeared. The sole remaining g ra in  has absorbed 
a l l  of the  a v a i l a b l e  s o l u t e  and i s  i n  s t a b l e  equi l ibr ium a t  the  s a t u r a t i o n  
concent ra t ion .  
For l a r g e  y e t  f i n i t e  t imes (T 5 -1 t h e r e  is an asymptotic d i s t r i b u t i o n  of 
Within t h i s  d i s t r i b u t i o n ,  a g r a i n  g r a i n  s i z e s  given by t he  func t ion  F o ( Z ) .  
which i s  n e i t h e r  growing nor d isso lv ing  has a t t a i n e d  t h e  c r i t i c a l  r ad ius .  
Because it is  i n  equi l ibr ium with the  ins tan taneous  supe r s t au ra t ion ,  i t s  
growth v e l o c i t y ,  as def ined i n  canonical  v a r i a b l e s  by Eq. (3.3.26) must be 
zero.  The canonica l  c r i t i ca l  radius  Zo t hus  s a t i s f i e s  
W ( Z o )  = 0 .  (3.4.1) 
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Combining Eqs. (3.3.26) and (E.2.2) and s u b s t i t u t i n g  the r e s u l t  i n t o  Eq. 
(3.4.11, w e  obtain 
Equation (3.4.2) may be rearranged t o  read  
2 
1 + -  zO u =  1 3(1+sZ0) Zo 
(3.4.2) 
(3.4.3) 
1' so as t o  se rve  as an expression f o r  u 
Now consider  a g r a i n  with r a d i u s ,  Z > Zo. This g r a i n  cannot  grow forever 
or else t h e  p r i n c i p a l  of mass conservat ion expressed by Eq. (3.3.5) would be 
v i o l a t e d ,  and no asymptotic s teady  s ta te  could e x i s t .  Hence, asymptot ica l ly  
no v e l o c i t y  l a r g e r  than t h e  c r i t i c a l  v e l o c i t y ,  w ( Z o )  = 0 ,  can e x i s t .  
Therefore w(Z) must have a maximum a t  Zo. The c o n d i t i o n  s p e c i f y i n g  t h i s  i s  
(3.4.4) - =  d w ( Z )  o a t  z = z . d Z  0 
Using E q .  (E.2.2) and s u b s t i t u t i n g  Eq. (3.3.26) i n t o  Eq. (3.4.41, w e  
o b t a i n  
u l  + -1 2 (1 + EZ0). + (F)[u, - ;?-I1 - 7 1 = 0 




Equation (3.4.5) may be solved so as t o  provide another  express ion  for u1 i n  









6 2  
El imina t ing  u between Eqs. (3.4.3) and (3.4.6) y i e l d s  a polynomial 1 
equat ion  for Zo, 
+ 2z3 - 3 ~ ~ 2 :  - 6cZO - 3 = 0 (3.4.7) 
EzO 0 
For e = 0 ,  Eq. (3.4.7) becomes a simple cubic  equat ion,  t h e  phys ica l ly  
s i g n i f i c a n t  root of which is 
Equation (3.4.8) serves  as a zeroth order  e s t i m a t e  of t h e  root of the quart ic  
which is E q .  (3.4.7). 
(3.4.7) may be r e w r i t t e n  
I s o l a t i n g  the t e r m  i n  Zz  on the  lef t -hand s ide ,  Eq. 
1 /3 
4 
z O  2 2  
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z = ( + )  [ 1 + ( 2 z  - - ) E + z  E ]  0 
0 0 3  0 (3.4.9) 
Now s u b s t i t u t i n g  E q .  (3.4.8) f o r  Zo on the  right-hand s i d e  of Eq. (3.4.91, one 
o b t a i n s  
1 /3 4/3 2/3 1/3 
0 
(3.4.10) 
Expanding the right-hand s i d e  of Eq. (3.4.10) i n  a binomial series, inc lud ing  
terms through order  E ,  y i e l d s  
Replacing E by Eq. (3.3.211, Eq. (3.4.11) becames 
(3.4.11) 
(3.4.12) 
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T o  c a l c u l a t e  a l ,  s u b s t i t u t e  E q .  ( 3 . 4 . 1 1 )  f o r  Zo i n  E q .  ( 3 . 4 . 6 ) .  The 
r e s u l t  i s  
The q u a n t i t i e s  within bracke ts  are next  expanded i n  bimonial series up t o  
order  E. When c o e € f i c i e n t s  of l i k e  t e r m s  are c o l l e c t e d ,  one ob ta ins  
Replacement of E by Eq. ( 3 . 3 . 2 1 )  gives f i n a l l y  
3.5 I n t e g r a t i o n  of Eq.  ( 3 . 3 . 2 5 )  t o  ob ta in  F - ( Z )  
( 3 . 4 . 1 4 )  
( 3 . 4 . 1 5 )  
In  Eq. ( 3.3.25)  the  ind ica t ed  d i f f e r e n t i a t i o n  of the  quan t i ty  wi th in  t h e  
One b racke t s  may be ca r r i ed  out and the  r e s u l t  divided through by w(Z)Fo( 2). 
t hus  ob ta ins  
I n t e g r a t i o n  of E q .  ( 3 . 5 . 1 )  y i e l d s  
cO dZ F o ( Z )  = - 
w( Z )  
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( 3 . 5 . 1 )  
( 3 . 5 . 2 )  
where Co is a cons t an t  of in t eg ra t ion .  
To cunpute the  i n t e g r a l  ind ica ted  i n  Eq. (3.5.21, w e  begin by cunbining 
Eqs.  (3.3.26) and (E.2.2) t o  ob ta in  
1 Z 
w ( Z )  = (& - (31 ( 1  + € Z )  - - 3 .  (3.5.3) 
For u on the right-hand side of Eq. (3.5.31, s u b s t i t u t e  q. (3.4.6). The 
r e s u l t  is 
1' 
1 2  0 1 2 - j + c - - 1  (1  + € Z )  - -  W ( Z )  = (,)[z -
2 3 .  
0 
(3.5.4) 
Mult iply the  right-hand side of Eq. (3.5.4) by (-3ZoZ 2 )/(-3Z0Z 2 ) t o  ob ta in  
W(Z) = (%) {z [ (Zo  3 - 6 )  + 3(Z0/Z) - 3 Z o ~ ] [ l  + €23 + ZoZ 3 } (3.5.5) 
32 Z 
0 
If on the  right-hand side of E q .  (3.5.5) t e r m s  of order E: and higher  are 
dropped, t he  r e s u l t  i s  
-1 3 3 
w ( Z )  = (-) [ZoZ + (Zo - 6, + 3Z0 2 32 oz (3.5.6) 
If t e r m s  of order E and higher  a re  ignored i n  Eq. (3.4.101, Eq. (3.4.8) 
applies. 
(3  - 22 ) Z  t o  t he  quan t i ty  within the  bracket i n  Eq. (3.5.6) t o  o b t a i n  
Since according to  E q .  (3.4.8) 3 - 2Z3 = 0 ,  w e  may add 
0 
3 2  
0 
W(Z) 2 (+) [zoz 3 + (3 - 2 2  2 2  ) z + (zo- 3 6 )  z + 3Zol. 
0 32 oZ 
(3.5.7) 
The quan t i ty  within the bracket i n  Eq. (3.5.7) f a c t o r s  so t h a t  
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Evalua t ion  of E q .  (3.5.2) calls  f o r  l / w ( Z ) .  A l s o  involved is an i n t e g r a l  of 
t h i s  quan t i ty .  To c m p u t e  the  i n t e g r a l ,  we expand l / w ( Z )  i n  pa r t i a l  
f a r a c t i o n s  and a r r i v e  a t  
The d e t a i l s  a s soc ia t ed  wi th  the  d e r i v a t i o n  of Eq. (3.5.9) may be found i n  
Appendix F. 
A f t e r  s u b s t i t u t i o n  of Eq. (3.5.9) i n t o  the  i n t e g r a l  on t h e  right-hand 
s i d e  of Eq. (3.5.2) and i n t e g r a t i n g ,  one ob ta ins  
3 3  
2 tn(Z+3/Z0) . (3.5.10) 27 32 ( Z o  +6) 
4 
1 0 .-- tn(zo-Z) - - 3z0 3 ( zo-z 1 (Z0+3) 
I n  Eq. (3.5.101, we have used the  following: 
(3.5.11 ) -2 dZ(Z - Zo) = (Z0 - z1-l 
2 
- 1  
j dZ(Z + 3/Z:) = Qn(Z + 3/Z0) . 
(3.5.12) 
(3.5.13) 
F i n a l l y ,  w e  s u b s t i t u t e  Eqs. (3.5.9) and (3.5.10) i n t o  Eq. (3.5.2) t o  
o b t a i n  
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(3.5.14) 
where a ,  B, and 6 are defined by 
3z3 Zt+6) 
+ 2  0 a =  
4 
3z0 





For later comparison, it i s  use fu l  to  have Eqs. (3.5.15)-(3.5.17) i n  t he  
l i m i t  E+O ( i n f i n i t e l y  d i l u t e  system of g ra ins ) .  
Eq. (3.4.8) and according t o  Eqs. (3.5.15)-(3.5.17), 
In  t h i s  l i m i t ,  zo i s  given by 
1 1  a = -  
3 







Using Eq. (3.5-141, 
2 
) (3.5.21) (3/2 ) 'I3 
c;z 
[ ( 3/2 ) li3-Zl ll3 [ 2+2 ( 3/2 ) 
exp(- 
[ ( 3/2 ) /3-Z] 1/3 7/3 ] 
l i m  F (z) = 
E+O 
0 
where 'C' i s  t h e  E = 0 l i m i t  of C,. 
0 
One should note t h a t  Z = Zo i n  Eq. (3.5.14) and Z = (3/2)'/3 i n  E q .  
(3.5.21) cannot be exceeded by Z, otherwise Fo(Z) would take on complex values 
which are unphysical.  Hence Z = Z, se rves  as a cut-off i n  the  former while  Z 
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= (3/2)'13 is  a cut-off f o r  the la t ter .  
cut-off po in t s ,  the r e spec t ive  d i s t r i b u t i o n s  are zero.  
For va lues  of Z l a r g e r  than these  
3.6 Evaluat ion of C', p , and a f o r  e = 0 
3.6.1 Evaluation of C' 
Equation (3.3.5) may be used t o  determine C' We note ,  however, 
0 
t h a t  because of t h e  cut-off a t  Z = Z '  = (3/2)'13, i n t e g r a t i o n  beyond t h i s  
p o i n t  is  unnecessary and Eq. (3.3.5) can be r e w r i t t e n  
0 
Z '  
3 0 1 = I d Z  Z F o ( Z )  . 
0 
(3.6.1) 
If we s u b s t i t u t e  Eq. (3.5.21) i n t o  Eq. (3.6.1) and l e t  Z = (2/3)2/3 x 'I3, q. 
( 3.6.1 ) becomes 
X 1 
27/8 
dx exp(- I *  (3.6.2) 
1 /3 
1 1  
- - I  1/3 7/3 
0 ((3/2)-~'/~) (3+x ) 
C' 3 
- -  
1- (2/3) x 0 
The i n t e g r a l  on the right-hand side of E q .  (3.6.2) has been eva lua ted  
numerically by L i f s h i t z  and Slyozov [31 and found t o  have the va lue  0.0488. 
Equation (3.6.2) implies 
C b  = 3/(0.0488) . (3.6.3) 
Equation (3.5.21 ) may be transformed t o  another  f o r m  by 
mult ip ly ing  the right-hand side by e and d iv id ing  C' by e. Eq. (3.6.3) 
becomes 
0 
= 22.6 3 C' /e = 
0 (0.0488) e (3.6.4) 
and Eq. (3.5.21) becomes 
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Z 
2 22.6 Z 
exp(- ). (3.6.5) 
(3/2) 1 / 3 - ~ 1  11/3 1/3 7/3 
F o ( Z )  = 
[ ( 3/21 1/3-z] [2+2(3/2) I 
3.6.2 
account  t he  
Evaluat ion of p- 
The quan t i ty  po can 








be computed using Eq. (3.3.10). Taking i n t o  
(3/2)'13 Eq. (3.3.10) becomes 
(3.6.6) 
and s u b s t i t u t i n g  the  %, Replacing (3/2) '13 i n  Fq. (3.5.21) by t he  sumbol, 
r e s u l t  i n t o  Eq. (3.6.61, one obtains  
(3.607) 
Now i n  Fq. (3.6.71, we express  binomial t e r m s  involv ing  f r a c t i o n a l  exponents 
a s  exponent ia l  func t ions  of logarithms. Las t ,  w e  mul t ip ly  and d iv ide  t h e  




where i n  the  l a s t  1-ne, we have used E q .  
3 . 6 . 3  Evaluation of a-  
( 3 . 6 . 8 )  
The quant i ty ,  a,, can be evaluated d i r e c t l y  i n  t e r m s  of i t s  
d e f i n i t i o n  expressed by Eq. (3 .3 .12 )  or i n d i r e c t l y  by e x p l o i t i n g  the  r e s u l t s  
of Sec t ion  E . l  of Appendix E. W e  choose the  l a t te r  procedure because it i s  
simpler.  
On the basis of Eq. ( E . 1 . 1 4 1 ,  we have l e t t i n g  T+-, 
-y1 
m 
2 l i m  I dZ Z F o ( Z )  t ( Z )  - l i m  T = 0 ( 3 . 6 . 9 )  
s i n c e  y1 = x = 1 /3 .  
(E.1.15)  to  obtain 
I n t o  the  lef t -hand s i d e  of eg. (3 .6 .91 ,  s u b s t i t u t e  Eq. 
( 3 . 6 . 1 0 )  
, 
Since by d e f i n i t i o n ,  the  average of Zk is 
m 
k k 
< Z  > - dZ 2 F o ( Z )  , 
0 
7 0  
( 3 . 6 . 1 1 )  
L 
Q <z> - 1 + €fyl<Z > - E<Z> = 0 . (3.6.12) 1 
Because of Eq. (3.3-121, <Z> = do. Hence when E = 0 ,  E q .  (3.6.12) gives 
1 /3 a = l/al = (4/9) 
0 (3.6.13) 
where we have used E q .  (3.4.14) with E = 0. 
3.7 Evaluat ion of C I p I and a f o r  n 
when E ~ O ,  Co must be evaluated by numerical i terat ion.  The independent 
v a r i a b l e  i s  $,, which is  the  volume f r a c t i o n  under cons idera t ion .  One then 
estimates p 
(3.6.131, r e spec t ive ly .  
Zo, which i n  t u r n  determines a, f3, 6 by v i r t u e  of Eqs.  (3.5.15)-(3.5.17). A t  
t h i s  p o i n t  Co can be determined from E q .  (3.3.5). 
i t e r a t i o n .  
and a, by choosing t h e  4, = 0 values  given by Eqs. (3.6.8) and 0 
Having spec i f i ed  4, po, and a,, E q .  (3.4.12) gives  
This  completes the  f i r s t  
With 6 ,  f ixed  as before ,  t he  second i t e r a t i o n  is begun by us ing  the 
func t ion  Fo(Z) obtained from the first i t e r a t i o n  and computing p 
Eqs .  (3.3.10) and (3.3.12). Next, Zo is recanputed us ing  Eq. (3.4.12). With 
Zo s p e c i f i e d ,  Co is determined as before ,  which completes t h e  second 
i t e r a t i o n .  
and a. us ing  
0 
The procedure descr ibed above converges n i c e l y  a f t e r  a few i t e r a t i o n s .  
P a r t  of t h e  r e s u l t s  obtained may also be expressed a n a l y t i c a l l y .  
a, be given by the  ze ro  volume f r a c t i o n  r e s u l t s ,  Eqs .  (3.6.8) and (3.6.13). 
S u b s t i t u t i n g  these i n t o  Eq.  (3.3.21) gives 
L e t  po and 
71 
When ~ q .  ( 3 . 7 . 1 )  is  s u b s t i t u t e d  i n t o  E q .  ( 3 . 4 - 1 1 1 ,  w e  o b t a i n  
Likewise, s u b s t i t u t i o n  of E q .  (3 .7 .1 )  i n t o  Eq.  (3 .4 .14)  gives  
- 0.815(+m) 1/2]  . 
T o  ob ta in  ao, w e  t u r n  t o  Eq. ( 3 . 6 . 1 2 ) .  W e  de f ine  a2 by 
I dZ Z z F o ( Z )  
0 
= 0.609 . 2 a2  3 < Z  > = 
OD 
( 3 . 7 . 2 )  
( 3 . 7 . 3 )  
(3 .7 .4 )  
The value,  0.609, on the right-hand s i d e  of E q .  (3 .7 .4 )  w a s  found by r e p l a c i n g  
the  i n t e g r a l  i n  the denaninator  by Eq. (3 .6.8)  and canput ing the  i n t e g r a l  i n  
the  numerator numerically us ing  Eq. ( 3 . 6 . 5 ) .  With a2 t h u s  found, E q .  ( 3 . 6 . 1 2 )  
may be r e w r i t t e n  
l-Eal a2 
a =  
0 crl-E 
(3 .7 .5 )  
I n t o  the  right-hand s i d e  of E q .  ( 3 . 7 . 5 ) ,  we s u b s t i t u t e  E q .  ( 3 . 4 . 1 4 ) .  Up t o  
terms of order  E ,  the  r e s u l t  may be w r i t t e n  
( 3 . 7 . 6 )  
Expanding the denominator of Eq.  (3 .7 .6 )  i n  a binomial series and c o l l e c t i n g  
terms up t o  o rde r  E gives  
7 2  
E 
(3.7.7) 
W e  now s u b s t i t u t e  Eqs. (3.7.1) and (3.7.4) i n t o  E q .  (3.7.7). The r e s u l t  i s  
(3.7.8) 
Th i s  completes the  de te rmina t ion  of t h e  r e l e v a n t  parameters i n  the  case E # O .  
3.8 Summary and Discussion 
3.8.1 Resu l t s  i n  Terms  of Laboratory Parameters 
The use of dimensionless variables f o r  mathematical a n a l y s i s  has  
l e d  us t o  a number of important r e s u l t s .  In  t h i s  s ec t ion ,  we summarize a set 
of parameters (mostly dimensional)  which are appropr ia te  f o r  express ing  these  
r e s u l t s  i n  a form convenient f o r  labora tory  use. 
The mean molecular volume i n  the  A-rich phase ( t h e  phase 
c o n s i s t i n g  of g ra ins  which are concent ra t ing  A) i s  
P 'No 
(3.8.1) 
where (MWlA and ( I W B  are the molecular weights of A and B, r e spec t ive ly ,  and 
X' and X' are t h e  m o l e  f r a c t i o n s  of t hese  canponents i n  the  phase. The mass 
d e n s i t y  of t h e  phase is p ' ,  while  No is  Avagadro's number. 




vi = x; V' . (3.8.2) 
Using Eq. (3.8.2), w e  may calculate the  n a t u r a l  l ength  scale 
a = 2y vA/kT (3.8.3) 
which w a s  in t roduced i n  Eq. (3.2.6); a is  t h e  r ad ius  beyond which the  
cu rva tu re  of a g r a i n  no lonqer  g rea t ly  enhances i ts  s o l u b i l i t y .  
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The equi l ibr ium concent ra t ion  (molecular number d e n s i t y )  of A i n  
t h e  B-rich phase ( t h e  continuous phase which i s  r e j e c t i n g  A) i s  
(3.8.4) 
where p is t h e  dens i ty  of t h e  phase and XA and XB are t h e  respective mole 
f r a c t i o n s .  
With the q u a n t i t i e s  def ined  so f a r ,  w e  may a lso in t roduce  a 




2 Having the u n i t s  of seconds, 8 i s  propor t iona l  t o  t h e  t i m e ,  a /D, r e q u i r e d  by 
a molecule t o  d i f f u s e  a d i s t a n c e ,  a. 
By combining Fqs. (3.2.4) and (3.2.10), w e  o b t a i n  an express ion  
for t h e  i n i t i a l  supersa tura t ion ,  I J ( O ) ,  i n  terms of t h e  volume 
f r a c t i o n ,  $-, occupied by t h e  A-rich phase a t  equilibrium, 
(3.8.6) 
According t o  Eqs- (3.2.71, (3.3.61, (3.8.51, and (E.2.21, t h e  s u p e r s a t u r a t i o n  
decays with t i m e  as 
(3.8.7) 
where 0, may be determined from the  graph i n  Figure 3.1 or c a l c u l a t e d  from E q .  
(3.7.3). 
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Figure  3.1.  Grain s i z e  d i s t r i b u t i o n  normalizat ion cons tan t ,  po [Eq. 
( 3.3.10 1 I , supersa tura t ion  cons t an t ,  al  [Eq. (3 .7 .311 ,  and 
mean r ad ius  cons tan t ,  a. [Eq. (3 .7 .811 ,  shown as func t ions  
of the  equi l ibr ium volume f r a c t i o n  occupied by gra ins ,  4, 
[Eq. (3 .2 .411 .  
According t o  Eqs. ( 3 . 2 . 4 ) ,  ( 3 . 2 . 7 ) ,  ( 3 . 2 . 1 0 ) ,  ( 3 . 2 . 1 1 ) ,  ( 3 . 3 . 9 ) ,  
and (E.  2.21,  t he  to ta l  number of grains  of the  A - r i c h  phase per u n i t  volume 
decreases  w i t h  t i m e  according t o  
( 3 . 8 . 8 )  
where p may be determined fran Figure 3 . 1 .  
0 
A s  we know, within the populat ion,  p (  t ) ,  t h e r e  is a d i s t r i b u t i o n  
of g ra in  s i zes .  T h i s  d i s t r i b u t i o n ,  n ( R , t ) ,  depends upon both r ad ius  and 
t i m e .  Combining Eqs. ( 3 . 2 . 4 ) ,  ( 3 . 2 . 5 ) ,  ( 3 . 2 . 8 1 ,  (3 .2 .101 ,  ( 3 . 3 . 8 ) ,  and 
( E . 2 . 2 ) ~ ,  we may w r i t e  
( 3 . 8 . 9 )  
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where F o ( Z )  is  given by Eq. (3.5.14) and Z i s  def ined  by Eqs. (3.2.5) and 
(3.3.21, namely, 
The func t ion  Fo(Z) i s  shown i n  graphica l  form i n  Figure 3.2. N o t e  t h a t  with 
inc reas ing  volume f r a c t i o n ,  $,, F o ( Z )  decreases  i n  he ight  and broadens. The 
broadening is  caused because competit ion inc reases  the  r a t e s  of both growth 
and d i s s o l u t i o n  of gra ins  [ see  Eq. (2.3.45)]. This  means t h a t  the  l a r g e  
g r a i n s  grow even f a s t e r ,  s h i f t i n g  both the  mean and maximum r a d i i  t o  l a r g e r  
values .  With broadening, however, the  he ight  must decrease because Fo( Z )  i s  
normalized according to  Eq. (3.3.5). Associated with the  d i s t r i b u t i o n  are a 
number of r ad i i ,  which w e  d i scuss  below: 
5 
4 
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Figure 3.2. Grain s i z e  d i s t r i b u t i o n  func t ion ,  Fo(Z) 
There is  no sharp minimum rad ius  i n  the  d i s t r i b u t i o n .  To 
r e p r e s e n t  a n  e f f e c t i v e  minimum rad ius ,  however, we a r b i t r a r i l y  select from 
Figure 3.2, Z = 0.2, the  po in t  where Fo(z) diminishes  t o  a few percent  of i t s  
maximum value. Se t t i ng  Z = 0.2 i n  Eq. (3.8.10), w e  obta in  
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1 /3 = 0.2 a ( t / 0 )  Rmin (3.8.11) 
Inspec t ion  of Eq. (3.2.15) reveals t h a t  t h e r e  is a c r i t i ca l  va lue  
of t h e  r ad ius ,  ca l l  it Rcrit, a t  which V ( R , t )  = 0. 
r a d i u s  may be w r i t t e n  
Using Eq.  (3.2.1), t h i s  
= a /a ( t )  (3.8.12) Rcri t  
The va lue  of Itcrit fo l lows  t h e  inverse of t h e  supersa tura t ion .  
r a d i i  a t  time t are g r e a t e r  than  Rcrit are growing while g ra ins  whose r a d i i  
are smaller than Rcrit are d isso lv ing .  
Grains  whose 
The mean r ad ius  i n  t h e  d i s t r i b u t i o n  is found by cunbining E q s .  
(3.2.51, (3.2.71, (E.2.21, (3.3.111, and (3.8.5). The r e s u l t  is 
The value of a, depends upon the volume f r a c t i o n  and may be read from Figure 
3.1 or calculated f r a n  E q .  (3.7.8). Comparison of E q s .  (3.7.3) and (3.7.8) 
f o r  6 ,  = 0 ,  shows t h a t  ao($, = 0) = l /a,(+,  = 0 )  = (4/9)’/3. 
of E q s .  (3.6.71, (3.8.121, and (3.8.131, we f i n d  t h a t  <R> = Rcrit when 
Hence, because 
4, = 0. For 4, > 0,  however, Eqs. (3.7.3) and (3.7.8) i n d i c a t e  t h a t  RCrit > 
< R > .  
The maximum rad ius  i n  Fo(Z)  is Z = 2, [ see  E q .  (3.5.14) and the  
d i scuss ion  fol lowing Eq.  (3.5.2111. S e t t i n g  2 = Zo i n  Eq.  (3.6.101, we o b t a i n  
R = Z o a ( t / O )  1 /3 
max (3.8.14) 
where Zo may be read from Figure 3.3 or c a l c u l a t e d  using E q .  (3.7.2). 
genera l  sin < <R> < Rcrit 
I n  
sax* 
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Figure 3.3. Maximum gra in  s i z e  cons tan t ,  Zo [Eq. (3.7.211, as a func t ion  
of volume f r a c t i o n  occupied by gra ins ,  4- [Eq. (3.2.411 
Fina l ly ,  it is worth not ing t h a t  a l l  q u a n t i t i e s  which depend upon 
volume f r a c t i o n  (e.g., p ( t ) ,  d t ) ,  R rit, <R>, sa , and F,(Z)) do so as a 
func t ion  of ( (see Chapter I1 above). This  has  i t s  o r i g i n  i n  the  growth 
v e l o c i t y  expressed by Eq. (2 .3.45) ,  which encompasses t h e  competi t ion e f f e c t .  
The square r o o t  dependence i s  i n  c o n t r a s t  with which might be expected 
i f  t h e  competi t ion e f f e c t  depended upon the  mean sepa ra t ion  between t h e  
g r a i n s ,  which is  propor t iona l  t o  the  cube root of t h e  volume. I n  the  
t reatment  suppl ied above, we have assumed t h a t  t h e  s u r f a c e  of each g ra in  is  i n  
equ i l ib r ium with its local environment and t h a t  i t s  growth is  d i f fus ion -  
con t ro l l ed .  I f ,  however, t he  r e l a x a t i o n  of the  g r a i n  radius t o  accommodate 
changes i n  i t s  loca l  environment i s  not  ins tan taneous ,  then  the  growth of t he  
g ra in  is not  d i f  fusion-control led.  The volume-fraction e f f e c t s  p red ic t ed  
above diminish as the  degree of d i f  €usion-control  decreases ,  becoming zero  i n  
t he  l i m i t  t h a t  d i f fus ion  i s  i n f i n i t e l y  f a s t .  In  t h i s  l i m i t ,  t h e  mean r a d i u s  
increases as t 'I2, the number of g ra ins  per u n i t  volume decreases  as t 2/3, and 
the  g ra in  s i z e  d i s t r i b u t i o n  func t ion  Fo( Z) is s u b s t a n t i a l l y  broadened 151 
- 
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3 .8 .2  Applicat ion t o  the  System Succinoni t r i le /Water  
The growth of g ra ins  described above involves  an evaporation- 
condensation mechanism with molecular t r a n s p o r t  between g ra ins  by d i f fus ion .  
I n  almost a l l  systems, the  continuous phase and the granular  phase have 
d i f f e r e n t  d e n s i t i e s ,  however. This means t h a t  the evaporation-condensation 
mechanism (Ostwald r ipening)  may be obscured by the g r a v i t a t i o n a l  convection 
and c o l l i s i o n a l  coagulat ion of the  growing gra ins .  Expermentation i n  t h e  
acce le ra t ion - f r ee  environment of an Earth o r b i t i n g  labora tory  removes the 
e f f e c t  of g r a v i t a t i o n a l  convection and permits  the free observat ion of the  
O s t w a l d  r ipening  of the  p r e c i p i t a t e  gra ins .  
Phase equi l ibr ium i n  the  t w o  component system, s u c c i n o n i t r i l e  
(NCCH2CH2CN) and w a t e r  is  summarized i n  the  phase diagram shown i n  Figure 
3.4.  The diagram i s  marked by a monotectic p o i n t  ( t w o  l i q u i d s  and s o l i d  
C4H4N2) 
a l loys .  The system succ inon i t r i l e /wa te r  has sune d i s t i n c t  advantages f o r  
s tudying  the process of Ostwald ripening. These are: ( 1 )  The system is 
t r anspa ren t  t o  v i s i b l e  l i g h t  a t  a l l  compositions and temperatures, so t h a t  t he  
growth of second phase d r o p l e t s  can be observed photographical ly .  ( 2 )  The 
consolu te  and monotectic po in t s  occur near roan temperature,  so t h a t  l i t t l e  
h e a t  is  required to  keep the  system i n  a l i q u i d  state; i n  space f l i g h t  where 
electric power i s  a t  a premium, t h i s  i s  an important advantage. ( 3 )  The 
thermophysical p r o p e r t i e s  of the  system are r a t h e r  w e l l  s tudied.  ( 4 )  Near 41 
OC, the  d r o p l e t  and continuous phases have the same dens i ty ,  so t h a t  a t  t h i s  
temperature the Ostwald r ipening  process can be observed even i n  Ea r th ' s  
g rav i ty .  
i n  equi l ibr ium, which is  c h a r a c t e r i s t i c  of many two-component metal 
I n  Table 3 .1 ,  w e  have summarized the  thermophysical p r o p e r t i e s  of 
t he  succ inon i t r i l e /wa te r  system a t  25fl  OC. The primed symbols r e f e r  to  t h e  
s u c c i n o n i t r i l e  r i c h  phase (d rop le t s )  . The c o e f f i c i e n t  for i n t e r d i f f u s i o n  on 
the  water-rich side of the  phase diagram (cont inuous phase) is  D. The 
i n t e r f a c i a l  t ens ion  is y. The subscr ip t  A r e f e r s  t o  s u c c i n o n i t r i l e  w h i l e  t he  
s u b s c r i p t  B r e f e r s  t o  water.  
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Figure 3.4 .  Phase diagram for the system succinonitrile/water. 
TABLE 3.1 THERMOPHYSICAL DATA FOR THE SYSTEM C4H4N2/H20 AT 25fl  OC 
A = C4H4N2, B = H 2 0 .  Primes on symbols refer to the succinontrile-rich phase. 
Succinonitrile Rich Phase Water Rich Phase 
X i  = 0.646 
XA = 0.354 
XA = 0.032 
XB = 0.968 
p '  = 1.0121 gin/m3 p = 1.0052 gm/cm3 
Other data: y = 2.484 erg/cm2; D = 1.27 x cm 2 /sec (MW)A = 80 gm/mole; 
(MWB = 18 gm/mole. 
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. 
I f  t he  continuous phase is  t o  be water-r ich,  t he  i n i t i a l  
canpos i t i on  of the  system must l i e  to the r igh t  i n  the phase diagram. By t h e  
l e v e r  r u l e ,  the i n i t i a l  mole f r a c t i o n  of A, XAo, is related to  the  equi l ibr ium 
va lues ,  XA and X;, by 
x;-xA 0 
n' x;-XA 
n - = -  ( 3 . 8 . 1 5 )  
where n' and n are the  number of moles of A-rich and B-rich phases,  
r e spec t ive ly ,  i n  the  equi l ibr ium mixture. The volumes occupied by the t w o  
phases  a t  equi l ibr ium are, respec t ive ly ,  
and 
- 
V = nV 
where 
and 
(3 .8 .17)  
(3 .8 .18 )  
are the  r e spec t ive  average molecular volumes i n  the two phases. t he  f r a c t i o n  
of the t o t a l  volume occupied by the A-rich phase a t  equi l ibr ium i s  
1 - V '  6, = v'+v - l+(V/V')  ( 3  8.20) 
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where by Eqs. (3 .8 .16 )  through ( 3 . 8 . 1 9 ) ,  
(3 .8 .211  
The thermophysical da t a  i n  Table 3 . 1  a r e  f o r  equi l ibr ium a t  25fl  
O C .  We spec i fy  the des i red  equi l ibr ium volume f r a c t i o n  of t he  A-rich phase t o  
be 4, = 0 . 1 ,  since t h i s  is  one of the  l a r g e r  va lues  considered i n  Figures  3.1-  
3 .2  and can be expected t o  demonstrate the competi t ion e f f e c t .  Combining the  
da t a  i n  Table 3.1 w i t h  4, = 0.1 according t o  Eqs. ( 3 . 8 . 2 0 )  and ( 3 . 8 . 2 1 1 ,  w e  
f i n d  t h a t  the system should be prepared i n i t i a l l y  so that i t s  composition is 
X i  = 0.055,  t h a t  i s  it should be 5.5  mole percent  C4H4N2 and 94.5 m o l e  
percent  water. T h i s  and o ther  r e s u l t s  a r e  summarized i n  Table 3 . 2 .  
From Eqs. ( 3 . 8 . 1 ) ,  ( 3 . 8 . 4 1 ,  and ( 3 . 8 . 6 )  we  f i n d  t h a t  the i n i t i a l  
supe r sa tu ra t ion ,  a( 0 1 ,  is  0.70 .  This means t h a t  t he  i n i t i a l  s u c c i n o n i t r i l e  
concent ra t ion  i n  the continuous phase is  70% g r e a t e r  than it w i l l  be when 
equi l ibr ium is  achieved. This  immediately determines the  i n i t i a l  c r i t i c a l  
r ad ius  f o r  g r o w t h  or d i s s o l u t i n  through Eq.  ( 3 . 8 . 1 2 )  with t set equal  t o  
zero.  W e  f i nd  Rcrit(0) = 1.64 x pm or 1.64 A .  
The other quant i t ies  i n  Table 3.2 cannot be c a l c u l a t e d  a t  t = 0,  
because the formulae, Eqs. ( 3 . 8 . 7 1 ,  ( 3 . 8 . 8 ) ,  ( 3 . 8 . 9 ) ,  ( 3 . 8 . 1 1 ) ,  ( 3 . 8 . 1 3 ) ,  and 
( 3 . 8 . 1 4 1 ,  are a l l  asymptotic and accura te  only when t >> 8. We have chosen t o  
eva lua te  these formulae a t  a t i m e  where the  mean r ad ius  i n  the  d i s t r i b u t i o n  
achieves 1 pm, which is  a s i z e  convenient f o r  holographic photography. This 
occurs a t  t = 89 sec,  which may be s e e n  from Table 3 .2  v a s t l y  t o  exceed 8 = 
30.4  ps -  A t  t h i s  time, t he  minimum rad ius  i n  the  d i s t r i b u t i o n  is  0.21 pm, 
while t he  m a x i m u m  r ad ius  is 1.7 pm. The c r i t i c a l  r ad ius ,  1 . 1  pm, s l i g h t l y  
exceeds the  mean radius.  Having been i n i t i a l l y  70%, t he  supe r sa tu ra t ion  i s  
j u s t  6 . 8  x 
c m  . 
There are 2 .2  x l o l o  d r o p l e t s  of the  C4H4N2-rich phase per 
3 
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TABLE 3.2 CALCULATED RESULTS FOR THE SYSTEM C4H4N2/H20 AT 25&1 OC 
AND pa = 0.1 
The r e s u l t s  i n  the  t a b l e  are based on the  fol lowing q u a n t i t i e s ;  the  equat ion  
or f i g u r e  w e d  t o  spec i fy  each quant i ty  is  shown i n  parentheses  next  t o  the 
3 numerical value: V' = 9.52 x cm /molecule [Eq. ( 3 . 8 . 1 ) ] .  
- 
VA1 = 6.15  x 
- 
cm3/molecule [Eq.  (3 .8 .211 .  C A ( - )  = 9.66 x lo2' molecules/cm3 [Eq. 
( 3 . 8 . 4 ) ] .  a = 7.43 x 10" cm [Eq. (3 .3 .311 .  0 = 3.04 x sec [ E q .  
( 3 . 8 . 5 ) l .  po = 1 . 1  (Figure 3 . 1 ) .  o1 = 0.97 (F igure  3 . 1 ) .  a. = 0.94 ( F i g u r e  
3 . 1 ) .  Zo = 1.6 (F igure  3 . 3 ) .  X = 0.055.  
0 
A 
I- 1 . 1  lo4 -- --- 7.0 x lo-' - 0 
89 2.2 x l o l o  6.8 x 0.21 1 .1  1 .o 1.7 
3.45 lo5 5.6 io6 4 .3  IO+ 3.3 17 16 27 
After  4 days (345,600 sec), which might be the  length  of an 
experiment c a r r i e d  i n t o  o r b i t  by t h e  space s h u t t l e ,  t he  mean r ad ius  has  
increased  to  16 pm. The minimum radius  i s  3 .3  pm, whi le  the  maximum rad ius  is  
27 pm. The remaining supersa tura t ion  is  j u s t  4.3  x = 4.3 x which 
i s  extremely close to  equi l ibr ium. The number of droplets has  decreased t o  
5.6 x 10 per c m  . 6 3 
Because the  c h a r a c t e r i s t i c  length ,  a = 7.43 x 10" cm, is  q u i t e  
small, t he  approximation, R > a, invoked t o  obta in  Eq. ( 3 . 2 . 1 4 )  i s  e s t a b l i s h e d  
e a r l y  i n  t h i s  system. I n  f a c t ,  because the i n t e r f a c i a l  energy, y = 2.484 
erg/cm', i s  s m a l l ,  the  approximation becanes good when the  droplet has  j u s t  
ba re ly  achieved molecular s ize .  I t  i s  doubtful  t h a t  i n t e r f a c i a l  energy even 
can be def ined a t  t h i s  s m a l l  s i z e ,  
power of the  approximation. 
Likewise,  because a i s  
s c a l e ,  8 = 30.4 ps, i s  very short. 
molecular motion a s  represented  by 
although t h i s  i n  no way diminishes  t h e  
so small, t he  c h a r a c t e r i s t i c  t i m e  
For t i m e s  of t he  order of 1 ps or less, 
a d i f f u s i o n  c o e f f i c i e n t  cannot be 
defined. Hence, i n  the system succ inoni t r i le /water ,  the  cond i t ion ,  
t >> 0 ,  required for the v a l i d i t y  of t he  asymptotic formulae, i s  e s t a b l i s h e d  
r ap id ly .  This means t h a t  the  theory should be app l i cab le  as soon as the 
i n i t i a l  nuc lea t ion  phase is  complete and the  su r face  between the  d r o p l e t  and 
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t he  continuous phase i s  s u f f i c i e n t l y  e s t a b l i s h e d  f o r  an i n t e r f a c i a l  energy t o  
be def ined.  
I t  i s  useful  to compare the  phase sepa ra t ion  of m e t a l l i c  a l l o y s  
with the  system succ inoni t r i le /water .  For l i q u i d  a l l o y s ,  t he  i n t e r f a c i a l  
energy is about a f ac to r  of 10 h igher ,  which i n c r e a s e s  a by a f a c t o r  of 10, 
assuming roan temperature. On t he  o ther  hand, according t o  Eq. 
(3.8.51, 8 increases  by a f a c t o r  of 100. Nevertheless ,  because of Eq.  
(3.8.131, d r o p l e t s  of 1 um s i z e  can be expected to  be observed a f t e r  8.9 sec 
a t  room temperature, which i s  a f a c t o r  of 10 sooner. On the  o ther  hand, i n  
sol id  non-equilibrium m e t a l  a l l o y s ,  t he  d i f f u s i o n  c o e f f i c i e n t  should be about  
cm / sec ,  implying t h a t  8 i nc reases  by about a f a c t o r  of 1013 Over 2 
succ inoni t r i le /water .  
sect implying t h a t  these  non-equilibrium a l l o y s  are metastable  over t i m e s  
s u b s t a n t i a l l y  exceeding t h e i r  expected use fu l  l i f e t i m e s .  
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APPENDIX A - THE DELTA FUNCTION AND ITS PROPERTIES 
To 
PAUL DIRAC 
w h o  s a w  t h a t  it must be t r u e ,  
LAUREN" SCHWARTZ 
who proved it, 
and 
GEORGE TEMPLE 
who showed how s i m p l e  it could be made 
The above is from the ded ica t ion  t o  the book by M J. L i g h t h i l l ,  Four ie r  
Analysis  and Generalized Functions,  C a m b r i d g e  Univers i ty  Press, 1964. 
The D i r a c  delta func t ion  has many a p p l i c a t i o n s  i n  appl ied mathematics, 
not  t h e  least of which is i t s  use as a rep resen ta t ion  of a po in t  source w i t h  
t h e  par t ia l  d i f f e r e n t i a l  equat ions  of mathematical physics.  
The de l ta  func t ion  can be represented as a l i m i t  of a sequence of func- 
t i o n s .  Consider, the sequence, defined by ( o t h e r  sequences are also possible), 
n 2 2  LSn(x) = - exp(-n x ),  n = 1, 2, * * .  . 
1 /2 n 
The delta func t ion  is t h e  l i m i t  
n 2 2  6(x)  = l i m  6 ( x )  = l i m  - exp(-n x 1 
n 1 /2 n+- n+m TI 
I n  F igure  A.1, w e  show how 6 (x) looks f o r  i nc reas ing  va lues  of n. Each 
6 ( x )  g e t s  tal ler and narrower as n becomes l a rge r .  
g e t s  i n f i n i t e l y  t a l l  and narrow ( a  p o i n t  source) ,  and i s  called the Dirac 
delta func t ion ,  6(x)  
n 
I n  the  l i m i t  n+w, 6n(  x )  
n 
Although 6(x)  i s  h ighly  s ingu la r ,  it has many uses  when it appears 
wi th in  i n t e g r a l s .  For example 
+00 2 2  
f dxe-n = 1. n = l i m  - 
n+co TI 112 -00 
- x  0 + X  
Figure A. 1. Sequence of func t ions  r ep resen t ing  the  D i r a c  d e l t a  func t ion  
i n  t h e  l i m i t  n+m. 
Summarizing, t h i s  important proper ty  i s  
-m 
L e t  f ( x )  be an integrable func t ion  of X. Another important  proper ty  i s  
+a 
dxf(x)  6(x - x ' )  = f ( x ' ) .  ( A . 5 )  
-m 
W e  demonstrate t h i s  us ing  E q .  (A. 1 )  
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n 2 2 6 ( x  - X I )  = lim - exp[-n ( x  - X I )  3 .  
1 /2 n+- T 
To be specific, l e t  f ( x )  = ex, then 
+m +m 2 2 
I dxe 6 ( x  - x ' )  = lim - dx e e X n x -n ( x  - x ' )  1 /2 
2 -n2x2 + (2n x' + 1 ) x  2 ' 2  +m / dx e n -n x = l i m  - e 
-m 1 /2 n+m IT 
2 2 
1 +W 2 (2n  x' + 1 )  
2 2 




n -n 2 x ' 2  





) L  
n -n 2 x ' 2  
e . e  = l i m  -
1 /2 n+- IT 2n 
We have shown e x p l i c i t l y  tha t  
+m 
X' 1 dx eXG(x - x ' )  = e 
-m 
The delta func t ion  can be general ized t o  t h r e e  dimensions. I n  rectangu- 
lar coord ina tes ,  6 (  r - r' ) means 
The i n t e g r a l  p roper ty  expressed by Eq. ( A . 5 )  can be genera l ized  t o  
3 f ( r ' )  = d rf(r)b(r - r') 
where the  symbols i n  Eq. ( A . 9 )  have the  meanings: 
3 d r ! dxdydz. 
The i n t e g r a l  s i g n  i n  E q .  ( A . 9 )  r ep resen t s  a t r iple  i n t e g r a l ,  namely 
+W +W +W 
3 I d r I dx .( dy [ dz. ( A . 1 2 )  
Combining Eqs. ( A . 8 ) - ( A . 1 2 ) ,  w e  can show how the  right-hand s i d e  of Eq. ( A . 9 )  
i s  computed. 
( A . 1 3 )  
where we have used Eq. ( A . 5 )  on each coord ina te  sepa ra t e ly .  
F ina l ly ,  it is worth not ing  t h a t  by v i r t u e  of Eqs .  ( A . 2 )  and ( A . 8 1 ,  t h e  
d e l t a  func t ion  is  an even func t ion  of i t s  argument, namely 
(A .  14) 
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APPENDIX B - F I C K ' S  FIRST AND SECOND LAWS WITH DELTA FUNCTION SINKS 
F i c k ' s  f i r s t  l a w  of d i f fus ion  i s  
d C (  x)  
dx J (x)  = -D -
2 where C(x) is t h e  concent ra t ion  [say molecules/cm ] of the d i f f u s i n g  species 
and J ( x )  [molecules/cm2 secl is  the f l u x  of t h a t  species measured across a 
p lane  whose normal p o i n t s  i n  t h e  +x-direction. 
F i ck ' s  f i r s t  l a w  makes physical  sense. Consider the c o n c e n t r a t i o n  




Figure B.1. ( a )  Negative concent ra t ion  g r a d i e n t  showing 
d i r e c t i o n  of molecular f l ux ;  ( b) P o s i t i v e  c o n c e n t r a t i o n  
g r a d i e n t  showing d i r e c t i o n  of molecular f lux.  
I n  both cases, J ( x )  p o i n t s  i n  a d i r e c t i o n  so t h a t  particle motion serves t o  
smooth o u t  t h e  concent ra t ion  gradient.  
General ized t o  three dimensions, F ick ' s  f irst  l a w  reads 
where r = (x,y,z) i s  the p o s i t i o n  coord ina te  l o c a t i n g  a p o i n t  i n  space where 
t h e  concent ra t ion  i s  C(  r) . 
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Now, r e t u r n  t o  one dimension and consider  t he  f l u x  J ( x )  c r o s s i n g  a plane 
a t  x and another  f l u x  J ( x  + dx) c ros s ing  a plane a d i s t a n c e  dx away a t  x + 
I dx. This is  depicted i n  Figure B.2. 
/ 
/ 
- J (XI- 
X 
Figure B.2. Geometry f o r  d e r i v a t i o n  of F ick ' s  second l a w .  
I n s ide  the  volume enclosed by t h e  t w o  p lanes ,  we allow material t o  be gene- 
rated by some sources (e.g., chemical r e a c t i o n s ) .  For mathematical con- 
venience,  we may separa te  these i n t o  t w o  types:  ( 1 ) Continuous sources  are 
def ined everywhere and are represented  by continuous func t ions ,  $ (XI  The 
u n i t s  of 
represented  by delta func t ions  as q6(x - x') where q i s  a cons t an t  ( s t r e n g t h  
of t h e  source)  and x' lies between x and x + dx. I f  the u n i t s  of x are c m ,  
then  the  u n i t s  of 6( x - x' ) must be cm" so t h a t  the i n t e g r a l  
are, f o r  example, molecu1es/cm3 sec. ( 2 )  Poin t  sources  are 
+W I dx6(x - x ' )  = 1 
-m 
is  dimensionless.  This impl ies  t h a t  q has  the u n i t s  molecules/cm2 sec; hence, 
q6 (x  - x ' )  has the u n i t s  molecules/cm 3 sec. 
9 2  
x+dx 
(x+dx I 
The d i s t i n c t i o n  between a source and a s ink  is  a matter of s ign .  Every- 
where + ( x )  < 0,  it describes a s ink.  Likewise, i f  q < 0 ,  q6 (x  - x')  is  a 
p o i n t  s ink .  
The bui ldup (dep le t ion )  of ma te r i a l  between x and x + dx can be de- 
scribed i n  terms of the f l u x e s  and the  sources  and s inks.  Le t  t he  p lanes  a t  x 
and x + dx have the  common cross sec t ion ,  A. The volume of material between 
t h e  p lanes  is  Adx, whereas t h e  amount of material i s  C(x)Adx. I f  w e  allow a l l  
func t ions  t o  depend also upon the t i m e  t, then the n e t  rate of bui ldup of 
material wi th in  t h i s  volume i s  ( a C ( x ,  t ) / a t )Adx  and 
t, Adx = J ( x ,  t ) A  - J ( x  + dx, t ) A  + +(x)Adx + q6(x  - x')Adx ( B . 2 )  a t  
where we have allowed f o r  the presence of both continuous and p o i n t  sources .  
W e  expand J ( x  + dx, t) i n  a Taylor series about x, as 
J ( x  + dx, t) = J ( x ,  
keeping only t e r m s  up t o  the  f i r s t  order i n  dx. W e  now s u b s t i t u t e  E q .  ( B . 3 )  
i n t o  Eq. ( B . 2 )  t o  ob ta in  
aJ(x,  t) Adx t, Adx = J ( x ,  t)Adx - J ( x ,  t)Adx - a t  ax 
+ +(x)Adx + q 6 ( X  - x')Adx ( B . 4 )  
Af t e r  c a n c e l l a t i o n  of terms of opposite s ign ,  common f a c t o r s ,  and a lgeb ra i c  
rearrangement 
Eq. (B.5) can be genera l ized  t o  three dimensions: 
9 3  
t, + V s J(r,  t) = $(r) + q6(r  - r') ( B - 6 )  a t  
where w e  have used the d e f i n i t i o n  of 6 ( r  - r')  given by Eq. ( A . 8 ) .  W e  substi-  
t u t e  Eq. (B.2) and ob ta in  
2 
t, - DV C ( r ,  t) = $(r) + q6(r  - r') a t  
which expresses  Fick'  s second l a w .  
I n  the  steady state,  the  concen t r a t ion  f i e l d ,  C ( r ,  t) is  no longer  a 
func t ion  of t i m e  and a C / a t  = 0,  so t h a t  Eq. ( B . 7 )  becanes 
2 DV C ( r )  = -$(r) - q6(r - r') . 
t 
9 4  
APPENDIX C - THE GREEN'S FUNCTION METHOD 
C. 1 General P r i n c i p l e s  
The Green's func t ion  method is a technique for i n t e g r a t i n g  inhomogeneous 
par t ia l  d i f f e r e n t i a l  equat ions.  Essen t i a l ly ,  it is  a g e n e r a l i z a t i o n  of t h e  
method of v a r i a t i o n  of parameters used  t o  so lve  inhomogeneous ord inary  d i f -  
f e r e n t i a l  equat ions.  
I n  s teady s ta te  d i f f u s i o n ,  we are faced w i t h  t he  s o l u t i o n  of a pa r t i a l  
d i f f e r e n t i a l  equat ion  of t h e  form 
where f (r )  is a source t e r m  which, by v i r t u e  of i ts presence,  makes E q .  ( C . l )  
inhomogeneous. There must also be some cond i t ions  spec i fy ing  the  va lue  
of C(r) on the  boundaries.  
C.2 Green's Problem 
I n  order t o  so lve  Eq. (C.1)  by the  Green's func t ion  method, w e  suppose 
t h a t  w e  may so lve  exac t ly  the  equat ion 
where G ( r ( r ' )  is called the Green's func t ion ,  whose va lues  we are f r e e  t o  
choose on the boundaries.  Because of the  s ingu la r  properties of the  de l ta  
func t ion ,  Eq. (C.2) is  homogeneous everywhere except  a t  t h e  p o i n t  r = r'. Eq. 
(C .2 )  is  known as Green's problem. 
W e  proceed t o  so lve  Fq. (C.2) f o r  G ( r 1 r ' ) .  To accomplish t h i s ,  w e  make 
use of the  divergence theorem, which states 
where F ( r )  is  a vector-valued funct ion of the  p o s i t i o n  r and where i n  rectang- 
u l a r  coord ina tes ,  r = ( x , y , z ) .  The tr iple i n t e g r a l  covers  the e n t i r e  volume 
enclosed by the boundary S. 
9 5  I 
Consider the vec to r s ,  r and r' , as shown i n  Figure C. 1. 
X / 
Figure C. 1. Gemetry  of o r i g i n s  0 and 0' 
W e  de f ine  the  vector  5 by 
5 = r - r' = ( x  - x ' ,  y - y ' ,  z - z ' )  ((2.4) 
With r' f ixed  and the o r i g i n  a t  O', Vr e ,  t he  divergence with respect t o  r, is 
i d e n t i c a l  t o  V t h e  divergence with respect t o  5 .  This  i s  because 
E. 
I 
etc. With the  var iab le  change s p e c i f i e d  by E q .  ((2.41, Eq.  ( C . 2 )  becomes 
N o t e  t h a t  
I n t e g r a t e  E q .  (C.6) mer a l l  space s t a r t i n g  from the o r i g i n  a t  0'. 
where w e  have used Eq. (C.3) with P ( r )  = VE G ( E ( r ' 1 .  
i n t e r e s t  be a sphere centered  on 0'.  
which has sur face  area 4 ~ 5 ~ .  The normal to the su r face  of t h i s  sphere p o i n t s  
i n  the e-d i rec t ion .  W e  in tend  for  & ( e ) ,  t o  r ep resen t  a p o i n t  source (iso- 
tropic) centered  on 0' ; hence, G ( E ( r '  1 must also be i s o t r o p i c  (i.e., depending 
only  upon 5 = and independent of angles ) .  The su r face  i n t e g r a l  i n  Eq. 
(C.8) i s  then  equal  t o  
W e  l e t  our volume of 
The r ad ius  of t h i s  sphere i s  5 = ( E (  
where aG/ag  i s  the  g rad ien t  of G i n  t he  E-direct ion ( t h e  radial  d i r e c t i o n  f o r  
s p h e r i c a l  polar coord ina tes  centered on O*). P u t t i n g  Eq. (C.9) i n t o  Eq. 
(C.81, w e  ob ta in  
Eq. ((2.10) can be i n t e g r a t e d  t o  read 
(C. 10)  
(C.11) 
where c is a cons tan t .  
we conclude 
W e  take as boundary condi t ion ,  G ( - l r * )  = 0 ,  from which 
where we have used E q .  (C.4) and 5 = 1 e( = ( r  - r* 1 .  
G ( r ( r ' )  i s  
The g rad ien t  of 
(C. 1 2 )  
9 7  
A A A 
(x-x')  i + (y-y')  j + (z -z ' )  k 
3/2 
= -  
2 + ( z -z ' )  1 ( (x -x ' )  + (y-y ' )  2 
4 nD 
( C . 1 3 )  
which, i n  t h e  l i m i t  t h a t  x, y, z a l l  go to  i n f i n i t y ,  is  zero. Hence, t h e  
Green's func t ion  expressed by Eq. ( C . 1 2 )  s a t i s f i e s  t he  boundary cond i t ions  
l i m  G ( r 1 r ' )  = l i m  V G ( r 1 r ' )  = 0. 
r : + m  r+ar 
( C .  1 4 )  
N o t e  f u r t h e r  t h a t  because of t he  absolu te  value s i g n  i n  Eq.  (C.  1 2 ) ,  G ( r 1 r '  ) i s  
symmetric upon interchange of r and r ' ,  namely 
G ( r ( r ' )  = G ( r '  1.1 . (C. 1 5 )  
Th i s  i s  c a l l e d  the r e c i p r o c i t y  r e l a t i o n  f o r  the  Green's func t ion  and is  due t o  
the  f a c t  t h a t  t he  opera tor  V2 is  se l f - ad jo in t .  
C . 3  Green's Theorem 
W e  propose to  so lve  E q .  ((2.1) by express ing  C ( r )  i n  t e r m s  of some in t e -  
g r a l s  involv ing  G ( r l r '  1 , f ( r )  , and the  va lues  of C ( r )  s p e c i f i e d  on t h e  bound- 
aries (boundary condi t ions) .  To begin,  w e  reexpress  Eqs. ( C . 1 )  and ( C . 2 )  as 
par t i a l  d i f f e r e n t i a l  equat ions i n  t e r m s  of t he  v a r i a b l e ,  r' , 
where V I 2  i s  the  Laplacian ope ra t ing  on the  v a r i a b l e  r' . 
( C . 1 6 )  through by G ( r ' ( r )  and Eq. ( C . 1 7 )  through by C ( r ' )  and subtract. 
r e s u l t  i s  
Now mul t ip ly  E q .  
The 
2 G ( r ' l r )  D V W 2 C ( r ' )  - C ( r ' ) D V '  G ( r ( r ' )  = G ( r ' l r ) f ( r ' )  - C ( r ' ) t i ( r ' -  r ) .  ( C . 1 8 )  
9 8  
The lef t -hand s i d e  of Eq. (C.18) may be s impl i f i ed  by us ing  the  vec to r  i d e n t i -  
t y  
(C. 19) 
where A(r') and B(r') are func t ions  of r'. Eq. (C.19) can be rearranged to  
r ead  
Using E q .  (C.20) with A 5 G and B C, t h e  f i r s t  t e r m  on the right-hand side 
of Eq. (C.18) may be w r i t t e n  
and us ing  Eq. (C.20) with A f C and B 5 G, the  second term on t h e  le f t -hand  
s i d e  may be w r i t t e n  
S u b s t i t u t i n g  Eqs. (C.21) and (C.22) i n t o  Eq. (C.181, we o b t a i n  
W e  next i n t e g r a t e  both s ides  of Eq. (C.23) over the volume of a l l  space ,  
3 
i .e., 1 d r' , and apply the  divergence theorem t o  he lef t -hand s ide .  




On the  basis of Eq. ( A . 9 ) ,  t he  second t e r m  on the right-hand s i d e  of Eq. (C.8) 
(note  t h a t  t h e  r o l e s  of r and r' have been interchanged)  is j u s t  equal  t o  
C ( r ) .  Hence, E q .  (C.24) may be r e w r i t t e n  
If w e  l e t  t he  su r face ,  S ' ,  recede i n f i n i t e l y  f a r  away, i.e., r ' + m ,  w e  
may employ Eq. (C.14) t o  eva lua te  the  su r face  i n t e g r a l  i n  Eq. (C.25). W e  
conclude t h a t  so computed t h i s  i n t e g r a l  i s  zero.  Hence, w e  ob ta in  f i n a l l y  
f r a n  Eq. (C.25) the  r e s u l t  
(C.26) 
3 C(r) = I d r'G(rlr')f(r') 
where w e  have used the r e c i p r o c i t y  of G ( r ( r '  ) expressed by E q .  (C.15). 
vided t h a t  t he  i n t e g r a l  on the  right-hand s i d e  of Eq. ((2.26) may be computed, 





APPENDIX D - FOURIER TRANSFORMS 
. 
D. 1 General P r i n c i p l e s  
L e t  $Ix) be a func t ion  of t h e  v a r i a b l e  x where -ob < x < + m. The 
A 
Four ie r  transform, $ (k )  of $(XI  i s  
-m 
where k i s  t h e  transform v a r i a b l e  and i = (-1)'l2. 
Four ie r  showed t h a t  $ (k )  and $(XI are a l s o  r e l a t e d  by 
S t a r t i n g  with E q .  (D.l), 
A 
Equation (D.1) may be general ized to  t h r e e  dimensions. Consider 
o r  
where the  t r iplet  (kl, k2, k3) i s  treated as a vec to r ,  k = (kl, k2 ,  k3) and r 
= (x ,  y, z ) .  Equation (D.2) general ized to  t h r e e  dimensions becanes 
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or 
D. 2 Four ie r  In t eg ra l  Representat ion of t he  Delta Function 
I n  E q .  ( D . 4 1 ,  l e t  +(r)  = 6 ( r  - r ' ) ,  then 
W e  s u b s t i t u t e  Eq. ( D . 7 )  i n t o  Eq. ( D . 6 )  t o  ob ta in  
Equation ( D . 8 )  is  the very va luable  Fourier i n t e g r a l  r ep resen ta t ion  of t h e  
d e l t a  func t ion .  I t  i s  much more use fu l  than t h e  r e p r e s e n t a t i o n  expressed by 
Eq. ( A . 2 ) .  
An i n t e g r a l  r ep resen ta t ion  of t h e  d e l t a  func t ion  i n  k-space, namely 
n 
6(k  - k ' ) ,  i s  obtained i f  i n  Eq. ( D . 6 )  we l e t  +(k) = 6(k - k ' ) .  W e  f i n d  
Now s u b s t i t u t e  E q .  ( D . 9 )  i n t o  Eq.  ( D . 4 )  
, 
( D e  1 0 )  
Equation ( D . 1 0 )  i s  an i n t e g r a l  r ep resen ta t ion  of 6 ( k  - k'). 
The d e l t a  funct ion i n  Four ie r  i n t e g r a l  space has  p r o p e r t i e s  analagous t o  
those  it e x h i b i t s  i n  real  space,  namely 
1 0 2  
/ d3k1 6(k '  - k) = 1 
f d3k' 6(k'  - k ) f ( k ' )  = f ( k ) .  
(Doll) 
(D. 12) 
D . 3  Convolution Theorem of the Fourier Transform 
The func t ion  f ( x )  is  s a i d  t o  be the  convolut ion of the  func t ions  g ( x )  
and h ( x )  i f  
(D. 13) 
where g*h(x) is  the  s h o r t  hand nota t ion  f o r  the  convolut ion of g (x )  and h (x )  
and is defined by t h e  i n t e g r a l  t o  the lef t .  
The Fourier  transform of f ( x )  is 
A +W +a, 
- ikx f ( k )  = / dx e / dx' g (x  - x ' )  h ( x ' ) .  
-W -m 
I n  the in tegrand ,  l e t  5 = x - x' ,  dg = dx, so that 
-a, -a, 
-W -m 
where we have used 
- W  
(D.14) 
( D o  15) 
( D o  16) 
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+W 
A -ikx'  h ( k )  = / dx' e h ( x ' ) .  
- W  




where the transforms are def ined i n  the sense of E q .  (D.4). W e  conclude t h a t  
t h e  t ransform of a convolut ion i s  equal  t o  the product  of t he  i n d i v i d u a l  
t ransforms.  
2 D.4 Four ie r  Trans fo rm of V C ( r )  
L e t  C ( r )  be a scalar-valued func t ion  of t h e  coord ina tes  r = (x ,  y ,  z ) .  
The Laplacian of C ( r )  expressed i n  Car t e s i an  coord ina tes  i s  
2 2 a c + ac a3c + -  2 
2 2 .  v c(r) = -2 
ax ay a Z  
2 2 
For s impl i c i ty ,  we compute e x p l i c i t l y  only t h e  t ransform of a C/ax . 
i n t e g r a t e  by par t s .  
I W e  
I 
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- i k l x  2 a c  
-W -00 -OD ax 
- ik  z +co 3 -
2 f dx e 
+OD -ik y +w 




- ik  z - ik  x +m - ik lx  +m 
E] + i k l [ e  C1 
-00 -m 
I [e ax 
3 
+m - ik  y +a 
= /  d y e  d z e  
-m -00 
+m - ik l  x 
- k: / dx e cl 
-m 
The boundary condi t ions  are o f t e n  
(D.22) 
i n  which case Eq. (D.21) s impl i f i e s  t o  
+m -ik x +m -ik2y +a 'ik3Y 
/ d y e  / dz e C(x,y,z) (D.23) 1 
2 
-k2 / dx e 3 - ik*r  a C - =  
-m -m -m 





3 - ik* r  a C 
2 
- =  - / d r e  
ax 
where 
A 3 - ik*r  
C(k) = / d r e C ( r )  
Genera l iz ing  t o  t h r e e  dimensions, t h e  t ransform of Eq. (D.20) is 






k2 = k, + k + ki = lkI2 . ( D . 2 7 )  
-1 
I n  Appendix C.2, we showed t h a t  the s o l u t i o n  to  Green's problem f o r  t h e  
D . 5  Four ie r  Transform of G ( r )  = - ( 4 ~ a D r )  
, steady state d i f f u s i o n  opera tor  w a s  given by Eq. (C. 1 2 ) .  
r' = 0 ,  w e  ob ta in  
1 G ( r )  = - - . 
4 r D r  
I t  i s  use fu l  t o  have L e  Four ie r  transform of Eq. ( D . 2 8  
s u b s t i t u t e  Eq. ( D . 2 8 )  i n t o  Eq. ( D . 4 ) .  The r e s u l t  is 
If i n  Eq. ( C . 1 2 )  
( D . 2 8 )  
. To compute t h i s ,  w e  
W e  eva lua te  the i n t e g r a l  us ing  s p h e r i c a l  polar coord ina tes .  L e t  k and the  
polar a x i s  (z -ax is )  p o i n t  i n  the  same d i r e c t i o n  (see Figure D. 1 )  W e  o b t a i n  
I f o r  the inner  product,  k-r ,  
kor = k r  cos9, 
and f o r  the volume element 
3 2 
d r = dr r d0 s i n 0  d+ 
( D . 3 0 )  







Figure D. l .  Geometry f o r  computing t h e  i n t e g r a l  i n  Eq. (D.29). 
Transformed to  s p h e r i c a l  polar coordinates ,  Eq. (D.29) becomes 
A 71 - i k r  cos8 21T 
f q l  
00 
2 
G(k) = -(1/4nD) f dr r ( I / r )  [ dB s i n e  e 
0 0 0 
I f  we l e t  x = case, and dx = -s ine d8 
00 +1 - i k r x  21T 
r 2 G(k) = -(1/4nD) I dr r ( l / r )  \ dx e 
0 -1 0 
- 2  = -(1/4nD) I dr r ( l / r l ( 2 / k r ) ( s i n  k r I ( 2 l ~ )  
0 
W 





The remaining i n t e g r a l  i n  Eq. (D.33) may be evalua ted  by w r i t i n g  s i n  k r  i n  
t e r m s  of exponent ia ls  and i n s e r t i n g  an i n t e g r a t i n g  f a c t o r  as 
W W i k r  - i k r  




I - ik r -gr  - l i m  d r  e 1 i kr- E r  = (z) { l i m  [ dr e 
E+O 0 g+o 0 
7 
C 
= (&-I 1 { l i m  [- -1 - l i m  [- 1 
-1kr-g i k r + g  
€+O €4 
} = l /k  . 
W e  s u b s t i t u t e  E q .  (D.34) i n t o  Eq. (D.33) and obta in  our des i r ed  r e s u l t  




APPENDIX E - SPECIFICATION OF EXPONENTS 
E.1 Proof of y1 = x 
We f i r s t  consider  the  l i m i t  of W(Z, T) f o r  l a r g e  T. To do t h i s ,  w e  
s u b s t i t u t e  Eq. ( 3 . 3 . 6 )  i n t o  Eq. (3.3.22) and w r i t e  
(E.1.1) 
The func t iona l  form of W(Z, T) f o r  l a r g e  T depends upon the  magnitude of y1 as 
compared t o  X. L e t t i n g  T-f- i n  Eq. (E. 1.11, we f i n d  the  resu l t s  
i f  y1 > x 
i f y  = x  1 (E.1.2) 
Equation (E.1.2) i n  t u r n  may be wr i t t en  as a s i n g l e  equation 
where both Q and T ( Z )  depend upon the  r e l a t i v e  magnitudes of y1 and X. 
S u b s t i t u t e  Eq. (E.1.3) i n t o  E q .  (3.3.19) and obta in  
(E.1.4) 
Equating exponents of T i n  Eq. (E. 1.4) , we f i n d  
n = l - x .  (E. 1.5) 
W e  next consider  t he  t i m e  de r iva t ive  of t h e  supe r sa tu ra t ion  U ( T )  given 
by Eq. (3.2.9 j , which w e  r e p r d u c e  'below 
109 
The d e r i v a t i v e  of E q .  (E.1.6) with respect t o  T is 
00 -- a F ( a , T )  a3 a'(*) - - a(0)  I da a* . 
0 
a T  
W e  may w r i t e  Eq. (3.2.18) as 





Using F(QD,T) = 0 ,  Eq. (E.1.9) may be i n t e g r a t e d  by parts. The r e s u l t  i s  
Q) 
2 -- a'(T) - -3a(0) I da a F ( a , T ) W ( a , T )  . 
0 
a T  
(E. 1.10) 
Using E q .  (3.3.2) t o  conver t  E q .  (E.1.10) to  an i n t e g r a l  Over the  canonica l  
length  2, we obta in  
I 
. (Eo 1.11) 
I n  the  l i m i t  *+cor we may rep lace  W ( Z , T )  by Eq.  (E.1.3) and F ( Z , * )  by Eq- 





2 I d Z  Z Fo(Z)V(Z) . -- -( x+q) - -3a(0) T 
0 a T  
On the o ther  hand, d i f f e r e n t i a t i n g  Eq. ( 3 . 3 . 6 ) ,  w e  obta in  
(E. 1.12) 
(E. 1 13) 
and s u b s t i t u t i n g  Eq. (E.1.13) i n  the lef t -hand s i d e  of Eq. (E.l.12) while 
us ing  Eq. (E.l.51, we have 
(E.1.14) 
-y1 
Since y1 > 0 ,  T 
independent of T. I f  the  left-hand side is t o  be zero,  the  in tegrand  must 
have compensating p o s i t i v e  and negative por t ions .  
d i s t r i b u t i o n  func t ion  of gra in  s i zes ,  it is p o s i t i v e  d e f i n i t e ,  which i m p l i e s  
t h a t  V(Z) must possess both pos i t i ve  and negat ive swings. Refer r ing  t o  E q .  
(E.1.2), we f i n d  t h a t  t h i s  is  t r u e  only f o r  
+O as T+-. The lef t -hand side of Eq. (E.1.14), however, is 
In  a s  much a s  Fo(Z) is  a 
- 
which imples 
y l = x .  
(E. 1 15) 
(E. 1 16) 
E.2 Proof of x = 1/3 
Since y1 = x, we f i n d  by canparing Eqs. (E.1.2), (E.1.3), and (E.1.16) 
t h a t  
111 
q = 2 x .  
Substituting Eq. ( E . 2 . 1 )  into E q .  ( E . 1 . 5 1 ,  we conclude 
x = 1 / 3  . 
( E . 2 . 1 )  




APPENDIX F - EXPANSION OF l/w(Z) I N  PARTIAL FRACTIONS 
Rewriting Eq. (3 .5 .81 ,  we may use p a r t i a l  f r a c t i o n s ,  
The c o e f f i c i e n t s  A , ,  A2, and B1 are obtained by e v a l u a t i n g  
4 
2 2  
( 2 + 3 / Z o )  Z 
B. = r 1 
2 ‘Z=  -3/ZL 3 2  
0 (Z0+2)  
2 
I ’. 
(2-z ) (Z+3/Z ) 
0 0 
r e s p e c t i v e l y .  S u b s t i t u t i o n  of Eqs. ( F . 2 ) - ( F . 4 )  y i e l d s  
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