Effects of Weak and Strong Scatterers on the Spectra of Vortex Andreev
  Bound States in Two-Dimensional Chiral p-wave Superconductors by Kurosawa, Noriyuki et al.
Effects of Weak and Strong Scatterers on the spectra of Vortex Andreev
Bound States in Two-Dimensional Chiral p-wave Superconductors
Noriyuki Kurosawa and Yusuke Kato
Department of Basic Science, The University of Tokyo,
Komaba, Meguro, Tokyo 153-8902, Japan
Nobuhiko Hayashi
NanoSquare Research Center (N2RC), Osaka Prefecture University,
1-2 Gakuen-cho, Naka-ku, Sakai 599-8570, Japan
(Dated: November 6, 2018)
Abstract
The vortices of two-dimensional chiral p-wave superconductors are predicted to exhibit some exotic
behaviors; one of their curious features is the existence of two types of vortices (each vortex has vorticity
either parallel or antiparallel to the Cooper pair’s chirality) and the robustness of the antiparallel vortices
against nonmagnetic Born-like impurities. In this work, we study the impurity effect on the vortex of the
chiral p-wave superconductors through the quasiclassical Green’s function formalism. We take account of
impurities via the self-consistent t-matrix approximation so that we can deal with strong as well as Born-
like (i.e., weak) scatterers. We found that the spectrum is heavily broadened when the phase shift δ0 of each
impurity exceeds a critical value δc above which the impurity band emerges at the Fermi level. We also
found a quantitative difference in the impurity effects on the two types of vortex for δ0 < δc. Part of the
numerical results for δ0 < δc can be understood by a variant of the analytical theory of Kramer and Pesch
for bound states localized within vortex cores.
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I. INTRODUCTION
Low-energy excitations localized within quantized vortices of second-kind superconductors,
known as the Caroli-de Gennes-Matricon (CdGM) mode[1], dominate the physics of vortices and
the mixed phase of superconductors; these states considerably affect vortex flow resistivity, critical
current, and thermodynamic quantities at temperatures much lower than the transition temperature.
In the usual case, the CdGM mode is well understood as a kind of the Andreev bound states
(ABS)[2], and we refer to the bound-states as vortex-ABS in this paper.
Spin triplet superconductors (SCs) or superfluids (SFs), such as superfluid helium-3, exhibit
various phenomena that stem from their spin and orbital degrees of freedom. The vortices of these
superconductors can show a variety of behaviors that never take place in conventional s-wave su-
perconductors. Their rich physics has attracted not only theoretical but also practical interest. For
example, it has been predicted that a zero-energy state that obeys non-Abelian statistics can emerge
within the vortices of some types of spin-triplet superconductors[3, 4]. These exotic systems are
considered to be a candidate platform of novel devices for quantum computing[5].
A chiral p-wave SC/SF is believed to be realized in the thin film of the helium-3 A-phase[6, 7]
or Sr2RuO4[8–11]. This SC/SF has degenerated ground states that break time-reversal symmetry,
and accordingly, the Cooper pair of this system has a nonzero internal angular momentum. This
unusual feature causes unique phenomena such as the internal Magnus effect[12–14].
Another anomalous feature caused by the internal angular momentum is the existence of two
different types of vortex; each vortex has angular momentum (vorticity) either parallel or antipar-
allel to the internal angular momentum (chirality) of the Cooper pairs. In this paper, we call the
former a “parallel vortex” and the latter an “antiparallel vortex”[15].
There have been some theoretical predictions that parallel and antiparallel vortices exhibit
qualitative differences[15–21]. One of the most significant differences is the impurity effect on
the vortex-ABS; the antiparallel vortex is very tolerant toward impurities but the parallel one is
not[15, 17, 19–21]. This robustness is unique to the antiparallel vortex of the chiral p-wave su-
perconductors and is very useful in the sense that it will enable us to detect the domains of the
degenerate states using vortices. The connection between this phenomenon and the topologically
protected states or the odd-frequency pairing[15, 22–24] has been widely discussed.
Most of the previous studies, however, have been carried out on the effect of a single impurity
within a vortex core[17, 24] or spatially averaged Born-like (weak) impurities [15, 19–21]. In
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some systems, impurities are very strong and should be treated not as Born-like but as unitary-like
(e.g., Refs. [25–27]), and hence previous studies are insufficient from this viewpoint. Indeed, the
Kramer-Pesch effect[28] of antiparallel vortices is weakened by sufficiently strong scatterers[29],
and other properties of a vortex may also be different between Born- and unitary-like scatterers.
Generally speaking, unlike weak scatterers, strong scatterers within anisotropic superconductors
generate impurity bands within the superconducting gap. Chiral p-wave superconductivity is fully
gapped, and thus the effect of the emergence of low-energy excitation states by the impurities on
this system is expected to be more apparent than that in nodal superconductors.
In addition, even for the Born-like impurities, Sauls and Eschrig have reported that the differ-
ence between parallel and antiparallel vortices is not so large under a self-consistent numerical
calculation[30]. A consensus regarding the impurity effect on this system has not yet been estab-
lished.
Thus, we study the impurity effect on the vortex of the chiral p-wave superconductors, which
are expected to have many anomalous features, some of which are still controversial. In a previous
work[31] we reported the relationship between the phase-shift of the single impurity scattering and
the local density of states (LDOS) within an isolated integer vortex through numerical calculations.
In this paper, we will show more numerical results and interpretations.
This paper is organized as follows. In Sec. 2, we provide a brief summary of the quasiclassical
method used in this study. In Sec. 3, we present the results of our numerical calculations. In Sec. 4,
we discuss the physics and try to explain it analytically with the Kramer-Pesch approximation, and
the last section is for concluding remarks. Throughout this paper, we use a unit system where ~ = 1
and kB = 1.
II. FORMULATION
A. Quasiclassical theory of superconductivity
We consider two-dimensional chiral p-wave superconducting systems with a circular symmet-
ric Fermi surface. The London penetration depth of the superconductor is assumed to be much
larger than the coherence length, and thus we neglect the electromagnetic potential.
In this study, we use the theory so-called quasiclassical method[32–34]. This theory corre-
sponds to the Andreev approximation and is well suited to study most superconducting systems,
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where the coherence length ξ0 at zero temperature in the absence of impurities is much larger than
its inverse Fermi momentum k−1F . The quasiclassical Green’s function gˇ is defined as
gˇ(z, r, kˆ) =
∫
dεkGˇ(z, r, k) =
 g f− f † −g
 , (1)
where Gˇ is the spinless Gor’kov Green’s function, kˆ is a unit vector in the direction of the
Fermi momentum defined as k = kF kˆ = (kF cosα, kF sinα), εk = k2/(2m∗), where m∗ is the
mass of an electron, and z is a complex frequency that is taken as a Matsubara frequency iωn =
ipiT (2n + 1) when we search for the pair potential in the self-consistent calculation, or a real fre-
quency  + iη when we calculate the spectral function of the retarded Green’s functions. The
quasiclassical Green’s function satisfies the normalized condition gˇ2 = −pi2τˇ0 and obeys the Eilen-
berger equation[32]
−ivF · ∇gˇ =
[
zτˇ3 − ∆ˇ − Σˇ, gˇ
]
. (2)
Here,
[
Aˇ, Bˇ
]
= AˇBˇ − BˇAˇ is the commutator, and vF = vF(cosα, sinα) denotes the Fermi velocity.
τˇi (i = 0, 1, 2, 3) are the Pauli matrices in the particle-hole space. ∆ˇ is the pair potential
∆ˇ(r, kˆ) =
 0 ∆(r, kˆ)−∆∗(r, kˆ) 0
 (3)
and
Σˇ(z, r) =
Σd(z, r) Σ12(z, r)Σ21(z, r) −Σd(z, r)
 (4)
is the impurity self-energy. We apply t-matrix approximation to obtain the self-energy from the
Green’s function[35],
Σˇ(z, r) =
Γn〈gˇ〉/pi
cos2 δ0 − sin2 δ0 (〈g〉2 − 〈 f 〉〈 f †〉) /pi2 . (5)
Here, Γn is the scattering rate of the normal state and δ0 ∈ [0,pi/2] is the phase-shift of a single
impurity. The Born limit (the unitary limit) corresponds to δ0 = 0 (δ0 = pi/2). In this paper,
we denote an averaged value on the Fermi surface by 〈•〉, i.e., 〈A〉 = 〈A(α)〉α =
∫
dαA(α)/(2pi).
We consider the partial wave with the angular momentum ` = 0 (s-wave scattering) of impurity
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scattering and we ignore the anisotropic part (the partial wave with the angular momentum ` ≥ 1)
.
The pair potential ∆ satisfies the gap equation
∆(r, kˆ) = N0T
∑
n,|ωn |≤ωc
〈U(α − α′) f (iωn, r, α′)〉α′ , (6)
where N0 denotes the density of states (DOS) in the normal state on the Fermi level and U(α) =
2λ cosα is the coupling potential. λ satisfies
1
N0λ
= ln
T
Tc0
+
∑
n=0,ωn≤ωc
1
n + 1/2
, (7)
where ωc is the cutoff of the Matsubara frequency and Tc0 is the critical temperature without
impurities.
B. Solution for bulk
Here, we summarize the solution for the homogeneous case, which will serve as basic materials
to discuss the physical properties of a single vortex.
For a homogeneous system, ∇gˇ is zero and 〈 f 〉 = 〈 f †〉 = 0 in a chiral p-wave SC, and thus in
the bulk, Σ12 = Σ21 = 0. The solution to (2) in the homogeneous case is expressed as
gˇ = −pi z˜τˇ3 − ∆ˇ√−z˜2 + |∆ |2 . (8)
Here, z˜ = z − Σd is the renormalized frequency, which is determined implicitly by
z˜ − piΓnz˜√−z˜2 + |∆ |2 (cos2 δ0 − z˜2(−z˜2 + |∆ |2)−1 sin2 δ0) = z. (9)
The branch in (9) should be taken so that z˜ is an analytic function for the upper or lower half
complex plane of z and satisfies the asymptotics
z˜→ z + ipiΓn sgn(Im z), | Im z | → ∞. (10)
From the above equations and (6), we can obtain the magnitude of the pair potential in the bulk
∆b(T, Γn, δ0) under given Γn and δ0 at temperature T .
The critical temperature Tc under a given Γn can be derived by linearizing (6); it is given by the
Abrikosov-Gor’kov law for anisotropic superconductors[36] and does not depend on δ0[37]. On
the other hand, the magnitude of the pair potential |∆b(T, Γn) | depends on δ0 (e.g., Fig. 1).
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FIG. 1. (Color online) Dependence of bulk pair potential |∆b(T = 0.3Tc0, Γn) | on the phase-shift δ0 (the
parameters of the calculation are the same as in the Sec. II E).
In the following, we see that the existence of the low-energy DOS in the bulk is crucial to the
states in the vortex core. For a relatively large phase-shift δ0, the DOS emerges on the Fermi
surface[38, 39]. The critical phase-shift δc is described as
δc = arccos
√
Γn
|∆b(Γn; δc) | , (11)
as explained in the Appendix A. The DOS in the bulk can be derived from −N0 Im g(z)/pi |z→+i0
with (8) and (9), and is later shown by the red curves in Fig. 4.
C. Single vortex
We assume that the vortex is axial symmetric and we take the center of the vortex as the origin
of the coordinate system r = (r cos φ, r sin φ). To solve (2), we transform the equation to two
independent Riccati-type ordinary differential equations[40–42],
ivF · ∇γ = −(∆∗ − Σ21)γ2 − 2(z − Σd)γ − (∆ + Σ12), (12)
ivF · ∇γ¯ = −(∆ + Σ12)γ¯2 + 2(z − Σd)γ¯ − (∆∗ − Σ21), (13)
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and the Green’s function is represented by γ and γ¯ as
gˇ =
−ipi sgn(Im z)
1 + γγ¯
1 − γγ¯ 2iγ−2iγ¯ −(1 − γγ¯)
 . (14)
The path along which Eqs. (12) and (13) are solved is parallel to the momentum of the quasipar-
ticles and called a quasiclassical trajectory. We denote by s = r cos(φ − α) and b = r sin(φ − α),
respectively, the coordinates along and perpendicular to the quasiclassical trajectory.
We denote the pair potentials for antiparallel and parallel vortices by ∆(a) and ∆(p) respectively,
which have the forms [15, 21, 30]
∆(a)(r, kˆ) = ∆(a)+ (r)ei(φ−α) + ∆
(a)
− (r)e
i(−φ+α), (15)
∆(p)(r, kˆ) = ∆(p)+ (r)ei(φ+α) + ∆
(p)
− (r)e
i(3φ−α). (16)
Here, the subscript + (−) indicates the dominant (induced) part of the pair potential; we fix the
overall phase of the pair potentials so that ∆(a,p)+ (r → ∞) is positive real.
Each matrix element of Σˇ is coupled to z, ∆, and ∆∗ as in (2), and the rotational symmetry
constrains them to have the following forms[21]:
Σd(r, φ + θ) = Σd(r, φ) = Σd(r), (17)
Σ12(r, φ + θ) = Σ12(r, φ)e+ilθ, (18)
Σ21(r, φ + θ) = Σ21(r, φ)e−ilθ. (19)
Here, l is the total angular momentum of the system: l = 0 for the antiparallel vortices and l = 2
for the parallel vortices. For both cases, we assume that γ and γ¯ satisfy
γ(s, b) =
−z˜ + sgn(Im z)i√−z˜2 + |∆ |2
∆∗
for s = − sgn(Im z)sc, (20)
γ¯(s, b) =
z˜ − sgn(Im z)i√−z˜2 + |∆ |2
∆
for s = + sgn(Im z)sc (21)
at a sufficiently large cutoff sc  ξ0.
D. Kramer-Pesch approximation and its variant
As a prerequisite to discuss the results of numerical calculations, we summarize an approximate
expression for the quasiclassical Green’s function near the vortex cores and its variant. In pure
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superconductors (Σˇ = 0), the Green’s function near the vortex core at a low energy, | |  |∆b|, is
known to be described by the analytical expression [19]
gˇ(a,p)(, r, α) =
pivF exp
[
−u(a,p)(s; b)
]
2C(a,p)(b)
Mˇ(a,p)(α)
 − E(a,p)∆ (b) + iη
. (22)
The quantities in this expression denote
u(a)(s; b) =
2
vF
∫ |s|
0
ds′
s′
(
∆(a)+ (
√
s′2 + b2) + ∆(a)− (
√
s′2 + b2)
)
√
s′2 + b2
, (23)
u(p)(s; b) =
2
vF
∫ |s|
0
ds′
 s′∆(p)+ (√s′2 + b2)√
s′2 + b2
+
(s′3 − 3b2s′)∆(p)− (
√
s′2 + b2)
(s′2 + b2) 32
 , (24)
C(a,p)(b) =
∫ ∞
0
ds′ exp[−u(a,p)(s′; b)], (25)
E(a)∆ (b) =
1
C(a)(b)
∫ ∞
0
ds′
b
(
∆(a)+ (
√
s′2 + b2) − ∆(a)− (
√
s′2 + b2)
)
√
s′2 + b2
exp[−u(a)(s′; b)], (26)
E(p)∆ (b) =
1
C(p)(b)
∫ ∞
0
ds′
b∆(p)+ (√s′2 + b2)√
s′2 + b2
+
(3bs′2 − b3)∆(p)− (
√
s′2 + b2)
(s′2 + b2) 32
 exp[−u(p)(s′; b)],
(27)
Mˇ(a)(α) =
 1 −i−i −1
 , Mˇ(p)(α) =
 1 −ie2iα−ie−2iα −1
 . (28)
In impure but clean superconductors, we expect that an expression similar to (22) gives a good
approximation to gˇ[19]:
gˇ(a,p)(, r, α) =
pivF exp
[
−u(a,p)(s; b)
]
2C(a,p)(b)
Mˇ(a,p)(α)
 − E(a,p)∆ (b) − E(a,p)Σ (, b, α)
+ gˇ(a,p)cont . (29)
The first and second terms in the right-hand side represent, respectively, the contributions from the
vortex-ABS and the impurity bands in the bulk. Here,
E(a,p)Σ (, b, α) =
1
C(a,p)(b)
∫ ∞
0
dsΣ˜(a,p)(, s, b, α) exp[−u(a,p)(s; b)] (30)
with
Σ˜(a)(, s, b, α) = Σd(, s, b) − i2 (Σ12(, s, b) + Σ21(, s, b)) , (31)
Σ˜(p)(, s, b, α) = Σd(, s, b) − i2
(
Σ12(, s, b)e−2iα + Σ21(, s, b)e+2iα
)
(32)
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represents the self-energy effect on the excitation spectrum; the real and imaginary parts represent,
respectively, the renormalization of the spectrum and damping effects. The spectrum of the vortex-
ABS is determined implicitly by
 − E(a,p)∆ (b) − Re E(a,p)Σ (, b) ∼  − E(a,p)∆ (b) − Re E(a,p)Σ (0, b) − 
∂
∂′
Re E(a,p)Σ (
′, b)
∣∣∣∣
′=0
= 0, (33)
which yields the excitation energy of the vortex-ABS
 = Z(b)
(
E(a,p)∆ (b) − Re E(a,p)Σ (0, b)
)
≡ E˜(a,p)(b) (34)
with
Z =
(
1 − ∂
∂′
Re E(a,p)Σ (
′, b)
∣∣∣∣
′=0
)−1
. (35)
Here, Z is the renormalization factor of the excitation spectrum. Near  = E˜(b), (29) reduces to
gˇ(a,p)(, r, α) ∼
pivF exp
[
−u(a,p)(s; b)
]
2C(a,p)(b)
Z(a,p)(b)Mˇ(a,p)(α)
 − E˜(a,p)(b) + iΓ(a,p)(, b) + gˇ
(a,p)
cont (36)
with
Γ(a,p)(, b) ≡ −Z(b) Im E(a,p)Σ (, b). (37)
When the peak broadening by impurities is not so large, the function form of (36) tells us that
Γ(a,p)( = E˜(b), b) corresponds to the inverse lifetime of the bound states.
E. Method for numerical calculation
We use the adaptive fourth- and fifth-order Runge-Kutta method[43] to solve (12) and (13). The
discrete sampling points ri along the radial line are taken as ri = r˜(exp(Ri)− 1) as in Ref. [44]. For
each sampling point, we take equally spaced trajectories in the momentum space. The numbers
of trajectories are 200–3200, which are set to be large enough to accomplish the accuracy and
depend on the given parameters. We first set an initial value for the energy gap to solve the
Riccati equations and obtain the quasiclassical Green’s function for all Matsubara frequencies with
r˜ = 0.01ξ0 and Ri = 0.07i, then solve gap equation (6), and repeat these steps until the maximum
relative or absolute difference of ∆ (for Matsubara frequencies) or 〈gˇ(z)〉 (for real frequencies) is
less than 10−3 for all r, as described in Refs. [15, 20, 21, 31]. We take the cutoffs ωc = 10∆0
9
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FIG. 2. (Color online) Angular resolved LDOS for T = 0.3Tc0, Γn = 0.3∆0, and δ0 = 0 (Born limit). Top:
lz = 0 (antiparallel); bottom: lz = 2 (parallel).
and xc = 100piξ0. After calculating the order parameter self-consistently, we calculate Green’s
functions for real-time frequencies +iη by solving (12) and (13), with r˜ = 0.001ξ0 and Ri = 0.06i.
We first set the smearing factor as η = 0.005∆0 and reduce it to zero in the final results presented
in this paper. We use the extended Anderson mixing scheme[45] to accelerate the convergence.
III. NUMERICAL RESULTS
Figure 2 shows the angular resolved LDOS N(, r) = −N0 Im g(, r, α)/pi at s = 0 for various
values of b near the vortex core in the presence of Born scatterers (i.e., δ0 = 0). The angular re-
solved LDOS does not depend on α. We see that there is a single peak for each curve in the energy
range shown here. The peak position  = (b) shifts to a higher energy as the impact parameter b
increases and we identify (b) with the excitation energy of the vortex-ABS. At the vortex center
r = 0, the angular resolved LDOS is equivalent to the LDOS[31]. We see a clear difference in the
spectrum between the antiparallel (top) and parallel vortices (bottom). The sharper peaks at the
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FIG. 3. (Color online) Angular resolved LDOS for T = 0.3Tc0, Γn = 0.3∆0, and δ0 = pi/2 (unitary limit).
Top: lz = 0 (antiparallel); bottom: lz = 2 (parallel).
top of Fig. 2 imply that the vortex-ABS within the antiparallel vortex is more tolerant toward the
Born scatterers than that within the parallel vortex.
In the unitary limit, in contrast, the spectra are more broadened than those in the Born limit,
both in the antiparallel and parallel vortices (Fig. 3). We thus see that the unitary impurities affect
the vortex-ABS much more than the Born impurities.
To see the δ0-dependence of the spectral shape, we focus on the angular resolved LDOS for
various values of δ0 at the vortex core (s = b = 0), which is shown in Fig. 4 (left column for
antiparallel vortex and right column for parallel vortex) by blue dots. For comparison, we show
the DOS of the impurity band in the bulk by the red curves. We note that δc ≈ 0.52pi/2 for the
present parameters T = 0.3Tc and Γn = 0.3∆0.
We see in the left column (antiparallel vortex) that the peak in the spectrum is sharp for δ0 = 0
and 0.2pi, while the peak becomes broader as δ0(> 0.25pi) increases. In the right column (parallel
vortex) in Fig. 4, the spectrum becomes narrower and then becomes broader as δ0 increases from
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FIG. 4. (Color online) Angular resolved LDOS of the bulk and the core at T = 0.3Tc0, Γn = 0.3∆0. For this
parameter, δc is about 0.52pi/2. Blue circles: angular resolved LDOS at the core; Blue dashed curve: fitted
Lorentzian function; red solid curve: angular resolved LDOS at the bulk. Left: antiparallel vortex (lz = 0);
right: parallel vortex (lz = 2).
δ0 = 0 to 0.25pi. When δ0 & 0.25pi, the spectrum becomes broader as δ0 increases.
To quantify the effect of impurities, we fit the Lorentzian function c1/(2 + (Γ/pi)2) via some
constant c1 and the half width Γ of the angular resolved LDOS at the core to the calculated value
of the angular resolved LDOS at /∆0 = 0, ±0.005, ±0.010 and ±0.015. The resultant Lorentzian
functions are plotted by blue-dotted curves in Fig. 4. The obtained Γ are plotted in Fig. 5 for the
antiparallel vortex and in Fig. 6 for the parallel vortex. The arrows in these figures indicate δc for
each parameter.
For the antiparallel vortices (Fig. 5) at T = 0.1Tc (a) and T = 0.3Tc (b), we see that the half
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Γn = 0.2∆0; blue circles and dashed line: Γn = 0.3∆0; green diamonds and dotted line: Γn = 0.4∆0.
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FIG. 6. (Color online) Phase-shift dependence of the half-width of the zero energy angular resolved LDOS
at the center of the parallel vortex. The arrows are the same as these in Fig. 5. Left: T = 0.1Tc; Right:
T = 0.3Tc; red squares and solid line: Γn = 0.2∆0; blue circles and dashed line: Γn = 0.3∆0; green diamonds
and dotted line: Γn = 0.4∆0.
width of the spectral peak is small for δ0 < δc, while it becomes larger as δ0(> δc) increases for
Γn = 0.2∆0 and 0.3∆0. The crossover from small Γ to large Γ around δ0 = δc is more gradual at
Γn = 0.4∆0. As a counter-intuitive result in Fig. 5, we note that the peak width Γ at Γn = 0.3∆0 is
larger than the that at Γn = 0.4∆0 near the unitary limit, yet the weight of the peak at Γn = 0.3∆0
is larger than that at Γn = 0.4∆0. However, this just implies that the fittings are not quantitatively
good in these parameters and has no significant physical meaning. The corresponding data of the
angular resolved LDOS are in Appendix B.
For the parallel vortices (Fig. 6) at T = 0.1Tc (a) and T = 0.3Tc (b), we see that the half width of
the spectral peak depends on δ0 nonmonotonically when δ0 < δc while it increases monotonically
as δ0(> δc) increases for Γn = 0.2∆0 and 0.3∆0. This behavior is consistent with what we have
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FIG. 7. (Color online) Zero-energy (angular resolved) LDOS at the center of the vortex N( = 0, r = 0)/N0
with δ0 = pi/2 (left: T/Tc0 = 0.2; right: T/Tc0 = 0.3). The powers obtained by least-squares fitting
are −0.724 ± 0.002 (left) and −0.747 ± 0.008 (right). The scattering rate Γ itself is hardly quantified via
numerical calculation because of the very sharp spectrum with low impurities; therefore, we assume that
the shape of the spectrum is Lorentzian. Under this assumption, the inverse of the magnitude of the LDOS
is proportional to the scattering rate Γ.
observed in Fig. 4. We note that the results for Γn = 0.4∆0 in Fig. 6 deviate from this behavior.
This value of Γn might be too large to discuss the systematic properties of the impurity effect in
clean p-wave superconductors.
The spectral broadening for δ0 ∈ [δc,pi/2] inherently requires the self-consistent treatment of
the scattering process. We show an example. We numerically find the scaling law
Γ ∝ Γnϑ, ϑ ≈ 34 for δ0 =
pi
2
(38)
for the antiparallel vortex in clean superconductors Γn/∆0  0.1 at temperatures T/Tc = 0.2 and
0.3 (see Fig. 7). We do not find the explanation for this scaling relationship through the non-self-
consistent t-matrix approximation.
Now we discuss the role of δ0 on the basis of (30) with the numerically obtained Σ˜ and C(b) as
the input data. Equation (30) implies that Γ is given by the average of Σ˜ with the weight e−u/C(b)
along the trajectory with a constant b. Σ˜ can thus be regarded as the local scattering rate.
Figure 8 shows that Σ˜ vanishes practically for the antiparallel vortex for δ0 < δc. This implies
that δ0 does not affect the spectrum as long as δ0 < δc. For the parallel vortex, on the other
hand, the local scattering rate near the core is not suppressed in the Born limit. Besides, unlike
antiparallel vortices, the suppression of the scattering can be seen at the finite δ0.
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FIG. 8. (Color online) Position dependence of Σ˜(r,  = 0) calculated with the numerically obtained ∆ and Σˇ
for T = 0.3Tc and Γn = 0.2∆0. Top: antiparallel vortex; bottom: parallel vortex.
Figure 9 shows how Σ˜ affects the scattering rate at the core of the vortex [the integrated value
is proportional to Γ(b = 0)]. For δ0 > δc, we see that the most affected part of Σ˜ is not inside the
core. This implies that DOS in the bulk (the so-called “impurity band”) is responsible for the large
value of Σ˜ in the bulk (see Fig. 10) and yields the large value of Γ inside the vortex. We also see
that in both cases the impurity effect (contribution to Γ) is suppressed around the vortex cores, in
comparison with in the bulk region. We thus see that the finite δ0 affects the bound states in two
ways: it suppresses the local scattering rate near the core for 0 < δ0 < pi/2, and generates the DOS
and local scattering rate in the whole region on the trajectory for δc < δ < pi/2 (Fig. 9).
From the above observation, we may interpret the dependence of Γ on δ0 as follows. For suf-
ficiently large δ0, the scattering is suppressed in the vicinity of both the antiparallel and parallel
vortex cores; in other words, the vortex-ABS, which is localized around the vortex core, is insen-
sitive to the impurities. Besides, the impurities affect the vortex-ABS via the extended states in the
bulk region (i.e., the impurity band). It is necessary to consider the mixing of the vortex-ABS and
extended states to understand the effects of impurities on the scattering rate of the vortex-ABS.
We now summarize our findings in this section.
(i) The spectral shapes at low energy near the vortex cores are clearly different between antipar-
allel and parallel vortices, particularly from δ0 = 0 (Born limit) to δc.
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FIG. 9. (Color online) Position dependence of Σ˜(r,  = 0)e−u/C of antiparallel vortex for T = 0.3Tc and
Γn = 0.2∆0. The weight e−u/C is calculated with the numerical results, as well as ∆ and Σˇ. Top: antiparallel
vortex; bottom: parallel vortex.
(ii) The spectral shape at low energy near the core of the antiparallel vortex is sharp and the
impurities do not have a strong effect for δ0 ∈ [0, δc].
(iii) The peak width in the spectral shape at low energy near the core of the parallel vortex depends
nonmonotonically on δ0 ∈ [0, δc]. The finite δ0 suppresses the local scattering rate around
the core.
(iv) For δ0 ∈ [δc,pi/2], the spectral shapes become broader as δ0 increases for antiparallel and
parallel vortices. This broadening originates from the impurity band in the bulk.
(v) In the unitary limit with very small Γn, Γ for antiparallel vortices seems to obey a scaling
law.
We will discuss (i)-(iii) among the findings in the next section.
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IV. DISCUSSION
A. Difference in spectral broadening between antiparallel and parallel vortices
We have seen that spectral broadening is clearly different between antiparallel and parallel
vortices, particularly for δ0 ∈ [0, δc]. At the Born limit, earlier studies[15, 19, 20] have reached
the same conclusion but the authors of Ref. [30] came to a different conclusion. In Ref. [30], as
an origin of this discrepancy between Refs. [15, 20] and Ref. [30], the importance of the self-
consistent treatment of a two-component pair potential has been pointed out. In Ref. [15] and the
present study, however, calculations have been performed self-consistently.
One possible source of this discrepancy is the axial symmetric feature[46]. An analysis based
on the Ginzburg-Landau (GL) theory has been reported for this system[16], where it was argued
that the axial symmetry of the order parameter around the vortex can be spontaneously broken for
strong-coupling regimes. We use the quasiclassical theory in the weak-coupling regime[30], and
hence near the critical temperature, the vortex should be circular. However, our analysis is carried
out at a moderately low temperature, where GL theory is not applicable in general. It is still
unclear whether the non-axial symmetric vortex emerges at low temperatures. Further research on
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the structure of the vortex in the chiral p-wave superconductors is desirable.
B. Impurity effect in antiparallel vortex for δ0 ∈ [0, δc]
In this subsection, we discuss (ii) in our findings with the use of a variant of the Kramer-Pesch
approximation summarized in Sec. II D. When δ ∈ [0, δc), the impurity band has the energy gap ib,
the contribution from gˇcont to gˇ at energy lower than ib might be negligible. With the assumption
gˇcont ∼ 0 and the approximate expression (29) , Γ(b) = 0 follows as explained below. The self-
energy depends on the angular-averaged quasiclassical Green’s function. In the antiparallel vortex
core , Mˇ(a) does not depend on α; the averaged quasiclassical Green’s function thus has the form
〈gˇ(, r, α)〉 = 〈g(, r, α)〉
 1 −i−i −1
 , (39)
from which
〈g〉2 − 〈 f 〉〈 f †〉 = 0, (40)
Σˇ(a)(, r) =
Γn〈g〉
pi cos2 δ0
 1 −i−i −1
 , (41)
and
Σ˜(a)(, r) = 0, E(a)Σ = 0 (42)
follow. The imaginary part of the second equation in (42) yields Γ(a)(b) = 0, which reproduces in a
simplified way the numerical results that Γ is very small for the antiparallel vortex for δ0 ∈ [0, δc).
The vanishingly small Γ has been expected in the Born limit. Our numerical results and a brief
argument in this subsection show that Γ is small (compared with Γn) for the antiparallel vortex
with impurities with δ0 ∈ [0, δc) as well as in the Born limit.
We have confirmed that even when the anisotropic part (the partial wave with ` ≥ 1) of impurity
scattering is taken into account, (17)–(19) hold owing to the rotational symmetry; the suppression
of the impurity effect still takes place as long as Σd is small compared with ∆b.
We should mention two drawbacks of the above argument. First, our numerical results show
that Γ in this case is indeed small but finite. The origin of this is not yet identified. Second,
E(a)Σ = 0 yields no renormalization of the excitation spectrum E˜(b) of the bound states. Our
numerical calculation, however, shows that E˜(b) is renormalized by the presence of impurities.
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Thus, the improvement of the approximate analytical expression for the vortex bound state in the
presence of impurities is a future problem.
C. Impurity effect in parallel vortex for δ0 ∈ [0, δc]
When we apply the argument in the previous subsection to the parallel vortex (l = 2), it can be
shown by the same approximation [that uses gˇcont ∼ 0 and (29)] that Σ˜(p) is not zero, and therefore,
in general, E(p)Σ is not zero. The resultant Γ is on the order of Γn, which is consistent with our
numerical results. The argument relying on a variant of the Kramer-Pesch approximation leads to
a quantitative difference in Γ between antiparallel and parallel vortices for δ0(< δc).
The nonmonotonic δ0 dependence of Γ can be obtained qualitatively within a non-self-
consistent treatment. We assume some explicit form of the pair potential ∆ and its characteristic
length of variation ξ1 (let ∆b be the magnitude of ∆ in the bulk; assume that it is sufficiently large
compared with Γn), ignore the induced component of the pair potential ∆
(p)
− , and retain the leading
part in physical quantities with respect of b/ξ1 (these procedures are sometimes used for analyzing
vortices: e.g., Refs. [19] and [47]). We obtain u(s; b) = u(r) and
C(p)(b) = C0 + O
(
(b/ξ1)2
)
, (43)
E(p)∆ (b) = Epb/ξ1 + O
(
(b/ξ1)3
)
, (44)
where C0/ξ1 and Ep/∆b are both on the order of unity. The averages of the Green’s functions are
then
〈g(, r, α)〉α = −ipiξ˜1 exp[−u(r)]θ(r − |b |)
2
√
r2 − b2
+ O
(
(/Ep)2
)
, (45)
〈 f (, r, α)〉α = i〈g(, r, α)〉α
(
2b2 − r2
r2
)
e+2iφ + O
(
(/Ep)2
)
, (46)
−〈 f †(, r, α)〉α = i〈g(, r, α)〉α
(
2b2 − r2
r2
)
e−2iφ + O
(
(/Ep)2
)
, (47)
where ξ˜1 = vFξ1/(C0Ep) and b = ξ1/Ep. To derive the above, we use the relationship (z+ iη)−1 =
−ipiδ(z) + P z−1 and ignore the latter principal part P z−1. This also implies that we disregard the
renormalization factor and let Z = 1 in (37). The denominator of (5) becomes
cos2 δ0 − sin
2 δ0
pi2
(
〈g〉2 − 〈 f 〉〈 f †〉
)
= cos2 δ0 + sin2 δ0
ξ˜21b
2

r4
exp[−2u(r)]θ(r − b) + O
(
(/Ep)2
)
.
(48)
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Using these quantities, we can obtain the self-energy Σ˜(p). We integrate Σ˜(p) along the trajectory
with the impact parameter b as in (30), and then obtain an approximate Γ(p) (notice that exp[i(φ−
α)] = (s + ib)/r) for r on the trajectory satisfying b = b ,
Γ(, b = b) = 2Γn
ξ˜1
C0
∫ ∞
0
ds
sb2 exp[−2u(
√
s2 + b2 )]
cos2 δ0(s2 + b2 )2 + sin
2 δ0(ξ˜21b
2
 ) exp[−2u(
√
s2 + b2 )]
. (49)
This integral is not performed analytically; as a rough evaluation, we can approximate exp[−2u( √s2 + b2 )]
as θ(ξc − |s|) with a cutoff ξc on the order of ξ1. The integral in (49) then reduces to
Γ(, b = b) ∼ 2Γn ξ˜1C0
∫ ξc
0
ds
sb2
cos2 δ0(s2 + b2 )2 + sin
2 δ0(ξ˜21b
2
 )
(50)
=
2Γnb
C0 sin 2δ0
{
arctan
[
ξ2c + b
2

ξ˜1b tan δ0
]
− arctan
[
b
ξ˜1 tan δ0
]}
. (51)
As a reference, the expression for the s-wave vortex is given in Appendix C . When δ0 = 0, (51)
becomes
Γ(, b = b) =
δ0→0
2Γn
ξ˜1
C0
∫ ξc
0
ds
sb2
(s2 + b2 )2
(52)
=
Γnξ˜1ξ
2
c
C0(ξ2c + b2 )
. (53)
Note that ξ˜1/C0 ∼ O (1) and the Kramer-Pesch approximation written down in Sec. 2.4 is valid
only for b  ξc (which corresponds to   ∆b). We then obtain
Γ(, b = b)
∣∣∣∣
δ0=0
∼ Γn. (54)
When δ0 is nonzero, on the other hand, we obtain
(51) =
b→0
0, for all δ0 > 0, (55)
and this seems to conflict with our numerical results. This problem can be resolved by considering
Γ of finite b. As a remedy, we assume that
Γ(, b = b) in self-consistent calculation
∼

Γ(, b) in non-self-consistent calculation,  ≥ ∗
Γ(∗, b∗) in non-self-consistent calculation,  ≤ ∗
(56)
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FIG. 11. (Color online) Γ(∗, b∗) = ∗ from (51) with C0 = ξc = ξ˜1 = ξ0, Ep = ∆0, and Γn = 0.2∆0.
where ∗ > 0 is defined as the minimum  that satisfies Γ(, b = b) = . Figure 11 shows
∗ = Γ(∗, b∗) calculated from Eq. (51) with C0 = ξc = ξ˜1 = ξ0, Ep = ∆0, and Γn = 0.2∆0.
This assumption qualitatively well reproduces its dependence on δ0 although there are two points
to be improved. (i) Γ(∗, b = b∗) becomes zero while a finite Γ is numerically obtained. (ii)
Γ(∗, b = b∗) for δ0 = 0 is reduced, in comparison with Γn.
The suppression of Γ by the finite δ0 can be explained with (5); the increase in δ0 increases the
denominator of the self-energy in (5) and therefore suppresses Σ (or Σ˜) within the vortex core.
V. CONCLUSION
In this work, we study the phase-shift dependence of impurity scattering on the vortices of
two-dimensional chiral p-wave superconductors. We found the critical value δc, above which the
spectrum is heavily broadened for both parallel and antiparallel vortices. We attribute this to the
mixing between the vortex-ABS and the impurity bands in the bulk. For δ0 < δc, we confirm the
robustness of antiparallel vortices. We also found that a finite δ0 suppresses the impurity effect
within the parallel vortex core. Some of the above findings can be explained qualitatively by the
non-self-consistent Kramer-Pesch approximation.
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Appendix A: Derivation of (11)
Equation (11) can be derived from the bulk solution of the diagonal part of the quasiclassical
Green’s function g,
g(z) =
−piz˜√−z˜2 + |∆ |2 . (A1)
From (5), the self-energy in the bulk is
Σˇ(z) =
Γn〈g(z)〉τˇ3/pi
cos2 δ0 − sin2 δ0〈g(z)〉2/pi2
, (A2)
and because 〈g〉 = g, the diagonal part of the quasiclassical self-energy Σd(iωn) for iωn → 0 + iη,
the imaginary part of which gives the DOS at the Fermi level, satisfies the sextic equation
Σ2d
{
Σ4d +
(
Γ2n − 2|∆ |2 cos2 δ0
)
Σ2d +
(
|∆ |4 cos4 δ0 − Γ2n |∆ |2
)}
= 0. (A3)
Thus, the behavior of the root of the quadratic equation
x2 + (Γ2n − 2|∆ |2 cos2 δ0)x + (|∆ |4 cos4 δ0 − Γ2n |∆ |2) = 0 (A4)
tells us the existence of the DOS on the Fermi surface. We know that ReΣd = 0 because of the
particle-hole symmetry. In addition, we also know that ImΣd = 0 when Γn = 0 and δ0 = 0, and
ImΣd , 0 when δ0 = pi/2 with finite Γn[38, 39]. The physical solution should continuously vary
from these limits when Γn or δ0 or both are continuously changing. Consequently, the condition
under which (A4) has negative real solutions is
cos δ0 <
√
Γn/|∆ | or
√
2 cos δ0 < Γn/|∆ |, (A5)
and in both cases, (A4) has only one negative solution. For temperatures near Tc, Γn > |∆ | and
both equations are satisfied; there is an impurity band. For Γn ≤ |∆ | (which means sufficiently low
temperature and low impurity scattering in the normal state),
δ0 > arccos
√
Γn/|∆ | (A6)
is a necessary condition for nonzero Σd. Assuming that ∆ is a monotonically decreasing function
of δ0 for given Γn (we check this statement numerically for the parameters used in this paper, as
in Fig. 1), δc defined as (11) is unique and Σd has only one nonzero solution reachable from the
limits when δ0 is greater than δc and Γn ≤ |∆ |. Therefore, at low temperatures, it is a critical point
of the phase-shift, above which there exists a finite DOS on the Fermi surface.
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FIG. 12. (Color online) Angular resolved LDOS at vortex core for lz = 0 (antiparallel), T = 0.1Tc0,
Γn = 0.2∆0. Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
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FIG. 13. (Color online) Angular resolved LDOS at vortex core for lz = 0 (antiparallel), T = 0.1Tc0,
Γn = 0.3∆0. Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
Appendix B: Spectrum at the vortex core
In this appendix, we present the spectrum of angular resolved LDOS at the vortex core for
some parameters (Figs. 12–17). In these figures, the dotted lines represent the fitted Lorentzian
functions in the same way as in Fig. 4. We can see the following properties:
(i) The nonmonotonic δ0-dependence of Γn of the parallel vortex is not negligible for a clean
SC (Fig. 15).
(ii) The Lorentzian fitting of the spectrum does not work well for strong scatterers (large δ0
for antiparallel case, and large δ0 or large Γn for parallel case), where the structure of the
spectrum is nearly lost.
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FIG. 14. (Color online) Angular resolved LDOS at vortex core for lz = 0 (antiparallel), T = 0.1Tc0,
Γn = 0.4∆0. Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
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FIG. 15. (Color online) Angular resolved LDOS at vortex core for lz = 2 (parallel), T = 0.1Tc0, Γn = 0.2∆0.
Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
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FIG. 16. (Color online) Angular resolved LDOS at vortex core for lz = 2 (parallel), T = 0.1Tc0, Γn = 0.3∆0.
Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
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FIG. 17. (Color online) Angular resolved LDOS at vortex core for lz = 2 (parallel), T = 0.1Tc0, Γn = 0.4∆0.
Left: δ0 = 0.0pi/2 (Born limit); center: δ0 = 0.5pi/2; right: δ0 = 1.0pi/2 (unitary limit).
Appendix C: Phase-shift dependence of s-wave vortices
In the s-wave case, the same procedure yields
〈g(, r, α)〉α = −ipiξ˜1 exp[−u(r)]θ(r − | b |)
2
√
r2 − b2
+ O
(
(/Ep)2
)
, (C1)
〈 f (, r, α)〉α = −〈g(, r, α)〉αbr e
+iφ + O
(
(/Ep)2
)
, (C2)
−〈 f †(, r, α)〉α = +〈g(, r, α)〉αbr e
−iφ + O
(
(/Ep)2
)
, (C3)
and
cos2 δ0 − sin
2 δ0
pi2
(
〈g〉2 − 〈 f 〉〈 f †〉
)
= cos2 δ0 + sin2 δ0
ξ˜21
4r2
exp[−2u(r)]θ(r − b) + O
(
(/Ep)2
)
.
(C4)
The scattering rate is then
Γ(, b = b) ∼ − Im
∫ ξc
0
ds
Σ˜
C0
(C5)
∼ 2Γnξ˜1
C0
∫ ξc
0
ds
s
4(s2 + b2 ) cos2 δ0 + ξ˜21 sin
2 δ
(C6)
= Γn
ξ˜1
4C0
1
cos2 δ0
ln
4(ξ2c + b
2
 ) cos
2 δ0 + ξ˜
2
1 sin
2 δ0
4b2 cos2 δ0 + ξ˜21 sin
2 δ0
. (C7)
In the limit δ0 → 0, it becomes[48]
Γ =
Γnξ˜1
4C0
ln
ξ2c + b
2

b2
' −Γnξ˜1
2C0
ln
| b |
ξc
for | b |  ξc ∼ ξ0, (C8)
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and in the limit b → 0,
Γ =
Γnξ˜1
4C0
1
cos2 δ0
ln
4ξ2c cos
2 δ0 + ξ˜
2
1 sin
2 δ0
ξ˜21 sin
2 δ0
' − Γnξ˜1
2C0 cos2 δ0
ln δ0 for δ0 → 0. (C9)
Equation (C9) shows that in the s-wave superconductors with the non-self-consistent treatment of
impurity self-energy, a finite phase-shift suppresses the logarithmic divergence at the vortex core,
as in a previous study[49].
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