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We extend the definition of the gap function defined by Auslender for a more
general class of variational inequality problems involving some convex function. A
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1. INTRODUCTION
w xIn Hearn 4 , the gap function of a convex optimization problem is
discussed, and the meaning of ``gap'' is interpreted as the difference
between the cost function and the maximum of its Wolfe dual. In some
operation research problems, optimization models are sometimes inade-
quate and problems such as asymmetric traffic equilibrium models are
often formulated as variational inequality problems, which include convex
optimization problems as a special case. In the operations research litera-
ture, the common variational inequality problem under studied is given as
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follows:
Problem VI. Given a closed convex set K ; R n and a vector-valued
function F: R n ª R n, find a point x 0 g K such that
T0 0F x x y x G 0 ;x g K . 1.1 .  .  .
Existence, uniqueness, and solution methods for this type of problem
 w x.have been extensively studied see Narguney 6 . In particular, Auslender
w x1 defined the following gap function for Problem VI:
 .DEFINITION 1.1 Auslender's Gap Function .
T
f x s max F x x y y . 1.2 .  .  .  .
ygK
It is not difficult to show that
 .  .Property 1.1. i f x G 0 ;x g K, and
 .  0. 0ii f x s 0 if and only if x solves Problem VI.
These properties can also serve to be the definition of a gap function. In
w xgeneral, this gap function is not differentiable, but Auslender 1 shows
that it is differentiable if the ground set K is strongly convex. The
nondifferentiability of the gap function poses a major difficulty for mini-
mizing the gap function as a method for solving Problem VI. Fukushima
w x3 subsequently proposed a differentiable optimization problem for solving
Problem VI. To the best of our knowledge, there has been no interpreta-
tion of the meaning of ``gap'' as was done by Hearn for convex optimiza-
.tion problems in the context of variational inequality. In this paper, we
seek to provide a meaningful interpretation to the gap function, and show
that it is intimately related to the duality of variational inequality. We also
 .  .show that i and ii can basically be interpreted as weak duality and
strong duality, respectively. Lastly, we show that the gap functions of a pair
of primal]dual variational inequality corresponds to a pair of primal]dual
Fenchel optimization problems.
2. DUALITY OF VARIATIONAL INEQUALITY
To understand the duality of Problem VI in its full generality, it is more
expedient to study the following class of extended variational inequality
problems:
Problem EVI. Given a vector-valued injective function F: R n ª R n
and a scalar-valued lower semicontinuous proper convex function f : R n ª
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0 n 4R, where R s R j q` , find a point x g R such that
T0 0 0 nF x x y x G f x y f x ;x g R . 2.1 .  .  .  .  .
Problem EVI was first studied in the context of partial differential
w xequations by Stampacchia 8 . Note that Problem EVI reduces to Problem
VI if we let f be the indicator function for the convex ground set K, that
 .  .is, f x s 0 if x g K and f x s q` if x f K. In general, the effective
domain of the convex function f implicitly defines the convex ground set
 .K in the context of Problem VI, since if x f K, that is, f x s q`, then
 . 0  .the inequality 2.1 is always true, whilst if x f K, then the inequality 2.1
is never true. The assumption that F is injective allows one to construct
the following function:
G: yRange F ª R n s.t. G u s yFy1 yu . 2.2 .  .  .  .
 . y1 . nConsequently, F x s yG yx . Let g : R ª R be the Fenchel conju-
gate of f defined by:
 .DEFINITION 2.1 Fenchel Conjugate .
f U u s max xT u y f x . 2.3 4 .  .  .
nxgR
In the case where f is the indicator function for some convex set K, its
U  .Fenchel conjugate is the support function of K, that is, f u s
T  w x. Umax u x. It is well known Rockefellar 7 that f is convex, and thatx g K
 . Uif f is closed or lower semicontinuous , then the Fenchel conjugate of f
 .is f. From the definition 2.3 we have:
 .LEMMA 2.1 Young's Inequality .
f x q f U u y xT u G 0 ;x, u g R n . 2.4 .  .  .
 w x.Define the dual of Problem EVI to be Mosco 5 :
 . n  .Problem DEVI. Given G: yRange F ª R , as defined by 2.2 , and
n 0 .  .g : R ª R, as defined by 2.3 , find a point u g yRange F such that
T U U0 0 0 nG u u y u G f u y f u ;u g R . 2.5 .  .  .  .  .
Problem EVI and its dual DEVI are related by the duality theorem
 w x.Mosco 5 :
 . 0 0  0.THEOREM 2.1. i x sol¨ es EVI if and only if u s yF x sol¨ es
DEVI.
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 .  .  .ii The ¨ariational inequalities 2.1 and 2.5 hold if and only if
0  0. 0  0.u s yF x or x s yG u , and
TU0 0 0 0f x q f u y x u s 0. 2.6 .  .  .  .
Proof. The original proof of Mosco requires the use of subdifferential
and other results in abstract notions. The following proof is a simpler one
which requires only the definition we have laid down so far.
Say x 0 solves Problem EVI. Then
T0 0 0 nF x x y x G f x y f x ;x g R , .  .  .  .
or
T T0 0 0 0 nyF x x y f x G yF x x y f x ;x g R , .  .  .  .
implying that
T T0 0 0 0yF x x y f x s max yF x x y f x .  .  .  . 5
nxgR
s f U yF x 0 s f U u0 . 2.7 .  .  . .
0  0. nIf u s yF x does not solve Problem DEVI, then there exists a u g R
such that
T U U0 0 0G u u y u - f u y f u .  .  .  .
 .and by 2.7 we have
T U0 0 0u x - yf x y f u .  .  .
or
TU0 0f x q f u y x u - 0, .  .  .
 . 0contradicting Young's inequality in 2.4 . To prove u solves Problem
DEVI implies x 0 solves Problem EVI, we proceed as before with the role
of f , F, x, x 0 interchanged with g, G, u, u0, respectively, and by noting that
the biconjugate of f is itself, since f is a lower semicontinuous, or closed,
 .  .function. The proof of ii follows directly from 2.7 .
Auslender's definition of the gap function may now be extended for
Problem EVI.
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 .DEFINITION 2.2 Extended Gap Function .
T
f x s max F x x y y q f x y f y . 2.8 .  .  .  .  .  . 4
nygR
This form of definition readily leads to an alternative form involving the
Fenchel conjugate of f :
f x s f x q f U yF x q xTF x . 2.9 .  .  .  .  . .
As with Auslender's gap function, this extended gap function also has the
following properties:
 .  . nProperty 2.1. i f x G 0 ;x g R , and
 .  0. 0ii f x s 0 if and only if x solves Problem EVI.
 .Clearly, i follows directly from Young's inequality and can be interpreted
 .  .as a form of weak duality. ii follows from Theorem 1 ii and can be
interpreted as a form of strong duality. The meaning of a ``gap'' is now
apparent.
To complete the discussion of VI duality, we may further define the gap
function for Problem DEVI as follows:
 .DEFINITION 2.3 Dual Gap Function .
T U Uc u s max G u u y v q f u y f v , u g yRange F . .  .  .  .  .  . 4
nvgR
2.10 .
Clearly, c satisfies the following gap properties:
 .  .  .Property 2.2. i c u G 0 ;u g yRange F , and
 .  0. 0ii c u s 0 if and only if u solves Problem DEVI.
The primal gap function and dual gap function are related as follows:
n  .THEOREM 2.2. Let x g R and u g yRange F . Then
 .  .   ..  .i f x s 0 if and only if c yF x s 0 if and only if f x q
U   .. T   ..f yF x y x yF x s 0, and
 .  .   ..   ..ii c u s 0 if and only if f yG u s 0 if and only if f yG u q
U  . T   ..f u y u yG u s 0.
 .  .Proof. i f x s 0 if and only if x solves Problem EVI if and only if
 .   ..yF x solves DEVI if and only if c yF x s 0 if and only if
T U Uy1max yF F x u y v y f v q f yF x s 0, .  .  .  . .  . 4
nvgR
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that is,
max xT v y f U v q f U yF x y xT yF x s 0 4 .  .  . .  .
nvgR
if and only if
f x q f U yF x y xT yF x s 0. .  .  . .  .
 .The proof for ii is similar.
3. PROPERTIES OF GAP FUNCTIONS
Gap functions furnish a natural method for solving Problem EVI, since
the solution of EVI is also the global minimum of the gap function, and
furthermore this solution yields the known optimum value of zero. To be
able to solve this optimization problem effectively, we need to understand
a bit more about the convexity and smoothness of gap functions.
DEFINITION 3.1. A function F: R n ª R n is monotone if, ;x, y g R n,
  .  ..T  .F x y F y x y y G 0.
THEOREM 3.1. If F is affine and monotone, then the gap function f is
con¨ex.
 .Proof. It suffices to show that each term of 2.9 is convex. f is by
T  .definition convex; x F x is convex if F is monotone. It remains to show
U   .. Uthat f yF x is convex. Now f is the Fenchel conjugate of a convex
 w x.function and hence is convex Rockefellar 7 . If F is affine, so is yF. It is
well known that the composition of a convex function with an affine
U  .function f ( yF is also convex.
Remark 3.1. To have f strictly convex, it suffices to require either f to
be strictly convex or F to be strictly monotone.
w xRemark 3.2. Note that in the context of convex optimization, Hearn 4
T  .requires that x F x be convex, K be polyhedral, and F be concave in
order for the gap function to be convex. The last concavity requirement
stems from the fact that, without f , the function f U is monotone; hence if
U  .F is concave, f ( yF is convex. Clearly, concavity of F is a weaker
condition than linearity of F as required by Theorem 3.1. Unfortunately,
with the presence of a convex function f , the conjugate function f U is, in
general, no longer monotone. Hence requiring F to be concave would not
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have made a difference. Another sufficient condition requiring only con-
cavity of F is as follows:
 .T  .THEOREM 3.2. If F x x is a con¨ex function of x, F x is a conca¨e
function, and
cT x q d, if x g K ,f x s .  q`, otherwise,
 4where K s x: Ax s b, x P 0 is a polyhedral set, then the gap function f is
con¨ex.
 .Proof. By expression 2.9 and given conditions, it is sufficient to prove
that f U is monotone. By the definition of Fenchel conjugate dual and the
duality of linear programming,
f U y s max xT y y f x 4 .  .
nxgR
s max xT y y cT x y d 4
xgK
 T 4s yd q min l b .
T T Tl APy yc
If y P y , then1 2
f U y G f U y . .  .1 2
UThus f is monotone.
Before investigating the differentiability of the gap function f, let us
w xrecall some definitions of a proper convex function 7 .
nDEFINITION 3.2. A proper convex function f : R ª R is said to be
essentially differentiable if the following three conditions hold:
 .   ..i int dom f is not empty;
 .   ..ii f is differentiable on int dom f ;
 . 5  .5  4iii lim =f x s q` whenever x is a sequence iniªq` i i
  ..   ..int dom f converging to a boundary point of int dom f .
A proper convex function f is said to be essentially strictly convex if f is
 <  . 4  .strictly convex on every convex subset of x ­ f x / B s dom ­ f .
w xIt follows from Rockefellar 7 that a closed proper convex function is
essentially strictly convex if and only if its conjugate is essentially differen-
tiable.
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THEOREM 3.3. If F is differentiable on R n and f is essentially differen-
 .tiable and essentially strictly con¨ex hence =f is monotone and injecti¨ e ,
  .. y1then the gap function f is differentiable on int dom f l F int
  U ...ydom f . Furthermore, the gradient of f can be explicitly computed to
be
T Ty1 T=f x s =f x y =f yF x =F x q =F x q x =F x . .  .  .  .  .  .  . .
3.1 .
  .. y1   U ...Proof. Let x g int dom f l F int ydom f . Then F is differ-
entiable at x and f is differentiable at x. Thus the gradient of the first and
 .last term of f in 2.9 is obvious. We now turn to the differentiability of
U  w x.  .the Fenchel conjugate f . It is well known Rockefellar 7 that u g ­ f x
U  . Uif and only if x g ­ f u , where ­ f and ­ f are the subdifferentials of f
U  .and f , respectively. Since f is essentially strictly convex and yF x g
  U .. U  .  .int dom f , f is differentiable at yF x . Then ­ f x is a singleton, and
 .   .4­ f x s =f x . Since f is strictly convex, then =f is strictly monotone and
U  . U  .hence f is injective. Thus the derivative of f u is =f u s x, where
 .  .y1 . U  .=f x s u or x s =f u s =f u . Thus the gradient of the second
 .term in the gap function of 2.9 can be obtained by the chain rule to be
Ty1U=f yF x s y =f yF x =F x . .  .  .  . .  .
Since the preceding gradient formula is explicit, we may use it readily to
find the minimum of the gap function, and hence to solve Problem EVI
using any standard descent method, such as Newton, quasi-Newton, or
conjugate gradient methods. Note that general descent methods for solving
Problem VI have already been discussed in the literature; see Fukushima
w x w x3 and Zhu and Marcotte 10 . The former cast Problem VI into another
differentiable optimization problem, and the latter modifies the Auslender
gap function to include an extra convex term just like the V term to be
.  w xdiscussed in the next section . Note that in both cases Fukushima 3 and
w x.Zhu and Marcotte 10 , the gradient formula requires the solution of
another optimization problem. In the preceding gradient formula, no
optimization problem needs to be solved.
EXAMPLE 3.1. Consider the following asymmetric EVI problem in R3.
Let K be a polyhedral set
K s x g R3 : Ax O b, 0 O x O u , 4
where
21 2 1 7A s , b s , u s .3 /  /y1 3 4 5  /4
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Let
5 1 1 y10
25 5F x s x q and f x s 0.1 x . .  .7 10 y1 15 /  /y5 5 4 y20
Note that in this case F is linear and monotone, and by Theorem 3.1 the
gap function is convex. Using the unconstrained optimization function
fminu from MATLAB, and with an arbitrary initial starting point, the
U  .Tsolution converges to x s 0.3636, 0, 0.9060 almost instantly after a few
iterations on a workstation.
4. FURTHER DUALITY RESULTS
It appears that if we extend the preceding extended gap function as
w x.defined in 2 even further, it is possible to produce more interesting
results.
Let V: R n = R n ª R be a function satisfying the following assump-
tions:
 .  .  . n n  .Assumption 4.1. i V x, y G 0 ; x, y g R = R and V x, x s 0 ;x
g R n;
 . n  .ii for all x g R , V x, y is convex in the second argument;
 .  . n  .iii 0 g ­ V x, x ;x g R , where ­ V x, x is the subdifferential of2 2
 .V x, y with respect to the second argument, and evaluated at y s x.
 .Consider the extended variational inequality problem EVI 2.1 together
with another variant of the gap function defined as follows. Note that the
w xinclusion of the V term was also discussed in Zhu and Marcotte 10 , in
the context of the less general variational inequality problem VI and with
.some subtle difference.
T
f x s max F x x y y q f x y f y y V x, y . 4.1 .  .  .  .  .  .  . 4
nygR
We will establish that this is also a gap function in the following theorem:
 .THEOREM 4.1. f is a gap function of Problem EVI; that is, f x satisfies
Property 2.1.
Proof. Let
T
F x, y s F x y y x q f y y f x q V x, y . .  .  .  .  .  .
Then
f x s max yF x, y s y min F x, y . 4.2 .  .  .  .
n nygR ygR
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 . n  . nnSince F x, x s 0 ;x g R , then min F x, y F 0 ;x g R , and hencey g R
 . nf x G 0 ;x g R . Next, suppose that x solves EVI. Then by Assumption
 .4.1 i we have
TF x y y x q f y y f x q V x, y .  .  .  .  .
T nG F x y y x q f y y f x G 0 ;y g R , .  .  .  .
 .  .  .  .n nthat is, min F x, y G 0, or f x s ymin F x, y F 0. Thus f xy g R y g R
 . ns 0 since f y G 0 ;y g R .
 . w  .xnConversely, suppose f x s 0, that is, max yF x, y s 0, whichy g R
 . n  . nimplies that yF x, y F 0 ;y g R , or F x, y G 0 ;y g R . Observe that
 .F x, x s 0, which implies that x is a solution of the following optimization
problem:
min F x, y . .
nygR
 .Since by Assumption 4.1 ii and the assumption that f is convex, it is clear
 .that F x, y is convex in y. Consequently, the solution x of the convex
optimization problem also solves the following variational inequality:
Find x g R n such that qT y y x G 0 ;y g R n , .
 .  .  .where q g ­ F x, x . Hence for all z g ­ f x and for all w g ­ V x, x2 2
where ­ f is the subdifferential of f and ­ V is the subdifferential of V2
.with respect to the second argument , we have
T T T nF x y y x q z y y x q w y y x G 0 ;y g R . .  .  .  .
 .  . T  . nSince f is proper convex, f y y f x G z y y x ;y g R , where z g
 .­ f x . Thus
T TF x y y x q f y y f x q w y y x G 0 .  .  .  .  .
;y g R n and ;w g ­ V x, x . .2
 .  .Finally, since 0 g ­ V x, x by Assumption 4.1 iii , we have2
T nF x y y x q f y y f x G 0 ;y g R ; .  .  .  .
that is, x solves Problem EVI.
 .The gap function as defined in 4.1 has nice smoothness properties
w xsimilar to the smooth optimization problem proposed by Fukushima 3 .
Furthermore, it represents an explicit Fenchel dual optimization problem
to the gap function of the corresponding dual variational inequality prob-
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lem. First, we need to define the meaning of dual optimization problems
 w x.  .Barbu 2 . Consider the primal optimization problem:
 .DEFINITION 4.1 Primal Fenchel Optimization Problem P .p
min a y y b y , 4.3 .  .  .
nygR
where a : R n ª R is a convex function and b : R n ª R is a concave
function. The Fenchel dual optimization problem is defined by:
 .Dual Fenchel Optimization Problem P .d
U Umax b v y a v , 4.4 .  .  .
nvgR
where aU : R n ª R is the convex conjugate function of a , that is,
U Ta v s max v y y a y , .  .
nygR
and b U : R n ª R is the concave conjugate function of b , that is,
U Tb v s min v y y b y . .  .
nygR
As inspired by Fukushima, we specialize the gap function as defined in
 .4.1 to the following form:
1T T
f x s max F x x y y q f x y f y y y y x Q y y x , .  .  .  .  .  .  . 5n 2ygR
4.5 .
where Q g R n = R n is positive definite, and hence the quadratic term in
 .4.5 satisfies Assumption 4.1. This gap function is identified with Problem
 .EVI as defined in 2.1 . Similarly, the following can be shown to be a gap
 .function for the dual extended variational inequality defined in 2.5 :
T U Uc u s max G u u y v q f u y f v .  .  .  .  .nvgR
1 T y1y v y u Q v y u . 4.6 .  .  .52
Let the primal gap function f and the dual gap function c be identi-
fied, respectively, with the pair of optimization problems:
Problem P .1
1T Tmin F x y y x q f y y f x q y y x Q y y x . 4.7 .  .  .  .  .  .  . 5n 2ygR
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Problem P .2
1T TU U y1max y G u v y u q f v y f u q v y u Q v y u . .  .  .  .  .  . 5n 2vgR
4.8 .
THEOREM 4.2. If x sol¨ es EVI and u sol¨ es DEVI, then Problem P is1
the Fenchel dual optimization problem of Problem P .2
Proof. Let the functions a and b be defined by
1T T
a y s F x y y x q y y x Q y y x 4.9 .  .  .  .  .  .
2
and
b y s f x y f y . .  .  .
 .Clearly, a is convex and b is concave in y . Thus the objective of Problem
 .  . w U  . U  .xP is given by a y y b y . We need only to show that max b v y a v1
is equivalent to Problem P :2
1T TU Ta v s max v y y F x y y x y y y x Q y y x .  .  .  .  . 5n 2ygR
1T T Ts max v y F x y q F x x y y y x Q y y x . .  .  .  . . 5n 2ygR
1 1T T y1Using the fact that the Fenchel dual of x Qx is u Q u, we let2 2
u s y y x to get
1T T TU Ta v s max v y F x u y u Qu q v y F x x q F x x .  .  .  . .  . 5n 2ugR
1 T T Ty1s v y F x Q v y F x q v y F x x q F x x. .  .  .  . .  .  .
2
 .Remembering that if x solves EVI and u solves DEVI, then u s yF x ,
 . T  . U  .x s yG u , and x u s f x q f u , consequently,
1 T TU Uy1a v s v q u Q v q u y v q u G u y f x y f u .  .  .  .  .  .  .
2
or
1 T TU Uy1a yv s v y u Q v y u q v y u G u y f x y f u . .  .  .  .  .  .  .
2
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Next,
b U yv s min yvT y y f x q f y 4 .  .  .
nygR
s y max vT y y f y y f x 4 .  .
nygR
s yf U v y f x . .  .
U  . U  .Add ya yv and b yv to get
b U yv y aU yv .  .
1T TU U y1s y G u v y u q f v y f u q v y u Q v y u . .  .  .  .  .  .
2
Finally, since we are maximizing over the whole of R n,
max b U yv y aU yv 4 .  .
nygR
is the same as
max b U v y aU v . 4 .  .
nygR
This completes the proof.
5. CONVEX LOWER BOUND TO THE GAP FUNCTION
Under some further assumptions, it is also possible to establish a convex
lower bound to the gap function. The following result is an extension of
w xTheorem 3.3 of Zhu and Marcotte 10 to Problem EVI.
DEFINITION 5.1. Let a scalar-valued lower-semicontinuous proper con-
nvex function f : R ª R be given. F is said to be strongly pseudo-mono-
tone with respect to f and with modulus m, if there exists a positive
constant m such that
TF x y y x G f x y f y .  .  .  .
implies that
T 25 5F y y y x G m x y y q f x y f y . .  .  .  .
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THEOREM 5.1. In addition to Assumption 4.1, we further assume that:
 .i V is continuously differentiable with respect to the second argu-
ment;
 .  .ii = V x, x s 0 ;x;2
 .iii the gradient of V with respect to the second argument, = V, is2
Lipschitz continuous in the second argument with constant L ;V
 .iv F is strongly pseudo-monotone with respect to f and with modulus
m.
0  .  .Let x be a solution to EVI. If i ] iv hold, then there exists a positi¨ e
constant a such that
5 0 5 2 nf x G a x y x ; x g R . .
Proof. Since x 0 solves Problem EVI, we have
T0 0 0F x y y x G f x y f y ;y. 5.1 .  .  .  . .
 .By assumption iv , this implies that
T 20 0 05 5F y y y x G m x y y q f x y f y ;y. 5.2 .  .  .  . .
Let
x s x q t x 0 y x , t g 0, 1 . 5.3 .  .  .t
Then, by the convexity of f , we have
f x F tf x 0 q 1 y t f x . 5.4 .  .  .  .  .t
By the convexity of V with respect to the second argument Assumption
 ..4.1 ii , we have
V x, x y V x, x .  .t
TF = V x, x x y x .  .2 t t
Ts = V x, x y = V x, x x y x Assumption ii .  .  .  . . .2 t 2 t
5 5 2F L x y x Assumption iii . 5.5 .  . .V t
  ..  .By definition of the gap function see 4.1 , we have, ; t g 0, 1 ,
T
f x G F x x y x q f x y f x y V x, x .  .  .  .  .  .t t t
T 0G F x x y x q t f x q f x y V x, x y V x, x .  .  .  .  .  . .t t
from ii and 5.4 .  . .
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T 20 0 5 5G t F x x y x q f x y f x y L x y x .  .  .  . V t
from 5.3 and 5.5 .  . .
5 0 5 2 2 5 0 5 2G tm x y x y t L x y x from 5.1 . .V
2 5 0 5 2s tm y t L x y x . .V
 2 .  .Since the unconstrained maximum of tm y t L occurs at mr 2 L , weV V
choose
m
t s min 1, , 52 LV
to obtain
5 0 5 2f x G a x y x , .
where
m y L , if m G 2 L ,¡ V V
2~ m0 - a s
, otherwise.¢4LV
6. CONCLUDING REMARKS
The interpretation of gap functions as Young's inequality can be gener-
alized to the case of vector variational inequality. The duality of vector
w xvariational inequality was previously studied by Yang 9 in Banach space.
Like the present case, the gap function for vector variational inequality is
intimately related to duality. The problem here is that the duality can only
go in one direction. Current work is underway.
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