This article presents a simple Kalman filter implementation for correcting gyrodetermined satellite attitude estimates with attitude measurements made using external sensors such as sun sensors, magnetometers, star trackers, and so on. This article first generalizes a recently developed non-linear observer for the gyro-corrected attitude determination problem. By implementing the steady-state Kalman filter in the framework of this non-linear observer, a computationally simple filter is obtained with suboptimal steady-state performance. This is important for applications where computational power is limited, such as in micro-/nanosatellite applications. Additionally, in the absence of process and measurement noise, this implementation of the Kalman filter is globally stable. The resulting filter uses constant steadystate Kalman filter gains. It is demonstrated that close-to-optimal steady-state performance is obtained.
INTRODUCTION
The attitude determination capability is a critical feature for satellite missions, often requiring high degrees of accuracy. In certain situations, it is very beneficial to use gyros for this purpose, which can provide lownoise measurements at a very high rate. However, the attitude as derived by the integration of three rate-gyro measurements has unbounded errors growing with time, due to gyro drift. Hence, the gyro-determined attitude must be corrected by attitude measurements derived from other sensors that have bounded error, example star trackers, sun sensors, magnetometers, and so on. In this article, these measurements are termed 'external' attitude measurements so as to distinguish them from the gyro measurements. Typically, these external attitude measurements are available at a lower rate and are generally much more noisy than the attitude derived from the gyro measurements [1] ; however, as mentioned, the attitude error is bounded. By appropriately combining the external attitude measurements with the attitude derived from the gyro measurements, high bandwidth and low-noise attitude estimates can be obtained.
The foundation of many sophisticated methods for the fusion of data from different sensors is the Kalman filter [2, 3] . In particular, it can be used to combine the gyro attitude estimates with the external measurements. This filter provides estimates that are optimal in the sense of minimum error variance. There are many variants of the application of this filter to the attitude estimation problem, as well as alternatives such as unscented and particle filters. Reference [3] provides a good survey of these methods. A disadvantage of many of these approaches is that they can be computationally expensive to implement. This makes their use less suitable for satellites containing processors with very limited capacity, for example those on board very small satellites such as the joint Japan-Canada JC2Sat mission [4] . Another limitation of these approaches is that the stability can only be guaranteed locally [3] . Recently, non-linear observers have been developed for the attitude estimation problem, which are globally stable [5] [6] [7] . These observers solve both of the aforementioned problems, since they only require constant gains in order to be implemented. However, good performance under the influence of process and measurement noise is not guaranteed. In this article, the observer obtained in reference [5] is generalized, and it is then shown that the steady-state Kalman filter (with constant gains) may be implemented in this framework in closed-loop form [1] . In this way, a filter is obtained, which is globally stable, computationally simple to implement, and provides near-optimal steady-state performance.
There are many means by which the external attitude measurements can be obtained [8] . For some examples; a star tracker can provide a three-axis attitude solution, a sun sensor, and a magnetometer measurements can be combined using deterministic methods such as TRIAD or QUEST to obtain a three-axis attitude measurement [8, 9] ; multiple global positioning system (GPS) antennas can be installed to obtain a three-axis attitude measurement using carrier phase differential GPS techniques [10] . In this article, a full three-axis attitude measurement is assumed to be available and the details on how to obtain the external attitude measurements are not considered.
ATTITUDE REPRESENTATION AND GYRO MODEL
There are many different (but equivalent) parameterizations for representing the satellite attitude [11, 12] that can be converted from one to another. The rotation matrix C bI itself could be used, as could any other vector parameterization, for example the quaternion, Euler-Rodrigues parameters, Euler angles, and so on [12] . The vector α will be used to denote any vector parameterization of the attitude. If the rotation matrix is used, then the attitude kinematics are given by [11] C bI = −ω × C bI (1) where
represents the cross-product matrix associated with the vector ω = [ω x ω y ω z ] T . If a vector parameterization is used, the attitude kinematics have the forṁ
where the details of the matrix W(α) can be found in reference [11] The particular parameterization chosen is irrelevant to the analysis in this article and is completely up to the discretion of the designer.
The gyro-provided angular rate measurement is assumed to be given by
where w ω is a zero-mean white noise process. The bias is modelled as a random walk procesṡ
where w bω is a zero-mean white noise process. This gyro model is often used and is given in reference [13] .
EXTERNAL ATTITUDE MEASUREMENT
It is assumed that a measurement (external to the rate-gyro sensors) of the attitude is available in some parameterization, which has the equivalent rotation matrix representation given byĈ M bI . The measurement error denoted by δC M is a rotation matrix and is defined as in a multiplicative extended Kalman filter [14] such that
Assuming reasonably good attitude measurements, the rotation corresponding to δC M is small. It will be convenient to parameterize δC M by the quaternion (ε M , η M ). This parameterization is given by
The measurement error, δC M , is then given by (see reference [11] )
Since the error is assumed to be small, the vector part of the quaternion can be treated as white noise, while the scalar part has unit magnitude, that is
so that for small values, the measurement error is approximated by
GYRO CORRECTION WITH EXTERNAL ATTITUDE MEASUREMENTS
As in section 3, let the true attitude be represented by the rotation matrix, C bI , and the external attitude measurement and gyro-propagated attitude estimate be represented by the rotation matricesĈ M bI andĈ G bi , respectively. The attitude errors for the external attitude measurement and gyro attitude estimate are defined to be the rotation matrices
and
respectively. To correct the gyro attitude estimate, it is necessary to estimate δC G . As for the external attitude measurement error, the gyro attitude error, δC G , is parameterized by the quaternion, (ε, η). In this case, estimating (ε, η) is equivalent to estimating δC G . Post-multiplying the gyro attitude estimate (11) by the inverse of the external attitude measurement (10) leads to the measured gyro attitude estimate error, given by
Parameterizing δC GM by the quaternion (ε GM , η GM ), as required later in the article, the filter input will be computed as
where
Note that in general the quaternion (ε, η) and (−ε, −η) represent the same attitude. Therefore the filter input in equation (13) is unambiguous, except when η GM = 0, which means that care needs to be taken when this condition arises. Making use of the composition rules for quaternions [11] , the filter input in equation (13) can be written as
In the noise-free case, (v M , η M ) = (0, ±1), and the filter input in equation (13) becomes y = εsign(η) (16) Assume for the moment that
By the Cauchy-Schwarz inequality,
Under condition (18) , with the further assumption that v M 1, the filter input equation (15) becomes
represent the same measurement error, sign(η M ) = 1 can be chosen. Finally, in the design of the Kalman filter, the case of small ε will be of interest as well, in which case the filter input (15) becomes
Two cases will be considered, denoted Case (a) and Case (b). In Case (a), the measured angular velocity and correction are treated as vectors expressed in the estimated body frame. As will be shown, this leads to a simplified expression (compared to Case (b)) of the appearance of measurement noise in the error dynamics; however, the error dynamics in this case explicitly contain a term depending on the angular velocity ω. This means that a given constant gain filter is not necessarily optimal for an arbitrary spacecraft angular motion. In Case (b) on the other hand, the measured angular velocity and correction are treated as vectors expressed in the true body frame, and the error dynamics in this case are independent of the spacecraft angular velocity ω. This is very useful for the design of a Kalman filter, since the linearized dynamics are time invariant, and the Kalman gain does not depend on the spacecraft angular motion. Now, all that is needed are the dynamical equations for (ε, η). With a view to applying gyro attitude estimate corrections, let the gyro estimates be obtained by integratinġ
depending on the attitude parameterization, wherē
and u is a correction parameter to be determined. This correction parameter u is in keeping with the closed-loop filter implementation (see reference [1] ). As shown in reference [1] , closed-loop filter implementation is mathematically equivalent to open-loop implementation, and is desirable from a practical viewpoint since it is computationally simpler, more robust, and it keeps the gyro attitude estimate errors small.
Case (a)
Now, consider two reference frames, the true spacecraft body frame, b (whose attitude is given by C bI ), and the gyro estimate of the spacecraft body frame G b (whose attitude is given byĈ G bI ). Clearly, as seen in equation (11) , the gyro attitude error δC G represents a rotation from the true body frame to the estimated body frame. From equations (21) and (22), it is seen that the angular velocity of the estimated body frame (expressed in the estimated frame), isω = ω m + u. From equation (1), it is seen that the angular velocity of the true body frame (expressed in the true frame) is ω. Making use of equation (3) for the measured angular velocity leads tō
Now, the angular velocity of the estimated body frame relative to the true body frame (expressed in the estimated body frame) is
With equation (24) in hand, the kinematical equations for (ε, η) are given by [11] 
Therefore, the kinematics of the estimated body frame with respect to the true body frame are given bẏ
It can be readily shown that
Together with the bias model (4), the full set of gyro attitude error equations becomeṡ
In order to choose the control law, it is useful to examine the noise-free case w ω ≡ w bω ≡ v M = 0. Defining the bias estimation error to beb ω = b ω −b ω , whereb ω is the bias estimate, a control and estimation law are sought such that ε → 0 andb ω → 0. To this end, choose
where K p = K T p > 0 and K b = K T b > 0 are positive definite matrices. Then, the closed-loop error dynamics becomė
The angular rate ω(t) is continuous in t and bounded.
Theorem 1
Under Assumption 1, the closed-loop equations (31) are globally stable.
Proof
Contained in Appendix 2.
With a further restriction on K p , a stronger claim about the stability can be made.
Theorem 2
Under Assumption 1, the closed-loop equations (31) exhibit exponential convergence if in addition, K p = k p I for some positive scalar k p .
Proof
Contained in the Appendix 2.
Case (b)
In this case, making use of equations (22) and (12), the angular velocity of the estimated body frame becomes
Proceeding with the same derivation as for Case (a), this leads to
Making the assumption that v M 1 gives the approximation δC M ≈ I − 2v × M , so that (33) can be written as
Making use of equations (25) and (28) leads to the dynamical equations for (ε, η), which arė
As was mentioned before, in this case, the angular motion of the spacecraft is eliminated from the noise-free dynamics, but it has effectively increased the process noise by the additional term ω × v M , which could lead to deteriorated performance with increased measurement noise or angular velocity compared with the filter in Case (a). This will be examined further in section 5.
As for Case (a), the noise-free case (w ω ≡ w bω ≡ v M = 0) is considered, and the same control and estimation laws given by equation (30) are chosen. Then, the closed-loop error dynamics becomė
As for Case (a), the following results are obtained.
Theorem 3
Under Assumption 1, the closed-loop equations (36) are globally stable.
Proof
Theorem 4
Under Assumption 1, the closed-loop equations (36) exhibit exponential convergence if in addition, K p = k p I for some positive scalar k p .
Proof
Remark 1
Note that the observer of reference [5] is a special case of Case (b) with K p = k p I and K b = (1/2)I, while representing the gyro-propagated attitudeĈ G bI and the measured attitudeĈ M bI in terms of quaternions.
FILTER GAIN SELECTION AND STEADY-STATE PERFORMANCE

Gain selection
In reality, the noise-free quaternion (ε, η) is not available as a measurement. Instead, the filter input available is as defined in equation (13) . Therefore, the control and estimation laws are obtained by substituting the measurement y for εsign(η) to yield
From Theorems 1 and 3, choosing constant gains K p > 0 and K b > 0 renders the filter globally stable. It makes sense to choose the gains based on the steadystate filter performance with respect to process and measurement noise. The process and measurement noise are taken to be zero-mean white noise processes with covariances E{ww T } = Q 0 and E{v M v T M } = R > 0, respectively. Note that no assumption is being made on the type of distribution (it does not have to be Gaussian). This allows the assumption to be made that the measurement error v M is small (unlike the Gaussian distribution, which has infinite tails). Note that this means that the Kalman filter is not necessarily the optimal filter; however it is the optimal linear filter [15] .
Given that the attitude errors are expected to be small in steady state, it is reasonable to choose the gains based on the linearized system only. For small ε, |η| ≈ 1 and sign(η) is constant. Therefore, the dynamics of η do not need to be considered. As noted in equation (20), the filter input becomes
Reintroducing the system noise and performing the linearization of the error dynamics assuming that sign(η) = 1, the closed-loop system is
for Case (a), and
for Case (b). If sign(η) = −1, then the closed-loop system can be written in terms of the negative bias error b ωn := −b ω , in which case the linearized closed-loop equations become
for Case (b). Comparing equations (39) and (40) with equations (41) and (42), respectively, it can be seen that the steady-state behaviour will be the same regardless of the sign of η. As can be seen in equations (40) and (42), the process noise has been increased by the term ω × v M in Case (b).
Since the gains are to be the same regardless of the angular velocities (they are constant), they will be chosen for the case of zero angular velocity (ω ≡ 0). The steady-state performance using those gains with non-zero angular velocity will then be compared with the steady-state performance with zero angular velocity. Setting ω ≡ 0, for both Cases (a) and (b), the gain selection is based on the system
The linear optimal gains may now be obtained from the Kalman filter corresponding to this system. It is useful to define the following matrices and vectors
with these definitions, the closed-loop gyro error equations are given bẏ
Then, the evolution of the state error covariance is described by (see reference [15] 
where (t, τ ) is the state-transition matrix corresponding to A − KH. Therefore, any bound on P(t) is automatically a bound on P T (t). Note that while this is shown here for the case of zero angular velocity, it can easily be shown to be true in both Cases (a) and (b) for non-zero angular velocity.
Under assumption (47), each channel decouples, and the steady-state Kalman gain matrix is given by (see reference [16] )
andP > 0 is the steady-state error variance for each channel, and satisfies
with the individual channel matrix definitions given byĀ
To show that the resulting steady-state Kalman gain is globally stabilizing, it suffices to show thatk p > 0 and k b > 0. Since the Kalman gain is locally stabilizing [16] , the matrix
is stable. This has the characteristic equation
which can only be asymptotically stable ifk p , k b > 0. Therefore, the steady-state Kalman gains are positive. This leads to the conclusion from Theorems 2 and 4 that the steady-state Kalman filter corresponding to equation (46), with gains obtained from equations (48) to (50), is globally stabilizing with exponential convergence when implemented in closed-loop form using equations (21) and (22) and
k p = 2k p (54)
Summary of the filter algorithm
1. The external attitude measurement available is given byĈ M bI . 2. The gyro attitude estimate is given by the rotation matrixĈ G bi or some other vector parameterizationα. 3. The measured gyro attitude error matrix is given by
where (ε GM , η GM ) is the quaternion parameterization (see reference [11] ) of the matrix δC GM . 5. The gyro attitude estimate is obtained by integrating the equationṡ
Steady-state performance (suboptimality of filter)
The (linear) constant-gain filters presented in this article are clearly suboptimal. At steady state (with small errors), the linear optimal filter is the Kalman filter with, in general, time-varying gain, which depends on the angular velocity [15] . It is difficult to determine how suboptimal the filter is without knowing the angular velocity a-priori. Instead, the steady-state performance (for non-zero angular velocity) of the filters in Cases (a) and (b) (using the scalar gains designed for zero angular velocity as in section 5.1) is compared with the linear-optimal filter for the case of zero angular velocity. This is the subject of this section. The action of the angular velocity in the error equations (39) and (41) for Case (a) serves only to rotate the gyro error ε, but does not change its magnitude (ω × ε⊥ε). Thus, it can be expected that similar performance will be achieved even when the angular velocity is significant. For the implementation of Case (b), this is not the case, and the performance can be expected to deteriorate due to the effective increase in process noise as shown in equations (40) and (42). Finally, comparing equations (29) and (35), it would seem that the performance in Case (b) is more sensitive to measurement noise than it is in Case (a) even when the angular velocity is not significant.
In many cases, the angular velocity is approximately constant (for example spin-stabilized, earth pointing, sun pointing, and so on); hence the case of constant angular velocity is considered first.With constant angular velocity, the closed-loop error equations ((39) to (42)) are time invariant. The result of this is that the steady-state error covariance is constant. In Case (a), the steady-state error covariance satisfies The solution of equation (55) can be obtained after some algebra and is given by
Setting ω = 0 in equation (56) gives the steady-state error covariance in the case of zero angular velocity. From equation (56), it can be seen that for constant angular velocity, P εεss,a is independent of angular velocity, and is the same as that for zero angular velocity. The only detrimental effect of the angular velocity is to increase the steady-state error covariance P bbss,a by a factor that is proportional to the square of the angular velocity.
In Case (b), the steady-state error covariance satisfies
The solution of equation (57) can be obtained after some algebra and is given by
It can be seen from equation (58) that unlike Case (a), the angular velocity has detrimental effects on both P εεss,b and P bbss,b , increasing them both by factors proportional to the square of the angular velocity.
Next, the case of time-varying angular velocity is examined. Since the closed-loop system matrix (A − KH) is constant in Case (b), it is possible to obtain tight steady-state upper bounds on P εε,b and P bb,b .
be the error covariance matrix for Case (b) with arbitrary but bounded angular velocity ω(t) ω for someω 0. This satisfieṡ 
This has the solutioñ τ ) is the state-transition matrix corresponding to A − KH. Since only the steady-state part of P b (t) is of interest,P b (0) = 0 is set. The state-transition matrix corresponding to A − KH can be shown to have the form
Substituting this into equation (61) withP b (0) = 0 and taking bounds on both sides leads to
where X F = trace(XX T ) is the Frobenius norm, and the identity ω × ω × F = √ 2 ω 2 2 has been used. The usefulness of the Frobenius norm is that for the
The relevant terms of the state-transition matrix (62) can be found after some effort as
where ω d = 8k b − k 2 p /4 if 8k b > k 2 p , and λ min = k p − k 2 p − 8k b /4, λ max = k p + k 2 p − 8k b /4 if 8k b < k 2 p . By using the expressions in equation (64), it can be shown
Substituting these into equation (63) leads to the bounds
It is interesting to examine the expressions for the steady-state values ofP εε,b andP bb,b when the angular velocity is constant, and can be obtained from equation (58) as
Taking the Frobenius norms of equation (67) gives
when the angular velocity is constant. Therefore, the upper bounds in equation (66) for arbitrary bounded time-varying angular velocities are in fact least upper bounds. Unfortunately, it is not possible to obtain similar least upper bounds for Case (a) for arbitrary bounded time-varying angular velocity without knowing the state-transition matrix corresponding toĀ − KH. At least it is demonstrated by equations (56) and (58) that when the angular velocity is constant, the filter implementation of Case (a) outperforms the implementation of Case (b) in terms of steady-state performance. It will be demonstrated by a numerical example in the next section that the filter implementation of Case (a) still outperforms the filter implementation of Case (b) when the angular velocity is not constant.
NUMERICAL EXAMPLE
In this section, the results obtained in this study are demonstrated, for the case of a satellite tumbling with 
The gyro provides measurements of the angular velocity given by
at a rate of 100 Hz, where each entry in w ω is a uniformly distributed random number between the values of ±0.05 • /s. The gyro bias is taken to be the constant
The external attitude measurements are available at a rate of 1 Hz, and are given by equation (5) with measurement error
where v k is white zero-mean Gaussian noise sequence, with variance E{v k v T k } = r d I, and r d = (π/180) 2 . The system and measurement noise covariances are taken to be
where T = 1 s. With these values, the steady-state Kalman gains (corresponding to ω ≡ 0) are given by k p = 2k p = 6.9223 × 10 −2
The gyro attitude estimate is arbitrarily chosen to be the quaternion, and as such is obtained by propagating the equation 
and (ε GM , η GM ) is a quaternion parameterizing δC GM . The true initial attitude is given by the quaternion Figures 1 and 2 show the time histories of the attitude estimation errors and the gyro bias estimates. From these figures, it is clear that as predicted, the implementation of Case (b) is more sensitive to measurement noise compared with Case (a). Figure 3 shows the traces of the steady-state error covariances P εε,a (t) and P bb,a (t) compared with the corresponding traces of the steady-state error covariances for zero angular velocity (which are optimal in that case). It can be seen that the deterioration in performance is not significant, and similar performance is obtained compared to the optimal (zero angular velocity).
CONCLUSION
In conclusion, a simple suboptimal Kalman filter implementation requiring only two constant scalar gains has been presented for the gyro-corrected attitude determination problem. The simplicity of the filter makes it computationally inexpensive to implement. This is particularly attractive for such applications where the computational power is limited, for example as in the cases of micro-/nano-satellite missions. The filter exhibits global stability with exponential convergence. When the satellite angular velocity is zero, the filter gains can be selected optimally as in the Kalman filter. It is shown that when the angular velocity is non-zero, the filter exhibits near-optimal steady-state performance when compared with the zero angular velocity case. an absolutely continuous function of time for any finite interval [0, t] where t < ∞. As such, it is differentiable almost everywhere, and V (ε(t), η(t),b ω (t)) = V (ε(0), η(0),b ω (0)) + 
Inequality (78) implies thatb ω (t) is bounded. Since ω(t) is bounded (by assumption), equation (31) gives thatε(t),η(t), andḃ ω (t) are bounded almost everywhere. Therefore, it can be concluded that ε(t), η(t), andb ω (t) are uniformly continuous. Now, consider the function
Since ε(t) is uniformly continuous and bounded, W (t) is uniformly continuous also. Furthermore, equation (77) gives that W (t) = −V (t) almost everywhere. Therefore
, and upon application of Barbalat's Lemma [18] , W (t) → 0 as t → ∞. From equation (79), this implies that ε(t) → 0 as t → ∞.
The non-autonomous component of the right-hand side of equation (31) is given by the term ω × ε.
Since ω is bounded, ω × ε → 0 as t → ∞, that is the closed-loop system equations become time independent as t → ∞. Thus, along the considered trajectory ε(t), η(t),b ω (t), the closed-loop system is asymptotically autonomous to the systeṁ ε = S(ε, η)[b ω − K p εsign(η)]
A property of asymptotically autonomous systems is that the positive limit set is invariant under the system that it is asymptotically autonomous to reference [19] . This means that the positive limit set of the trajectory is invariant under equation (81), and this means that the states ε(t), η(t),b ω (t) approach an invariant set of equation (81) as t → ∞. Define the set M as the largest invariant set of equation (81) such that ε(t) ≡ 0. This set is given by M = {ε(t), η(t),b ω (t)) : ε = 0, η = ±1,b ω = 0}. Therefore, it is concluded that ε(t), η(t),b ω (t) approaches the set M and henceb ω → 0 as t → ∞ also. This concludes the proof.
Proof of Theorem 2
From the proof of Theorem 1, ε(t) T ε(t) + η(t) 2 = 1, t 0, and therefore function (76) can also be written as V (ε, η,b ω ) = 2[1 − (1 − ε T ε) 1 Now, some bounds on V (x) will be obtained. First, note that
It can be shown after some work that
Finally, the following inequality is obtained
where c 1 = min 1, 1 2λ max (K b ) and c 2 = max 2, 1 2λ min (K b )
The remainder of the proof proceeds almost identically to the Proof of Theorem 1 in reference [5] . First, equation (83) Since ω and ε, η are bounded (as has already been established in the Proof of Theorem 1), this system is well defined. Now, let (τ , t) be the state-transition matrix for the system (89). The existence of δ > 0 and k > 0 are sought such that for all t 0,
The boundedness of θ(s, t) follows from the boundedness of ε, η, C(t). Now, taking the derivative of θ(s, t) gives dθ(s, t) ds = C(t)C T (s)ω × S(ε(s), η(s))
From equation (36),ε,η are bounded, and hence dθ(s, t)/ds is bounded also. Therefore, inequality equation (90) holds for all t 0 for some δ > 0 and k > 0, which means that along the trajectory t+δ tV dt −k x(t) 2 , t 0 (99) withk = k p k. Following the Proof of Theorem 4.5 in reference [18] , exponential convergence of the trajectory is concluded. Note that uniform exponential convergence cannot be claimed, since the constants δ > 0 and k > 0 depend on the trajectory.
Proof of Theorems 3 and 4
These are similar to the proofs for Theorems 1 and 2, except that the closed-loop system (equation (36)) is autonomous, and hence LaSalle's theorem [18] may be applied directly to obtain the result in Theorem 3, and in the Proof of Theorem 4 the angular velocity is set to zero ω ≡ 0 (since the equations are independent of ω), the rotation matrix C(t) in the Proof of Theorem 2 becomes the identity matrix, that is C(t) = I, and the matrix S(ε, η) is replaced by S(−ε, η).
