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ABSTRACT
In this paper, we study the problem of online inuence maximization
in social networks. In this problem, a learner aims to identify the
set of “best inuencers” in a network by interacting with the net-
work, i.e., repeatedly selecting seed nodes and observing activation
feedback in the network. We capitalize on an important property
of the inuence maximization problem named network assorta-
tivity, which is ignored by most existing works in online inuence
maximization. To realize network assortativity, we factorize the
activation probability on the edges into latent factors on the cor-
responding nodes, including inuence factor on the giving nodes
and susceptibility factor on the receiving nodes. We propose an
upper condence bound based online learning solution to estimate
the latent factors, and therefore the activation probabilities. Con-
siderable regret reduction is achieved by our factorization based
online inuence maximization algorithm. Extensive empirical eval-
uations on two real-world networks showed the eectiveness of
our proposed solution.
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1 INTRODUCTION
Online social networks play a vital role in the spread of information,
ideas, and inuence among people in their modern life [19, 20].
They have been actively utilized as a dissemination and marketing
platform. For instance, in viral marketing, a marketer tries to select
a set of customers with great inuence for a new product promotion.
With a xed budget on the number of selections, a marketer aims
to maximize the spread of this inuence, which is referred to as the
inuence maximization problem [6, 16, 17]. In typical solutions for
inuence maximization, a social network is modeled as a graph with
nodes representing users and edges, associated with the activation
probability, representing the connections or relationship between
users. Inuence is propagated through the network under a specic
diusion model, such as independent cascade model and linear
threshold model [16].
Most existing inuence maximization solutions assume the acti-
vation probability is known beforehand. However, in many real-
world social networks, this information is not observable. Solutions
have been proposed to estimate the activation probabilities from
a set of cascades which consist of logged actions by the network
users in the past [4, 13, 23, 27]. However, as the observations are
independently collected from the learning algorithms, bias might
be introduced by the logging mechanism [11, 21]. To combat with
biases in oine inuence estimation, Aral and Walker [1] proposed
randomized online experiments for oine data collection. But it is
usually very expensive to carry out such experiments. This moti-
vates the studies of online inuence maximization [9, 10, 32, 33, 38],
in which seed nodes are purposely selected by a learning agent to
improve its quality in inuence estimation and inuencer selection
on the y. The foundation of this line of solutions is the combi-
natorial bandits [9], in which a set of arms are pulled together at
each round, and the outcome is only revealed as a whole over the
set of pulled arms. Mapping it back to the inuence maximization
problem, each node in the network is considered as an arm, and at
each round the received reward on the selected set of seed nodes is
the number of their activated nodes.
Most of existing online inuence maximization solutions [9, 10]
model the activation probability on the edges independently, which
unfortunately cannot capture how social inuence forms in real
networks [2, 24]. To clarify, here we are referring to the indepen-
dence/dependence in the estimation of inuence across network
edges instead of how inuence diuses. First, this independence as-
sumption prevents the model from realizing the dependency among
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the inuence pattern on related nodes, i.e., the so-called assorta-
tive mixing [24]. For example, in “inuentials hypothesis” [37]
the tendency that a user is likely to inuence his/her neighbors is
dened as the inuence of this node and the tendency that he/she is
likely to be inuenced is dened as the node’s susceptibility. In Aral
and Walker’s work [2], via randomized experiments, they found
that a node’s inuence should be separated from its susceptibility:
inuential individuals are less susceptible to be inuenced than
non-inuential individuals. This directly suggests the activation
probability on an edge should be modeled by both its end nodes’
inuence and susceptibility, and thus edges that share the same
set of giving or receiving nodes are no longer independent from
each other. Second, the distribution of inuence and susceptibility
over network nodes is heterogeneous. It is also reported in [2]
that inuential individuals cluster in the network while susceptible
individuals do not. Hence, a joint modeling of nodes’ inuence
and susceptibility is necessary. In a recent work, Aral and Dhillon
[1] showed that failing to dierentiate inuence and susceptibility
across network nodes caused an inuence maximization algorithm
to underestimate inuence propagation by 21.7% on average, for
a xed seed set size. To overcome the issue, some online inu-
ence maximization algorithms [15, 32, 38] introduced edge-level
features to help the modeling of inuence probability. However,
as revealed in [2], the factors aecting users’ inuence and sus-
ceptibility may include age, gender, marital status and many other
sensitive attributes, which can hardly be exhausted and are often
prohibited under privacy constraints. Third, edge-level estimation
of activation probability costs an algorithm both high computa-
tional complexity and sample complexity [10], given the number of
edges in a network is usually signicantly larger than the number
of nodes. Utilizing the dependency in the inuence probability
across edges is expected to reduce the complexity.
In this paper, we propose to model the dependency of activa-
tion probabilities on the edges for online inuence maximization.
Specically, we assume each network node’s inuence and suscep-
tibility are distinct and individually specied; and the activation
probability on an edge is jointly determined by the giving node’s
inuence and receiving node’s susceptibility. This makes the ac-
tivation probability matrix for the network low-rank. Then with
such a low-rank structure, we propose a factorization based bandit
solution to learn the latent inuence factors and susceptibility factors
on the nodes from the interactions with the environment. There
are three important advantages of our factorization based bandit
solution for online inuence maximization. Firstly, it is able to cap-
ture the assortative mixing property of inuence distribution in a
network. Secondly, by directly learning the node-level parameters,
the activation observation from one edge can be readily leveraged
to other edges that share the same node. This reduces sample com-
plexity for online learning. Third, comparing to existing online
inuence maximization solution with linear generation assump-
tions [15, 32, 38], our solution does not depend on the availability
of manually constructed edge- or node-level features; it learns the
property of network nodes via factorization. A rigorous theoret-
ical analysis on the upper regret bound of the proposed solution
is provided, where we prove considerable regret reduction com-
paring to solutions that model the activation probability on edges
independently. Extensive empirical evaluations on two large-scale
networks conrmed the eectiveness of our proposed solution.
2 RELATEDWORK
The problem of inuence maximization has been extensively stud-
ied in oine settings [7, 8, 16], where the main focus is on computa-
tional eciency in optimization. These solutions simply assume the
inuence model, i.e., the activation probabilities, can be specied by
the network’s properties (e.g., node degree), or by a transmission
parameter that is specied as constant, random or drawn from a
uniform distribution, or by estimations from logged propagation
data [4, 13, 23, 27]. However, such an overly simplied inuence
model ignores many important properties of real network inu-
ence patterns, e.g., assortativity [24]. To conquer these limitations,
online inuence maximization has been studied under dierent
assumptions and settings. Chen et al. [9] and Wang and Chen [36]
formulated it as a combinatorial bandit problem and proposed an
upper condence bound [? ] based algorithm to estimate activation
probabilities on a per-edge basis. Lei et al. [18] studied a dier-
ent objective of maximizing the number of unique activated nodes
across multiple rounds of activation. In [33], a bandit learning algo-
rithm with both node-level (which nodes are eventually activated)
and edge-level (who activated those nodes) feedback was developed.
Methods similar to [13, 23, 27] were used to map the node-level
feedback back to edge-level activation probability estimation. Wen
et al. [38] assumed the activation probability is a linear combination
of edge-level features and an unknown global activation param-
eter, and proposed a linear contextual bandit solution. However,
in practice it is very dicult to exhaustively specify the features
for inuence modeling on every edge, and many of those features
are prohibited under privacy constraints, such as age, gender and
martial status [2].
Our solution falls into another line of online inuence maximiza-
tion research that estimates inuence parameters at the node level.
Carpentier and Valko [5] proposed a minimax optimal algorithm
under a local model of the inuence spread, where a source node
can only activate its neighbors without considering inuence cas-
cade. Vaswani et al. [32] proposed a diusion model independent
algorithm to estimate pairwise reachability between all pairs of
nodes in a network. Olkhovskaya et al. [26] developed an algo-
rithm for node-level feedback with a theoretical guarantee. But
their algorithm is only designed for graphs with specic structures.
In general, previous works in this line of research do not explicitly
separate inuence and susceptibility of nodes, which causes seri-
ously degraded estimation of inuence propagation, as reported
in [1]. To the best of our knowledge, ours is the rst to model the
structural dependency in edge activation probabilities for online
inuence maximization. We assume the activation probability of an
edge is jointly determined by the inuence of its giving node and
the susceptibility of its receiving node. We estimate the inuence
and susceptibility parameters of nodes via edge-level activation
feedback, without the need of edge features. This directly leads to
reduced computational complexity in model estimation and reduced
regret in inuence maximization.
3 METHOD
In this section, we discuss our developed factorization-based ban-
dit solution for online inuence maximization. We rst illustrate
the problem setup, then introduce the details of our solution, and
conclude this section by comparing our solution with existing algo-
rithms to demonstrate its unique advantages.
3.1 Problem Setup
3.1.1 Influence maximization. In an inuence maximization
problem, an input social network is modeled as a probabilistic
directed graph G = (V; E; P) with nodes V over a set of users,
edges E for the set of directed connections between users, and
activation probabilities P = (pe1 ,pe2 , ...,pe |E | ) where pe ∈ [0, 1]
represents the probability that the receiving node of edge e will
be activated by the giving node on e . We describe how inuence
propagates from nodes to their network neighbors with a stochas-
tic diusion model D. The inuence spread of the selected seed
node set S with activation probability P is the expected number
of nodes activated by S under the diusion model D, denoted by
fD,P(S). Given the graph G, the IM problem aims to nd a par-
ticular set S under a cardinality constraint K , which maximizes
the inuence spread Sopt = arg max |S |≤K fD,P(S). This problem
is known to be NP-hard [16, 22], but it can be eciently solved
with approximations [25, 29, 30]. In this paper, such inuence max-
imization algorithms are treated as an oracle, which takes a given
graph, seed set size and activation probability as input, and outputs
an appropriate set of seeds. Dene S∗ = ORACLE(G,K , P) as the
solution from the oracle. It serves as an (α ,γ )-approximation of
Sopt , where fD,P(S∗) ≥ γ fD,P(Sopt ) with probability at least α
[9]. For example, we have γ = 1 − 1e − ε and α = 1 − 1/|V| for
most of inuence maximization solutions [7, 8, 16], where e is the
base of natural logarithm and ε depends on the accuracy of their
Monte-Carlo estimate.
3.1.2 Online influence maximization with bandit. Traditional
works in inuence maximization [7, 8, 16] assume that in addition
to the network structure, the algorithm either knows the per-edge
activation probability or the probability can be specied from past
propagation data [13, 23, 27]. However, as we discussed before
this assumption imposes various limitations for the practical use of
inuence maximization solutions; and it is preferred for the learner
to estimate the activation probabilities by directly interacting with
the network, i.e., online inuence maximization. In each round of
online inuence maximization, the learner needs to choose seeds to
1) maximize inuence spread (i.e., exploitation), and 2) improve its
knowledge of the activation probabilities via feedback (i.e., explo-
ration). Multi-armed bandit framework is thus a natural choice to
handle the exploration-exploitation trade-o for online inuence
maximization [33, 38].
Formally, at each round t during online inuence maximization,
the learner rst chooses a seed node set St ∈ V with cardinality K
by a predened oracle based on its current knowledge from past
observations: St = ORACLE(G,K , Pˆt ), where Pˆt is the learner’s
current estimate of activation probability P. Inuence then diuses
from the nodes in St according to the diusion model D. For exam-
ple, under the Independent Cascade (IC) diusion model, this can be
interpreted as the environment generates a binary response ye,t by
independently sampling ye,t ∼ Bern(pe ) for each concerned edge
e in the resulting cascade. Note the environment is always using
ground-truth activation probability P. Then the learner receives
the reward fIC,P(St ) which is the number of activated nodes by St .
We should emphasize that for any edge e ∈ E, the learner observes
the realization of ye,t if and only if its giving node is activated. To
clarify, the active nodes deactivate at each time step, which makes it
dierent from the setting in adaptive inuence maximization [12].
With such edge-level feedback, the learner updates its estimate
about the edge activation probability. The learner’s objective is to
maximize the expected cumulative reward over a niteT rounds of
interactions.
3.2 A Factorization Bandit Solution
In most of existing bandit-based online inuence maximization
solutions, the learner estimates the activation probabilities on all
edges independently [9, 10], which cannot capture how the inu-
ence between nodes is formed and thus ignores the underlying
structure behind the activation probabilities of edges. As suggested
in a recent work [1], modeling nodes’ inuence and susceptibil-
ity is vital for inuence maximization. In this work, we explicitly
model this inuence structure by assuming activation probability
pe ∈ [0, 1] on edge e can be decomposed into two d-dimensional
latent factors on the giving node and receiving node, i.e.,
pe = θ
T
дe βre , (1)
where дe and re denote the giving node and receiving node on edge
e respectively. θv ∈ Rd is considered as the inuence factor on node
v and βv ∈ Rd is the susceptibility factor on nodev . This essentially
imposes a low-rank structure assumption on the activation proba-
bility P and considers the activation probabilities as a reection of
inuence and susceptibility properties of the connected nodes. It
naturally captures the assortativity of the inuence network: users
who are more inuential, i.e., the nodes that have larger values on
θv , trend to associate with larger activation probability on their
neighboring node. The same for users who are more susceptible
(e.g., measured by βv ).
In this work, we assume the diusion follows the independent
cascade model [16], and the edge-level feedback ye,t is observable
to the learner. The estimation of activation probability P can thus
be obtained by an online factorization of the sequential observa-
tions about edge activations in the network. As a result, instead of
learning the edge activation probabilities directly, the complexity of
which is O(|E |), our solution learns the underlying inuence factor
θv and susceptibility factor βv for all the nodes. This reduces the
model complexity to O(d |V|), which is considerably smaller than
O(|E |), especially in a large and dense graph. To better illustrate our
proposed learning solution, we introduce the following denitions
about observed edges and observed nodes.
Denition 3.1 (Observed edge). For any round t , a directed edge
e is considered as observed if and only if its start node is activated.
Note that an edge is observed does not necessarily mean the
edge is active (i.e., not necessarily ye,t = 1). With the observed
edges, a set of nodes can be classied as observed, which is dened
as follows,
Denition 3.2 (Observed node). A node v is observed if and only
if at least one of its giving-neighbor nodes is active.
Based on the above denition of observed edges and observed
nodes, we can realize the relationship between observed edges and
observed nodes: the giving and receiving nodes on an observed
edges are both observed nodes. In this case, once an activation
observation ye,t = 1 is obtained on edge e at time t , statistics
about the inuence factor on its giving node дe and susceptibility
factor on its receiving node re can be updated. More importantly,
all observed edges can be used for model update, which enables
observation propagation to unobserved edges. We will discuss the
benet of this aspect with more details in Section 3.3.
Due to the coupling between θ and β imposed in the inuence
structure assumption in Eq (1), we appeal to a coordinate decent
algorithm built on matrix factorization to estimate the latent inu-
ence factor θv and susceptibility factor βv for each node v ∈ V .
Specically, the objective function for our factor estimation can be
written as follows,
min
{θv ,βv }v∈V
T∑
t=1
∑
e ∈E˜t
(θTдe βre −ye,t )2+λ1
∑
v ∈V
‖θv ‖2+λ2
∑
v ∈V
‖βv ‖2
(2)
where E˜t is the set of observed edges at time t , λ1 and λ2 are
L2 regularization coecients. The inclusion of L2 regularization
term is critical to our solution in two folds. First, it makes the
sub-problems in coordinate decent based optimization well-posed,
so that we have closed form solutions for θv and βv at each round.
Second, it helps to remove the scaling indeterminacy between the
estimates of θv and βv , and makes the q-linear convergence rate
of parameter estimation achievable [31, 34, 35]. The closed-form
estimation of θv and βv with respect to Eq (2) at round t + 1 can
be obtained by θˆv,t+1 = A−1v,t+1bv,t+1 and βˆv,t+1 = C
−1
v,t+1dv,t+1,
in which,
Av,t+1 = λ2I +
t∑
i=1
∑
e ∈E˜v,givingi
βˆre ,t βˆ
T
re ,t (3)
bv,t+1 =
t∑
i=1
∑
e ∈E˜v,givingi
βˆre ,tye,i (4)
Cv,t+1 = λ1I +
t∑
i=1
∑
e ∈E˜v,receivingi
θˆдe ,t θˆ
T
дe ,t (5)
dv,t+1 =
t∑
i=1
∑
e ∈E˜v,receivingi
θˆдe ,tye,i (6)
E˜v,givingi is the set of observed edges at round i where node v is
the giving node, and accordingly E˜v,receivingi is the set of observed
edges where node v is the receiving node. I is a d × d identity
matrix.
The estimated inuence factors {θˆv,t }v ∈V and susceptibility
factors {βˆv,t }v ∈V give us an estimate of the edge activation prob-
ability by pˆe,t = θˆTдe ,t βˆre ,t at round t . This represents the model’s
current best knowledge about inuence propagation in graph G,
and therefore serves for the exploitation purpose. We also need a
term to control exploration in online learning; and we appeal to
the upper condence bound (UCB) principle in this work [3], as
the condence interval of our factor estimation is readily available.
In our solution, the uncertainty of activation probability estimation
during online update comes from the uncertainty on both latent
factors, i.e., ‖θˆv,t − θ∗v ‖ and ‖βˆv,t − β∗v ‖, where θ∗v and β∗v are
the ground-truth factors. Based on the closed form solution in our
coordinate descend estimation, the estimation of activation proba-
bility pˆe,t can be analytically bounded with a high probability as
shown in the following lemma.
Lemma 3.3 (Confidence bound of influence probability es-
timation). For any node v , and directed edge e , δ ∈ (0, 1),q ∈ (0, 1),
with a probability at least 1 − δ , we have,
‖θˆv,t − θ∗v ‖Av,t ≤ αβv , ‖βˆv,t − β∗v ‖Cv,t ≤ αθv
|p∗e − pˆe,t | ≤ Bθдe ,t + B
β
re ,t + 2q
2t
whereBθv,t = α
θ
v ‖θˆv,t ‖C−1v,t , B
β
v,t = α
β
v ‖βˆv,t ‖A−1v ,t , αθv =
√
log det(Cv,T )δ 2det(λ2I)+
λ2(1−q)+2q√
λ2(1−q) , and α
β
v =
√
log det(Av,T )δ 2det(λ1I) +
λ1(1−q)+2q√
λ1(1−q) .
This lemma provides a tight high probability upper bound of the
activation probability estimation on each edge, which enables us
to perform ecient UCB-based exploration for model update. De-
note the resulting upper condence bound as p¯′e,t , with p¯′e,t =
θˆTдe ,t βˆre ,t + CBe,t and CBe,t = B
θ
дe ,t + B
β
re ,t + 2q
2t . As this
upper bound might not be in a valid value as a probability, we
use a projection operation to map it to the range of [0, 1] and get
p¯e,t = Proj[0,1](p¯′e,t ). Proj[0,1](x) is a function projecting its real
value input x to the range of [0, 1]. More specically, if the in-
put x is negative, the output is 0; if x is larger than 1, the out-
put is 1; otherwise x will be returned. Note that p¯′e,t is a high
probability upper bound of pe,t , i.e., pe,t ≤ p¯′e,t . After this pro-
jection operation we can still guarantee that with a high prob-
ability pe,t ≤ p¯e,t . This is true because: 1). When p¯′e,t > 1,
p¯e,t = 1, which naturally guaranteespe,t ≤ p¯e,t ; 2). When p¯′e,t < 0,
p¯e,t = 0, we have pe,t ≤ p¯′e,t < p¯e,t . As an upper condence
bound of activation probability p¯e,t , it well balances the need of
exploration and the need of exploitation [3]. We thus directly feed
P¯t = (p¯e1,t , p¯e2,t , ...., p¯e |E |,t ) at round t into the ORACLE to solve
one round of inuence maximization, from which edge-level feed-
back on the observed edges will be obtained. Based on the observed
edges, we get a set of observed nodes, and node-level inuence
factor θv and susceptibility factor βv and their associated statistics
can be updated based on their closed form solutions. We summarize
the details of our factorization based online inuence maximization
algorithm in Algorithm 1, and name it as Inuence Maximization
with Factorization-Bandits, or IMFB in short.
3.3 Comparison with Existing Solutions
3.3.1 Node-level v.s., edge-level influence model estimation. In
our proposed solution, we directly estimate the node-level inu-
ence and susceptibility factors by performing online factorization
Algorithm 1 Inuence Maximization with Factorization-Bandits
(IMFB)
1: Inputs: GraphG and oracle ORACLE, latent factor dimension
d , regularization parameter λ1 and λ2, q ∈ (0, 1)
2: Initialization: Av,1 = λ1I,Cv,1 = λ2I, sample θˆv,1 ∈ Rd ,
βˆv,1 ∈ Rd for v ∈ V
3: for t = 1, 2, . . . ,T do
4: Compute p¯e,t = Proj[0,1]
(
θˆTдe ,t βˆre ,t +CBe,t
)
with CBe,t =
α
β
дe ‖βˆдe ,t ‖A−1дe ,t + α
θ
re ‖θˆre ,t ‖C−1re ,t + 2q
t for e ∈ E
5: Choose St = ORACLE(G,K , P¯t ) in which P¯t = {p¯e,t }e ∈E
6: Observe the edge-level feedback {ye,t }e ∈E˜t in which E˜t is
the observed edges.
7: Update the node-level inuence statistics and susceptibility
statistics on the observed nodes according to Eq (3),(4),(5),(6)
8: end for
based on sequential edge-level observations. In this subsection, we
illustrate the advantages of such a node-level parameter estimation
by comparing with solutions that directly estimate edge-level pa-
rameters. One classic online inuence maximization solution with
edge-level parameter estimation is the CUCB algorithm [36]. Com-
paring to CUCB, there are two important advantages in IMFB. First,
reduced model complexity. In CUCB the edge activation probabili-
ties are estimated independently across the edges, the complexity
of which is O(|E |) (and it can become as large as O(|V|2) in the
complete graph case). While the model complexity in IMFB is
O(d |V|), which is considerably smaller, as the dimension of latent
space should be much smaller than the number of nodes. Second,
reduced sample complexity. Figure 1 shows an example of inu-
ence model update in CUCB and IMFB after one round of inuence
maximization. Suppose node v0 is activated at this round, accord-
ing to the denition of observed edges, ev0,v1 and ev0,v2 (edges
with solid lines) are observed edges, and ev3,v1 , ev4,v1 , and ev5,v1
(edges shown with dash lines) are unobserved edges. In CUCB,
shown in Figure 1 (a), its activation probability statistics will only
be updated for those observed edges and no information is learned
for those unobserved edges. In IMFB, by utilizing the fact that the
activation on a particular edge is a reection of the giving node’s
inuence and the receiving node’s susceptibility, observations from
the observed edges can be propagated to the unobserved edges, as
shown in Figure 1 (b). Specically, because βˆv1 will be updated
by this round’s observations, the estimation of pˆev3,v1 , pˆev4,v1 and
pˆev5,v1 can all be improved for the next round of interaction. This
directly accelerates the learning of inuence structure. This advan-
tage becomes more obvious and signicant when the network is
denser. Our theoretical analysis in the following section proves
that when the network is fully connected, we can reduce the regret
of IMFB comparing to CUCB by a factor of
√|V|. In addition, as
we discussed earlier, independent edge-level estimations cannot
guarantee to capture the important properties of inuence propa-
gation in real networks, e.g., assortativity. IMFB explicitly encode
such structure into model learning, which can better realize the
structural dependency in inuence propagation.
(a) CUCB update (b) IMFB update
Figure 1: Comparison between CUCB and IMFB in inuence
model update.
3.3.2 Activation probability v.s., reachability. A recent work, DIL-
inUCB [32], also obtains anO(d |V|) model complexity by perform-
ing node-level parameter estimation. But DILinUCB is conceptually
very dierent from our IMFB. Instead of estimating the activation
probability on edges from the interactions, DILinUCB directly esti-
mates the reachability between all pairs of nodes (no matter if they
are directly connected or not) from edge-level feedback via a linear
contextual bandit model. There are two important limitations of it.
Firstly, as mentioned in their paper, the proposed reachability based
surrogate objective is only an heuristic approximation to the origi-
nal online inuence maximization problem. There is no theoretical
guarantee about its approximation quality. Secondly, although its
claimed diusion model independent, their linear reachability as-
sumption may violate the inuence diusing rules in some diusion
models, for example the independent cascading diusion model.
4 REGRET ANALYSIS
Let Sopt be the optimal solution on an input graph, and S∗ =
ORACLE(G,K , P∗) be the solution from an oracle. Here we use P∗ to
denote the ground-truth activation probability in the network. For
any α ,γ ∈ [0, 1], we say that ORACLE is an (α ,γ )-approximation
oracle for a given (G,K) if for any activation probability vector P,
fP(S∗) ≥ γ fP(Sopt ) with probability at least α . In this section, we
simplify the notation of reward function fD,P(S) to fP(S), since
we are consistently using independent cascade model.
To analyze the performance of online inuence maximization
algorithms with an approximation/randomized oracle, we look
at an approximate performance metric – the scaled cumulative
regret: Rαγ (T ) = ∑Ti=1 E[Rαγi ], in which αγ > 0 is the scale and
R
αγ
t = fP∗ (Sopt ) − 1αγ fP∗ (St ). Based on this regret denition, we
have Theorem 4.1 specifying the regret upper bound of IMFB, which
utilized two important proprieties of the reward function fP(S) in
inuence maximization problem: monotonicity and 1-Norm bound
smoothness [36].
Theorem 4.1. Assuming that the ORACLE is an (α ,γ )-approximation
algorithm, we have the following upper regret bound in IMFB,
Rαγ (T ) ≤ O (dB
αγ
(
√
T |Vgiving | |V|Dout log(TDout) (7)
+
√
T |Vreceiving | |V|Din log(TDin)))
in which B is the bounded smoothness constant and it can be proved
that B ≤ |V| in inuence maximization problem [36]. Dout and Din
are the maximum out-degree and in-degree of graphG . |Vgiving | and
|Vreceiving | are the maximum number of observed giving nodes and
receiving nodes at any time point during the interactions.
Proof sketch of Theorem 4.1: According to the regret deni-
tion, the expected regret at time t can be bounded by,
E[Rαγt ] ≤
1
αγ
E[fP∗ (S∗) − fP∗ (St )] ≤ E[fP¯t (St ) − fP∗ (St )]
≤ B
∑
e ∈E˜t
|p¯e,t − p∗e |
in which the second inequality is based on the monotonicity of
the reward function and the ORACLE’s seed node selection. The
third inequality is based on the 1-Norm bounded smoothness of the
reward function and B is the bounded smoothness constant [36].
Then combining the activation probability upper bound provided
in Lemma 3.3, the conclusion in Theorem 4.1 can be obtained. Due
to space limit, detailed proof of this theorem and related technical
lemmas will be provided in the supplement of this paper.
Analysis of Theorem 4.1: Since |Vreceiving |, |Vgiving |, Dout,
and Din can all be simply upper bounded by |V|, the worst case up-
per regret bound of IMFB is O(d |V| 52√T ), which is still better than
the upper regret bound most online inuence maximization algo-
rithms: in a complete graph, their upper regret bound for IMLinUCB
[38] and CUCB [36] are O(d |V|3√T ) and O(|V|3√T ) respectively.
5 EXPERIMENTS
In this section, we performed extensive empirical evaluations on
two real-world networks and compare the proposed solution with
a set of state-of-the-art online inuence maximization baselines.
5.1 Datasets
We evaluate our proposed IMFB algorithm on two real-world datasets:
NetHEPT1 (with 27,770 nodes, and 352,807 ) and Flickr2 (with 12,812
nodes and 137,986 edges). On the NetHEPT dataset, the ground-
truth inuence factors and susceptibility factors on the nodes are
sampled from a uniform distributionU (0, 0.1) and then normalized
by their L2 norms. The activation probabilities on the edges are
generated according to Eq (1). The average edge activation proba-
bility on this resulting dataset is 0.053. The Flickr dataset has a very
skewed degree distribution, which makes it a very easy task for all
the online inuence maximization algorithms if the inuence fac-
tors and susceptibility factors of all the nodes are sampled from the
same distribution. In order to make the learning task on this dataset
more challenging, we need to make the ‘soft degree’ distribution on
this network more balanced. Here we dene a node’s ‘soft degree’ as
the summation of its activation probability on all its connected out-
going edges. In order to achieve this, we sample inuence factors
and susceptibility factors from 10 uniform distributions with dier-
ent expectations, includingU (0, 0.1),U (0.1, 0.2), ...,U (0.9, 1.0), and
then normalize them using their L2 norms respectively. We group
the nodes into 10 groups according to their ‘hard degree’ (here a
node’s original degree is referred as ‘hard degree’). We assign the
groups of nodes with higher hard degree to the distribution that
has a lower expectation, such that we have a much more balanced
soft degree distribution on this network. This makes the learning
of activation probabilities more challenging. The average edge
activation probability on this resulting dataset is 0.065.
1https://snap.stanford.edu/data/cit-HepTh.html
2https://snap.stanford.edu/data/web-ickr.html
In all following experiments, the dimensionality for the latent
inuence and susceptibility factor is set to 20, and seed node size K
is set to 300 by default.
5.2 Baseline Algorithms
We empirically evaluate our proposed IMFB algorithm against the
following state-of-the-art online IM algorithms.
•CUCB [9, 36]: it estimates the activation probabilities on the edges
independently and uses upper condence bound of the estimation
to balance exploitation and exploration.
• ϵ-greedy: it estimates the activation probabilities on the edges
independently, and uses ϵ-greedy [28] to balance exploitation and
exploration.
• IMLinUCB [38]: it learns an edge-level bandit model and esti-
mates the activation probabilities with given edge-level features.
In our experiment, we test two variants of IMLinUCB depending
on how the edge-level features are constructed: (1). We directly
use the ground-truth inuence and susceptibility factors θ∗ and
β∗ to generate a set of high-quality features for it. For each edge
e , we take outer product on θ∗дe and β
∗
re and reshape it to a d
2-
dimensional vector. We need to emphasize that since θ∗дe and β
∗
re
are directly used to generate the ground-truth activation proba-
bility, this feature setting can lead to the best possible version of
IMLinUCB, i.e., it only needs to recognize the diagonal terms in the
outer product. (2). We follow the setting proposed in [38], where
we rst use node2vec [14] to create node embedding vectors and
use an element-wise product between two nodes of an edge to
get the edge features. This variant of IMLinUCB is referred to as
IMLinUCB-Node2Vec in the following discussion.
• DILinUCB [32]: is a model-independent contextual bandit al-
gorithm for online inuence maximization. DILinUCB requires
features on the receiving nodes as input to estimate the reachibility
between node pairs. We provide ground-truth susceptibility factor
β∗v for v ∈ V as input of node features to DILinUCB.
For IMFB and all baselines except DILinUCB, the DegreeDiscoun-
tIC algorithm proposed in [8] is used as the inuence maximization
oracle. For DILinUCB, since the original inuence maximization
objective function is replaced with a heuristic surrogate function,
the greedy oracle suggested in their solution [32] is used here. In all
our experiments, we run all algorithms over 200 rounds and report
the averaged results from 5 independent runs.
5.3 Comparison on Inuence Maximization
We rst compare dierent algorithms’ performance in maximizing
inuence during online learning. For better visibility, all subgures
in Figure 2 share the same set of legend.
In Figure 2 (a) & (b), we report the real-time average reward and
variance (showed by the shaded area) of the collected reward from
dierent algorithms on NetHEPT and Flickr dataset respectively.
From this result, we rst observe that IMFB shows signicant im-
provement over all the baselines on both datasets. We also observe
that on both datasets DILinUCB performs consistently the worst,
which is expected because of the heuristic reachability assumption.
On the NetHEPT dataset shown in Figure 2 (a), we can observe
that the learning process of CUCB and ϵ-greedy are much slower
than the other solutions. This observation veried our claim about
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Figure 2: Real-time average reward from online inuence maximization.
the necessity of explicitly modeling the inuence structure: when
the edge activation probabilities are independently modeled (e.g.,
in CUCB and ϵ-greedy), the learner can only update and improve
its estimation quality on the observed edges. This makes the learn-
ing very slow, especially on this relative denser dataset. Although
uncertainty of the estimation can help avoid local optimal, it may
also take time to recognize the globally optimal seed nodes, espe-
cially when a lot of edges need exploration. While for IMFB and
both variants of IMLinUCB, since they can propagate observations
through node-level parameter estimation (in IMFB) or shared edge
parameter estimation, the learning process is much faster.
On the Flickr dataset shown in Figure 2 (b), IMLinUCB performs
even worse than CUCB. The potential reason for this bad perfor-
mance is that IMLinUCB is over-parameterized, which slows down
its learning convergence. For example, among all provided d2 fea-
tures, only d of them are eective. The algorithm needs a lot more
observations to recognize the relevance of those features. While
at the same time, since the dataset is relatively sparser, i.e., the
number of observed edges are relatively smaller in each round of
interaction, which makes IMLinUCB’s learning process even slower.
In addition, we can also notice that IMLinUCB-Node2Vec is one of
the worst performing algorithms. This indicates IMLinUCB is very
sensitive to the quality of manually constructed edge-features.
Based on our observations in Figure 2 (a) & (b), we designed a
new setting on the Flickr dataset to better illustrate the importance
and advantages of node-level parameter estimation in our proposed
IMFB. On the Flickr dataset, we rst categorize the nodes into two
types: Type 1 includes nodes that have very high hard degrees; and
Type 2 includes nodes that have relatively low hard degrees. Then
we controlled the generation of inuence and susceptibility factors
to make the out-going edges from Type 1 nodes associated with
extremely low activation probabilities. The purpose of this design
is to make the average soft degree in Type 1 nodes small. And for
Type 2 nodes, we control the activation probability generation to
make their associated edges’ activation probability extremely large.
And we remove some of the edges (but not all of them) connecting
these two types of nodes to further control the degree distribution.
At the beginning of online inuence maximization, when a
learner’s estimation about activation probabilities is not accurate,
hard degree plays a dominating role in the ORACLE’s decision.
Hence, on this manipulated Flickr network, the ORACLE trends to
start with Type 1 nodes (because their hard degree is very high)
but the optimal seed nodes are more likely to concentrate on Type
2 nodes, where the average activation probability is higher. In this
case, if there is no observation prorogation among edges, it would
take more rounds of interactions for a learner to realize that Type
2 nodes are actually better. In IMFB, even though at the begin-
ning stage it would also start from Type 1 nodes, because of its
node-level parameter estimation, observations from observed edges
can be eectively propagated to those unobserved edges. If those
unobserved edges are connected to Type 2 nodes (because we did
not remove all the edges connecting Type 1 and Type 2 nodes), esti-
mation about the Type 2 nodes and their connected edges can thus
be improved. This observation propagation to unobserved edges
helps IMFB learn much faster than the other baselines. This benet
is also illustrated in Figure 1 of Section 3.3. Empirical evaluation
of average reward under this setting can be found in Figure 2 (c),
which veried our claimed benet on IMFB: On this dataset, IMFB
obtained much more signicant improvement: it obtained 230%
improvement over CUCB and ϵ-greedy.
5.4 Inuence Model Estimation Quality
In order to better understand the algorithms’ eectiveness in acti-
vation probability learning, we compared the estimation quality of
IMFB with related baselines on both datasets in Figure 3 with solid
lines (using the right-side of y-axis). Specically, we calculated
the absolute dierence between the estimated activation probabil-
ity pˆe,t and ground-truth probability p∗e over observed edges. We
omit ϵ−greedy and DILinUCB here since ϵ−greedy’s performance
is very similar to CUCB, and DILinUCB does not directly estimate
the activation probabilities.
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Figure 3: Inuence model estimation quality.
From the results on NetHEPT in Figure 3 (a), we can observe that,
in addition to IMFB, the estimation error of activation probabilities
in IMLinUCB also converge very fast but still worse than IMFB.
Table 1: Robustness to dimensionality misspecication.
IMFB-1 IMFB-5 IMFB-20 IMFB-60 ϵ-greedy CUCB IMLinUCB-Node2Vec IMLinUCB DILinUCB
NetHEPT 4657.80 4711.30 4731.90 4715.80 2882.10 3022.30 4262.40 4392.50 2368.80
Flickr 979.80 1044.88 1054.56 1044.17 706.14 880.37 744.52 800.86 715.89
Table 2: Reward comparison under dierent environment settings on Flickr dataset.
IMFB ϵ-greedy CUCB IMLinUCB-Node2Vec IMLinUCB DILinUCB
K = 50 203.92 161.80 194.71 130.47 179.24 131.31
K = 100 405.50 295.09 352.51 243.68 332.28 257.73
K = 300 1054.56 706.14 880.37 744.52 800.86 715.89
K = 1, 000 2737.86 2224.10 2508.25 2013.49 2157.98 2198.64
η = 0 1054.56 706.14 880.37 744.52 800.86 715.89
η ∼ U (−0.05, 0.05) 1455.83 1120.56 1241.26 1205.89 1267.67 1131.39
η ∼ U (−0.1, 0.1) 1956.80 1641.30 1740.00 1856.83 1921.10 1711.80
η ∼ U (−0.3, 0.3) 2766.07 2587.10 2690.30 2659.34 2736.78 2590.18
c = 0.5 432.45 359.19 367.75 383.46 412.45 350.28
c = 1.0 1054.56 706.14 880.37 744.52 800.86 715.89
c = 1.5 2727.07 1863.94 2407.70 2035.44 2479.88 2278.18
c = 2.0 3884.68 3517.8 3776.86 3598.31 3658.57 3526.53
IMLinUCB-Node2Vec has a much worse activation probability esti-
mation than all the other baselines. The unsatisfactory activation
probability estimation in CUCB again veried our motivation of
joint edge level parameter estimation. We can see that at around
round 85, there is a sudden jump of its activation probability estima-
tion quality. This is because at that round CUCB starts to explore
edges that were rarely observed before. For those edges, CUCB has
to learn the activation probability from scratch, which leads to a
sudden drop and a large variance in its estimation. This observation
directly verify phenomenon shown in the illustration example in
Figure 1, where we showed CUCB can only improve the estimation
of activation probabilities on edges that are directly observed.
On the Flickr dataset in Figure 3 (b), we observe similar esti-
mation error pattern in CUCB at round interaction 15. Since this
happens much earlier than that on the NetHEPT dataset, the perfor-
mance of CUCB is not greatly aected after all. And on this dataset,
IMFB converges the fastest and converges to an error that is much
smaller than any other baselines’. Results on both these two dataset
empirically conrmed the reduced sample complexity of IMFB.
In addition, we also visualize the average L2 dierence between
the estimated factors in IMFB and the ground-truth factors in the
environment, i.e., ‖θˆv,t −θ∗v ‖2 and ‖βˆv, t−β∗v ‖2, on observed nodes
v . The results on both datasets are shown in Figure 3 (a) & (b) with
dotted lines using the left side of the y-axis. We can nd that within
25 iterations, IMFB’s estimation error in both θ and β reduces. As
a result, its estimated activation probability pˆe,t quickly converges
to ground-truth probability, which corresponds to the convergence
of the real time reward. The good estimation quality of activation
probability in IMFB coincides our analysis in Lemma 3.3 regarding
the condence bound of activation probability estimation.
5.5 Robustness in Inuence Model Learning
5.5.1 Dimensionality Misspecification. In our proposed solution,
dimensionality of the latent inuence factors and susceptibility fac-
tors need to be specied as the input. On the tested datasets, the
dimensionality is set to 20 when generating the ground-truth activa-
tion probabilities. However, such information would be unknown
to a learner in practice. Thus it is important to study the robustness
of our proposed IMFB algorithm when dimensionality of latent
factor is misspecied. Here we use IMFB-d ′ to denote IMFB with
latent dimension size d ′. We vary d ′ to study IMFB’s robustness
to dimensionality misspecication. Average reward on NetHEPT
and Flickr dataset are reported in Table 1. We also include results
from all the other baselines for comparison. From this result we
can clearly nd that: rstly IMFB is very robust to dimensionality
misspecication, specically when d ′ is set within a reasonable
range. For example when d ′ is in the range of 5 to 60, given the
ground-truth dimension size is 20, the variance in the performance
of IMFB is very small. Even when d ′ is set to 1, IMFB can still
maintain competitive performance. Secondly, by comparing IMFB
with all other baselines, we can see that even when the dimension-
ality is misspecied, IMFB can still signicantly outperform all the
baselines. This suggests specifying the correct inuence structure
is more important for online inuence maximization.
5.5.2 Dierent Environment Seings. To examine our algorithm’s
robustness to dierent environment setups, we performed evalua-
tion on the Flickr dataset by varying several important parameters
of the environment, and report the results in Table 2.
•Number of seed nodes K . We vary the number of seed nodes K
from 50 to 1,000. We observe that for dierent settings of K , IMFB
consistently performs better than other baselines.
• Noise level η. Previous works in online inuence maximization
assumes the activation of edge e is controlled by a xed ground-
truth activation probability pe . In order to get a sense of our algo-
rithm’s robustness to additional noise on the edge activation, at
each round of interaction we add an additional noise term η on the
ground-truth activation probabilities and then project the resulting
noisy activation probabilities to [0, 1]. From Table 2 we observe
that IMFB is robust to dierent noise levels and outperforms other
baselines even when the noise scale is very large.
• Activation probability scale coecient c. To simulate some
practical scenarios where the graph is generally more active or
inactive, we re-scale the activation probability pe in our default
setting by a constant coecient c , i.e., activate edge e with prob-
ability c · pe , where c is varied from 0.5 to 2.0. According to the
results in Table 2, our proposed IMFB is robust to the choice of
c and generally improves over other baselines. We also observe
that when c = 2.0 the dierence between all algorithms becomes
much smaller. This is expected: when c is large, the network is
very active in every node, which makes the number of observations
much larger which reduces necessity of observation propagation.
6 CONCLUSIONS & FUTUREWORK
Motivated by the network assortative mixing property, we decom-
pose the edge activation probability into giving node’s inuence
and receiving node’s susceptibility, and therefore perform node-
level inuence model estimation for better model complexity and
generalization in online inuence maximization. We provide rig-
orous theoretical analysis of IMFB, and show considerable regret
reduction comparing with several state-of-the-art online maximiza-
tion solutions. We also empirically evaluate on two real-world
network datasets and conrm the eectiveness and robustness of
IMFB.
Our factorization based solution provides a exible framework to
introduce more desired properties, e.g., homophily and simultaneity,
to inuence modeling. Currently, we have assumed the availability
of edge-level feedback from inuence maximization. But in practice
node-level feedback is more prevalent, we can incorporate more
sophisticated inference methods based on our factor models to learn
from such feedback.
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8 SUPPLEMENT
8.1 Implementation of IMFB
The implementation of our proposed solution IMFB is publicly avail-
able at https://github.com/Matrix-Factorization-Bandit/IMFB-KDD2019.
8.2 Proof of Theorem 4.1 and related lemmas
To carry out our analysis, we make the following mild conditions
on the expected reward fP(S). Note that these two conditions are
the same as stated in [36].
• Monotonicity. The expected reward of playing any super
arm S ∈ S is monotonically non-decreasing with respect
to the expectation vector, i.e., if for all i ∈ [m] pi ≤ p′i , we
have fP(S) ≤ fP′(S) for all S ∈ S, in which S is the set of
all candidate super arms.
• 1-Norm Bounded Smoothness. We say that a CMAB-T
(Combinatorial Multi-Armed Bandit with probabilistically
Triggered arms) satisfy 1-norm bounded smoothness, if
there exists a bounded smoothness constant B ∈ R+ such
that for any two distributions with expectation vectors
P and P′, and any action S, we have | fP(S) − fP′(S)| ≤
B
∑
i ∈S˜ |pi−p′i |, where S˜ is the set of arms that are triggered
by S.
Proof of Theorem 4.1. According to the denition of scaled
regret, we have
E[Rαγt ] = fP∗ (Sopt ) − E[
1
αγ
fP∗ (St )] (8)
≤ 1
αγ
E[fP∗ (S∗) − fP∗ (St )]
where the expectation is over the possible randomness of St since
the oracle might be a randomized algorithm. Notice that the ran-
domness coming from the edge activation is already taken care of
in the denition of r function. For any t ≤ T , we dene event ξt as,
ξt−1 = {|p∗e − pˆe,t | ≤ α βvдe ‖βˆдe ,i−1‖A−1дe ,i−1 (9)
+ αθre ‖θˆvre ,i−1‖C−1re ,i−1 + 2q
2i ,∀e ∈ E,∀i ≤ t}
and ξ¯t−1 as the complement event of ξt−1. Hence we have,
E[Rαγt ] ≤
P(ξt−1)
αγ
E[fP∗ (S∗) − fP∗ (St )|ξt−1] + P(ξ¯t−1)(L − K)
(10)
≤ P(ξt−1)
αγ
E[fP¯t (S∗) − fP∗ (St )|ξt−1] + P(ξ¯t−1)(L − K)
≤ P(ξt−1)
αγ
E[fP¯t (St ) − fP∗ (St )|ξt−1] + P(ξ¯t−1)(L − K)
in which the second inequality is based on the monotonicity of the
expected reward function (since we proved that with high proba-
bility each element in P¯t is an upper bound of the coressponding
element in P∗. ), and the third inequality is based on the oracle’s
seed node selection strategy.
By the 1-Norm bounded smootheness of the reward function as
stated in Condition 2, we have,
fP¯t (St ) − fP∗ (St ) ≤ B
∑
e ∈E˜t
|p¯e,t − p∗e ]| (11)
in which E˜t is the set of observed edges at interaction t (i.e. the set
of triggered edges by St at time t if map it to the 1-Norm Bounded
Smoothness condition).
Substituting Eq (11) to Eq (10) and combining the denition of
cumulateive regret we have,
Rαγ (T ) =
T∑
t=1
E[Rαγi ] (12)
≤ B
αγ
T∑
t=1
∑
e ∈E˜t
|p¯e,t − p∗e | + P(ξ¯t−1)(L − K)
According to a proof similarly as in Lemma 2 of [38], the term
P(ξ¯t−1)(L−K) can be bounded by 1. Then combining the conclusion
in Lemma 8.1, we have,
Rαγ (T ) ≤ O (dB
αγ
(
√
T |Vgiving | |V|Dout log(TDout) (13)
+
√
T |Vreceiving | |V|Din log(TDin)))

Lemma 8.1. DenoteVreceivingSt as the set of observed giving nodes
at time t under seed node set St , VreceivingSt as the set of receiving
nodes at time t under seed node set St , we have with high probability,
T∑
t=1
∑
e ∈E˜t
|p¯e,t − p∗e | (14)
≤ O(d
√
T |Vgiving | |V|Dout log(TDout)
+ d
√
T |Vreceiving | |V|Din log(TDin))
Proof of Lemma 8.1.
T∑
t=1
∑
e ∈E˜t
|p¯e,t − p∗e | (15)
≤
T∑
t=1
∑
e ∈E˜t
(α βvдe ‖βˆдe ,i−1‖A−1дe ,i−1 + α
θ
re ‖θˆvre ,i−1‖C−1vre ,i−1 + 2q
t )
=
T∑
t=1
∑
u ∈VgivingSt ,
α
β
u ‖βˆu,t ‖A−1u,t +
T∑
t=1
∑
v ∈VreceivingSt ,
αθv ‖θˆv,i−1‖C−1v,i−1 +
T∑
t=1
|E˜t |2qt )
(16)
≤ α β
T∑
t=1
∑
u ∈VgivingSt ,
‖βˆu,t ‖A−1u,t + α
θ
T∑
t=1
∑
v ∈VreceivingSt ,
‖θˆv,i−1‖C−1v,i−1 +
T∑
t=1
|E˜t |2qt )
in which αβ = maxv ∈V α
β
v and αθ = maxv ∈V αθv .
T∑
t=1
∑
u ∈VgivingSt ,
‖βˆu,t ‖A−1u,t ≤
√√√
T |Vgiving |
T∑
t=1
∑
u ∈VgivingSt ,
‖βˆu,t ‖2A−1u,t
(17)
≤
√
T |Vgiving | |V|d
Dout log(1 + TDoutdδ 2 )
log(1 + 1/δ2)
in which |Vgiving | is the maximum number of observed giving
nodes at any time point, and the last inequality is based on Lemma
8.2. and similarly we have,
T∑
t=1
∑
v ∈VreceivingSt ,
‖θˆv,t ‖C−1v,t ≤
√√√
T |Vreceiving |
T∑
t=1
∑
v ∈VreceivingSt ,
‖θˆv,t ‖2C−1v,t
(18)
≤
√
T |Vreceiving | |V|d
Din log(1 + TD indδ 2 )
log(1 + 1/δ2)
in which |Vreceiving | is the maximum number of observed receiving
nodes at any time point, and the last inequality is based on Lemma
8.2.
Then we obtain that,
T∑
t=1
∑
e ∈ESt
|p¯e,t − p∗e | (19)
≤ αβ
√
T |Vgiving | |V|d
Dout log(1 + TDoutdδ 2 )
log(1 + 1/δ2)
+ αθ
√
T |Vreceiving | |V|d
Dout log(1 + TD indδ 2 )
log(1 + 1/δ2) + |EO |
2q(1 − qT )
1 − q
≤ O(d
√
T |Vgiving | |V|Dout log(TDin)
+ d
√
T |Vreceiving | |V|Din log(TDin))
in whichαβ =
√
d log(d+TDoutdδ 2λ1 )+
λ1(1−q)+2q√
λ1(1−q) , andα
θ =
√
d log(d+TD indδ 2λ2 )+
λ2(1−q)+2q√
λ2(1−q) and |EO | is the maximum number of observed edges at
any interaction up to time T .

Lemma 8.2. DenoteVgivingSt as the set of observed giving nodes at
time t under seed node set St ,VreceivingSt as the set of receiving nodes
at time t under seed node set St , we have
T∑
t=1
∑
u ∈VgivingSt ,
‖βˆu,t ‖2A−1u,t ≤ |V|
dDout log(1 + TDoutdδ 2 )
log(1 + 1/δ2) (20)
and
T∑
t=1
∑
v ∈VreceivingSt ,
‖θˆv,t ‖2C−1v,t ≤ |V|
dDin log(1 + TD indδ 2 )
log(1 + 1/δ2) (21)
Proof of Lemma 8.2. The proof of this lemma is similar as Lemma
1 in [38]. 
Proof of Lemma 3.3. The proof of inequalities ‖θˆv,t−θ∗v ‖Av,t ≤
α
β
v and ‖βˆv,t − β∗v ‖Cv,t ≤ αθv are technically similar as the proof
in Lemma 1 in [34], and thus omitted here. For the simplicity of
notations, we denote the head node and tail node of edge e as u and
v respectively.
p∗e − pˆe,t (22)
= θ∗u
Tβ∗v − θˆTu,t βˆv,t
= θ∗u
Tβ∗v − θ∗uTβˆv,t + θ∗uTβˆv,t − θˆTu βˆv,t
= θ∗u
T(β∗v − βˆv,t ) + (θ∗u − θˆu,t )Tβˆv,t
= (θ∗u − θˆu,t )T(β∗v − βˆv,t ) + θˆTu (β∗v − βˆv,t ) + (θ∗u − θˆu,t )Tβˆv,t
≤ ‖θ∗u − θˆu,t ‖‖β∗v − βˆv,t ‖ + ‖θˆu,t ‖‖β∗v − βˆv,t ‖ + ‖θ∗u − θˆu,t ‖‖βˆv,t ‖
≤ ‖θ∗u − θˆu,0‖‖β∗v − βˆv,0‖q2t
+ ‖β∗v − βˆv,t ‖Cu,t ‖θˆu,t ‖C−1u,t + ‖θ
∗
u − θˆu,t ‖Au,t ‖βˆv,t ‖A−1u,t
≤ 2q2t + αθu ‖θˆu,t ‖C−1v,t + α
β
v ‖βˆv,t ‖A−1u,t
in which q is a constant in the range of (0, 1), and the second
inequality is based on the q-linear convergence rate of parameter
estimation [31, 34]. 
