Abstract-In this note, adaptive neural control is presented for a class of strict-feedback nonlinear systems with unknown time delays. Using appropriate Lyapunov-Krasovskii functionals, the uncertainties of unknown time delays are compensated for such that iterative backstepping design can be carried out. In addition, controller singularity problems are solved by using the integral Lyapunov function and employing practical robust neural network control. The feasibility of neural network approximation of unknown system functions is guaranteed over practical compact sets. It is proved that the proposed systematic backstepping design method is able to guarantee semiglobally uniformly ultimate boundedness of all the signals in the closed-loop system and the tracking error is proven to converge to a small neighborhood of the origin.
I. INTRODUCTION
Recent years have witnessed great progress in adaptive control of nonlinear systems, which plays an important role due to its ability to compensate for parametric uncertainties. To obtain global stability, some restrictions had to be made to system nonlinearities such as matching conditions [1] , extended matching conditions [2] , or growth conditions [3] . To overcome these restrictions, recursive and systematic backstepping design was developed in [4] . The overparametrization problem was then removed in [5] by introducing the concept of tuning function. Several adaptive approaches for nonlinear systems with triangular structures have been proposed in [6] , [7] . Robust adaptive backstepping control has been studied for uncertain nonlinear systems with unknown nonlinear functions in [8] and [9] , and among others.
Recently, stabilization of nonlinear systems with time delays is receiving much attention [10] , [11] . The existence of time delays may make the task more complicated and challenging, especially when the delays are not perfectly known. One way to ensure stability robustness with respect to this uncertainty is to seek for delay-independent solutions. Lyapunov-Krasovskii functionals have been used early as checking criteria for time-delay systems' stability in [12] and [13] . In The authors are with Department of Electrical and Computer Engineering, National University of Singapore, 119260 Singapore (e-mail: elegesz@nus.edu.sg).
Digital Object Identifier 10.1109/TAC.2003.819287 [13] , the system considered was a class of nonlinear time-delay systems with a so-called "triangular structure", which was later commented that it could not be "constructively obtained" in [14] . The uncertainties from unknown parameters or unknown nonlinear functions are yet to be discussed, especially when the virtual control coefficients are unknown nonlinear functions of states with known signs. With the aid of neural networks parameterization, stable controllers have been constructed in [15] and [16] (to name just a few) and a family of novel integral Lyapunov functions have been developed in [17] and [18] to avoid controller singularity problem commonly encountered in adaptive feedback linearization control.
In this note, we present an adaptive neural controller for a class of strict-feedback nonlinear systems with unknown time delays and unknown virtual control coefficients. Both integral functions and Lyaponov-Krasovskii functionals are used to construct the Lyapunov function candidates such that the controller singularity problem is avoided and the uncertainties from unknown time delays are removed. Semiglobally uniformly ultimate boundedness (SGUUB) of all the signals in the closed-loop system can be guaranteed and the control performance can be improved by appropriately choosing the design parameters. The proposed method expands the class of nonlinear systems that can be handled using adaptive control. The main contributions of the note lie in: 1) the use of integral Lyapunov functions to avoid controller singularity problem commonly encountered in feedback linearization control; 2) the introduction of appropriate Lyaponov-Krasovskii functionals to compensate for the unknown time delays for a time-delay independent controller design; 3) the introduction of practical robust control to avoid possible singularity problem due to the appearance of 1=z i in the controller; and 4) the use of neural networks as function approximators with its feasibility being guaranteed over the practical compact sets for the first time in the literature.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a class of single-input-single-output (SISO) nonlinear time-delay systems _ x i (t) =g i ( x i (t))x i+1 (t) + f i ( x i (t)) + +h i ( x i (t 0 i )) 1 i n 0 1 _ x n (t) =g n ( x n (t))u + f n ( x n (t)) + h n ( x n (t 0 n )) (1) . Examples are recycled reactors, recycled storage tanks and cold rolling mills [19] . In general, most of the recycling processes inherit delays in their state equations.
A function approximator shall be used to approximate the unknown nonlinear functions. Among the two types of artificial neural networks, i.e, 1) linearly parametrized neural networks (LPNNs) [18] and 2) multilayer neural networks (MNN's), for simplicity of demonstrating the main idea, we shall use radial basis function (RBF) neural network (NN), a kind of LPNN, as an example in this note to approximate the [20] and [21] where W 3 is the ideal constant weight vector, and (Z) is the approximation error which is bounded over the compact set, i.e., j(Z)j 3 , 8Z 2 Z where 3 > 0 is an unknown constant. The ideal weight vector W 3 is an "artificial" quantity required for analytical purposes. 
Define the integral Lyapunov function V z (t) [17] , [18] , the Lyapunov-Krasovskii functional VU (t) with the positive scalar function U i (1) , and the Lyapunov function candidates V i (t) as
where g 01 i ( xi) = i( xi)=gi( xi) with i( xi) > 0 being a smooth weighting function to be defined later and (g 01 i ) 2 = 2 i =g 2 i , and
. . . ; n. The choice of weighting function i (1) plays a key role in the controller design and results in different controllers with varying control performance [18] . The apparent and convenient choices for i(1) are 1 and gi( xi)
for general nonlinear systems. Detailed explanations will be given based on i ( x i ) = g i ( x i ) in the following, while a remark will be given directly addressing the controller design and relevant stability and performance analysis for i ( x i ) = 1 without derivation for conciseness.
By choosing i( xi) = gi( xi), we have g 01 i ( xi) = gi( xi)=gi( xi). From Assumption 2.2, we know that g 01 i ( xi) are bounded by known functions as 1 < g 01 i ( x i ) g i ( x i )=g i0 . Clearly, V z are positive-definite functions, i = 1; . . . ; n.
Step 1) Let us first consider the z 1 -subsystem as
By variable change = z 1 , we may rewrite V z in (7) The time derivative of V z along (11) is
+ jz1(t)jg 01 1 (x1(t))jx1(t 0 1)j 2 % 1 (x 1 (t 0 1 )): (13) By using Young's Inequality, (13) becomes
In standard iterative backstepping design, 1 (t) is usually designed to stabilize the z1-subsystem except for the coupling term g1z1z2 to be dealt with in the next step. In doing so under the assumption of known functions, one more difficulty exists in the new problem setting.
Although %1 (1) is a known function, it cannot be utilized in designing 1 (t) as x 1 (t 0 1 ) is undetermined because of unknown time delay 1 . Intuitively, approximation methods such as neural networks can be used to approximate the unknown functions. The unknown functions g 1 (1) and f 1 (1) can be dealt with in this way without any problem.
However, due to the existence of the unknown time delay 1, functions of x 1 (t 0 1 ) are hard to be approximated using neural networks since the input x 1 (t 0 1 ) is undetermined because of the uncertain 1 . To overcome the design difficulties from the unknown time delay 1, we consider the Lyapunov-Krasovskii functional V U (t) in (9) with its time derivative being _ V U (t) = U 1 (x 1 (t)) 0 U 1 (x 1 (t 0 1 )) (15) which can be used to cancel the time-delay term on the right-hand side of (14) and thus eliminate the design difficulty from the unknown time delay 1 without introducing any uncertainties to the system. Accordingly, we obtain
Comparing (16) with (14), it is found that the difficulty from the unknown time delay 1 has been eliminated by introducing the Lyapunov-Krasovskii functional V U (t). By differentiating VU (t) with respect to time, the unknown time delay term U 1 (x 1 (t 0 1 )) = 1=2x 
where cz is a constant that can be chosen arbitrarily small and " 0" in (18) is used to denote the complement of set B in set A as A 0 B := fxjx 2 A and x = 2 Bg.
Accordingly, the following practical control law is proposed:
where pi(1) is defined in (4). Since f(1) and g(1) are unknown smooth functions, the desired practical control 3 1 in (19) cannot be implemented in practice. Neural networks can be used to approximate the unknown function Q1(Z1). Note that control action is only activated when z 1 2 0 Z , which means unknown function Q1(Z1) is approximated by neural networks over the set 0 Z . According to the main result stated in [22] , any real-valued continuous function can be arbitrarily closely approximated by a network of RBF type over a compact set. The compactness of set 0 Z is a must to guarantee the feasibility of neural networks approximation, which is shown in the following lemma. (21) For uniformity of notation, we define sets c Z and 0 Z , i = 2; . . . ; n as c := fzi j jzij < cz g (22) 0 Z := Z 0 c :
Note that the control objective is to show that certain compact set S is domain of attraction in the sense that for all bounded initial conditions, there exists S such that all closed-loop signals will eventually converge to S . i.e., all Z i (t) starting from within 0 Z will enter into S and will stay within S thereafter. In the following steps, the unknown functions Q i (Z i ), i = 2; . . . ; n will be approximated by neural networks as
Consider the Lyapunov function candidate V 1 (t) in (10), whose time derivative along (16), (21) and (24) 
Substituting (26) into (25), and using (5) and (6) Step i (2 i n 0 1)) Similar procedures are taken for i = 2; . . . ; n 0 1 as in Step 1).
The dynamics of zi-subsystem is given by
The time derivative of Vz (t) in (8) is given by 
Similarly, we have the following intermediate control law: where the coupling term g i ( x i )z i z i+1 will be handled in the next step.
Step n) This is the final step, since the actual control u appears in the dynamics of zn-subsystem as given by _ z n = g n ( x n (t))u + f n ( x n (t)) + h n ( x n (t 0 n )) 0 _ n01 (t):
Consider V z (t) given in (8) . Noting Assumption 2.4, its time derivative is _ V z (t) =z n (t) g n ( x n (t))u(t) + g 01 n ( x n (t))f n ( x n (t)) 
We construct the following adaptive neural control law: where C 0 > 0 is a constant whose size depends on the initial conditions (as will be defined later in the proof).
ii) The closed-loop signal z(t) = [z 1 ; . . . ; z n ] T 2 R n will eventually converge to a compact set defined by
where > 0 is a constant related to the design parameters and will be defined later in the proof, and S can be made as small as desired by an appropriate choice of the design parameters. Proof: Consider the following Lyapunov function candidate:
where V z (t) and V U (t) are defined in (8) and (9), respectively, and Since z1 = x1 0 y d and y d is bounded, x1 is bounded.
For i = 2; . . . ; n, xi is bounded as xi = zi + i01 and i01 = 0. In addition,Ŵ i is kept unchanged in a bounded value, i = 1; . . . ; n. Observing the definition for Vz (t) and V U (t), and noting that g i (1), % ij (1) are smooth functions, we know that for bounded x i , z i andŴ i , V z (t) and V U (t) are bounded, i.e., there exists a finite CB such that Vn(t) CB: i.e., the vector z will eventually converge to the compact set S defined in (44). This completes the proof. 
IV. CONCLUSION
An adaptive neural-based control has been addressed for a class of strict-feedback nonlinear systems with unknown time delays. The unknown time delays has been compensated for through the use of appropriate Lyapunov-Krasovskii functionals. As a result, the iterative backstepping design can be carried out. In addition, the controller is free from singularity problem by using the integral Lyapunov function and practical robust neural network control. The proposed systematic backstepping design method has been proven to be able to guarantee SGUUB of closed-loop signals and the output of the system has been proven to converge to an arbitrarily small neighborhood of the origin.
