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Abstract
The existence of Lyapunov function for the planar system with an arbitrary limit
cycle is proved. Firstly, the generalized definition of Lyapunov function for fixed
point and limit cycle are given, respectively. And they are logically consistent
with the definition in dynamical systems textbooks. Secondly, combined with
Schoenflies theorem, Riemann mapping theorem and boundary correspondence
theorem, that arbitrary simple closed curve in plane can be mapped to the unit
circle one by one is proved. Thirdly, according to the definition of potential
function in physics, the one-dimensional radial system of polar coordinate sys-
tem corresponding to two-dimensional dynamic system is studied, and then the
strictly analytic construction of Lyapunov function is given for the system with
an unit circle as a limit cycle. Finally, by discussing two well-known criteria for
system dissipation, that they are not equivalent is demonstrated. Such discus-
sion may provide an understanding on the confusion on Lyapunov function in
limit cycles still existing in recent textbooks. What’s more, some corresponding
examples are provided above.
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1. Introduction
In the study of nonlinear dynamics, the limit cycle system is one of the
archetypes which have been fascinating mathematicians, scientists and engineers
for over 100 years[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. As limit cycle plays an
important role in nonlinear dynamics, the qualitative analysis of limit cycle
system becomes more and more important. The Lyapunov function is a crucial
tool for qualitative analysis of dynamic systems, while its existence is the first
difficult and key problem to be faced with. Here, we will investigate the existence
of Lyapunov functions for a two-dimensional nonlinear dynamical system with
an arbitrary limit cycle.
In the past decades, some effort has been devoted to the study of the Lya-
punov function for limit cycle system, and these studies are conducted from the
perspective of potential functions. Wang et al.[13] used a stochastic model to
uncover two natures of circadian oscillation: landscape and flux perspectives.
By using large deviation theory, Ge and Qian[14] studied the landscapes of non-
gradient dynamics without detailed balance: Stable limit cycles and multiple
attractors. Vincent et al.[15] discussed the vibrational resonance in an oscillator
with an asymmetrical deformable potential. Specifically, Ao[16, 17] divided the
dynamic system into three parts from the perspective of mechanics to study
the behavior of the dynamic system: (S + T )q˙ = −∇φ. In this structure, the
friction matrix S corresponds to dissipation, the transverse matrix T corre-
sponds to Lorentz force and the potential function φ has been proved that it is
equivalent to Lyapunov function[18]. And they also conducted some research
on Lyapunov function for the limit cycle[19, 20, 21, 22]. For instance, Zhu et
al.[19] first presented the coexistence of limit cycle and Lyapunov function, and
gave an example of the limit cycle system which has the unit circle as limit cycle
and the Lyapunov function can be constructed analytically for the limit cycle
system. The obtained Lyapunov function has the shape of Mongolian hat. And
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they introduced the construction of generalized Lyapunov function by Ao, but
this construction has not been proved mathematically strictly. By using the ge-
ometric method, the Lyapunov function for a piecewise linear system with limit
cycles is constructed by Ma et al.[20]. Based on A-type stochastic integrals,
Lyapunov functions for a class of nonlinear system with limit cycle,Van der Pol
type system, is studied[21]. Tang et al.[22] determined the dynamical behaviors
of competitive Lotka-Volterra systems by the Lyapunov function.
Because Zhu et al.[19] is a structural method, and typical processing means
of scientists and engineers, but it’s not strictly mathematical proof. Though
papers[20, 21, 22] are rigorous results, they are special cases. In view of the
important contribution of literatures[19, 20, 21, 22] to the study of Lyapunov
functions of limit cycle systems, we want to further improve it from a mathe-
matical perspective. And it is very interesting to ask the following question: Is
there a Lyapunov function for an arbitrary limit cycle in two dimensional plane?
This paper will give a positive answer.
The rest of this paper is organized as follows. Based on the Ao’s novel
decomposition of dynamical system, we introduce the definition of generalized
Lyapunov functions, and give several necessary definitions and theorems in Sec-
tion 2. In Section 3, we first prove that an arbitrary simple closed curve in a
plane can be mapped onto the unit circle one by one. And since for a limit cy-
cle of unit circle type its Lyapunov function can be constructed analytically, it
allows us to reach that Lyapunov function always exists for an arbitrary planar
limit cycle. What’s more, some examples are given to illustrate the obtained
results. For a contradiction about the existence problem of Lyapunov function
for limit cycle system, we discuss two well-known criteria for system dissipation
and demonstrate that they are not equivalent in Section 4. In Section 5, we
summarize and conclude.
2. Preliminaries
In this section, some necessary definitions and theorems are introduced.
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In mathematics, there are three kinds of dynamic systems: fixed point, limit
cycle and chaos. Wolfram[23] classified the dynamical systems in this way. The
Lyapunov functions in many differential dynamical system books[24, 25, 26, 27]
are given for the fixed point of system. Therefore, the promotion of Lyapunov
function has a deeper and broader practical significance. Combined with the
work of Ao et al.[18, 19] , the definitions of generalized Lyapunov function is
obtained at the fixed point and limit cycle, respectively.
Definition 1. For a smooth autonomous system x˙ = f(x), x∗ is a fixed point.
And φ(x) is a continuous differentiable function from the state space to R. The
φ(x) is the fixed point Lyapunov function, if it satisfies
(1) for all x in the state space, the Lyapunov function does not increase along
the trajectories, that is
φ˙(x) =
dφ
dt
∣∣∣∣
x
≤ 0; (1)
(2) for all x, φ(x) has an infimum.
Similar to the Lyapunov function definition for fixed point, the following is
the Lyapunov function definition for limit cycle.
Definition 2. For a smooth autonomous system x˙ = f(x), its limit cycle can be
represented as xLS which is a limit set. And φ(x) is a continuous differentiable
function from the state space to R. The φ(x) is the limit cycle Lyapunov
function, if it satisfies
(i) for all x in the state space, the Lyapunov function does not increase along
the trajectories, that is
φ˙(x) =
dφ
dt
∣∣∣∣
x
≤ 0; (2)
(ii) for all x, φ(x) has an infimum.
Remark From the above generalized definition, it can be seen that the fixed
point and limit cycle are generalized as the limit set[28]. (i) ensures that it
doesn’t increase along trajectory of the system; (ii) generalizes the definition
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of the positive definite in the dynamical system textbooks. This definition of
Lyapunov function is logically consistent with the definition in dynamical
systems textbooks.
Theorem 1 (Schoenflies theorem[29]). If J is a simple closed curve in the
plane R2, then the closure of one of the components of R2−J is homeomorphic
with the unit disk W .
Theorem 2 (Riemann mapping theorem[30]). Given any simply connected
region Ω which is not the whole plane, and a point z0 ∈ Ω, there exists a unique
analytic function f(z) in Ω, normalized by the conditions f(z0) = 0, f
′(z0) > 0,
such that f(z) defines a one-to-one mapping of Ω onto the disk |w| < 1.
Theorem 3 (Boundary correspondence theorem[30]). Suppose that the bound-
ary of a simply connected region Ω contains a line segment γ as a one-sided free
boundary arc. Then the function f(z) which maps Ω onto the unit disk can be
extended to a function which is analytic and one to one on Ω ∪ γ. The image
of γ is an arc γ′ on the unit circle.
Definition 3 (Normal family[30]). A family F is said to be normal in Ω if
every sequence {fn} of functions fn ∈ F contains a subsequence which converges
uniformly on every compact subset of Ω.
Theorem 4 (Schwarz Lemma[30]). If f(z) is analytic for |z| < 1 and sat-
isfies the conditions |f(z)| ≤ 1, f(0) = 0, then |f(z)| ≤ z and |f ′(0)| ≤ 1. If
|f(z)| = z for some z 6= 0, or if |f ′(0)| = 1, then f(z) = cz with a constant c of
absolute value 1.
Theorem 5 (Condensation principle[31]). If function family F is inter-
nally closed uniformly bounded on Ω, then any sequence in functional F always
contains an internally closed uniformly convergent subsequence on Ω.
Theorem 6 (Weierstrass Theorem[30]). Suppose that fn(z) is analytic in
the region Ωn, and that the sequence{fn(z)} converges to a limit function f(z)
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in a region Ω, uniformly on every compact subset of Ω. Then f(z) is analytic
in Ω. Moreover, f
′
n(z) converges uniformly to f
′(z) on every compact subset of
Ω.
Theorem 7 (Hurwitz’s Theorem[32]). Let Ω be a region and suppose the
sequence {fn} in the complete metric space H(Ω) converges to f . If f 6≡0,
B(a;R) = {z| |z − a| ≤ R} ⊂ Ω, and f(z) 6= 0 for |z − a| = R, then there
is an integer N such that for n ≥ N , f and fn have the same number of zeros
in B(a;R) = {z| |z − a| < R}.
3. Main results
In this section, we first prove that an arbitrary simple closed curve on the
plane is homeomorphic with the unit circle, and then analytically construct
Lyapunov function of the limit cycle dynamic system with the unit circle as its
limit circle, and give corresponding examples. Furthermore, a theorem which is
the ultimate goal of this article that is obtained.
3.1. To prove an arbitrary simple closed curve in plane can be mapped to the
unit circle one by one.
Based on Schoenflies theorem and combined with Riemann mapping theorem
and boundary correspondence theorem, the following Lemma is obtained.
Lemma Arbitrary simple closed curve in plane can be mapped to the unit
circle one by one.
Proof of Lemma: Combined with literature[30, 31, 33], the strict proof
process is given below, which is divided into two parts: Part I will prove that
there is a bijection mapping the region bounded by a simple closed curve to the
unit disk; Part II will prove that the obtained bijection can be extended to the
corresponding boundary.
Part I: Prove that there exists a mapping that maps the region Ω enclosed by
simple closed curve J to the unit disk W . The idea is that by using some
property of the normal family[30] to prove the existence of such a mapping:
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For every point a ∈ Ω, there exists an unique biholomorphic mapping f
that maps Ω to the unit diskW , such that f(a) = 0, f ′(a) > 0. It consists
of the following six steps:
Step 1: Construct the function family F on the bounded region Ω, and
make it has the following properties
F = {f : f is an univalent function on Ω, |f(z)| < 1, f(a) = 0, f ′(a) > 0} .
(3)
Obviously, the F is not empty, for example: z−a
d
is belong to F , d is
the diameter of Ω.
Step 2: Make the derivative f ′(z) of the selected function f in F have
the highest possible value at a.
Set {Ω∗n} as a compact subset sequence of Ω, so that
∞∪
n=1
Ω∗n = Ω
and a ∈ Ω∗n. And then, {f(Ω∗n)} is a compact subset sequence of
W = {z : |z| < 1}. As n→∞, ∞∪
n=1
f(Ω∗n) gets bigger and bigger and
tries to fill the unit circle W . We will choose f from F , and the
derivative f ′(a) has the highest possible value, so that we select the
function ”fastest spreading” at z = a, and f has the most opportunity
to satisfy
+∞⋃
n=1
f(Ω∗n) =W .
Note
v = sup {|f ′(a)| : f ∈ F} . (4)
Because Ω is an open region, there certainly exists a neighborhood
U(a, r) ⊂ Ω, r > 0. Let ∀w ∈ W , φ(w) = rw + a, then φ maps
the unit disk W to U(a, r), and φ(0) = a. For any function f in F ,
the composite function f ◦ φ maps the unit circle to the unit circle
and the origin to the origin. Use the Schwarz’s lemma[30], it has
|f ′(a)φ′(0)| ≤ 1. What’s more, φ′(0) = r, it gets |f ′(a)| ≤ 1
r
and
v < +∞.
Step 3: The mapping function is expressed as a solution to an extremum
problem by some properties of the analytic function family.
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By (4), there exists a function sequence fn(z) ∈ F(n = 1, 2, · · ·) such
that ∣∣fn′(a)∣∣ ≥ v − 1
n
. (5)
BecauseF is uniformly bounded on Ω, by the condensation principle[31],
there exists an inner closed uniformly convergent subsequence
{
fnj (z)
}
in {fn(z)}. And set
{
fnj (z)
}
uniformly converges to some holomor-
phic function f(z) on Ω. By the Weierstrass theorem[30],
{
f
′
nj
(z)
}
uniformly converges to f ′(z) and f(z) is the analytic function on Ω.
What’s more, it has f ′(a) = lim
j→+∞
f
′
nj
(a) = v > 0, which shows that
f(z) is not a constant. Obviously, |f(z)| < 1. So f(z) is the solution
to extremum problem.
Step 4: To prove the obtained f(z) is an injection.
That’s, for ∀z0 ∈ Ω, the function value w0 = f(z0) cannot be taken at
the point different z0. So f(z)−w0 has no zero point in Ω\ {z0}. Let
wj = fnj (z0), by fnj ∈ F , fnj is an one-to-one function, so fnj (z)−wj
has no zero point in Ω\ {z0}. Clearly, sequence
{
fnj (z)− wj
}
is
internal closed uniform convergence to f(z) − w0. By the Hurwitz
theorem[32], f(z) − w0 has no zero point in Ω\ {z0}, so f(z) is an
one-to-one function in W .
Step 5: To prove the obtained f(z) is a surjection.
In other word is f(Ω) = W . If f(Ω) 6= W , there at least exists one
point c ∈W so as to c /∈ f(Ω), 0 < |c| < 1. Combined with f(a) = 0
and f(z) being one-to-one, do the fraction linear transformation
ψ1(z) =
f(z)− c
1− cf(z) . (6)
Because ψ1(z) is simple connected and has no zero point, so
√
ψ1(z)
can has the single branch in Ω, which is written as ψ2(z). Obviously,
it has |ψ2(z)| < 1. Notice ψ2(a) =
√−c 6= 0, do the fraction linear
transformation
ψ3(z) = e
iθ ψ2(z)− ψ2(a)
1− ψ2(a)ψ2(z)
, θ = argψ2(a). (7)
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It is easy to get |ψ3(z)| < 1, |ψ3(a)| = 0. Because −c = ψ1(a) =
ψ22(a), then
ψ
′
3(a) = e
iθ ψ
′
2(a)
1− |ψ2(a)|2
= eiθ
ψ
′
1(a)
2ψ2(a)
1
1− |ψ2(a)|2
=
1 + |ψ2(a)|2
2 |ψ2(a)| f
′(a)
> f ′(a)
= v. (8)
By the property of the fraction linear transformation, ψ3(z) ∈ F ,
then ψ
′
3(a) ≤ v, it gets a contradiction. So f is surjective. Combined
with the second step, it gets that f is a biholomorphic mapping from
Ω to W and f(a) = 0, f ′(a) > 0.
Step 6: To prove the f is unique.
Suppose g also is a biholomorphic mapping from Ω toW , and g(a) =
0, g′(a) > 0. Then, g ◦ f−1 is a mapping from the unit disk to unit
disk, and maps the zero to the zero. By the Schwarz lemma[30], it has∣∣g(f−1(w))∣∣ ≤ |w| , ∀w : |w| < 1. Let w = f(z), then |g(z)| ≤ |f(z)|,
∀z ∈ Ω. Similarly, it can get |g(z)| ≥ |f(z)|, ∀z ∈ Ω. Then, it
has |g(z)| = |f(z)|, and there exists a constant θ0 satisfying g(z) =
eiθ0f(z). Because f ′(a) > 0, g′(a) > 0, it gets eiθ0 = 1, and then
g(z) ≡ f(z).
Part II: The obtained f can maps the simple closed curve J to the unit circle.
It consists of the following four steps:
Step 7: Generalize the domain of f(z) from Ω to its boundary ∂Ω.
Let ζ ∈ ∂Ω, {zn} ⊂ Ω, lim
n→+∞
zn = ζ. Obviously, f(z) is uniformly
continuous in Ω. That is, for ∀ε > 0, ∃δ > 0,, if z′, z′′ ∈ Ω and
|z′ − z′′| < δ, then
|f(z′)− f(z′′)| < ε. (9)
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By Cauchy criterion for convergence, when n is large enough, there
exists a positive integer p = 1, 2, · · ·, such that |zn+p − zn| < δ. Com-
bine with (9), it has
|f(zn+p)− f(zn)| < ε. (10)
Then, the sequence {f(zn)} converges to a finite complex number w.
Set another sequence
{
z
′
n
}
⊂ Ω converges to ζ. Similarly, sequence{
f(z
′
n)
}
converges to a finite complex number w′. We have
|w − w′| =
∣∣∣w − f(zn) + f(zn)− f(z′n) + f(z′n)− w′
∣∣∣
≤ |w − f(zn)|+
∣∣∣f(zn)− f(z′n)
∣∣∣+ ∣∣∣f(z′n)− w′
∣∣∣ .(11)
By
∣∣∣zn − z′n
∣∣∣ =
∣∣∣zn − ζ + ζ − z′n
∣∣∣
≤ |zn − ζ|+
∣∣∣ζ − z′n
∣∣∣ , (12)
and sequences {zn} ,
{
z
′
n
}
are all has the limit ζ. So when the n is
large enough, it has ∣∣∣zn − z′n
∣∣∣ < δ. (13)
Combine with (13),(9)and (11), it gets
|w − w′| < ε+ ε+ ε = 3ε. (14)
For the arbitrariness of ε, there must be |w − w′| = 0, it is
w = w′. (15)
It shows
∃ lim
z→ζ,z∈G
f(z) = w,writtenasf(ζ). (16)
Step 8: Prove the function w = f(z) is continuous on ∂Ω.
Let ζ, ζ∗ ∈ ∂Ω, |ζ − ζ∗| < δ3 and {zn} , {z∗n} ⊂ Ω, zn → ζ, z∗n →
ζ∗, n→ +∞, it has
|f(ζ)− f(ζ∗)| = |f(ζ)− f(zn) + f(zn)− f(z∗n) + f(z∗n)− f(ζ∗)|
≤ |f(ζ)− f(zn)|+ |f(zn)− f(z∗n)|+ |f(z∗n)− f(ζ∗)| .(17)
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Due to
|zn − z∗n| = |zn − ζ + ζ − ζ∗ + ζ∗ − z∗n|
≤ |zn − ζ|+ |ζ − ζ∗|+ |ζ∗ − z∗n| , (18)
select the appropriate zn, z
∗
n, such that
|zn − z∗n| < δ. (19)
Then, combine with (19),(9) and (17), when |ζ − ζ∗| < δ3 , it has
|f(ζ)− f(ζ∗)| < ε+ ε+ ε = 3ε. (20)
That is, the function w = f(ζ) is continuous on ∂Ω.
Step 9: Prove w = f(z) is an injection from ∂Ω to ∂W = {w| |w| = 1}.
When ζ ∈ ∂Ω, the value of |f(ζ)| has two cases: |f(ζ)| < 1 or
|f(ζ)| = 1.
Let{zn} ⊂ Ω, lim
n→+∞
zn = ζ, suppose w = f(z) satisfies |w| =
|f(z)| < 1 and there exists z′ ∈ Ω such that w = f(z′).
Select a sufficiently small neighbourhood of z′, written as Ωz′ , when
n is large enough, it has zn /∈ Ωz′ .
According to the consistency of f(z), it has f(zn) /∈ f(Ωz′). That is,
lim
n→+∞
f(zn) = f(ζ) = w /∈ f(Ωz′), it is contrary to the assumption
w = f(z′) ∈ f(Ωz′), so |f(ζ)| = 1.
Now we prove w = f(z) is an injection on |w| = 1. That is, for
∀ζ, ζ′ ∈ ∂Ω and ζ 6= ζ′, it has f(ζ) 6= f(ζ′).
Let {zn} ,
{
z
′
n
}
⊂ Ω, lim
n→+∞
zn = ζ, lim
n→+∞
z
′
n = ζ
′, it has |f(ζ)| =
|f(ζ′)| = 1. Select a sufficiently small neighbourhood of ζ, written
as Ωζ , when n is large enough, zn ∈ Ωζ , z′n /∈ Ωζ , then f(zn) ∈
f(Ωζ), f(z
′
n) /∈ f(Ωζ), So f(z
′
n) → f(zn) ∈ f(Ωζ) is not possible.
Hence w = f(z) is an injection on ∂Ω.
Step 10: Prove w = f(z) is a surjection from ∂Ω to ∂W = {w| |w| = 1}.
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Without loss of generality, assume there exists w0 ∈ |w| = 1 such
that f(z)− w0 6= 0, z ∈ ∂Ω, and it has |f(z)− w0| > 0. Then, there
must be some r > 0, so that
|f(z)− w0| > r > 0. (21)
It is contradicts with the conclusion of step 8 that w = f(ζ) is con-
tinuous on ∂Ω. So w = f(z) is a surjection on |w| = 1.
Based on the above two parts, it can derive that arbitrary simple closed
curve on the plane is homeomorphic with the unit circle. The Lemma is
proved.
Now, an example is given to illustrate the conclusion of Lemma.
Example 1: Vibration equation[34]
x¨+ (4x2 − 1)x˙+ x− x3 + x5 = 0. (22)
Solve: Transform (22) into a second order differential system

x˙ = y
y˙ = −(4x2 − 1)y − x+ x3 − x5
, (23)
By the invertible transformation

x = u
y = v + u− u3
, (24)
(23) can be expressed as 

u˙ = v + u− u3
v˙ = −u2v − u
, (25)
And then, by the polar transformation

u = r cos θ
v = r sin θ
, (26)
the (25)can be translated into

dr
dt
= r(1 − r2)cos2θ
dθ
dt
= −1− cos θ sin θ
, (27)
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here, set Υ1(r)=r(1 − r2),Υ2(θ) = cos2θ.
Because Υ1(1) ≡ 0, Υ2(θ) 6≡ 0, it can obtain that a non-zero fixed point of
the one-dimensional radial system corresponds to a limit cycle, and that Υ2(θ)
does not affect the size and position of limit cycle. So the system (23) with a
general limit cycle can be translated into the system (25) which takes the unit
circle as its limit cycle by reversible transformation(24).
The Figure 1 and Figure 2 are the local vector fields and trajectory pictures
of the original system (23) and transformed system (25), respectively.
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
x
y
Figure 1: Vector fields and trajectory of
(23)
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
u
v
Figure 2: Vector fields and trajectory of
(25)
Lemma shows that arbitrary simple closed curve in plane is homeomorphic
with the unit circle. So explicitly constructing the Lyapunov function of the
system whose limit circle is an unit circle becomes another basic and key step.
3.2. Explicit construction of Lyapunov function for the system whose limit cycle
is a circle
By the Lemma, an arbitrary limit cycle in plane can be transformed into unit
circle by scaling and translation transformation. And as analyzed in example 1,
the function Υ2(θ) of variable θ in a polar coordinate system does not affect the
position or size of the limit cycle. For the sake of simplicity, the polar coordinate
system of a plane system with the circle as a limit cycle can be expressed as

r˙ = Υ(r)
θ˙ = ψ(r, θ)
, (28)
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here, r =
√
x2 + y2, function Υ and ψ are smooth. Set r∗ > 0, and r∗ is the
fixed point of the one-dimensional radial system, so it has Υ(r = r∗) = 0. In this
place, only consider the radial system r˙ = Υ(r), which is a first order dynamic
system. Based on the physical thought of potential energy[35], potential φ(r) is
defined as
Υ(r) = −dφ(r)
dr
. (29)
To verify this definition, think of r as a function of t, and calculate the time-
derivative of Υ(r(t)) by using the chain rule, it has
dφ(r)
dt
=
dφ(r)
dr
dr
dt
, (30)
Combine with the definition of potential(29), for the first order system dr
dt
=
− dφ(r)
dr
, it can derive
dφ(r)
dt
=
dφ(r)
dr
dr
dt
= −
[
dφ(r)
dr
]2
≤ 0, (31)
So φ(r) decreases along the trajectory. Then by the definition of potential(29),
it gets the potential
φ(r) = −
∫
Υ(r)dr. (32)
Then, change the polar coordinates of (32) to the Cartesian coordinates, and
get the potential function of the system in Cartesian coordinates. The equiva-
lence between generalized Lyapunov function and potential function is proved in
literature[18]. In following, the potential function is called Lyapunov function.
Example 2: Find the Lyapunov function of the system[36] with a limit
cycle 

x˙ = f1(x, y) = −y + x[1− (x2 + y2)]
y˙ = f2(x, y) = x+ y[1− (x2 + y2)]
, (33)
Solve: By the polar transformation


x = r cos θ
y = r sin θ
, the (33) can be translated
into 

dr
dt
= r − r3
dθ
dt
= 1
. (34)
The motion of the system can be derived:
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(1) When 0 < r < 1, it has dr
dt
> 0, and combine with dθ
dt
= 1 > 0, we get that
as time goes on, the radius of the trajectory increases in anticlockwise
direction and gradually moves away from the origin.
(2) When r = 1, it has dr
dt
= 0, and combine with dθ
dt
= 1 > 0, we get that as
time goes on, the trajectory moves anticlockwise on the unit circle.
(3) When r > 1, it has dr
dt
< 0, and combine with dθ
dt
= 1 > 0, we get that the
radius of the trajectory decreases anticlockwise and gradually approaches
the unit circle.
According to the definition of limit cycle, there exists a unique limit cycle r = 1
in system (33).
By (32), we can get a Lyapunov function in the shape of a Mongolian hat
for system (33)
φ(x, y) =
1
4
(x2 + y2)(x2 + y2 − 2), (35)
The Lyapunov function is decreasing by following trajectory
dφ(x, y)
dt
= −(x2 + y2)(x2 + y2 − 1)2 ≤ 0. (36)
The following are the trajectory picture in the vector field and Lyapunov func-
tion of (33)
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Figure 3: Vector fields and trajectory of
(33)
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Figure 4: Lyapunov function of system
(33)
Lemma is illustrated by example 1, and we will find its Lyapunov function
further.
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Example 3: Find the Lyapunov function of the system(23) in example 1.
Sovle: By the inverse transformation (24) and the polar transformation,
the original system(23) is translated into


dr
dt
= r(1 − r2)cos2θ
dθ
dt
= −1− cos θ sin θ
. (37)
Combined with (32), it can derive the Lyapunov function of system (25)
φ(r) = −
∫
r(1 − r2)dr = r
2
4
(r2 − 2), (38)
it is,
φ(u, v) =
1
4
(u2 + v2)(u2 + v2 − 2). (39)
By the inverse transformation of (24)


u = x
v = y − x+ x3
, (40)
the Lyapunov function of system (23) is obtained
φ(x, y) =
1
4
[x2 + (y − x+ x3)2][x2 + (y − x+ x3)2 − 2], (41)
Furthermore, it can verify that Lyapunov function (41) decreases along the
trajectory of system (23)
dφ(x, y)
dt
=
dφ¯(r)
dr
dr
dt
= −r2(1 − r2)2cos2θ ≤ 0, (42)
The Figure 5 is the Lyapunov function of system (23)
Combining the proof of Lemma and explicit construction of Lyapunov func-
tion, the following theorem is obtained:
Theorem 8. The Lyapunov function always exists for planar system with an
arbitrary limit cycle.
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Figure 5: the Lyapunov function of system (23)
4. Discuss a contradiction about the existence of Lyapunov function
for the system with limit cycle
There is a contradiction about the existence of Lyapunov function for the
system with limit cycle: On limit cycle, the divergence of the system is not zero,
but the trajectory can be infinite loop. Furthermore, some scientists, such as
Strogatz[35], Teschl[37] and Hirsch et al.[38], stated that if a Lyapunov function
exists, then closed orbits are forbidden.
We will analyze the cause of the contradiction from the perspective of system
dissipation. There are two criteria of dissipation:
Criterion 1 Dissipation is defined as dissipation power[39]:
HP = Ffriction · (−x˙)
= (−Sx˙) · (−x˙)
= x˙τSx˙, (43)
here, S is a positive semidefinite friction matrix, x = (x1, x2, · · · , xn)τ , τ is
transpose symbol. And this method is often used in physics.
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Criterion 2 Dissipation is defined as divergence[40]:
divf(x) =
∑ ∂fi
∂xi
, (44)
this method is often used in mathematics.
Note: The two criteria of dissipation are often considered equivalent. How-
ever, we find that they are not always equivalent. In following, we will analyze
and illustrate this point in linear and nonlinear dynamic systems, respectively.
(1) In linear dynamic system: It can derive that HP = 0 ⇒ divf(x) = 0, but
divf(x) = 0 can not mean HP = 0.
The derivation process: Set the linear dynamic system as
x˙ = f(x) = Ax, (45)
A is a constant matrix, x = (x1, x2, · · · , xn)τ , λi(i = 1, 2, · · · , n) is the
eigenvalue of A.
Kwon et al.[41] divided the structure of the dynamical system into the
following forms
(S + T )x˙ = −∇φ, (46)
x˙ = −(D +Q)∇φ
= −(D +Q)Ux
= Ax, (47)
here, S is a positive semidefinite friction matrix, T is an antisymmetric
transverse matrix, D is a positive semidefinite diffusion matrix, Q is a
symmetric matrix, (S + T ) = (D +Q)−1.
When HP = 0⇔ S = 0, it has
D = 0, (48)
A = −QU. (49)
Due to
tr(A) = tr(Aτ ), (50)
then, it has
tr(−QU) = tr(UQ), (51)
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moreover, there is
tr(KM) = tr(MK), (52)
here, K and M are the arbitrary square matrices of degree n.
Combine with (51) and (52), it gets
2tr(−QU) = tr(−QU) + tr(−UQ)
= tr(−QU)− tr(UQ)
= 0. (53)
Then, the divergence of system is obtained
divf(x) = ∇ · f
= tr(A)
= tr(−QU)
= 0. (54)
Then, it has
HP = 0⇒ divf(x) = 0. (55)
However, divf(x) = 0 doesn’t mean HP = 0. An example is given for
λ1 = −λ2 = 1 

x˙1 = x2
x˙2 = x1
. (56)
The S of system (56) can be chosen as
S =

 1 0
0 1

 , (57)
then, it has
HP = x
2
1 + x
2
2 6= 0. (58)
In a word, the two criteria of dissipation are not equivalent in linear sys-
tem.
(2) In nonlinear dynamic system: HP = 0 doesn’t mean divf = 0.
Take the limit cycle system (33) as an example. Combined with paper[18]
and the Lyapunov function(35), the dissipative power HP of example 2 is
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derived on its limit cycle x2 + y2= 1
HP |x2+y2=1 =
(1− x2 − y2)2(x2 + y2)[(x2 + y2)2 − 2(x2 + y2) + 2]
1 + (1 − x2 − y2)2
∣∣∣∣∣
x2+y2=1
= 0. (59)
The divergence of system (33) on its limit cycle x2 + y2= 1 is
∇ · f |x2+y2=1 = 2(1− 2x2 − 2y2)
∣∣
x2+y2=1
= −2
6= 0, (60)
Then, that HP = 0 doesn’t mean divf = 0 is obtained. In other words,
the two determine methods of dissipation are not equivalent in nonlinear
system.
To sum up, the two criteria of dissipation are not equivalent. This is the cause
which confused researchers.
5. Conclusions
In this paper, we prove the existence of Lyapunov function for the plane
system with an arbitrary limit cycle. Firstly, the definition of Lyapunov func-
tion for the system with a limit cycle generalizes the Lyapunov function theory.
Secondly, that arbitrary simple closed curve in plane is homomorphic to the
unit circle is proved. Thirdly, combined with the definition of potential func-
tion in physics, the Lyapunov function is constructed strictly analytically for
the dynamical system whose limit cycle is an unit circle. Furthermore, a the-
orem is obtained: The Lyapunov function always exists for the planar system
with an arbitrary limit cycle. Finally, by discussion the two criteria of dissipa-
tion(divergence and dissipation power), it is found that they are not equivalent,
and it may provide an understanding on the confusion on Lyapunov function in
limit cycles still existing in recent textbooks.
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