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Abstract
We study the normalized difference between the solution u of a reaction–diffusion equation in a bounded interval [0,L],
perturbed by a fast oscillating term arising as the solution of a stochastic reaction–diffusion equation with a strong mixing be-
havior, and the solution u¯ of the corresponding averaged equation. We assume the smoothness of the reaction coefficient and we
prove that a central limit type theorem holds. Namely, we show that the normalized difference (u − u¯)/√ converges weakly
in C([0, T ];L2(0,L)) to the solution of the linearized equation, where an extra Gaussian term appears. Such a term is explicitly
given.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étudions la différence normalisée entre la solution u d’une équation de réaction–diffusion sur un intervalle borné [0,L],
perturbée par un terme rapidement oscillant qui apparaît comme solution d’une équation stochastique de réaction–diffusion avec un
comportement fortement mélangeant, et la solution u¯ de l’équation correspondante moyennée. Nous supposons que le coefficient
de réaction–diffusion est régulier et qu’un théoréme du type de la limite centrale s’applique. Nous montrons que la différence
normalisée (u − u¯)/√ converge faiblement dans C([0, T ];L2(0,L)) vers la solution de l’équation linéarisée, où un terme
gaussien supplémentaire, donné explicitement, apparaît.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Let  > 0 be a small parameter. In the present paper we are dealing with the following class of reaction–diffusion
equations in the bounded interval [0,L]:⎧⎨
⎩
∂u
∂t
(t, ξ) = Au(t, ξ)+ f
(
ξ,u(t, ξ), v(t/, ξ)
)
, t  0, ξ ∈ [0,L],
N1u(t,0) = N1u(t,L) = 0, t  0, u(0, ξ) = x(ξ), ξ ∈ [0,L],
(1.1)
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⎩
∂v
∂t
(t, ξ) = Bv(t, ξ)+ g(ξ, v(t, ξ))+ σ (ξ, v(t, ξ))∂w
∂t
(t, ξ), t  0, ξ ∈ [0,L],
N2v(t,0) = N2v(t,L) = 0, t  0, v(0, ξ) = y, ξ ∈ [0,L].
(1.2)
Here A and B are second order uniformly elliptic operators and N1 and N2 are some operators acting on the boundary.
The reaction coefficients f : [0,L]×R2 → R and g : [0,L]×R → R and the diffusion coefficient σ : [0,L]×R →
R are measurable and satisfy usual Lipschitz-continuity assumptions.
The stochastic perturbation in the fast motion equation is given by a cylindrical Wiener process ∂w/∂t which is
white both in time and in space and is defined on a complete stochastic basis (Ω,F ,Ft ,P).
What is of interest in applications is the study of the limiting behavior of the motion u(t), for time t in intervals of
order −1, as it is indeed on such time scales that the most significant changes happen, like for example the exit from
the neighborhood of a periodic trajectory or of an equilibrium point.
Recently, in the paper [5] and in the paper [6] written in collaboration with Mark Freidlin, we have studied this
aspect, that is the occurrence of an averaging principle for a general class of systems of coupled stochastic reaction–
diffusion equations, describing respectively a fast and a slow motion. We have shown that, under the main assumption
that the fast motion equation, with frozen slow component x in L2, admits a unique invariant measure μx which is
strongly mixing, then the slow motion ux,y converges (either weakly or in probability, depending on the structure of
the system) to the solution u¯x of a suitable stochastic evolution equation in the Hilbert space L2, obtained by taking
the average of the coefficients of the slow motion equation with respect to the invariant measure μx of the fast motion
equation.
In the present paper we are going one step further. Namely, we are interested in the study of the normal deviations
of the slow motion ux,y (t) from the averaged motion u¯x . As far as we know, up to now this problem has been treated
only in the case of systems with a finite number of degrees of freedom (to this purpose we refer to the fundamental
paper by Khasminskii [10] appeared in 1966). In the infinite-dimensional setting the problem was completely open,
not only concerning the type of results which can be obtained but also concerning the techniques which can be used
in their proofs.
The situation we are considering here is much more simple than the general one considered in [5]. Actually, here we
do not have a system of two fully coupled stochastic equations in any space dimension, but a deterministic reaction–
diffusion equation in dimension d = 1 describing the slow motion, perturbed by a fast motion, obtained as the solution
of a stochastic equation and independent of the slow motion.
Nevertheless, the analysis of the present situation is completely new. First of all, it was not even clear what sort of
limiting motion one could have for the normalized difference (ux,y − u¯x)/√. Actually, it was reasonable to expect to
obtain a Gaussian motion, but the structure of the covariance, which we describe explicitly, was something a priori not
at all intuitive. Secondly, for the techniques which we have used in the proof of our results we are greatly indebted to
the fundamental paper [10], but the passage from a finite-dimensional to an infinite-dimensional setting has required
a substantial introduction of new techniques. Moreover, at present such techniques do not allow to treat the more
general case of fully coupled stochastic systems in any space dimension for which an averaging phenomenon occurs.
In the situation we are considering, we assume that Eq. (1.2) admits a unique invariant measure μ and there exists
a constant δ > 0 such that for any y1, y2 ∈ H := L2(0,L),
E
∣∣vy1(t)− vy2(t)∣∣2
H
 ce−2δt |y1 − y2|2H , t  0.
This in particular implies that a spectral gap occurs for the transition semigroup Pt associated with Eq. (1.2), which
means that for any Lipschitz-continuous function ϕ :H → R, and for any y ∈ H :∣∣Ptϕ(y)− 〈ϕ,μ〉∣∣ e−δt(|y|H + 1)[ϕ]Lip, t  0. (1.3)
Now, we denote by u¯x the solution of the problem:⎧⎨
⎩
∂u¯x
∂t
(t, ξ) = Au¯x(t, ξ)+ F¯ (u¯x(t))(ξ), t  0, ξ ∈ [0,L],
x x xN1u¯ (t,0) = N1u¯ (t,L) = 0, t  0, u¯ (0, ξ) = x(ξ), ξ ∈ [0,L],
616 S. Cerrai / J. Math. Pures Appl. 91 (2009) 614–647where for any x, y ∈ H ,
F¯ (x) :=
∫
H
F(x, y)μ(dy),
and
F(x, y)(ξ) = f (ξ, x(ξ), y(ξ)), ξ ∈ [0,L].
As proved both in [5] and in [6], for any T > 0 the family {ux,y } ⊂ C([0, T ];H) converges weakly to u¯x , as  → 0.
Moreover, if the diffusion coefficient in the slow motion equation does not depend on the fast motion, the convergence
is in probability. All this means that the system of the two Eqs. (1.1) and (1.2) satisfies an averaging principle.
In the present paper we are interested in the analysis of the deviation of ux,y from the averaged motion u¯x . Namely,
we want to prove that, under a smoothness assumption for the reaction coefficient f in the slow motion equation,
a central limit type result holds, in the sense that
zx,y :=
1√

(
ux,y − u¯x
)
⇀zx, as  ↓ 0, (1.4)
in C([0, T ];H). Moreover, we want to identify the weak limit zx as the solution of the linear problem:
zx(t) = Γ x(t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
zx(s) ds,1 t ∈ [0, T ], (1.5)
where Γ x is a Gaussian process taking values in H , having continuous trajectories and independent increments. We
will characterize Γ x by showing that it has zero mean and covariance operator given by:
E
〈
Γ x(t), h
〉
H
〈
Γ x(t), k
〉
H
=
t∫
0
〈
Φ
(
u¯x(s)
)
e(t−s)Ah, e(t−s)Ak
〉
H
ds, (1.6)
for any h, k ∈ H and t  0, where Φ :H → L(H) is defined by,
Φ(x)(k,h) :=
∞∫
0
[〈(
Fk(x, ·)PrFh(x, ·)+ Fh(x, ·)PrFk(x, ·)
)
,μ
〉− 2F¯k(x)F¯h(x)]dr,
and where Fh(x, y) := 〈F(x, y),h〉H and F¯h(x) := 〈Fh(x, ·),μ〉H , for any x,h, k ∈ H .
In particular, when it is possible to factorize Φ(x) as Ψ (x)Ψ (x), for some Ψ :H → L(H), then zx turns out to be
the mild solution of the linear stochastic partial differential equation with non-local coefficients:⎧⎨
⎩
∂zx
∂t
(t, ξ) = Azx(t, ξ)+ [DF¯ (u¯x(t))zx(t)](ξ)+Ψ (u¯x(t))∂w
∂t
(t, ξ), t  0, ξ ∈ [0,L],
N1zx(t,0) = N1zx(t,L) = 0, t  0, zx(0, ξ) = 0, ξ ∈ [0,L],
for some space–time white noise w(t, ξ).
In order to prove the validity of limit (1.4), we introduce for each  > 0 the linear problem:
ζ(t) = Γ x,y (t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
ζ(s) ds, (1.7)
where
Γ x,y (t) =
1√

t∫
0
e(t−s)A
[
F
(
u¯x(s), vy(s/)
)− F¯ (u¯x(s))]ds. (1.8)
1 Here and in what follows we shall denote by etA the semigroup generated by the realization in H of the operator A, endowed with the boundary
condition N1.
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1. the solution ζ x,y of problem (1.7) weakly converges in C([0, T ];H) to the solution of problem (1.5), as  ↓ 0,
2. the second moment of the C([0, T ];H)-norm of the difference zx,y − ζ x,y converges to zero, as  ↓ 0.
The first step follows once we prove that the process Γ x,y weakly converges in C([0, T ];H) to the Gaussian
process Γ x described above. This is the major task of the paper. Actually, we have to prove that, as a consequence of
(1.3), the sequence {L(Γ x,y )}∈(0,1] is tight. Tightness is proved in Theorem 4.1 and is a consequence of Lemma 4.2,
whose proof (postponed to Appendix A) is rather technical even if the only two basis ingredients are the spectral gap
(1.3) and the strong Feller property of Pt .
In order to identify the weak limit with the process Γ x , we have to show that the weak limit of any subsequence
{Γ x,yn }n, with n ↓ 0, has independent increments, continuous trajectories, zero mean and covariance given by (1.6).
This means that such a weak limit has to coincide with the Gaussian process Γ x in C([0, T ];H). We would like to
stress that the proof of identity (1.6) is quite involved and is based again on (1.3) and on a priori estimates for the
processes ux,y (t) and vy(t/). The proof of the independence of increments is based on estimate (3.11), which is on
its turn a consequence of spectral gap and strong Feller property.
The second step is obtained by looking at the equation satisfied by the difference ρx,y := zx,y − ζ x,y and by
proceeding with a priori bounds. Hence, the limit
lim
→0 E supt∈[0,T ]
∣∣ρx,y (t)∣∣2H = 0
follows from Lemma 5.3, whose proof is postponed to Appendix B. For the theory of averaging of systems with a
finite number of degrees of freedom we refer to the monographies [1,2,8,19] and to the papers [7,9–15,18,21,22]. For
averaging of infinite dimensional systems, we refer to [16,17,20].
2. Setup
We denote by H the Hilbert space L2(0,L) of square integrable functions, endowed with the scalar product 〈·,·〉H
and the corresponding norm | · |H . Moreover, we denote by | · |∞ the usual sup-norm in L∞(0,L).
We denote by Bb(H) the Banach space of Borel bounded functions ϕ :H → R, endowed with the sup-norm,
‖ϕ‖0 := sup
x∈H
∣∣ϕ(x)∣∣.
Cb(H) is the subspace of uniformly continuous functions and Lipb(H) is the subspace of Lipschitz-continuous
functions. Moreover, we denote by Lip(H) the space of Lipschitz-continuous functions ϕ :H → R (not necessar-
ily bounded). Lip(H) is a Banach space, endowed with the norm,
‖ϕ‖Lip :=
∣∣ϕ(0)∣∣+ sup
x,y∈H
x =y
|ϕ(x)− ϕ(y)|
|x − y|H =:
∣∣ϕ(0)∣∣+ [ϕ]Lip.
In particular, for any ϕ ∈ Lip(H) we have:∣∣ϕ(x)∣∣ ‖ϕ‖Lip(1 + |x|H ), x ∈ H. (2.1)
Finally C1b(H) is the space of continuously Fréchet differentiable functions with bounded derivative, endowed with
the norm,
‖ϕ‖1 := ‖ϕ‖0 + [ϕ]1 =: ‖ϕ‖0 + sup
x∈H
∣∣Dϕ(x)∣∣
H
.
Next, L(H) is the Banach space of bounded linear operators A :H → H , endowed with the sup-norm,
‖A‖0 := sup
|x|H1
|Ax|H ,
and L2(H) is the subspace of Hilbert–Schmidt operators, endowed with the norm,
‖A‖2 :=
√
Tr[AA].
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tinuous coefficients and the boundary operators N1 and N2 can be either the identity operator (Dirichlet boundary
conditions) or a first order operator satisfying the non-tangentiality condition (Neumann, or even general Robin bound-
ary conditions).
As known, the realizations A and B in H of the second order operators A and B, endowed respectively with the
boundary conditions N1 and N2, generate two analytic semigroups with dense domain, which will be denoted by etA
and etB , t  0, respectively. Their domains D(A) and D(B) are given by:
W
2,2
Ni (0,L) :=
{
x ∈ W 2,2(0,L): Nix(0) = Nix(L) = 0
}
, i = 1,2.
By interpolation we have that for any 0  r  s  1/2 and t > 0 the semigroups etA and etB map Wr,2(0,L) into
Ws,2(0,L),2 and ∣∣etAh∣∣
s,2 +
∣∣etBh∣∣
s,2  cr,s(t ∧ 1)−
s−r
2 eγr,s t |h|r,2, (2.2)
for some constants cr,s  1 and γr,s ∈ R.
In what follows, we shall assume that the semigroup etA satisfies the following conditions.
Hypothesis 1. There exists an orthonormal basis {ek}k∈N in H and a non-negative sequence {αk}k∈N such that
Aek = −αkek, k ∈ N.
Moreover,
αk ∼ k2.
In view of Hypothesis 1, for any s ∈ [0,1] we denote:
|h|2s := |h|2D((−A)s) =
∑
k∈N
(
1 + α2sk
)
h2k.
It is immediate to check that for any s ∈ [0,1] and h ∈ D((−A)s),∣∣(etA − I)h∣∣
H
 cs(t ∧ 1)s |h|s . (2.3)
Together with (2.2), this implies that for any θ ∈ (0,1) and p > 1/(1 − θ) and for any f ∈ Lp(0, T ;H) and 0 t 
t + h T : ∣∣∣∣∣
t+h∫
0
e(t+h−s)Af (s) ds −
t∫
0
e(t−s)Af (s) ds
∣∣∣∣∣
H
 cT ,phθ |f |Lp(0,T ;H). (2.4)
Moreover, it is possible to show that for any s ∈ [0,1/4) there exists c1, c2 > 0 such that
c1|h|2s,2  |h|s  c2|h|2s,2, (2.5)
so that D((−A)s) = W 2s,2(0,L), with equivalence of norms.
The stochastic perturbation in the fast motion equation is given by a Gaussian noise ∂w/∂t (t, ξ), for (t, ξ) ∈
[0,∞) × [0,L], which is white both in time and in space. Formally, the cylindrical Wiener process w(t, ξ) is given
by the series,
w(t, ξ) =
∑
j∈N
ej (ξ)βj (t),
2 For any s > 0, Ws,2(0,L) denotes the set of functions h ∈ H such that
[h]s,2 :=
∫
[0,L]2
|h(ξ)− h(η)|2
|ξ − η|2s+1 dξ dη < ∞.
Ws,2(0,L) is a Banach space, endowed with the norm |h|s,2 := |h|H + [h]s,2.
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{βj }j∈N, defined on the same complete stochastic basis (Ω,F ,Ft ,P).
The semigroup etB generated by the diffusion operator B, with the boundary condition N2, appearing in Eq. (1.2)
is assumed to satisfy the following conditions.
Hypothesis 2.
1. There exists λ > 0 such that ∥∥etB∥∥0  e−λt , t  0. (2.6)
2. There exist two operators C :D(C) ⊂ H → H and L :D(L) ⊂ H → H such that B = C + L and |LetCx|H 
c(t ∧ 1)− 12 |x|H , for any t > 0 and x ∈ H .
3. There exist a complete orthonormal system {fk}k in H and a non-negative sequence {γk}k such that Cfk = −γkfk ,
with supk∈N |fk|∞ < ∞ and γk ∼ k2.
Remark 2.1. Assume that
Bx = ax′′ + bx′,
with a ∈ C1[0,L] and b ∈ C[0,L]. If set,
Cx = [ax′]′, Lx = [b − a′]x′,
and denote by C and L the realizations of C and L in H , we have that B = C +L and conditions 2 and 3 introduced
in Hypothesis 2 are satisfied.
Concerning the coefficients f , g and σ we assume the following conditions:
Hypothesis 3.
1. The mapping f : [0,L] × R2 → R is measurable and the mapping f (ξ, ·) :R2 → R is Lipschitz-continuous,
uniformly with respect to ξ ∈ [0,L]. Moreover, the mapping f (ξ, ·, ρ2) :R → R is twice continuously differen-
tiable, for any ξ ∈ [0,L] and ρ2 ∈ R, with uniformly bounded derivatives.
2. The mapping g : [0,L] ×R → R is measurable and the mapping g(ξ, ·) :R → R is differentiable with,
sup
(ξ,ρ)∈[0,L]×R
∣∣∣∣∂g(ξ, ρ)∂ρ
∣∣∣∣=: Lg < λ, (2.7)
where λ is the constant introduced in (2.6).
3. The mapping σ : [0,L] ×R → R is measurable and the mapping σ(ξ, ·) :R → R is differentiable, with uniformly
bounded derivative. Moreover,
inf
(ξ,ρ)∈[0,L]×R
∣∣σ(ξ,ρ)∣∣=: cσ > 0, (2.8)
and there exists β ∈ [0,1) such that
sup
(ξ,ρ)∈[0,L]×R
|σ(ξ,ρ)|
1 + |ρ|β =: Mσ < ∞. (2.9)
In what follows, for any x, y, z ∈ H and ξ ∈ [0,L], we shall set:
F(x, y)(ξ) := f (ξ, x(ξ), y(ξ)), G(y)(ξ) := g(ξ, y(ξ)), [Σ(y)z](ξ) := σ (ξ, y(ξ))z(ξ).
Due to the conditions in Hypothesis 3, the mappings,
F :H ×H → H, G :H → H,
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Σ :H → L(H ;L 2β+1 (0,L)), Σ :H → L(L 21−β (0,L);H ),
are both Lipschitz-continuous. Moreover, from (2.8) we have that for any y, z ∈ H ,
[
Σ−1(y)z
]
(ξ) := z(ξ)
σ (ξ, y(ξ))
, ξ ∈ [0,L],
is well defined, and
Σ−1(y)Σ(y) = Σ(y)Σ−1(y) = I, y ∈ H. (2.10)
According to Hypotheses 2 and 3, both Eqs. (1.1) and (1.2) admit unique mild solutions in Lp(Ω,C([0, T ];H)),
for any p  1 and T > 0. Namely, as proved for example in [3], for any y ∈ H there exists a unique adapted process
vy ∈ Lp(Ω,C([0, T ];H)) such that
vy(t) = etBy +
t∫
0
e(t−s)BG
(
vy(s)
)
ds +
t∫
0
e(t−s)BΣ
(
vy(s)
)
dw(s),
and in correspondence of such vy , for any  > 0 and x ∈ H there exists a unique adapted process ux,y ∈
Lp(Ω,C([0, T ];H)) such that
ux,y (t) = etAx +
t∫
0
e(t−s)AF
(
ux,y (s), v
y(s/)
)
ds.
2.1. The fast transition semigroup
Now, we introduce the transition semigroup associated with Eq. (1.2), by setting for any ϕ ∈ Bb(H) and t  0,
Ptϕ(y) = Eϕ
(
vy(t)
)
, y ∈ H.
Due to the differentiability assumptions on g and σ and to (2.8) which implies (2.10), we have that Pt is a strong
Feller semigroup. More precisely, it maps Bb(H) into C1b(H) and for any ϕ ∈ Bb(H)
[Ptϕ]1  c√
t
‖ϕ‖0, t > 0. (2.11)
Moreover, as proved in [4, Theorem 7.3], due to (2.6) and (2.7) and to the growth condition (2.9), for any p  1,
E
∣∣vy(t)∣∣p
H
 c
(
1 + e−γpt |y|pH
)
, (2.12)
with γ = (λ−Lg)/2, and there exists some θ¯ > 0 such that for any t0 > 0,
sup
tt0
E
∣∣vy(t)∣∣
D((−B)θ¯ )  ct0
(
1 + |y|H
)
. (2.13)
This in particular implies that the family {L(vy(t))}tt0 is tight in P(H), so that the semigroup Pt admits an invariant
measure μ.
Next, we assume that the fast equation (1.2) satisfies the following condition.
Hypothesis 4. There exists δ > 0 such that for any y1, y2 ∈ H :
E
∣∣vy1(t)− vy2(t)∣∣2
H
 ce−4δt |y1 − y2|2H , t  0. (2.14)
This implies that for any ϕ ∈ Lip(H),∣∣Ptϕ(y1)− Ptϕ(y2)∣∣ ce−2δt [ϕ]Lip|y1 − y2|H , (2.15)
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where
〈ϕ,μ〉 :=
∫
H
ϕ(z)μ(dz).
Moreover, according to (2.11) and to the semigroup law, this implies that for any ϕ ∈ Bb(H),∣∣Ptϕ(y)− 〈ϕ,μ〉∣∣ ce−δt√
t
(|y|H + 1)‖ϕ‖0, t > 0. (2.17)
Notice that, as proved for example in [6, Lemma 3.4], from (2.12) we have:∫
H
|z|pH μ(dz) =: cp < ∞,
for any p  1. Then, by using (2.12) and (2.14), we easily obtain that for any ϕ,ψ ∈ Lip(H):∣∣Pt (ϕψ)(y)− 〈ϕψ,μ〉∣∣ ce−2δt(1 + |y|2H )‖ϕ‖Lip‖ψ‖Lip. (2.18)
Remark 2.2.
1. As proved in [4, Theorem 7.3], (2.12) and (2.13) are still valid if in (2.9) we take β = 1 and we assume also the
condition,
k1,p
(
Lg
λ
)p
+ k2,p M
p
σ
λcp
< 1,
for suitable constants k1,p, k2,p, cp > 0.
2. In [4, Theorem 7.4] it is proved that for any p large enough there exist some constants h1,p, h2,p, cp > 0 such
that the condition,
h1,p
(
Lg
λ
)p
+ h2,p M
p
σ
λcp
< 1,
implies that there exists δp > 0 such that
E
∣∣vy1(t)− vy2(t)∣∣p
H
 e−δpt |y1 − y2|pH ,
for any y1, y2 ∈ H and t  0, and hence (2.14) holds.
3. When the stochastic perturbation in Eq. (1.2) is of additive type, that is σ ≡ 1, thanks to (2.6) and (2.7) condition
(2.14) is always satisfied with δ = (λ−Lg)/2.
4. In the case σ ≡ 1, in Eq. (1.2) we do not need to have a noise which is white in space but we can also consider a
cylindrical Wiener process of the following type,
wQ(t, ξ) =
∞∑
j=1
Qej (ξ)βj (t),
for some Q ∈ L+(H). In this case, in Hypothesis 2 we have to add to (2.6) the following two conditions:
(a) for any t > 0 the operator etBQ belongs to L2(H) and there exists γ ∈ (0,1/2) such that
∞∫
0
t−γ
∥∥etBQ∥∥22 dt < ∞, (2.19)
(b) there exists η < 1 such that
Im(−B)− η2 ⊂ ImQ. (2.20)
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Q−1 = Γη(−B)η2 .
Such a condition assures that the semigroup associated with the fast equation has a smoothing effect.
Moreover, if we assume that there exists a orthonormal basis {ej }j∈N in H and two sequences of non-negative
real numbers {θj }j∈N and {λj }j∈N such that
Bej = −θj ej , Qej = λjej ,
condition (2.19) becomes,
∑
j∈N
λ2j
θ
1−γ
j
< ∞,
and condition (2.20) becomes,
inf
j∈Nλj θ
η
2
j > 0.
In the interval [0,L] we have θj ∼ j2, so that it is not difficult to check that the two conditions above can be both
satisfied, by a suitable choice of the sequence {λj }.
2.2. The averaged equation
In what follows, for any fixed x, y,h ∈ H we define:
Fh(x, y) :=
〈
F(x, y),h
〉
H
.
According to Hypothesis 3-1, the mapping,
y ∈ H → Fh(x, y) :=
〈
F(x, y),h
〉
H
∈ R,
is Lipschitz-continuous and [
Fh(x, ·)
]
Lip  Lf |h|H , (2.21)
where Lf is the Lipschitz constant of the mapping f (ξ, ·) :R2 → R. Then, if we define,
F¯ (x) :=
∫
H
F(x, y)μ(dy), x ∈ H,
due to (2.16) for any fixed t  0 and x, y,h ∈ H we have:∣∣EFh(x, vy(t))− F¯h(x)∣∣ cLf e−2δt(1 + |y|H )|h|H , (2.22)
so that in particular for any τ  0 and T > 0,∣∣∣∣∣ 1T
T+τ∫
τ
EFh
(
x, vy(t)
)
dt − F¯h(x)
∣∣∣∣∣ cT
(
1 + |y|H
)|h|H . (2.23)
In [5] (and also in [6] in the case of additive noise), we have proved that under Hypotheses 2, 3 and 4 an averaging
principle holds for the process u (in fact in [6] and [5] much more general situations are treated). Namely, we have
proved that in the setting we are considering here for any x ∈ D((−A)α), with α > 0, and y ∈ H and for any T ,η > 0
it holds,
lim
→0P
(∣∣ux,y − u¯x∣∣C([0,T ];H) > η)= 0, (2.24)
where u¯x is the solution in C([0,+∞);H) of the averaged equation:
du
(t) = Au(t)+ F¯ (u(t)), u(0) = x. (2.25)dt
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have:
sup
t∈[0,T ]
∣∣u¯x(t)∣∣
α
= cT ,α
(
1 + |x|α
)
< ∞. (2.26)
Moreover, from (2.3) and (2.26) for any α ∈ [0,1) and x ∈ D((−A)α) we obtain:∣∣u¯x(t)− u¯x(s)∣∣
H
 cT ,α(t − s)α
(
1 + |x|α
)
, 0 s < t  T . (2.27)
3. Some consequences of the spectral gap
In the previous section we have seen that, as an immediate consequence of the spectral gap (2.16), estimate (2.23)
holds. The following result is maybe less immediate, but it is again a consequence of (2.16).
Lemma 3.1. Under Hypotheses 2, 3 and 4, for any ϕ,ψ ∈ Lip(H) and y ∈ H and for any τ  0 we have:
lim
T→∞
1
T
τ+T∫
τ
τ+T∫
τ
E
[
ϕ
(
vy(t)
)−Eϕ(vy(t))][ψ(vy(s))− Eψ(vy(s))]dt ds
=
∫
H
(
ϕ(z)
∞∫
0
(
Prψ(z)− 〈ψ,μ〉
)
dr +ψ(z)
∞∫
0
(
Prϕ(z)− 〈ϕ,μ〉
)
dr
)
μ(dz)
=
∞∫
0
(〈[ϕPrψ +ψPrϕ],μ〉− 2〈ϕ,μ〉〈ψ,μ〉)dr, (3.1)
and the limit is uniform with respect to τ .
Proof. We have:
τ+T∫
τ
τ+T∫
τ
E
[
ϕ
(
vy(t)
)−Eϕ(vy(t))][ψ(vy(s))−Eψ(vy(s))]dt ds =
τ+T∫
τ
(
I
y
ϕ,ψ(t)+ I yψ,ϕ(t)
)
dt, (3.2)
where
I
y
ϕ,ψ(t) :=
τ+T∫
t
E
[
ϕ
(
vy(t)
)− Eϕ(vy(t))][ψ(vy(s))−Eψ(vy(s))]ds
=
τ+T∫
t
[
Eϕ
(
vy(t)
)
ψ
(
vy(s)
)− Ptϕ(y)Psψ(y)]ds.
Then, from the Markov property, we obtain:
I
y
ϕ,ψ(t) =
τ+T∫
t
[
Eϕ
(
vy(t)
)
Ps−tψ
(
vy(t)
)− Ptϕ(y)Psψ(y)]ds
=
τ+T∫
t
Eϕ
(
vy(t)
)[
Ps−tψ
(
vy(t)
)− Psψ(y)]ds
= Eϕ(vy(t))
τ+T−t∫ [
Prψ
(
vy(t)
)− Pt (Prψ)(y)]dr.
0
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τ+T∫
τ
[
Eϕ
(
vy(t)
) ∞∫
0
(
Prψ
(
vy(t)
)− 〈ψ,μ〉)dr − I yϕ,ψ(t)
]
dt
=
τ+T∫
τ
Eϕ
(
vy(t)
) ∞∫
τ+T−t
(
Prψ
(
vy(t)
)− 〈ψ,μ〉)dr dt +
τ+T∫
τ
Eϕ
(
vy(t)
) τ+T−t∫
0
(
Pt(Prψ)(y)− 〈ψ,μ〉
)
dr dt
=: J1(τ, T )+ J2(τ, T ).
Due to (2.1) and (2.16) we have:
∣∣J1(τ, T )∣∣ c[ψ]Lip‖ϕ‖Lip
τ+T∫
τ
(
1 +E∣∣vy(t)∣∣2
H
) ∞∫
τ+T−t
e−2δr dr dt,
and then, thanks to (2.12), we obtain:∣∣J1(τ, T )∣∣ c[ψ]Lip‖ϕ‖Lip(1 + |y|2H )(1 − e−2δT ). (3.3)
Analogously, we have:
∣∣J2(τ, T )∣∣ c[ψ]Lip‖ϕ‖Lip
τ+T∫
τ
(
1 +E∣∣vy(t)∣∣2
H
) τ+T∫
t
e−2δr dr dt
 c[ψ]Lip‖ϕ‖Lip
(
1 + |y|2H
)(
1 − e−2δT ).
Together with (3.3) this yields:
lim
T→∞
1
T
τ+T∫
τ
[
Eϕ
(
vy(t)
) ∞∫
0
(
Prψ
(
vy(t)
)− 〈ψ,μ〉)dr − I yϕ,ψ(t)
]
dt = 0, (3.4)
and the limit is uniform with respect to τ . Due to (2.15), for any ψ ∈ Lip(H) the mapping,
x ∈ H →
∞∫
0
(
Prψ(x)− 〈ψ,μ〉
)
dr ∈ R,
is Lipschitz-continuous and then, thanks to (2.18), we have:
lim
T→∞
1
T
τ+T∫
τ
Eϕ
(
vy(t)
) ∞∫
0
(
Prψ
(
vy(t)
)− 〈ψ,μ〉)dr dt = ∫
H
ϕ(z)
∞∫
0
(
Prψ(z)− 〈ψ,μ〉
)
dr μ(dz),
uniformly with respect to τ . From (3.4), this yields,
lim
T→∞
1
T
τ+T∫
τ
I
y
ϕ,ψ(t) dt =
∫
H
ϕ(z)
∞∫
0
(
Prψ(z)− 〈ψ,μ〉
)
dr μ(dz),
uniformly with respect to τ  0. The same is true for I yψ,ϕ(t) (clearly with ϕ and ψ exchanged) and then we
get (3.1). 
In what follows, for any x,h, k ∈ H we shall define:
Φ(x)(k,h) :=
∞∫ [〈[
Fk(x, ·)PrFh(x, ·)+ Fh(x, ·)PrFk(x, ·)
]
,μ
〉− 2F¯k(x)F¯h(x)]dr. (3.5)0
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This means that Φ(x) ∈ L+(H), for any x ∈ H , and
Φ(x)(k,h) = 〈Φ(x)k,h〉
H
, (k,h) ∈ H ×H.
With these notations, in view of (3.1), we have:
lim
T→∞
1
T
τ+T∫
τ
τ+T∫
τ
E
[
Fk
(
x, vy(t)
)−EFk(x, vy(t))][Fh(x, vy(s))− EFh(x, vy(s))]dt ds
= 〈Φ(x)k,h〉
H
. (3.7)
Next, for any 0 s  t ∞ and y ∈ H we denote:
Hts (y) := σ
(
vy(r), s  r  t
)
.
The σ -algebra Hts (y) is clearly generated by the family Cts (y) of cylindrical sets, that is the family of all sets of the
following type {vy(r1) ∈ A1, . . . , vy(rk) ∈ Ak}, for k ∈ N, s  r1 < r2 < · · · < rk  t and A1, . . . ,Ak ∈ B(H).
Lemma 3.2. Under Hypotheses 2, 3 and 4, for any y ∈ H and s, t > 0 it holds:
sup
{∣∣P(B1 ∩B2)− P(B1)P(B2)∣∣: B1 ∈ Ht0(y), B2 ∈ H∞t+s(y)} ce−δs√s
(
1 + |y|H
)
. (3.8)
Proof. Let B1 ∈ Ct0(y) and B2 ∈ C∞s+t (y). We have:
B1 =
k1⋂
i=1
{
vy(r1,i ) ∈ A1,i
}
, B2 =
k2⋂
i=1
{
vy(r2,i ) ∈ A2,i
}
,
where 0 r1,1 < · · · < r1,k1  t and s + t  r2,1 < · · · < r2,k2 < ∞ and Aj,i ∈ B(H), for j = 1,2 and i = 1, . . . , kj .
We have:
P(B1 ∩B2) = E
(
k1∏
i=1
IA1,i
(
vy(r1,i )
) k2∏
i=1
IA2,i
(
vy(r2,i )
))
= E
(
k1∏
i=1
IA1,i
(
vy(r1,i )
)
E
(
k2∏
i=1
IA2,i
(
vy(r2,i )
)|Ft
))
.
Now, as t + s  r2,1 < · · · < r2,k2 , we have:
E
(
k2∏
i=1
IA2,i
(
vy(r2,i )
)|Ft
)
= E
(
IA2,1
(
vy(r2,1)
)
E
(
k2∏
i=2
IA2,i
(
vy(r2,i )
)|Fr2,1
)
|Ft
)
= E
(
IA2,1
(
vy(r2,1)
)
E
(
IA2,2
(
vy(r2,2)
)
E
(
k2∏
i=3
IA2,i
(
vy(r2,i )
)|Fr2,2
)
|Fr2,1
)
|Ft
)
,
and then, by iterating this procedure, we obtain,
E
(
k2∏
i=1
IA2,i
(
vy(r2,i )
)|Ft
)
= E(IA2,1(vy(r2,1))E(IA2,2(vy(r2,2)) · · ·E(IA2,k2 (vy(r2,k2))|Fr2,k2−1)| · · · |Fr2,1)|Ft).
This implies:
E
(
k2∏
IA2,i
(
vy(r2,i )
)|Ft
)
= Pr2,1−t
[
IA2,1Pr2,2−r2,1
(
IA2,2Pr2,3−r2,2(IA2,3 · · ·)
)](
vy(t)
)
.i=1
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E
k2∏
i=1
IA2,i
(
vy(r2,i )
)= Pr2,1−t[IA2,1Pr2,2−r2,1(IA2,2Pr2,3−r2,2(IA2,3 · · ·))](y).
Therefore,
P(B1 ∩B2)− P(B1)P(B2) = E
k1∏
i=1
IA1,i
(
vy(r1,i )
)(
Pr2,1−t
[
IA2,1Pr2,2−r2,1
(
IA2,2Pr2,3−r2,2(IA2,3 · · ·)
)](
vy(t)
)
− Pr2,1−t
[
IA2,1Pr2,2−r2,1
(
IA2,2Pr2,3−r2,2(IA2,3 · · ·)
)]
(y)
)
.
Thanks to (2.17) and (2.12), this yields:
∣∣P(B1 ∩B2)− P(B1)P(B2)∣∣ ce−δ(r2,1−t)√
r2,1 − t
(
E
∣∣vy(t)∣∣
H
+ |y|H + 1
)
 ce
−δs
√
s
(
1 + |y|H
)
,
so that (3.8) holds for B1 ∈ Ct0(y) and B2 ∈ C∞t+s(y).
The general case of B1 ∈ Ht0(y) and B2 ∈ H∞s+t (y) follows from a monotone class argument, as Cts (y) is an algebra
which generates Hts (y), for any 0 s  t ∞. 
An important consequence of the previous lemma is given by the following result.
Proposition 3.3. Assume Hypotheses 2, 3 and 4. Let y ∈ H and let ξ1, . . . , ξn be complex-valued random variables
such that ξi is Htisi (y)-measurable, for any i = 1, . . . , n and 0 s1  t1 < s2  · · · < sn  tn.
1. If |ξi | 1, P-a.s., then ∣∣∣∣∣E
n∏
i=1
ξi −
n∏
i=1
Eξi
∣∣∣∣∣ c(n− 1)e
−δΔ
√
Δ
, (3.9)
where Δ := min{s2 − t1, . . . , sn − tn−1}.
2. If there exists ρ ∈ (0,1) such that
sup
i=1,...,n
|ξi |
L
2(n−1)
1−ρ (Ω;C)
:= κn,ρ < ∞, (3.10)
then ∣∣∣∣∣E
n∏
i=1
ξi −
n∏
i=1
Eξi
∣∣∣∣∣ cn,ρκnn,ρ
(
e−δΔ√
Δ
) ρ
2+ρ
, (3.11)
for some positive constant cn,ρ .
Proof. The proof of (3.9) is as in [19, Lemmas IV.11.1 and IV.11.2] by induction on n. We recall it for the reader’s
convenience.
Let n = 2. We have:
|Eξ1ξ2 −Eξ1Eξ2| =
∣∣E(ξ1[E(ξ2|Ht1s1(y))−Eξ2])∣∣ ∣∣E(ξ ′1[E(ξ2|Ht1s1(y))−Eξ2])∣∣= ∣∣Eξ ′1ξ2 − Eξ ′1Eξ2∣∣,
where
ξ ′1 := 2I{E(ξ2|Ht1s1 (y))−Eξ2>0} − 1.
Analogously, we have: ∣∣Eξ ′1ξ2 −Eξ ′1Eξ2∣∣ ∣∣Eξ ′1ξ ′2 −Eξ ′1Eξ ′2∣∣,
where
ξ ′2 := 2I{E(ξ ′ |Ht2 (y))−Eξ ′>0} − 1.1 s2 1
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|Eξ1ξ2 −Eξ1Eξ2|
∣∣Eξ ′1ξ ′2 − Eξ ′1Eξ ′2∣∣= 4∣∣P(A∩B)− P(A)P(B)∣∣,
where
A := {E(ξ2|Ht1s1(y))− Eξ2 > 0} ∈ Ht1s1(y),
and
B := {E(ξ ′1|Ht2s2(y))− Eξ ′1 > 0} ∈ Ht2s2(y).
According to (3.8), this implies:
|Eξ1ξ2 −Eξ1Eξ2| c e
−δ(s2−t1)
√
s2 − t1
(
1 + |y|H
)
,
so that (3.9) holds for n = 2.
Next, assume that (3.9) is true for n− 1. We have:∣∣∣∣∣E
n∏
i=1
ξi −
n∏
i=1
Eξi
∣∣∣∣∣
∣∣∣∣∣E
n−1∏
i=1
ξiξn −E
n−1∏
i=1
ξiEξn
∣∣∣∣∣+
∣∣∣∣∣
(
E
n−1∏
i=1
ξi −
n−1∏
i=1
Eξi
)
Eξn
∣∣∣∣∣, (3.12)
and then, from the inductive hypothesis,∣∣∣∣∣E
n∏
i=1
ξi −
n∏
i=1
Eξi
∣∣∣∣∣ ce
−δ(sn−tn−1)
√
sn − tn−1 + c(n− 2)
ce−δΔ√
Δ
 c(n− 1)ce
−δΔ
√
Δ
.
Now we prove (3.11), in the case the moduli of the random variables ξi are not pointwise bounded by 1, but their
momenta satisfy condition (3.10). As before, we proceed by induction on n and we first verify (3.11) for n = 2.
For any R > 0 let us define:
A1,R :=
{|ξ1|R}, A2,R := {|ξ2|R}.
We have:
Eξ1ξ2 − Eξ1Eξ2 = E(ξ1ξ2;A1,R ∩A2,R)+E
(
ξ1ξ2;Ac1,R ∪Ac2,R
)−Eξ1Eξ2
= (Eξ1IA1,R ξ2IA2,R −Eξ1IA1,REξ2IA2,R )+Eξ1ξ2IAc1,R∪Ac2,R
− (Eξ1IA1,REξ2IAc2,R +Eξ1IAc1,REξ2IA2,R + Eξ1IAc1,REξ2IAc2,R )
=: J1,R + J2,R + J3,R.
For J1,R we have:
J1,R = R2
(
E
ξ1
R
IA1,R
ξ2
R
IA2,R −E
ξ1
R
IA1,RE
ξ2
R
IA2,R
)
,
and then, as for i = 1,2
ξi
R
IAi,R ∈ Htisi (y),
∣∣∣∣ξiR IAi,R
∣∣∣∣ 1, P-a.s.,
according to (3.9) we have:
|J1,R| c e
−δΔ
√
Δ
R2. (3.13)
For J2,R , if ρ ∈ (0,1) is a constant fulfilling (3.10), we have:
|J2,R|
2
1−ρ  E|ξ1|
2
1−ρ E|ξ2|
2
1−ρ
(
P
(
Ac1,R
)+ P(Ac2,R)) 2ρ1−ρ  E|ξ1| 21−ρ E|ξ2| 21−ρ R− 2ρ1−ρ (E|ξ1| +E|ξ2|) 2ρ1−ρ ,
so that from (3.10) we obtain,
|J2,R| cρκ2+ρR−ρ. (3.14)2,ρ
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|J3,R| cρκ2+ρ2,ρ R−ρ. (3.15)
Therefore, collecting together (3.13), (3.14) and (3.15), we conclude that for any R > 0,
|Eξ1ξ2 −Eξ1Eξ2| c e
−δΔ
√
Δ
R2 + cρκ2+ρ2,ρ R−ρ.
By taking the minimum on R > 0, this yields:
|Eξ1ξ2 −Eξ1Eξ2| cρκ22,ρ
(
e−δΔ√
Δ
) ρ
2+ρ
. (3.16)
Next, if we assume that (3.11) is true for n− 1, we conclude that it is true also for n. Actually, as
(
E
n−1∏
i=1
|ξi |
2
1−ρ
) 1−ρ
2

(
n−1∏
i=1
E|ξi |
2(n−1)
1−ρ
) 1−ρ
2(n−1)
= κn,ρ,
due to (3.12), (3.16) and (3.11) for n− 1, we obtain:∣∣∣∣∣E
n∏
i=1
ξi −
n∏
i=1
Eξi
∣∣∣∣∣ cρκ2n,ρ
(
e−δΔ√
Δ
) ρ
2+ρ + cn−1,ρκn−1n−1,ρκn,ρ
(
e−δΔ√
Δ
) ρ
2+ρ
,
which implies (3.11) for n, as κn−1,ρ  κn,ρ . 
4. Construction of the limiting diffusion
For any  > 0 and x, y ∈ H , let us consider the problem:
dΓ
dt
(t) = AΓ (t)+ 1√

[
F
(
u¯x(t), vy(t/)
)− F¯ (u¯x(t))], Γ (0) = 0, (4.1)
where u¯x(t) is the solution of the averaged equation (2.25). By the variation of constants formula, the solution Γ x,y (t)
is given by:
Γ x,y (t) =
1√

t∫
0
e(t−s)A
[
F
(
u¯x(s), vy(s/)
)− F¯ (u¯x(s))]ds.
In this section we are interested in studying the weak limit, as  ↓ 0, of the sequence {Γ x,y }>0 in C([0, T ];H),
for any T > 0. To this purpose, we first prove that such a sequence is tight and then we identify uniquely the weak
limit of any subsequence and hence of the whole sequence.
Theorem 4.1. Assume Hypotheses 1–4 and fix x, y ∈ H and T > 0. Then
1. for any ρ ∈ (0,1) there exist pρ  1 such that for any 0 t  t + h T and p  pρ ,
sup
>0
E
∣∣Γ x,y (t + h)− Γ x,y (t)∣∣pH  cT ,p(1 + |x|pH + |y|pH )|h|1+ρ, (4.2)
2. there exists θ ∈ (0,1/2) such that for any p  1,
sup
>0
E sup
t∈[0,T ]
∣∣Γ x,y (t)∣∣pθ  cT ,p(1 + |x|pH + |y|pH ). (4.3)
In particular, the sequence {L(Γ x,y )}>0 is tight in P(C([0, T ];H)).
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Γ x,y (t + h)− Γ x,y (t) =
1√

(
ehA − I)
t∫
0
e(t−r)A
[
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r))]dr
+ 1√

t+h∫
t
e(t+h−r)A
[
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r))]dr.
This means that
∣∣Γ x,y (t + h)− Γ x,y (t)∣∣2H  2
∣∣∣∣∣(ehA − I)
t∫
0
e(t−r)A
[
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r))]dr
∣∣∣∣∣
2
H
+ 2

∣∣∣∣∣
t+h∫
t
e(t+h−r)A
[
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r))]dr
∣∣∣∣∣
2
H
=: 2

(I,1 + I,2).
Now, we estimate the two terms I,1 and I,2. We have:
I,1 =
∞∑
k=1
(
e−hαk − 1)2
∣∣∣∣∣
t∫
0
e−(t−r)αk
〈
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r)), ek 〉H dr
∣∣∣∣∣
2
.
Then, as αk ∼ k2, for any ρ ∈ (0,1) and n 2,
In,1 = h1+ρ
[ ∞∑
k=1
(e−hαk − 1)2
(αkh)
1+ρ
n
α
− (1+ρ)(n−1)2n
k α
(1+ρ)(n+1)
2n
k
∣∣∣∣∣
t∫
0
e−(t−r)αk
〈
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r)), ek 〉H dr
∣∣∣∣∣
2 ]n
 ch1+ρ
( ∞∑
k=1
α
− (1+ρ)2
k
)n−1 ∞∑
k=1
α
(1+ρ)(n+1)
2
k
×
∫
[0,t]2n
2n∏
i=1
e−(t−ri )αk
〈
F
(
u¯x(ri), v
y(ri/)
)− F¯ (u¯x(ri)), ek 〉H dr1 · · ·dr2n.
Therefore, we have:
EIn,1  ch1+ρ
∞∑
k=1
α
(1+ρ)(n+1)
2
k
∫
[0,t]2n
E
2n∏
i=1
e−(t−ri )αk
〈
F
(
u¯x(ri), v
y(ri/)
)− F¯ (u¯x(ri)), ek 〉H dr1 · · ·dr2n.
In order to estimate the term above we need the following crucial lemma, whose proof is postponed to Appendix A.
Lemma 4.2. Assume Hypotheses 2, 3 and 4 and fix any α > 0 and β ∈ [0,1/3). For any x, y,h ∈ H , r  0 and  > 0,
define:
Ψ,h(r) :=
〈
F
(
u¯x(r), vy(r)
)− F¯ (u¯x(r)), h〉
H
, ϑα,β(r) := e−rαr−β.
Then, for any j ∈ N and 0 s < t  T we have:∣∣∣∣∣
∫
[s,t]j
E
j∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·drj
∣∣∣∣∣ cT ,j (1 + |x|jH + |y|jH ) j2
(
(t − s)α ∧ 1
α
) (1−2β)j
2 |h|jH . (4.4)
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EIn,1  ccT ,2nh1+ρ
(
1 + |x|2nH + |y|2nH
)
n
∞∑
k=1
α
(1+ρ)(n+1)
2 −n
k .
Hence, if we take ρ ∈ (0,1), we can find nρ ∈ N such that
n− (1 + ρ)(n+ 1)
2
>
1
2
, n nρ,
so that
EIn,1  cT ,2nh1+ρ
(
1 + |x|2nH + |y|2nH
)
n, n nρ. (4.5)
For the term I,2 we have:
I,2 =
∞∑
k=1
∣∣∣∣∣
t+h∫
t
e−2(t+h−r)αk
〈
F
(
u¯x(r), vy(r/)
)− F¯ (u¯x(r)), ek 〉H dr
∣∣∣∣∣
2
,
so that, by proceeding as for I,1, for any n ∈ N we have:
In,2 
( ∞∑
k=1
α
− (1+ρ)2
k
)n−1 ∞∑
k=1
α
(1+ρ)(n−1)
2
k
×
∫
[t,t+h]2n
2n∏
i=1
e−(t+h−ri )αk
〈
F
(
u¯x(ri), v
y(ri/)
)− F¯ (u¯x(ri)), ek 〉H dr1 · · ·dr2n.
Therefore, by applying again Lemma 4.2 in the time interval [t, t + h], with α = αk , β = 0, j = 2n and h = ek , we
obtain:
EIn,2  cT ,2n
(
1 + |x|2nH + |y|2nH
)
n
∞∑
k=1
α
(1+ρ)(n−1)
2 −n
k (hαk ∧ 1)n
 cT ,2nh1+ρ
(
1 + |x|2nH + |y|2nH
)
n
∞∑
k=1
α
(1+ρ)(n+1)
2 −n
k ,
so that, as above for I,1,
EIn,2  cT ,2nh1+ρ
(
1 + |x|2nH + |y|2nH
)
n, n nρ.
Together with (4.5), this implies (4.2) with pρ = 2nρ .
Step 2, proof of (4.3). By stochastic factorization, for any θ  0 and β ∈ (0,1/2) we have:
(−A)θΓ x,y (t) =
1√

sinπβ
β
t∫
0
(t − s)β−1e(t−s)AY(s) ds,
where
Y(s) =
s∫
0
(s − r)−β(−A)θe(s−r)A[F (u¯x(r), vy(r/))− F¯ (u¯x(r))]dr.
Hence, for any n ∈ N and β > 1/2n we have:
∣∣(−A)θΓ x,y (t)∣∣2nH  cn,βn
( t∫
s
(β−1)2n
2n−1 ds
)2n−1 t∫ ∣∣Y(s)∣∣2nH ds.
0 0
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∣∣Y(s)∣∣2nH =
( ∞∑
k=1
α2θk
∣∣∣∣∣
s∫
0
(s − r)−βe−(s−r)αk 〈F (u¯x(r), vy(r/))− F¯ (u¯x(r)), ek 〉H dr
∣∣∣∣∣
2)n

( ∞∑
k=1
α
− 1+θ2
k
)n−1 ∞∑
k=1
α
2nθ+ (n−1)(1+θ)2
k
×
∫
[0,s]2n
2n∏
i=1
(s − ri)−βe−(s−ri )αk
〈
F
(
u¯x(ri), v
y(ri/)
)− F¯ (u¯x(ri)), ek 〉H dr1 · · ·dr2n.
Therefore, if we assume n  2, we can apply Lemma 4.2 in the time interval [0, s], with β ∈ (1/2n,1/3), α = αk ,
j = 2n and h = ek , and we obtain:
E
∣∣Y(s)∣∣2nH  cT ,2nn(1 + |x|2nH + |y|2nH )
∞∑
k=1
α
2nθ+ (n−1)(1+θ)2 −n(1−2β)
k .
Hence, if we assume n > 2 and θ ∈ (0,1/14) we can find β ∈ (1/2n,1/4) such that
n(1 − 2β)− 2nθ − (n− 1)(1 + θ)
2
>
1
2
.
This implies
E
∣∣Y(s)∣∣2nH  cT ,2nn(1 + |x|2nH + |y|2nH ),
and then
E sup
t∈[0,T ]
∣∣(−A)θΓ x,y (t)∣∣2nH  cT ,2n(1 + |x|2nH + |y|2nH ). 
As the family {L(Γ x,y )}>0 is tight in C([0, T ];H), for any sequence {n} ↓ 0 there exists a subsequence {nk }k∈N
such that Γ x,ynk weakly converges to some random element Γ
x taking values in C([0, T ];H). In what remains of the
present section, we characterize Γ x and in particular we obtain the weak convergence in C([0, T ];H) of {Γ x,y }>0
to Γ x , as  ↓ 0.
Lemma 4.3. Under Hypotheses 1–4, for any x, y,h ∈ H and for any T > 0 we have:
sup
t∈[0,T ]
∣∣E〈Γ x,y (t), h〉H ∣∣ cT (1 + |y|H )|h|H√,  > 0. (4.6)
In particular, for any t ∈ [0, T ] and h ∈ H ,
E
〈
Γ x(t), h
〉
H
= 0.
Proof. With the notation introduced in Section 2, for any h ∈ H we have:
〈
Γ x,y (t), h
〉
H
= 1√

t∫
0
〈
F
(
u¯x(s), vy(s/)
)− F¯ (u¯x(s)), e(t−s)Ah〉
H
ds
= 1√

t∫
0
(
Fe(t−s)Ah
(
u¯x(s), vy(s/)
)− F¯e(t−s)Ah(u¯x(s)))ds.
In view of (2.22), with a change of variables, this yields for any T > 0,
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(
1 + |y|H
)|h|H
t∫
0
∥∥e(t−s)A∥∥0e− 2δ s ds
 cT
√

(
1 + |y|H
)|h|H
t
∫
0
e−2δs ds  cT
√

(
1 + |y|H
)|h|H , t ∈ [0, T ],
so that (4.6) follows. 
Lemma 4.4. Under Hypotheses 1–4, for any t > 0, x,h, k ∈ D((−A)α), with α > 0, and y ∈ H we have:
lim
→0E
〈
Γ x,y (t), h
〉
H
〈
Γ x,y (t), k
〉
H
=
t∫
0
〈
Φ
(
u¯x(s)
)
e(t−s)Ah, e(t−s)Ak
〉
H
ds, (4.7)
where Φ :H → L(H) is the mapping defined in (3.5).
In particular, for any t ∈ [0, T ] and h, k ∈ H ,
E
〈
Γ x(t), h
〉
H
〈
Γ x(t), k
〉
H
=
t∫
0
〈
Φ
(
u¯x(s)
)
e(t−s)Ah, e(t−s)Ak
〉
H
ds. (4.8)
Proof. For any y,h ∈ H , 0 s < t and  > 0 we set v(t) := vy(t/) and ht (s) := e(t−s)Ah. We have:
E
〈
Γ x,y (t), h
〉
H
〈
Γ x,y (t), k
〉
H
= 1

t∫
0
t∫
0
E
[
Fht (s)
(
u¯x(s), v(s)
)− F¯ht (s)(u¯x(s))][Fkt (r)(u¯x(r), v(r))− F¯kt (r)(u¯x(r))]dr ds
= 1

t∫
0
t∫
0
E
[
Fht (s)
(
u¯x(s), v(s)
)− EFht (s)(u¯x(s), v(s))][Fkt (r)(u¯x(r), v(r))− EFkt (r)(u¯x(r), v(r))]dr ds
+ 1

t∫
0
t∫
0
[
EFht (s)
(
u¯x(s), v(s)
)− F¯ht (s)(u¯x(s))][EFkt (r)(u¯x(r), v(r))− F¯kt (r)(u¯x(r))]dr ds
=: J1,(t)+ J2,(t).
Since
J2,(t) = 1

t∫
0
[
EFht (s)
(
u¯x(s), v(s)
)− F¯ht (s)(u¯x(s))]ds
t∫
0
[
EFkt (s)
(
u¯x(s), v(s)
)− F¯kt (s)(u¯x(s))]ds,
according to (2.22) we obtain:
∣∣J2,(t)∣∣ cT

(
1 + |y|2H
)|h|H |k|H
( t∫
0
e−
2δs
 ds
)2
 cT 
(
1 + |y|2H
)|h|H |k|H ,
so that
lim
→0E
〈
Γ x,y (t), h
〉
H
〈
Γ x,y (t), k
〉
H
= lim
→0J1,(t). (4.9)
In order to compute the limit of J1,(t), we divide [0, t] into n intervals of size t/n := ηn and we define:
Ci :=
[
iηn, (i + 1)ηn
]× [iηn, (i + 1)ηn], i = 0, . . . , n− 1.
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C :=
n−1⋃
i=0
Ci, D :=
([0, t] × [0, t]) \C.
This means that
D =
(
n−1⋃
i=1
[0, iηn] ×
[
iηn, (i + 1)ηn
])∪
(
n−1⋃
i=1
[
iηn, (i + 1)ηn
]× [0, iηn]
)
.
Next, we define:
Λ,t (s, r) := E
[
Fht (s)
(
u¯x(s), v(s)
)−EFht (s)(u¯x(s), v(s))]
× [Fkt (r)(u¯x(r), v(r))−EFkt (r)(u¯x(r), v(r))], 0 s, r  t.
If s > r we have:
Λ,t (s, r) = E
[(
Fkt (r)
(
u¯x(r), v(r)
)−EFkt (r)(u¯x(r), v(r)))
× E(Fht (s)(u¯x(s), v(s))− EFht (s)(u¯x(s), v(s))|F r )]
= E[(Fkt (r)(u¯x(r), v(r))−EFkt (r)(u¯x(r), v(r)))
× (Ps−r

Fht (s)
(
u¯x(s), ·)(v(r))− P s

Fht (s)
(
u¯x(s), ·)(y))]
= EFkt (r)
(
u¯x(r), v(r)
)(
Ps−r

Fht (s)
(
u¯x(s), ·)(v(r))− P s

Fht (s)
(
u¯x(s), ·)(y)).
From this it follows:∣∣Λ,t (s, r)∣∣ cT |k|HE((1 + ∣∣u¯x(r)∣∣H + ∣∣v(r)∣∣H )∣∣Ps−r Fht (s)(u¯x(s), ·)(v(r))− P s Fht (s)(u¯x(s), ·)(y)∣∣).
Due to (2.16) we have:∣∣Ps−r

Fht (s)
(
u¯x(s), ·)(v(r))− P s

Fht (s)
(
u¯x(s), ·)(y)∣∣

∣∣Ps−r

Fht (s)
(
u¯x(s), ·)(v(r))− F¯ht (s)(u¯x(s))∣∣+ ∣∣P s Fht (s)(u¯x(s), ·)(y)− F¯ht (s)(u¯x(s))∣∣
 cT |h|H
(
1 + ∣∣v(r)∣∣H )e− 2δ(s−r) ,
and then ∣∣Λ,t (s, r)∣∣ cT |h|H |k|H (1 + ∣∣u¯x(s)∣∣2H +E∣∣v(r)∣∣2H )e− 2δ(s−r) .
Thanks to (2.12) and (2.26), this implies that for any i = 0, . . . , n− 1,
∣∣∣∣∣
iηn∫
0
(i+1)ηn∫
iηn
Λ,t (s, r) ds dr
∣∣∣∣∣ cT |h|H |k|H (1 + |x|2H + |y|2H )
iηn∫
0
e
2δr
 dr
(i+1)ηn∫
iηn
e−
2δs
 ds
 cT |h|H |k|H
(
1 + |x|2H + |y|2H
)
2.
In particular, ∣∣∣∣
∫ ∫
D
Λ,t (s, r) ds dr
∣∣∣∣ 2ncT |h|H |k|H (1 + |x|2H + |y|2H )2. (4.10)
Next, for any i = 0, . . . , n− 1 we have:
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iηn
(i+1)ηn∫
iηn
Λ,t (s, r) ds dr =
(i+1)ηn∫
iηn
(i+1)ηn∫
iηn
E
[
Fht (iηn)
(
u¯x(iηn), v(s)
)−EFht (iηn)(u¯x(iηn), v(s))]
× [Fkt (iηn)(u¯x(iηn), v(r))−EFkt (iηn)(u¯x(iηn), v(r))]ds dr
+
(i+1)ηn∫
iηn
(i+1)ηn∫
iηn
E
[
Fht (s)
(
u¯x(s), v(s)
)
Fkt (r)
(
u¯x(r), v(r)
)
− Fht (iηn)
(
u¯x(iηn), v(s)
)
Fkt (iηn)
(
u¯x(iηn), v(r)
)]
ds dr
−
(i+1)ηn∫
iηn
(i+1)ηn∫
iηn
[
EFht (s)
(
u¯x(s), v(s)
)
EFkt (r)
(
u¯x(r), v(r)
)
− EFht (iηn)
(
u¯x(iηn), v(s)
)
EFkt (iηn)
(
u¯x(iηn), v(r)
)]
ds dr
=: I1,i + I2,i + I3,i .
Due to the Lipschitz-continuity of F and to (2.3), from estimates (2.12) and (2.26) we get:
|I2,i | cT |h|H |k|H
(i+1)ηn∫
iηn
(i+1)ηn∫
iηn
(∣∣u¯x(s)− u¯x(iηn)∣∣H + ∣∣u¯x(r)− u¯x(iηn)∣∣H )
× (1 + ∣∣u¯x(s)∣∣
H
+ ∣∣u¯x(r)∣∣
H
+ E∣∣v(s)∣∣H +E∣∣v(r)∣∣H )ds dr
+ cT
(i+1)ηn∫
iηn
(i+1)ηn∫
iηn
(|k|H ∣∣(e(t−s)A − e(t−iηn)A)h∣∣H + |h|H ∣∣(e(t−r)A − e(t−iηn)A)k∣∣H )
× (1 + ∣∣u¯x(s)∣∣2
H
+ ∣∣u¯x(r)∣∣2
H
+ E∣∣v(s)∣∣2H +E∣∣v(r)∣∣2H )ds dr
 2ηncT |h|α|k|α
(
1 + |x|2H + |y|2H
) (i+1)ηn∫
iηn
(∣∣u¯x(s)− u¯x(iηn)∣∣H + (s − iηn)α)ds.
Then, thanks to (2.27), we conclude that
|I2,i | 2η2+αn cT |h|α|k|α
(
1 + |x|3α + |y|3H
)
.
The same arguments can be used for I3,i and we get:
n−1∑
i=0
(|I2,i | + |I3,i |) cT n−(1+α)|h|α|k|α(1 + |x|3α + |y|3H ). (4.11)
Concerning the terms I1,i , with a change of variables we have:
I1,i = 
[

ηn
(i+1)ηn
∫
iηn

(i+1)ηn
∫
iηn

Iˆ1,i (s, r) ds dr
]
ηn,
where
Iˆ1,i (s, r) := E
[
Fht (iηn)
(
u¯x(iηn), v
y(s)
)−EFht (iηn)(u¯x(iηn), vy(s))]
× [Fkt (iηn)(u¯x(iηn), vy(r))− EFkt (iηn)(u¯x(iηn), vy(r))].
Then,
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〈
Φ
(
u¯x(iηn)
)
e(t−iηn)Ah, e(t−iηn)Ak
〉
H
ηn
+ 
[

ηn
(i+1)ηn
∫
iηn

(i+1)ηn
∫
iηn

Iˆ1,i (s, r) ds dr −
〈
Φ
(
u¯x(iηn)
)
e(t−iηn)Ah, e(t−iηn)Ak
〉
H
]
ηn
=: 〈Φ(u¯x(iηn))e(t−iηn)Ah, e(t−iηn)Ak〉Hηn + Jˆ,iηn.
Therefore, collecting all terms, we have:
J1,(t) = 1

t∫
0
t∫
0
Λ,t (s, r) ds dr
= 1

∫ ∫
D
Λ,t (s, r) ds dr + 1

n−1∑
i=0
(I2,i + I3,i )
+
n−1∑
i=0
〈
Φ
(
u¯x(iηn)
)
e(t−iηn)Ah, e(t−iηn)Ak
〉
H
ηn +
n−1∑
i=0
Jˆ,iηn.
If we take n ∼ −γ , with (1 + α)−1 < γ < 1, we have:
lim
→0 n = 0, lim→0 n
1+α
 = ∞,
and hence, in view of (4.10), (4.11) and (3.1), we obtain:
lim
→0
1

∫ ∫
D
Λ,t (s, r) ds dr + 1

n−1∑
i=0
(I2,i + I3,i )+
n−1∑
i=0
Jˆ,iηn = 0.
Moreover, we have:
lim
→0
n−1∑
i=0
〈
Φ
(
u¯x(iηn )
)
e(t−iηn )Ah, e(t−iηn )Ak
〉
H
ηn =
t∫
0
〈
Φ
(
u¯x(s)
)
e(t−s)Ah, e(t−s)Ak
〉
H
ds,
so that
lim
→0J1,(t) =
t∫
0
〈
Φ
(
u¯x(s)
)
e(t−s)Ah, e(t−s)Ak
〉
H
ds.
Together with (4.9), this yields (4.7).
From (4.7) we get (4.8) for h, k ∈ D((−A)α). Now, due to (3.6), the mapping,
(h, k) ∈ H ×H →
t∫
0
〈
e(t−s)AΦ
(
u¯x(s)
)
e(t−s)Ah, k
〉
H
ds ∈ R,
is continuous. Then, as the mapping,
(h, k) ∈ H ×H → E〈Γ x(t)h,Γ x(t)k〉
H
∈ R,
is continuous and D((−A)α) is dense in H , we obtain (4.8) for any h, k ∈ H . 
Lemma 4.5. Under Hypotheses 1–4, the process Γ x(t), t ∈ [0, T ], has independent increments.
Proof. Let n ∈ N and 0 s1 < t1 < s2 < · · · < sn < tn  T . With the notations introduced in Section 3, we have:
exp i
〈
Γ x,y (tj )− Γ x,y (sj ), h
〉 ∈ Htj /s /(y),H j
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(
i
n∑
j=1
〈
Γ x,y (tj )− Γ x,y (sj ), h
〉
H
)
−
n∏
j=1
E exp
(
i
〈
Γ x,y (tj )− Γ x,y (sj ), h
〉
H
)∣∣∣∣∣ c(n− 1)e
− δ

Δ√
Δ

,
where Δ := min{s2 − t1, . . . , sn − tn−1}. As
lim
→0E exp
(
i
n∑
j=1
〈
Γ x,y (tj )− Γ x,y (sj ), h
〉
H
)
= E exp
(
i
n∑
j=1
〈
Γ x(tj )− Γ x(sj ), h
〉
H
)
,
and
lim
→0
n∏
j=1
E exp
(
i
〈
Γ x,y (tj )− Γ x,y (sj ), h
〉
H
)= n∏
j=1
E exp
(
i
〈
Γ x(tj )− Γ x(sj ), h
〉
H
)
,
this implies
E exp
(
i
n∑
j=1
〈
Γ x(tj )− Γ x(sj ), h
〉
H
)
=
n∏
j=1
E exp
(
i
〈
Γ x(tj )− Γ x(sj ), h
〉
H
)
,
so that independence of increments follows. 
As the process Γ x(t) has continuous trajectories and independent increments, we have that Γ x(t) is a Gaussian
process. This means that it is characterized by its mean and covariance. Thanks to Lemmas 4.3 and 4.4, this allows to
obtain the following result.
Theorem 4.6. Assume Hypotheses 1–4 and fix x ∈ D((−A)α), with α > 0 and y ∈ H . Then {Γ x,y }>0 weakly con-
verges in C([0, T ];H), as  ↓ 0, to the Gaussian process Γ x , with independent increments, zero mean and covariance
operator given by (4.8).
5. The limiting result
Since we are assuming that the mapping f (ξ, ·, ρ2) :R → R is continuously differentiable with bounded derivative,
uniformly with respect to ξ ∈ [0,L] and ρ ∈ R2, it is immediate to check that the mapping F(·, y) :H → H is Gâteaux
differentiable, and [
DxF(x, y)z
]
(ξ) = ∂f
∂ρ1
(
ξ, x(ξ), y(ξ)
)
z(ξ), ξ ∈ [0,L].
In particular, the averaged coefficient F¯ : H → H is Gâteaux differentiable, and
DF¯(x)z =
∫
H
[
DxF(x, y)z
]
μ(dy), x, z ∈ H.
Now, for each  > 0 and x, y ∈ H , we consider the problem:
∂ζ
∂t
(t) = Aζ(t)+DF¯ (u¯x(t))ζ(t)+Hx,y (t), z(0) = 0, (5.1)
where
Hx,y (t) :=
1√

[
F
(
u¯x(t), vy(t/)
)− F¯ (u¯x(t))].
We denote by ζ x,y (t) its solution. We have:
ζ x,y (t) = Γ x,y (t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
ζ x,y (s) ds.
S. Cerrai / J. Math. Pures Appl. 91 (2009) 614–647 637Proposition 5.1. Under Hypotheses 1–4, for any T > 0 and α > 0 and for any x ∈ D((−A)α) and y ∈ H , the sequence
{ζ x,y }>0 weakly converges in C([0, T ];H) to the solution of the problem:
z(t) = Γ x(t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
z(s) ds, t ∈ [0, T ]. (5.2)
Proof. For any v, z ∈ C([0, T ];H) we define:
Φv(z)(t) := v(t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
z(s) ds, t ∈ [0, T ].
It is immediate to check that Φv maps C([0, T ];H) into itself and if we endow C([0, T ];H) with the norm,
|z|λ,C([0,T ];H) := sup
t∈[0,T ]
e−λt
∣∣z(t)∣∣
H
,
we have that for λ large enough Φv is a contraction on C([0, T ];H). This means that it admits a unique fixed point in
C([0, T ];H) which we denote by Φ(v). Clearly, Φ :C([0, T ];H) → C([0, T ];H) is linear and bounded.
Now, for any  > 0 we have ζ x,y = Φ(Γ x,y ). In the previous section we have proved that Γ x,y is weakly convergent
in C([0, T ];H), as  ↓ 0, to the Gaussian process Γ x , then ζ x,y is weakly convergent in C([0, T ];H), as  ↓ 0, to
Φ(Γ x) which is in fact the solution of problem (5.2). 
Theorem 5.2. Assume Hypotheses 1–4 and for any x, y ∈ H and  > 0, define:
zx,y (t) :=
u
x,y
 (t)− u¯x(t)√

, t ∈ [0, T ].
Then, if x ∈ D((−A)α), with α > 0, we have that zx,y weakly converges in C([0, T ];H), as  ↓ 0, to the solution zx
of the linear problem,
zx(t) = Γ x(t)+
t∫
0
e(t−s)ADF¯
(
u¯x(s)
)
zx(s) ds, t ∈ [0, T ], (5.3)
where Γ x is the Gaussian process arising from Theorem 4.6.
Proof. In view of Proposition 5.1, it is sufficient to show that
lim
→0E supt∈[0,T ]
∣∣zx,y (t)− ζ x,y (t)∣∣2H = 0. (5.4)
If we set ρx,y (t) := zx,y (t)− ζ x,y (t), we have:
ρx,y (t) =
t∫
0
e(t−s)ADxF
(
u¯x(s), vy(s/)
)
ρx,y (s) ds +
t∫
0
e(t−s)Aϕx,y (s) ds +
t∫
0
e(t−s)Aψx,y (s) ds,
where
ϕx,y (t) :=
1√

[
F
(
u¯x(t)+ √zx,y (t), vy(t/)
)− F (u¯x(t), vy(t/))−DxF (u¯x(t), vy(t/))√zx,y (t)], (5.5)
and
ψx,y (t) :=
[
DxF
(
u¯x(t), vy(t/)
)−DF¯ (u¯x(t))]ζ x,y (t). (5.6)
Therefore we have:
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∣∣∣∣∣
t∫
0
e(t−s)Aϕx,y (s) ds
∣∣∣∣∣
2
H
+ 3
∣∣∣∣∣
t∫
0
e(t−s)Aψx,y (s) ds
∣∣∣∣∣
2
H
+ cT
t∫
0
∣∣ρx,y (s)∣∣2H ds,
so that, due to the Gronwall Lemma,
sup
t∈[0,T ]
∣∣ρx,y (t)∣∣2H  cT
T∫
0
(∣∣∣∣∣
s∫
0
e(s−r)Aϕx,y (r) dr
∣∣∣∣∣
2
H
+
∣∣∣∣∣
s∫
0
e(s−r)Aψx,y (r) dr
∣∣∣∣∣
2
H
)
ds.
This implies (5.4), once we have the following result, whose proof is postponed to Appendix B.
Lemma 5.3. Assume Hypotheses 1–4. Then, for any  > 0, x, y ∈ H and T > 0 we have:
E
(
sup
s∈[0,T ]
∣∣∣∣∣
s∫
0
e(s−r)Aϕx,y (r) dr
∣∣∣∣∣
2
H
+
∣∣∣∣∣
s∫
0
e(s−r)Aψx,y (r) dr
∣∣∣∣∣
2
H
)
 λx,yT (),
with
lim
→0λ
x,y
T () = 0.
Appendix A. Proof of Lemma 4.2
First, we notice that it is sufficient to prove the lemma for j even. Actually, if (4.4) is true for all even integers, for
j = 2n+ 1 we have:[
E
∫
[s,t]2n+1
2n+1∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·dr2n+1
]2
 E
( ∫
[s,t]n
n∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·drn
)2
E
( ∫
[s,t]n+1
n+1∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·drn+1
)2
= E
∫
[s,t]2n
2n∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·dr2n E
∫
[s,t]2(n+1)
2(n+1)∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·dr2(n+1)
 ccT ,2ncT ,2(n+1)
(
1 + |x|2(2n+1)H + |y|2(2n+1)H
)
2n+1
(
(t − s)α ∧ 1
α
)(1−2β)(2n+1)
,
so that (4.4) is true for j = 2n+ 1. This means that if (4.4) is true for all j even, then it is true for all j odd.
Next, before proceeding with the proof of (4.4) for j even, we prove a preliminary result.
Lemma A.1. Let us fix n ∈ N and T > 0 and for any i = 1, . . . ,2n let us define:
Φ,i(r) := Gi
(
u¯x(r), vy(r)
)− G¯i(u¯x(r)), 0 r  T

,
for some Lipschitz-continuous mapping Gi :H × H → R. Then, under the same hypotheses of Lemma 4.2, for any
1 j1 < j2  n, 1 j  n and 0 r1  · · · r2n  T and for any ρ ∈ (0,1) we have:∣∣∣∣∣E
j2∏
i=j1
Φ,i(ri)
∣∣∣∣∣ cT ,ρ,nKj1,j2(1 + |x|j2−j1+1H + |y|j2−j1+1H )
(
e−δ(rj2−rj2−1)√
rj2 − rj2−1
) ρ
2+ρ
, (A.1)
and
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∣∣∣∣∣E
2n∏
i=1
Φ,i(ri)−E
2j∏
i=1
Φ,i(ri)E
2n∏
i=2j+1
Φ,i(ri)
∣∣∣∣∣
 cT ,ρ,nK1,2n
(
1 + |x|2nH + |y|2nH
)(e−δrˆj√
rˆj
) ρ
2+ρ
, (A.2)
where
Kj1,j2 :=
j2∏
i=j1
‖Gi‖Lip,
and
rˆj := max(r2n − r2n−1, r2j+1 − r2j ).
Proof. For any i = 1, . . . ,2n, we have Φ,i(r) ∈ Hrr (y) and, according to (2.12) and (2.26) (with α = 0), for any
 > 0, 1 j1  j2  2n, p  1 and ri ∈ [0, T /] we have:
E
∣∣∣∣∣
j2∏
i=j1
Φ,i(ri)
∣∣∣∣∣
p
 c
(
1 +
j2∑
i=j1
∣∣u¯x(ri)∣∣(j2−j1+1)pH +
j2∑
i=j1
E
∣∣vy(ri)∣∣(j2−j1+1)pH
)
j2∏
i=j1
‖Gi‖pLip
 cT ,p
(
1 + |x|(j2−j1+1)pH + |y|(j2−j1+1)pH
) j2∏
i=j1
‖Gi‖pLip. (A.3)
Therefore, we can apply (3.11) to the random variables Φ,1(r1), . . . ,Φ,2n(r2n) and for any 1 j  2n and ρ ∈ (0,1)
we have: ∣∣∣∣∣E
2n∏
i=1
Φ,i(ri)−E
j∏
i=1
Φ,i(ri)E
2n∏
i=j+1
Φ,i(ri)
∣∣∣∣∣
 cT ,ρ,nK1,2n
(
1 + |x|2nH + |y|2nH
)(e−δ(rj+1−rj )√
rj+1 − rj
) ρ
2+ρ
. (A.4)
Moreover, due to (2.16), ∣∣EΦ,j2(rj2)∣∣ ce−2δrj2 (1 + |y|H )[Gj2 ]Lip.
Then, in view of (A.3) and (A.4) this implies:
∣∣∣∣∣E
j2∏
i=j1
Φ,i(ri)
∣∣∣∣∣
∣∣∣∣∣E
j2∏
i=j1
Φ,i(ri)−E
j2−1∏
i=j1
Φ,i(ri)EΦ,h(rj2)
∣∣∣∣∣+
∣∣∣∣∣E
j2−1∏
i=j1
Φ,i(ri)EΦ,h(rj2)
∣∣∣∣∣
 cT ,ρ,n
(
1 + |x|j2−j1+1H + |y|j2−j1+1H
)(e−δ(rj2−rj2−1)√
rj2 − rj2−1
) ρ
2+ρ j2∏
i=j1
‖Gi‖Lip,
so that (A.1) holds.
In particular, we have:∣∣∣∣∣E
2n∏
i=1
Φ,i(ri)
∣∣∣∣∣ cT ,n,ρK1,2n(1 + |x|2nH + |y|2nH )
(
e−δ(r2n−r2n−1)√
r2n − r2n−1
) ρ
2+ρ
,
and hence, thanks to (A.1) and (A.3), for any 1 j < 2n,
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2n∏
i=1
Φ,i(ri)−E
j∏
i=1
Φ,i(ri)E
2n∏
i=j+1
Φ,i(ri)
∣∣∣∣∣
 cT ,ρ,nK1,2n
(
1 + |x|2nH + |y|2nH
)( e−δ(r2n−r2n−1)√
r2n − r2n−1
) ρ
2+ρ
. (A.5)
Therefore, as the mapping s → e− δ2 s/√s is decreasing, combining together (A.4) and (A.5), for any 1  j < n we
get (A.2). 
With a change of variables we have:
E
∫
[s,t]2n
2n∏
i=1
ϑα,β(t − ri)Ψ,h(ri/) dr1 · · ·dr2n = 2nE
∫
[ s

, t

]2n
2n∏
i=1
ϑα,β(t − ri)Ψ,h(ri) dr1 · · ·dr2n
=: 2nEH(s, t).
For any permutation (σ (1), . . . , σ (2n)) we have:
2n∏
i=1
ϑα,β(t − rσ(i))Ψ,h(rσ(i)) =
2n∏
i=1
ϑα,β(t − ri)Ψ,h(ri),
and then it is immediate to get:
H(s, t) = cn
t
∫
s

r2n∫
s

· · ·
r2∫
s

2n∏
i=1
ϑα,β(t − ri)Ψ,h(ri) dr1 · · ·dr2n,
for some constant cn. In particular, through the rest of the proof we shall assume s/  r1  · · · r2n  t/.
Now we can prove (4.4) by induction on n. Thanks to (A.1), for n = 1 we have:
∣∣EH(s, t)∣∣= c2
∣∣∣∣∣
t
∫
s

r2∫
s

ϑα,β(t − r1)ϑα,β(t − r2)EΨ,h(r1)Ψ,h(r2) dr1 dr2
∣∣∣∣∣
 cT ,ρ,2
(
1 + |x|2H + |y|2H
)|h|2H
t
∫
s

r2∫
s

ϑα,β(t − r1)ϑα,β(t − r2)
(
e−δ(r2−r1)√
r2 − r1
) ρ
2+ρ
dr1 dr2.
As ρ/(2 + ρ) < 1/2, with a change of variables we get:
t
∫
s

r2∫
s

ϑα,β(t − r1)ϑα,β(t − r2)
(
e−δ(r2−r1)√
r2 − r1
) ρ
2+ρ
dr1 dr2
= −2β
t−s
∫
0
r
−β
2 e
−r2α
t−s
∫
r2
r
−β
1 e
−r1α
(
e−δ(r1−r2)√
r1 − r2
) ρ
2+ρ
dr1 dr2
 −2β
t−s
∫
0
r
−2β
2 e
−2r2α
+∞∫
0
(
e−δr1√
r1
) ρ
2+ρ
dr1 dr2  −2β
t−s
∫
0
r−2βe−2rα dr.
Then, with another change of variables:
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∣∣EH(s, t)∣∣ cT (1 + |x|2H + |y|2H )2−2β(α)−(1−2β)
α(t−s)∫
0
r−2βe−2r dr
 cT
(
1 + |x|2H + |y|2H
)
2−2β(α)−(1−2β)
(
(t − s)α ∧ 1)1−2β
and this implies (4.4) for j = 2.
Next, assume that (4.4) is true for any even integer j < 2n. For any r = (r1, . . . , r2n) ∈ [s, t]2n, with s  r1  · · ·
r2n  t , we denote by j (r) the integer such that
max
j=1,...,n−1
(r2j+1 − r2j ) = r2j (r)+1 − r2j (r).
Then, with the notations introduced in Lemma A.1, we have:
∣∣EH(s, t)∣∣  cn
t
∫
s

r2n∫
s

· · ·
r2∫
s

2n∏
i=1
ϑα,β(t − ri)J,j (r)(r1, . . . , r2n) dr1 · · ·dr2n
+ cn
n−1∑
j=1
t
∫
s

r2j∫
s

· · ·
r2∫
s

2j∏
i=1
ϑα,β(t − ri)
∣∣∣∣∣E
2j∏
i=1
Ψ,h(t, ri)
∣∣∣∣∣dr1 · · · r2j
×
t
∫
s

r2(n−j)∫
s

· · ·
r2∫
s

2(n−j)∏
i=1
ϑα,β(t − ri)
∣∣∣∣∣E
2(n−j)∏
i=1
Ψ,h(t, ri)
∣∣∣∣∣dr1 · · · r2(n−j)
=: I1, + I2, .
If we apply (A.2), with Φ,i = Ψ,h for any i = 1, . . . ,2n, we obtain:
J,j (r)(r1, . . . , r2n) cT ,ρ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH e−δn(r2n−r2n−1+
∑n−1
i=1 r2i+1−r2i )
(r2n − r2n−2)ρ¯ ,
where
δn := δρ
n(2 + ρ) , ρ¯ =
ρ
2(2 + ρ) .
This implies:
I1,  cT ,ρ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH
×
t
∫
s

r2n∫
s

· · ·
r2∫
s

e−δn(r2n−r2n−2)
(r2n − r2n−2)ρ¯
2n∏
i=1
ϑα,β(t − ri)
n−2∏
i=1
e−δn(r2i+1−r2i ) dr1 · · ·dr2n
= −2nβcT ,ρ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH
×
t−s
∫
0
e−(α−δn)r2nr−β2n
t−s
∫
r2n
e−αr2n−1r−β2n−1
t−s
∫
r2n−1
e−(α+δn)r2n−2
(r2n−2 − r2n)ρ¯ r
−β
2n−2
×
t−s
∫
r
· · ·
t−s
∫
r
2n−2∏
i=2
e−(α+(−1)i δn)ri r−βi
t−s
∫
r
e−αr1r−β1 dr1 · · ·dr2n. (A.6)
2n−2 3 2
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t−s
∫
ri+1
e−kαri r−kβi dri = (α)kβ−1
(t−s)α∫
αri+1
e−kri r−kβi dri  c(α)
kβ−1[(t − s)α ∧ 1]1−kβ . (A.7)
Moreover for any i = 2,4, . . . ,2n we have:
t−s
∫
ri+1
e−(α+δn)ri r−βi dri  r
−β
i+1e
−(α+δn)ri+1(α + δn)−1  cnr−βi+1e−(α+δn)ri+1 . (A.8)
Therefore, combining together (A.7) and (A.8), we get:
t−s
∫
r2n−2
· · ·
t−s
∫
r3
2n−2∏
i=2
e−(α+(−1)i δn)ri r−βi
t−s
∫
r2
e−αr1r−β1 dr1 · · ·dr2n−3
 (α)β−1
[
(t − s)α ∧ 1]1−β(α)(2β−1)(n−2)[(t − s)α ∧ 1](1−2β)(n−2)
= (α)n(2β−1)−(3β−1)[(t − s)α ∧ 1](1−β)+(1−2β)(n−2). (A.9)
Now, by using again both (A.7) and (A.8) we have:
t−s
∫
0
e−(α−δn)r2nr−β2n
t−s
∫
r2n
e−αr2n−1r−β2n−1
t−s
∫
r2n−1
e−(α+δn)r2n−2
(r2n−2 − r2n)ρ¯ r
−β
2n−2 dr2n−2 dr2n−1 dr2n
 cn
t−s
∫
0
e−3αr2nr−3β2n
t−s
∫
r2n
e−(2α+δn)(r2n−1−r2n)
(r2n−1 − r2n)ρ¯ dr2n−1 dr2n
 cn
t−s
∫
0
e−3αr2nr−3β2n
∞∫
0
e−δnr2n−1
r
ρ¯
2n−1
dr2n−1 dr2n
 cn(α)3β−1
[
(t − s)α ∧ 1]1−3β. (A.10)
Hence, by putting together (A.9) and (A.10) into (A.6), we obtain:
I1,  −2nβcT ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH (α)n(2β−1)[(t − s)α ∧ 1](1−β)+(1−2β)(n−2)+(1−3β)
= cT ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH −nα−n(1−2β)[(t − s)α ∧ 1]n(1−2β).
Finally, due to the inductive hypothesis we have:
I2,  cT ,n
(
1 + |x|2nH + |y|2nH
)|h|2nH −nα−n(1−2β)[(t − s)α ∧ 1]n(1−2β),
and then we can conclude that (4.4) holds.
Appendix B. Proof of Lemma 5.3
Since we are assuming that f (ξ, ·, ρ2) :R → R is twice continuously differentiable with bounded derivatives,
uniformly with respect to ξ ∈ [0,L] and ρ2 ∈ R, we have that for any fixed x, y,h, k ∈ H the mapping,
s ∈ R → DxF(x + sk, y)h ∈ L1(0,L),
is differentiable, and
d
DxF(x + sk, y)h|s=0 = D2xF (x, y)(h, k),ds
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D2xF (x, y)(h, k)(ξ) =
∂2f
∂ρ21
(
ξ, x(ξ), y(ξ)
)
h(ξ)k(ξ), ξ ∈ [0,L].
This means
F
(
u¯x(t)+ √zx,y (t), vy(t/)
)− F (u¯x(t), vy(t/))−DxF (u¯x(t), vy(t/))√zx,y (t)
= 
1∫
0
D2xF
(
u¯x(t)+ θ√zx,y (t), vy(t/)
)(
zx,y (t), z
x,y
 (t)
)
dθ,
so that, recalling how ϕx,y (t) has been defined in (5.5), we have:∣∣ϕx,y (t)∣∣L1(0,L) √∣∣zx,y (t)∣∣2H .
This implies that∣∣∣∣∣
t∫
0
e(t−s)Aϕx,y (s) ds
∣∣∣∣∣
H
 c
t∫
0
(t − s)− 14 ∣∣ϕx,y (s)∣∣L1(0,L) ds  c√
t∫
0
(t − s)− 14 ∣∣zx,y (s)∣∣2H ds. (B.1)
Now, since we have:
zx,y (t) = Γ x,y (t)+
1√

t∫
0
e(t−s)A
[
F
(
ux,y (s), v
y(s/)
)− F (u¯x(s), vy(s/))]ds,
for any p  1 we obtain,
∣∣zx,y (t)∣∣pH  cp∣∣Γ x,y (t)∣∣pH + cT ,p

p
2
t∫
0
∣∣F (ux,y (s), vy(s/))− F (u¯x(s), vy(s/))∣∣pH ds
 cp
∣∣Γ x,y (t)∣∣pH + cT ,p
t∫
0
∣∣zx,y (s)∣∣pH ds.
This yields,
∣∣zx,y (t)∣∣pH  cp
t∫
0
ecT,p(t−s)
∣∣Γ x,y (s)∣∣pH ,
and hence, according to (4.3), we get:
sup
>0
E sup
t∈[0,T ]
∣∣zx,y (t)∣∣pH  cT ,p(1 + |x|pH + |y|pH ).
By replacing in (B.1), this allows to conclude that
E
∣∣∣∣∣
t∫
0
e(t−s)Aϕx,y (s) ds
∣∣∣∣∣
2
H
 cT E sup
t∈[0,T ]
∣∣zx,y (t)∣∣4H  cT (1 + |x|4H + |y|4H ). (B.2)
Next, we have to estimate:
E
∣∣∣∣∣
t∫
e(t−s)Aψx,y (s) ds
∣∣∣∣∣
2
H
.0
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dρ
x,y

dt
(t) = [A+DF¯ (u¯x(t))]ρx,y (t)+DF¯ (u¯x(t))Γ x,y (t), ρx,y (0) = 0.
Therefore, if we denote by U(t, s) the evolution system associated with the time dependent operator A+DF¯(u¯x(t)),
we have:
ρx,y (t) =
t∫
0
U(t, s)DF¯
(
u¯x(s)
)
Γ x,y (s) ds,
so that
ζ x,y (t) = Γ x,y (t)+
t∫
0
U(t, s)DF¯
(
u¯x(s)
)
Γ x,y (s) ds.
Recalling how ψx,y (t) has been defined in (5.6), this means that
t∫
0
e(t−s)Aψx,y (s) ds =
t∫
0
e(t−s)A
[
DxF
(
u¯x(s), vy(s/)
)−DF¯ (u¯x(s))]Γ x,y (s) ds
+
t∫
0
e(t−s)A
[
DxF
(
u¯x(s), vy(s/)
)−DF¯ (u¯x(s))]
s∫
0
U(s,σ )DF¯
(
u¯x(σ )
)
Γ x,y (σ ) dσ ds
=: I,1(t)+ I,2(t).
We have:
∣∣I,1(t)∣∣2H =
∞∑
j=1
( t∫
0
〈
e(t−s)A
[
DxF
(
u¯x(s), vy(s/)
)−DF¯ (u¯x(s))]Γ x,y (s), ej 〉H ds
)2
=
∞∑
j=1
( t∫
0
e−(t−s)αj
〈
ΔDF(s)Γ
x,y
 (s), ej
〉
H
ds
)2
,
where we have set,
ΔDF(s) := DxF
(
u¯x(s), vy(s/)
)−DF¯ (u¯x(s)).
Then,
E
∣∣I,1(t)∣∣2H = 2
∞∑
j=1
t∫
0
s1∫
0
e−(t−s1)αj e−(t−s2)αj
×E〈ΔDF(s1)Γ x,y (s1), ej 〉H 〈ΔDF(s2)Γ x,y (s2), ej 〉H ds2 ds1
E
∣∣I,1(t)∣∣2H = 2
∞∑
j=1
t∫
0
ds1 e
−(t−s1)αj
s1∫
0
ds2 e
−(t−s2)αj
s1∫
0
dr1
s2∫
0
dr2
×E〈ΔDF(s1)e(s1−r1)AΔF (r1), ej 〉H 〈ΔDF(s2)e(s2−r2)AΔF (r2), ej 〉H
= 2

∞∑
i,j,l=1
t∫
0
ds1 e
−(t−s1)αj
s1∫
0
ds2 e
−(t−s2)αj
s1∫
0
dr1 e
−(s1−r1)αl
s2∫
0
dr2 e
−(s2−r2)αi
×E〈ΔDF(s2)ej , ei 〉 〈ΔF(r2), ei 〉 〈ΔDF(s1)ej , el 〉 〈ΔF(r1), el 〉 ,H H H H
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ΔF(s) := F
(
u¯x(s), v(s/)
)− F¯ (u¯x(s)).
With a change of variables, this yields:
E
∣∣I,1(t)∣∣2H = 23
∞∑
i,j,l=1
e−2tαj
t
∫
0
ds1 EHj,l(s1)
[ s1∫
0
Hj,i(s2)
s2∫
0
Ki(r2)
r2∫
0
Kl(r1) dr1 dr2 ds2
+
s1∫
0
Hj,i(s2)
s2∫
0
Kl(r1)
r1∫
0
Ki(r2) dr2 dr1 ds2
+
s1∫
0
Kl(r1)
r1∫
0
Hj,i(s2)
s2∫
0
Ki(r2) dr2 ds2 dr1
]
, (B.3)
where for any j, l ∈ N
Hj,l(s) := e(αj−αl)s
〈
ΔDxF(s)ej , el
〉
H
, Kl(s) := eαls
〈
ΔF(s), el
〉
H
.
As 2ρ¯ := ρ/(2 + ρ) < 1 for any ρ > 0, we have:
∞∑
i=1
1
α
1−ρ¯
i
< ∞.
Hence, thanks to (A.1) and (A.2), by proceeding with arguments analogous to those used in the proof of Lemma 4.2
after some computations we get:
E
∣∣I,1(t)∣∣2H  cT ,ρ(1 + |x|4H + |y|4H )ρ¯ . (B.4)
Finally, let us estimate I,2(t). As for I,1(t), we have:
∣∣I,2(t)∣∣2H =
∞∑
j=1
( t∫
0
e−(t−s)αj
〈
ΔDF(s)
s∫
0
U(s,σ )DF¯
(
u¯x(σ )
)
Γ x,y (σ ) dσ, ej
〉
H
ds
)2
.
For any 0 s  t , 〈
ΔDF(s)
s∫
0
U(s,σ )DF¯
(
u¯x(σ )
)
Γ x,y (σ ) dσ, ej
〉
H
= 1√

〈
ΔDF(s)
s∫
0
U(s,σ )DF¯
(
u¯x(σ )
) σ∫
0
e(σ−r)AΔF (r) dr dσ, ej
〉
H
= 1√

s∫
0
σ∫
0
〈
e(σ−r)AΔF (r),
[
U(s,σ )DF¯
(
u¯x(σ )
)]
ΔDF(s)ej
〉
H
dr dσ
= 1√

∞∑
i=1
s∫
0
erαi
〈
ΔF(r), ei
〉
H
〈
ΔDF(s)ej ,Λ
x
i (s, r)ei
〉
H
dr,
where
Λxi (s, r) :=
s∫
e−σαiU(s, σ )DF¯
(
u¯x(σ )
)
dσ.r
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E
∣∣I,2(t)∣∣2H = 2
∞∑
i,j,l=1
t∫
0
ds1 e
−(t−s1)αj
s1∫
0
ds2 e
−(t−s2)αj
s1∫
0
dr1 e
r1αl
s2∫
0
dr2 e
r2αi
× E〈ΔDF(s2)ej ,Λxi (s2, r2)ei 〉H 〈ΔF(r2), ei 〉H 〈ΔDF(s1)ej ,Λxi (s1, r1)el 〉H 〈ΔF(r1), el 〉H .
This implies that, as for I,2(t) in (B.3), we can develop the integral above in the following way:
E
∣∣I,2(t)∣∣2H = 23
∞∑
i,j,l=1
e−2tαj
t
∫
0
ds1EHj,l(s1, r1)
[ s1∫
0
Hj,i(s2, r2)
s2∫
0
Ki(r2)
r2∫
0
Kl(r1) dr1 dr2 ds2
+
s1∫
0
Hj,i(s2, r2)
s2∫
0
Kl(r1)
r1∫
0
Ki(r2) dr2 dr1 ds2
+
s1∫
0
Kl(r1)
r1∫
0
Hj,i(s2, r2)
s2∫
0
Ki(r2) dr2 ds2 dr1
]
,
where for any j, l ∈ N,
Hj,l(s, r) := eαj s
〈
ΔDxF(s)ej ,Λ
x
l (s, r)el
〉
H
, Kl(s) := eαls
〈
ΔF(s), el
〉
H
.
Now, since U(t, s) :H → H is bounded and ‖U(t, s)‖0  cT , for any 0  s  t  T , and DF¯ :H → L(H) is
bounded, we have: ∥∥Λxi (s, r)∥∥0  cTαi e−rαi .
This means that we can use the same arguments we have just used above for I,2(t) and we obtain:
E
∣∣I,2(t)∣∣2H  cT ,ρ(1 + |x|4H + |y|4H )ρ¯ . (B.5)
Combining together (B.4) and (B.5) we conclude that
lim
→0
∣∣∣∣∣
t∫
0
e(t−s)Aψx,y (s) ds
∣∣∣∣∣
2
H
= 0,
and the proof of Lemma 5.3 is finished.
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