The aim of this work was to simulate the transport of pollutants in buildings. Focusing mainly on the presence of carbon dioxide, we resolved the airflow equations for two typical validation cases. These numerical results were compared to COMIS and CON-TAM software, and they were used to evaluate the evolution of carbon dioxide concentration in different rooms. In order to obtain different parameters and filters of the proposed model, we used a statistical method based on Bayesian inference. This statistical adjustment allowed us to obtain a significant variation of contaminants in different cases. This tool seems to be a good candidate for the fitting of models.
Introduction
Assessment of toxic substances present in the living place is essential to preserve human health. Engineers in the building industry must be able to estimate, simulate, and evaluate the concentration of substances defined as pollutants. The compound most frequently perceived as a pollutant indoors is carbon dioxide (CO 2 ). People exhale CO 2 whenever they breathe although it only produces toxic sequelae at very high concentration (!30,000 ppm). We find CO 2 in nature everywhere and it is an important indicator of atmospheric pollution. In the present work, we have used CO 2 as a proxy for an otherwise undefined pollutant. The rationale for the study is that we need to have a forecasting tool to alert people in a building of danger from pollution.
In order to add a module to simulate transport of a pollutant into the CODYRUN software [1] , a thermal building simulation software developed at LPBS (University of Reunion Island), we were interested in the resolution of the transport equations of concentration for multi-zones models. As this concentration of a pollutant is driven by the circulation of air, we simulated flow within buildings [2] .
Several software packages are available for thermal simulations of airflow in buildings. The most frequently used are generally COMIS [3] , CONTAM [4] , EPS-r [5, 6] , and Airflow [7, 8] . There are various methods of numerical resolution. The Nodal method [1, [3] [4] [5] uses macroscopic models, which represent a room or entire building by a single node and calculates the flow through discrete paths such as doors, ducts, openings, and cracks. The Zonal method [9, 10] splits a room into different macroscopic homogeneous zones and characterises the main driving flows in order to predict the spatial temperature distribution in a room. Computational Fluid Dynamics (CFD) tools [7, 11] , mostly known as a microscopic modelling technique, provide numerical solutions of the partial differential equations governing airflow, contaminant, temperature and other related physical processes. CFD is mainly used for single-room simulation and can also be combined with the other methods noted previously.
For these different methods, the computing time generally grows according to the model complexity. The computing time, the setting up of the boundary conditions and other input parameters can be drawbacks to the use of CFD when practical studies are carried out.
For this work, we were interested in the nodal method as the one that gives usually satisfactory results. We developed a model for transport of pollutant concentration in CODYRUN and validated the proposed model by using the COMIS [3, [12] [13] [14] [15] and CONTAM software [14, 16, 17] by solving two typical cases. The first case was one that had already been used by Haghighat and Rao [18] . The second test case was called USER Test used in the IEA Appendix 23 [19] .
The second part of this paper gives a brief introduction of the concentration equations to be considered. Recall of the method used to simulate airflow follows in the third part. A brief presentation of the technique of resolution is given in order to introduce the comparison set-up. The fourth part focuses on a procedure of validation. The description of the two test cases used for simulation after their implementation in the cited software, is given.
The next two sections deal with numerical simulations of airflow and the first results for concentrations. These results, obtained with the referenced software, are compared to our simulations. The last section is about the adjustment of concentration transport. A Bayesian procedure was proposed to determine the parameters of our models.
Transport Equation of Concentration
We were interested in simulation of the dispersion of a pollutant in buildings. We considered buildings to be composed of a number of rooms (nodes) which were connected by openings to each other and to the outside. We assumed equations that are based on the conservation of the concentration by taking into account the circulation in different rooms. The balance equation was made locally involving all interconnections within the building. The traditional equation for resolution of the problem for dispersion of a pollutant was summarised by the following relation [4, 20] :
where V i , C i , and S i were the volume, the concentration, and the generation of pollutant for the room i, respectively. The quantities Q j,i and Q i,j were the inflow and outflow of the room j adjacent to the room i. This equation can be represented in a discretised form:
The concentration C i was then computed successively with computing time step Át and the evaluation to transition matrix M À1 D. The time step was selected according to the order of magnitude of the flows calculated by the model. With the concentration of pollutant at time t, we would then be able to evaluate its evolution knowing the transition matrix M À1 D, by determining the circulation of air through various building openings.
Simulation of Air Flow
The model chosen to simulate airflow in buildings was based on the work done by Haghighat and Rao [18] and is called the system-theoretic approach. The derivation of this model used matrix representations and its principle consisted in calculating various pressures for each zone. The principle was summarised as follows: for a building having N Z zones and N O cracks (openings), ( ¼ fÈ 1 ,È 2 ,È 3 , . . . ,È N z g and where Q ¼ fQ 1 , Q 2 , Q 3 , . . . , Q N O g were respectively vectors, representing the pressure and airflow rates through openings. The pressure difference on both sides of these openings was given by the vector DP ¼ fÁP 1 
The relation between pressures and flow at an opening depended on the aeraulic performance of the opening. If we used the model of small openings, the effective flow was affected by the following relation:
where C is the permeability coefficient of the air in m 3 =ðh Â Pa n Þ. Only the power law was implemented in this model version.
The key element in the Haghighat and Rao [18] method was the matrix known as the ''incident matrix'' of the building interconnections. This matrix represented the distribution of rooms in the building. It was defined by matrix elements denoted Å ij such as: ð4Þ So the pressure difference ÁP through all cracks or openings in the building was defined by the relation:
where P f is called the ''driving force''. This force corresponded to the sum of all the aeraulic elements connected to the opening. The zones' pressures were determined as solution by using the iterative Newton-Raphson method of the following matrix equation:
where f is the function defined by the Equation (3) above.
The knowledge of the vector U, would allow the pressure difference ÁP to be deduced and consequently the various flows Q required to be obtained. Thus, with this formulation we could simulate the airflow and estimate the distribution of a pollutant in buildings. In order to justify our results as obtained by this model, we next proposed a comparison method.
Procedure of Validation

Presentation of Validation Software
To allow the comparison of our simulation results, we used two programs: COMIS and CONTAM. These software packages are used by people working on thermal comfort of buildings [3, 14, 15, 21] and they require little computation. Both are multi-zone airflow programmes and they allowed us to adjust our model by a numerical experimentation method.
COMIS Software (Conjunction of Multi-zone Infiltration Specialists)
The COMIS software was the result from the common working sessions (from October 1998 to September 1989) which took place at Lawrence Berkeley National Laboratory (LBNL). This software has been developed by the Scientific and Technical Centre for Building (CSTB) and the research institute, ''EMPA, Materials Science and Technology''. COMIS software simulates the airflow transfers and the transport of pollutants inside buildings.
The COMIS's library contains various active and passive components describing the building (openings, doors, windows, flows, regulators, ventilators) as well as other components defined by the relation between the flows and the apparent pressures. The mathematical foundations of COMIS have been described by Feustel [12] and Lorenzetti [22] . CONTAM Software CONTAM is publicly available software for studies of a multi-zone model. It is an indoor air quality and ventilation analysis computer programme developed by the National Institute of Standards and Technology (NIST). Its objectives are to determine the airflow and dispersion of pollutants in building systems and to predict the exposure of occupants to contaminants. It uses a simplified zonal representation of buildings [16] .
The model is based on Axley's method. Therefore transport of airborne contaminants depends on the presence of all air movements (natural and mechanical) within the building system. For modelling the physical phenomena, it uses the simplified relation of ''well mixed zones'', i.e., all the zone being taken into account by one node of calculation.
CODYRUN Software
CODYRUN is another software package for study of multi-zone airflow that integrates ventilation and moisture transport transfer in buildings [1] . It was developed by the Laboratoire de Physique du Baˆtiment et des Syste`mes (LPBS) at the university of Reunion Island. In this software, a zone approach based on nodal analysis is employed. A coupled system describing thermal and airflow phenomena is resolved. The results allow ambient thermal comfort to be estimated for a building's systems.
We used two test cases to compare the models. The first one was the same as that used by Haghighat and Rao [18] . The second test case called ''USER Test'' is the one used in ''IEA Appendix 23'' [19] . For simplicity, these two case studies will be called ''RAO'' and ''IAE'', respectively, in this paper.
Presentation of Test Models
The RAO Test Case:
The RAO test case was a four-room building with eight airflow paths. The speed of the external wind was 5 m Á s À1 and was considered for the maximum height of the building (including the roof). The outside and the neighbouring rooms through eight openings are represented in Figure 1 . The airflow paths were assumed to have zero humidity and had constant temperature.
The IEA Test Case:
The IEA test case consisted of a four-room building exposed to 2 m Á s À1 wind. The building had 10 airflow paths and outdoor temperatures higher than indoor air temperatures, respectively ( Figure 2 ).
The implementation of the building geometry allowed the connections between the rooms to be defined. Specific factors regarding the physical behaviour of the openings such as wind pressure coefficients C p , flow coefficients C, flow exponents n and level of openings h are introduced in the model later. All these parameter values of both test cases are in Table A1 and Table A2 of Appendix A.
We were looking for the various stationary mass flows through the openings for these geometries.
Numerical Simulation of Air Flow
We were interested in this section to model the airflow through buildings. The use of the method introduced in Section 3 resulted in the definition of the ''incident matrices'' for RAO and IEA cases as follows:
and
See Figure 1 which gives results for the RAO building and Figure 2 which does likewise for the IEA building. Figure 3 shows the airflow for each crack (RAO case above and IEA one down).
Simulation of Concentration Dispersion
Model of Dispersion
Since the velocity fields and flows cross each room, we were interested in simulating the dispersion of pollutants in the two standard buildings [23, 24] . C p = 0.9 C p = 0.3
Tuomaala [26] 0 Referring to Section 1, Figure 1 , and Figure 2 , these equations were written as follows; if C i denoted the present concentration in the room i, V i its volume and m the mass flows calculated before, by taking into account the difference between inside and outside, the mass conservation equation for these concentrations in the different rooms could be written as:
Applying this relation for the IEA model, we obtained the following system of equations for concentrations C a , C b , C c and C d :
The same procedure was applied to the RAO model and so we obtained the following system of analogous equations:
At this level, we compared the results of simulation acquired with software CONTAM and those of the first-order model of Equation (10) and Equation (11) .
We defined a test case by assuming an initial concentration in one of the rooms of a building. In order to obtain a comparison of our results with CONTAM software, we simulated, with CONTAM, the same geometry and the same initial conditions of CO 2 concentration. Nevertheless, we could independently use the RAO or the IEA case. Figure 6 shows the variation of CO 2 in IEA rooms and Figure 7 the variation of CO 2 concentration in the same room (room A of the IEA case).
Introduction of the Displacement Factor and Filters
For the IEA case, we were interested in the variation of the concentration of CO 2 in the different rooms of the building. In its simulation, we considered an initial concentration of 100 kg Á m À3 of pollutant for room number 3 located in the ground floor ( Figure 1 ).
In our model, we also took other initial conditions (pollutant concentration and room location) into account. We therefore had to cancel the various sources of pollutants:
The changes with time of concentrations in the rooms presented can be seen in Figures 6  and 7 .
Moreover, the model used by CONTAM software [16] can be summarised as follows:
If we denote m a,i defined by notation m i Á C ,i , the product of the mass of contaminant a in zone i, with m i the mass of air in the zone i and C a,i the mass fraction of concentration a, the time variation of this mass of contaminant can be written as:
where F i,j is the mass flow between rooms of indices i and j, G a,i is the term source, k a,b are stoichiometric parameters linked to the chemical reactions, R a,i is the term of displacement and a,i,j are filter parameters. Equation (12) is a conservation equation that takes into account all the contributions that take place within the room. The terms common to Equation (9) are those of airflow between the rooms and the term of generation (source). The modelling of Equation (12) used filters at openings and an additional term of displacement.
The next section presents the procedure of Bayesian method to identify these parameters.
Bayesian Estimation of Parameter
Introduction to the Bayesian Method To solve the difference between our numerical results and those obtained with COMIS and CONTAM, we looked for a supplementary displacement term in the form of Á C and the filter parameters for our model.
The technique employed is similar to an optimisation method (fitting procedure). For each room, the parameters a, b, i,j , and associated concentration were determined by Bayesian identification.
Bayesian probability theory is currently experiencing an increase in popularity in the sciences as a means of probabilistic inference [25] . Bayesian methods can be used either for model selection or for parameter estimation problems. One of the advantages of the Bayesian approach is its ability to incorporate prior information about model parameters into the analysis. Inference (up to the error expected for simulation by a Monte Carlo method) can be derived without need for large sampling approximations and notably through the development of the WinBUGS software, the manual for which [26] gives an overview of using it for Bayesian modelling and reviews several models to estimate the sensitivity and specificity of multiple diagnostic tests. A good review of the Bayesian approach is also given by Jaynes [27] .
For parameter estimation problems, Bayesian inference deals with the estimation of the values of p model parameters denoted h ¼ ð 1 , 2 , . . . , p Þ about which there may be some prior beliefs. These prior beliefs can be expressed as a probability density function (p.d.f.) called prior, () and may be interpreted as the probability placed on all possible parameter values before collecting any new data. The dependence of observations (or measurements) denoted D ¼ ðd 1 , d 2 , . . . , d N Þ on the p parameters can be also expressed as a p.d.f.: L(D/) called the likelihood function. This latter is used to update the prior beliefs on , to account for the new data D. This updating was done using Bayes' theorem:
where (/D) represents the posterior p.d.f. and expresses the values of the parameter after observing the new data. In other words, the prior was modified by the likelihood function to yield the posterior.
In the Bayesian framework, uncertainties in parameter values are naturally assessed. For instance, the position of the maximum of the posterior p.d.f. represents a best estimate of the parameter; its width or spread about this optimal value gives an indication of the uncertainties derived in the estimation of the parameters.
In this paper, in order to estimate the parameters of our models using the Bayesian approach, simulations were made with ''WinBUGS''. The R package R2WinBUGS [28, 29] was used to call WINBUGS and export results in R. As we had no knowledge of the parameter values before collecting new data, we attributed a uniform distribution for the prior.
Implementation of Dispersion Factor
Firstly, the procedure involved the identification of the filter parameters j,k associated at each input flux referenced j for the different rooms of index k. Secondly, we had to take into account a displacement factor which is dependent on the concentration. The mass conservation Equation (9) could be rewritten as:
where index i referred to the room considered, index j and k are associated with the inflow and indices l and m with the outflow. We were looking for the parameters denoted a, b and j,k which appear in Equation (14) . The procedure was implemented using the BRugs package [30] .
To determine the model parameters, we were interested in the evaluation of probability densities provided by the software. In order to determine the appropriate parameters which refine the model, these values which were given by the maximum of the probability densities were used. To initialise our model with the initial values
for the rooms C, A, B and D, we estimated statistically the parameters which adjust the CONTAM software results. These reference simulations were done with a time step of 1s. With this method, the maximum of probability density curve given by the BRugs package would nearly predict the best candidates.
We applied the same estimation procedure for the IEA model. According to the circulation of airflow in the building, we chose to introduce the initial values Figure 8 gives a comparison of the concentration results for each room, in the RAO case, while Figure 9 does the same for the IEA case. The parameters for the RAO model are identified in Table 1 , and those for the IEA model in Table 2 . All density probabilities for the determination of parameters are given in Figures A1-A8 of Appendix B.
Discussion
All results obtained with the software CONTAM, COMIS and CODYRUN for the airflow simulation of the RAO case, as well as the directions of the flow, were represented in the buildings as shown in Figures 3 and 4 . We specified the numerical values given by Tuomaala [31] corresponding to computed values by Tuomaala and Rahola [32] . For the results obtained for the IAE case, the results of airflow were generally in the same order of magnitude. Also, similar results were obtained using the different software packages for the model developed. The great geometric difference between the IEA and the RAO cases was due to the presence of a transverse common room that included five openings.
For the simulation of concentration dispersion obtained by Equations (10) and (11) , these results given in Figure 6 seem coherent with those shown in Figures 8 and 9 . Decrease in initial concentration and accumulations and thus discharges into the other rooms according to time were noted. This kind of classical evolution was also observed when using CONTAM software. However, an evaluation of the two results showed a difference between the speed of accumulation and the reduction of curves. This significant difference was due to the small disparity in the calculation of flows (cf. results Figure 4 ) and to the difference in the dispersion model used. Therefore it was necessary to look very closely at the model.
According to results obtained using previous models, the displacement term was not negligible for an estimation of concentration transfer within the building.
The values obtained were homogeneous for the four rooms. Regarding the replacement terms, the amplitude terms were approximately 10 À4 and the exponential terms were lower than 1. These global terms were moderated in amplitude and thus we deduced that the displacement of concentration was mainly derived from the airflow.
For the filter terms, a majority of the results gave a factor lower than one. These factors corresponded to the parameters denoted (1-) in the CONTAM software. The attenuation of the filters introduced by the factor was very effective in this kind of simulation. Otherwise we 
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Indoor Built Environ 2010;19:250-266 obtained an estimation of 1.207 for the parameter (7, 4) (Table 1 ) even when the airflow calculation for this crack was satisfactory. The selection of these parameters allowed the comparison of our adjusted model with the concentration computed by CONTAM software, as in the preceding case. In order to do that, we plotted the evolution of contaminant concentration in every room. The decrease from the initial concentration in room C was observed and the model accurately matched with the reference data. Initially there was increasing concentration in the three other rooms followed by a decreasing phase. These simulations were in total agreement using the software. The assumed overestimation of the parameter (7, 4) seemed to have limited influence on the concentrations. At this stage, we could assert that the RAO model described by Equation (14) was suitable. We, therefore, applied the same estimation procedure for the IEA model.
The estimation of the smoothed kernel density for any identification parameters were quantified and reported. In the preceding case, most of parameters were coherent between them. However the a value of the room D (% 10 À2 ) was too wide compared to the others (% 10 À4 ) and for the room C, the parameter (10, 2) obtained was more than one.
Using identified parameters, we could compare the new results for the IEA case to those simulated by the A À0.0002808 0.395 (6, 3) : 0.9882 B À0.000964 0.8738 (5, 1) : 0.2873 C À0.0007427 0.6436 (7, 4) : 1.207 D À0.0009862 0.219 (8, 3) : 0.992 CONTAM software. The evolution of concentration for each room was then evaluated. We noted differences in the decreasing forms of the concentrations for the rooms A, B, and C. Disparity in the amplitudes for these rooms was significant but acceptable. However, the difference was accentuated for room D. Our model underestimated the peak of concentration in this place. This decrease was due to the high value of a, responsible for the discharge phase and the weakness of parameters (6, 1) and (7, 2) (Table 2 ). These filter parameters were close to 1. As one parameter was too small, a second one was needed to compensate for the adjustment (i.e., room C in the IEA case and room B in the RAO case). Unfortunately, we had not obtained convergence with the BRugs package for this scale of values.
We have remarked that the proposed procedure in the previous paragraph did not allow for all of the parameters of the Equation (12) to be obtained. In fact, the filter parameters associated with openings with a positive inflow were cancelled by the null exterior concentration. A 0.003331 0.9971 B 0.001241 0.9593 (9, 2) : 0.7695 C 0.0003706 0.3923 (10, 2) : 1.286 (8, 4) : 0.565 D 0.01157 0.9866 (6, 1) : 0.5404 (7, 2) : 0.5441 We, therefore, needed to specify several different outdoor concentrations in the CONTAM software, one concentration for each opening, in order to validate our model. A complementary experimental procedure of validation is also necessary to adjust some specific parameters and set up a ''crossed estimate'' taking into account several groups of parameters. For example, an experimental procedure of combined opened/closed crack will characterise, one after another, all the openings.
Conclusion
Computer simulations enabled us to test two traditional cases, the RAO and the IEA, with COMIS and CONTAM softwares. The results of the airflow simulations are summarised by Figures 3 and Figure 4 .
In order to implement a contaminant dispersion model in CODYRUN software, a two-step solution approach was applied. In the first step, a description of a module used for calculation was given. In the second step, detailed information about the flows at the openings and the estimation of time variation for one or several concentrations in the different rooms (in absence of chemical reactions) were specified.
This model was simple and effective. It produced values comparable to those of others using the commercial software cited in this work. The values of concentrations were underestimated when the filters at the openings were neglected. These filters tended to attenuate the exchange between the rooms. The simulations have shown the relative importance of the displacement term in the formulation of contaminant variation.
A first approach to estimation of parameters is proposed. Results obtained with Bayesian inference were similar to those obtained with commercial software.
By taking thermal equations into account, the temperature field might modify the airflow. Consequently, the distribution of concentration would be significantly affected.
Furthermore, we propose to set up a procedure of validation using concentration sensors in order to provide experimental measurements [33] . These data would allow us to complete the model validation procedure and if necessary, to refine the model of pollutants' dispersion.
However, using a procedure to compare models has shown it is possible to refine the displacement model. This may be supplemented by correlation of searched parameters relating the physical and geometric properties of openings to offer a practical tabulation of parameters a and b. . Parameters a, b, (5, 1) , and (7, 4) for the room B (RAO case). . Parameters a, b, (10, 2) , and (8, 4) for the room C (IEA case). (6, 1) , and (7, 2) for the room D (IEA case).
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