In direct procedures for crystal structure solution from powder data, information on the location and orientation of a molecular fragment may readily become available. Such information may be used retrospectively to improve the powder-pattern decomposition, with favourable effects on the phasing process. A method is described by which accurate estimation of a large number of structure-factor moduli is possible by exploiting the prior partial structural information.
Introduction
The decomposition of experimental diffraction patterns into single Bragg integrated intensities plays a central role in methods aimed at solving crystal structures from powder data. In the ®rst four papers of this series [by Altomare, Carrozzini et al. (1996) , Altomare, Foadi et al. (1996) , Carrozzini et al. (1997) , and Altomare et al. (1998) , denoted as papers I, II, III and IV, respectively] a cyclic procedure was described in which, after the ®rst pattern decomposition performed by the program EXTRA (Altomare et al., 1995) , the program SIRPOW92 is automatically run to analyse the current intensities statistically. If some useful information is obtained, this is transferred back to EXTRA as prior information for a more accurate pattern decomposition (see Fig. 1 ). A few cycles of this procedure are usually suf®cient to improve the accuracy of the integrated intensities and, therefore, to increase the ef®ciency of the phasing process. Four types of information are used in this procedure: (a) the preferred orientation, as derivable by statistical analysis of the current integrated intensities Peschar et al., 1995) ; (b) the pseudotranslational symmetry; (c) the positivity of the Patterson function (see also David, 1987; Estermann et al., 1992; Estermann & Gramlich, 1993) ; (d) the positivity of the electron density.
The recycling of the information so acquired is made easy if the program EXPO (Altomare et al., 1999) is used (EXPO encompasses EXTRA and SIRPOW92).
In this paper, we describe the procedure for exploiting, within the aforementioned cyclic process, a ®fth type of prior information: the knowledge of a well positioned and oriented molecular fragment, obtained by a preliminary application of Patterson or direct methods.
The preliminary application of the procedure
Let y oi be the intensity observed in the powder diagram at the ith step, and let I Eh be the single Bragg modulus square of the structure factor obtained by EXTRA for the re¯ection h. If the program works correctly, the following approximate relation should hold: where L h is the Lorentz±polarization factor for the re¯ection h, m h is its multiplicity, G is the re¯ection pro®le function, and y bi is the value of the background at the ith step.
In the subsequent normalization process, performed by SIRPOW92, the scale factor S is found which sets the I Eh values on an absolute scale [i.e. S = (
where |F E h | is the structure-factor modulus of the re¯ection h on the absolute scale]. When a partial crystal structure is available, the pro®le
is calculated, where I p h = |F p h | 2 is the modulus square of the structure factor corresponding to the partial structure. In (2) the same background as in (1) is used. We explored three procedures to achieve more accurate values of the |F h | 2 from the calculated |F p h | 2 : the technique suggested by Rietveld (procedure 1); a probabilistic approach (procedure 2); the pro®le difference analysis method (procedure 3). Each of the three methods has been applied to overlapping re¯ections only (non-overlapping re¯ections always preserve the |F E h | value originally provided by EXTRA). Thus the following analysis will mostly refer to overlapping re¯ections.
Procedure 1: the Rietveld technique
The overall integrated intensity of a cluster of re¯ections is partitioned in fractions proportional to the calculated |F p h | 2 values. Such intensities are used as starting values in the EXTRA section performing the pattern decomposition via the Le Bail method (Le Bail et al., 1988) .
Procedure 2: a probabilistic approach
It is well known (Sim, 1959a,b; Giacovazzo, 1983 ) that the conditional probability distribution of |F| given |F p | is PjFj jF p j 9 2jFjaAE q expÀjFj 2 jF p j 2 aAE q Â I 0 2jFF p jaAE q X I 0 is the modi®ed Bessel function of order zero and
where the summation is extended to the q atoms whose positions remain unknown. The most probable value of |F| 2 may be estimated via the relation
We obtain
hjF h j 2 jF p h ji jF p h j 2 AE q hX 3
As for procedure 1, the intensities (3) are used as starting values in the EXTRA section performing the pattern decomposition via the Le Bail method.
Procedure 3: the pro®le difference analysis method
For each ith step we calculate the pro®le difference
The main features of the pro®le difference may be appreciated from Fig. 2 , where we note that the pro®le difference may be negative in large 2 domains and that it may be very sharp, mostly when negative Á alternate with positive Á. For each cluster of re¯ections, the pro®le difference is decomposed according to the Le Bail method via the formula
where h is the re¯ection for which we want to estimate the shift Á; the indices i and k vary over the set of steps and over the set of re¯ections belonging to the cluster, respectively. The absolute values of Á in the right hand side of (5) are necessary to deal with the existence of positive and negative Á values.
The reader should note that the last step in each of the above procedures is always a Le Bail decomposition of the experimental pattern. This allows |F| values to be obtained that are always compatible with the observed pattern.
Experimental
We have applied the three procedures described in x2 to the test structures listed in Table 1 . The structural fragment with known position, providing the prior information exploited by the new procedures, is shown in the fourth column. In general, the fragment contains heavy atoms only; its fractional scattering power varies from 0.34 to 0.97.
Let R be the crystallographic residual
where |F true | is the true value of |F| obtained from the re®ned crystal structure, and |F est | is the corresponding modulus estimated by one of the quoted procedures. In Table 2 we present the R D value, corresponding to the pattern decomposition performed by a default run of EXTRA, and the values R 1 , R 2 and R 3 obtained at the end of the procedures 1, 2 and 3, respectively. The differences R D À R i , i = 1, 2, 3, are always positive (the prior information improves the pattern decomposition), and, as is obvious, are strongly correlated with the fractional scattering power of the known fragment. Even though the results of the three procedures are largely correlated with one other (no procedure proves more effective than the others), the three |F| sets obtained by the three procedures show marked discrepancies. We then decided to combine them in a unique set, assuming the average |F | as the more reliable estimate. R comb is the residual value corresponding to such a combined set. Quite often
This suggests that the three procedures are not statistically equivalent. The difference R D À R comb is often remarkable: the combined procedure is therefore able to improve ef®ciently (in the statistical sense) the powderpattern decomposition process. A further detail may be useful. The large-moduli structure factors play a central role in the procedures for structure solution and re®nement. Indeed, we must not forget that the phase problem is usually solved by exploiting the information provided by the structure factors with the largest |E| values. It is therefore relevant to ascertain if the procedure is able to identify and to estimate correctly the structure factors with large moduli. In Table 3 we present, for each test structure, the total number of re¯ections lying in the measured 2 interval (N ref ), the number of re¯ections with the largest calculated value of the structure-factor modulus (i.e. N large ; we chose N large 0.5N ref ), and the value of R for the N large re¯ections (R f ). The comparison between R f in Table 3 and R comb in Table 2 (R f always smaller than R comb ) suggests that the calculated value of |F| represents an effective criterion to select the most reliable estimates. The results are satisfactory even for the structures (i.e. DADA, LASI and LAMO) for which the original molecular fragment assumed as the prior information has a low fractionary scattering power. It may be worthwhile noting that a fraction of the N large re¯ections (let N single be their number) are single (nonoverlapping) re¯ections, so that their estimates do not remarkably change when the prior information is used. For each test structure, Table 3 shows the value of N single , the corresponding residual value (R single ), the number of overlapping re¯ections (N over = N large À N single ) and the corresponding residual value R over ; the residual value for the N over re¯ections obtained by EXTRA by default is given in parentheses. It is clear from Table 3 that the improvement in the estimation of the structure-factor moduli mostly relates to the overlapping re¯ections, the estimation of which is the most serious obstacle to the solution of crystal structures from powder data.
A further procedure has been applied in order to ascertain if the prior information on the molecular orientation (but not on the location) can improve our powder-pattern decomposition process. In this case
where |F h s | 2 are calculated in accordance with Main (1976) and are relative to the entire well oriented crystal structure. The averages (6) are used as starting values in the EXTRA section performing the pattern decomposition via the Le Bail method. The residual R 0 values obtained at the end of the process are shown in Table 4 : R 0 < R D for seven of the ten test structures. It may be concluded that (statistically speaking) the prior information on the molecular orientation may be useful for powder-pattern decomposition, but not as useful as the partial structure location information, as shown in Tables 2 and 3.
Conclusions
We have shown that the Le Bail method is able to improve the estimates of the structure-factor moduli by exploiting prior structural information. In a following paper we will describe the effects of such improvements with respect to the techniques for crystal structure solution and re®nement. For each test structure the following information is given: code name (X = X-ray, N = neutron, S = synchrotron data), space group, asymmetricunit content, selected localized fragment with corresponding percentage, and data resolution.
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