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ABSTRACT	(SHORT)	
	
This	 study	 aimed	 to	 compare	 accuracy	 and	 precision	 errors	 of	 three	 Digital	 Volume	 Correlation	 (DVC)	
approaches	 in	 a	 particular	 3D	 zero-strain	 condition	 for	 both	 trabecular	 and	 cortical	 bone	 specimens,	
imaged	 repeatedly	 using	 micro-CT.	 	 Both	 scalar	 average	 errors	 and	 errors	 affecting	 the	 individual	
components	 of	 displacements	 and	 strains	 were	 calculated.	 	 For	 each	 DVC	 approach,	 errors	 decreased	
asymptotically	for	larger	sub-volume	sizes	in	the	range	explored.		Considering	this	particular	set	of	images,	
the	 global	 approach	 (ShIRT-FE)	 showed	 an	 overall	 better	 accuracy	 and	 precision	 than	 the	 local	 ones	
(DaVis).		The	latter	show	reasonable	results	for	large	nodal	spacing,	particularly	for	trabecular	bone.		
	
	
ABSTRACT	(LONG)	
	
Background.	 	 Different	 Digital	 Volume	 Correlation	 (DVC)	 approaches	 are	 currently	 available	 or	 under	
development	 for	 bone	 tissue	 micromechanics.	 	 The	 aim	 of	 this	 study	 was	 to	 compare	 accuracy	 and	
precision	errors	of	three	DVC	approaches	for	a	particular	3D	zero-strain	condition.			
Method	of	approach.		Trabecular	and	cortical	bone	specimens	were	repeatedly	scanned	with	a	micro-CT.		
The	errors	affecting	computed	displacements	and	strains	were	extracted	for	a	known	virtual	translation,	
as	well	as	 for	 repeated	scans.	 	Three	DVC	strategies	were	 tested:	 two	 local	approaches,	based	on	Fast-
Fourier-transform	 (DaVis-FFT)	 or	 Direct-Correlation	 (DaVis-DC),	 and	 a	 global	 approach	 based	 on	 elastic	
registration	and	a	finite	element	solver	(ShIRT-FE).		Different	computation	sub-volume	sizes	were	tested.		
Results.		Much	larger	errors	were	found	for	the	repeated	scans,	than	for	the	virtual	translation	test.		For	
each	 algorithm,	 errors	 decreased	 asymptotically	 for	 larger	 sub-volume	 sizes	 in	 the	 range	 explored.		
Considering	this	particular	set	of	images,	ShIRT-FE	showed	an	overall	better	accuracy	and	precision	(a	few	
hundreds	microstrain	 for	a	 sub-volume	of	50	voxels).	 	When	 the	 largest	 sub-volume	 (50-52	voxels)	was	
applied	to	cortical	bone,	the	accuracy	error	obtained	for	repeated	scans	with	ShIRT-FE	was	approximately	
half	of	that	for	the	best	local	approach	(DaVis-DC).		The	difference	was	lower	(250	microstrain)	in	the	case	
of	 trabecular	 bone.	 	 In	 terms	 of	 precision,	 the	 errors	 shown	 by	 DaVis-DC	 were	 closer	 to	 the	 ones	
computed	 by	 ShIRT-FE	 (differences	 of	 131	 microstrain	 and	 157	 microstrain	 for	 cortical	 and	 trabecular	
bone,	respectively).		The	multi-pass	computation	available	for	DaVis	software	improved	the	accuracy	and	
precision	 only	 for	 the	 DaVis-FFT	 in	 the	 virtual	 translation,	 particularly	 for	 trabecular	 bone.	 	 The	 better	
accuracy	 and	 precision	 of	 ShIRT-FE,	 followed	 by	 DaVis-DC,	were	 obtained	with	 a	 higher	 computational	
cost	when	compared	to	DaVis-FFT.		
Conclusions.	 	 The	 results	 underline	 the	 importance	 of	 performing	 a	 quantitative	 comparison	 of	 DVC	
methods	 on	 the	 same	 set	 of	 samples	 by	 using	 also	 repeated	 scans,	 other	 than	 virtual	 translation	 tests	
only.		ShIRT-FE	provides	the	most	accurate	and	precise	results	for	this	set	of	images.		However,	both	DaVis	
approaches	show	reasonable	results	for	large	nodal	spacing,	particularly	for	trabecular	bone.	Finally,	this	
study	 highlights	 the	 importance	 of	 using	 sufficiently	 large	 sub-volumes,	 in	 order	 to	 achieve	 better	
accuracy	and	precision.	
Keywords.	 	Digital	volume	correlation,	 registration,	micro-CT,	zero-strain	 test,	bone,	accuracy,	precision.
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INTRODUCTION	
	
	 Digital	 Volume	Correlation	 (DVC)	 is	 a	 novel	 and	useful	 tool	 for	 quantifying	 the	
internal	3D	deformation	across	the	entire	volume	of	various	biological	 tissues,	such	as	
bone	[1].		In	fact,	DVC	was	originally	developed	by	Bay	and	co-workers	[2]	to	investigate	
the	volumetric	 strain	distribution	 throughout	 the	bone	 trabecular	 structure.	 	 This	was	
done	 to	 overcome	 the	 limitation	 of	 its	 2D	 counterpart,	 known	 as	 digital	 image	
correlation	 (DIC),	which	has	 the	ability	 to	compute	strain	and	displacement	 fields	only	
on	 the	 external	 surface	 of	 the	 specimen	 [3].	 	 The	 benefit	 of	 DVC	 relies	 in	 the	 use	 of	
volumetric	 images,	 that	 can	 be	 obtained	 by	 methods	 such	 as	 magnetic	 resonance	
imaging	(MRI)	[4],	microscopy	[5],	computed	tomography	(CT),	or	high-resolution	micro-
CT	 [6-10],	 to	 track	 the	 deformation	 of	 internal	 features,	 by	 registering	 elastically	 the	
images	of	undeformed	and	deformed	specimens.		The	procedure	outputs	a	full-field	3D	
displacement	 vector.	 	 Afterwards,	 the	 displacement	 fields	 are	 differentiated	 using	
various	numerical	differentiation	approaches	to	obtain	full-field	strain	maps	[11].	
Since	 it	was	 introduced,	DVC	 in	combination	with	micro-CT	allowed	the	determination	
of	displacement	and	strain	field	inside	trabecular	bone	[2,	6,	8,	9],	cortical	bone	[9,	12],	
trabecular	 bone	 substitutes	 [7],	 Aluminum	 foams	 [13]	 and	 also	 trabecular/cortical-
cement	composites	[10].		However,	DVC	employs	a	number	of	computational	strategies	
to	 recognize	 the	 features	 of	 the	 undeformed	 (fixed)	 and	 deformed	 (moved)	 volumes	
and,	 therefore,	 to	 provide	 estimates	 of	 displacement	 and	 strain	 distribution.		
Comparison	 studies	 among	 different	 DVC	 approaches	 are	mandatory	 as	 accuracy	 and	
precision	may	 vary	 significantly,	 depending	 on	 factors	 such	 as	 quality	 of	 the	 images,	
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typology	of	the	specimen	under	investigation	and	intrinsic	nature	of	the	computational	
approach	 [1,	 9,	 10].	 	 In	 fact,	while	 numerical	 and	 experimental	methods	 can	 validate	
each	other	 if	 similar	 testing	arrangements	are	defined,	 there	 is	no	golden	standard	 to	
date	 for	 the	 assessment	 of	 the	 accuracy	 and	 precision	 of	 a	 DVC	 strategy,	 due	 to	 the	
unavailability	 of	 other	 accurate	 techniques	 able	 to	 measure	 internal	 strains.	 	 A	 first	
attempt	to	compare	different	DVC	approaches	used	to	investigate	the	performance	of	a	
trabecular	 bone	 substitute	 (porous	 polymeric	 scaffold)	was	 carried	 out	 by	Madi	 et	 al.	
[7],	 who	 compared	 the	 output	 of	 a	 local	 correlation	 algorithm	 based	 on	 Fast	 Fourier	
Transform	(FFT)	and	another	one	based	on	a	continuous	and	global	home-written	code	
[14,	15].	 	However,	 in	Madi	et	al.	 [7]	displacement	and	strain	uncertainties	of	the	two	
DVC	 methodologies	 were	 assessed	 only	 in	 relation	 to	 a	 virtual	 imposed	 rigid	
displacement	 test.	 	Hence,	 the	strain	 fluctuation	associated	with	repeated	scans	 [6,	9]	
was	not	considered.			
The	accuracy	and	precision	of	DVC	in	quantifying	displacements	and	strains	have	been	
investigated	for	trabecular	bone	[6,	8,	9],	cortical	bone	[9,	12]	and	whole	bones	[16,	17],	
where	 a	 single	 DVC	 software,	 either	 commercial	 or	 home-written,	 was	 employed.		
Moreover,	 in	 most	 cases	 errors	 are	 quantified	 in	 terms	 of	 average	 of	 the	 strain	
components	 [8,	 9].	 	 Only	 in	 one	 case	 the	 error	 affecting	 the	 DVC-computed	 single	
components	of	displacement	and	strain	has	been	quantified	for	trabecular	bone	[6].		For	
all	these	reasons,	further	comparative	accuracy	investigations	of	DVC	methodologies	are	
needed	 to	 interpret	 the	 results	 obtained	 in	 bone	 applications.	 	 Only	 in	 this	 way	 the	
suitability	of	a	specific	DVC	approach	can	be	evaluated	against	both	bone	structure	(i.e.	
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cortical,	 trabecular,	 cortical	 and	 trabecular	 together)	 and	 'scale'	 of	 examination	 (i.e.	
dimension	of	the	specimen,	particular	set	of	loading	conditions).	
	 The	aim	of	this	study	was	to	perform	a	more	extensive	validation	of	the	DVC,	to	
better	elucidate	the	sources	of	error	affecting	both	displacement	and	strain	calculations	
at	 the	 tissue	 level.	 	 Specifically,	 we	 compared	 the	 output	 of	 three	 different	 DVC	
approaches	 applied	 on	 the	 same	micro-CT	 scanned	 specimen	 (trabecular	 and	 cortical	
bone)	by	investigating:	
• The	accuracy	and	precision	 in	computing	the	displacement	and	strain	 fields	 for	
two	 zero-strain	 conditions:	 a	 virtually	 simulated	 3D	 rigid	 displacement,	 and	 a	
specimen	re-scan	condition;	
• The	influence	of	different	computation	settings	on	the	final	outputs;	
• The	presence	of	preferential	directions	 for	strain	measurement	 in	the	different	
algorithms.	
	
MATERIAL	AND	METHODS	
	
Specimens	and	images	
	
Two	specimens	 (Fig.	1)	were	obtained	from	a	 fresh	bovine	femur:	a	cylinder	of	
cortical	bone	was	extracted	from	the	diaphysis	(3	mm	diameter,	20	mm	height),	and	a	
cylinder	of	trabecular	bone	was	extracted	from	the	greater	trochanter	(8	mm	diameter,	
12	mm	 height).	 	 The	 specimens	 were	 already	 used	 in	 a	 previous	 study	 [9]	 and	were	
collected	from	an	animal	sacrificed	for	alimentary	purposes.	
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In	 order	 to	 compare	 the	 displacement	 and	 strain	 uncertainties	 using	 different	
DVC	 techniques,	 virtual	 image	 translation	 and	 zero-strain	 repeated	 scans	 [8]	 were	
employed.	 	Micro-CT	 scans	were	 performed	 in	 saline	 solution	 (SkyScan	 1172,	 Bruker,	
Belgium;	scanned	height:	9.323	mm;	10	Megapixels	12-bit	digital	cooled	ORCA-HR	CCD;	
2000	x	1048	pixel;	1	mm	Aluminum	beam	hardening	filter;	power:	10	W;	voltage:	59	kV	
for	 the	 trabecular	 bone	 and	70	 kV	 for	 the	 cortical	 bone;	 voxel	 size:	 9.96	micrometer;	
exposure:	1180	ms;	rotation	step:	0.7°;	total	rotation	180°;	images	averages:	x2).		Each	
specimen	was	 scanned	 twice	 [9],	without	any	 repositioning	between	 the	 scans	 (Scan1	
and	 Scan2).	 	 In	 order	 to	 avoid	 possible	 artifacts	 due	 to	 small	 movements	 of	 free	
trabeculae	at	the	outer	surface,	a	volume	of	interest	(VOI)	consisting	of	a	parallelepiped	
with	a	section	of	180	voxels	x	180	voxels	and	a	height	of	932	voxels,	was	cropped	in	the	
central	 portion	 of	 the	 scanned	 cylinders.	 	 Two	 tests	 were	 performed	 on	 the	 VOI	
extracted	from	both	cortical	and	trabecular	specimens	(Fig.	1):	
§ 	“Repeated-Scan-Test”:	 Scan1	 and	 Scan2	 were	 correlated	 in	 order	 to	 obtain	 a	
condition	 of	 zero-strain	 and	 real	 displacements,	 due	 to	 the	 machine	 micro-
movements.		
§ 	“Virtually-Moved-Test”:	 Scan1	 was	 virtually	 translated	 of	 two	 voxels	 (19.92	
micrometer)	in	each	direction	(Scan1_Moved)	in	order	to	obtain	a	known,	controlled	
displacement	with	a	 zero-strain	 field.	 	Correlation	of	 Scan1_Moved	was	 computed	
with	 reference	 to	 the	original	 Scan1.	 	A	bounding	box	of	 ten	voxels	was	added	all	
around	the	specimen	in	order	to	avoid	losing	part	of	the	image.			
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The	cropping	and	translation	were	performed	by	means	of	a	free	imaging	processing	
toolkit	MeVisLab	(MeVis	Medical	Solution	AG,	http://www.mevislab.de/).	
	
DVC	approaches	under	investigation		
	
The	 outputs	 of	 three	 DVC	 approaches	 were	 compared	 (Fig.	 2),	 for	 both	
specimens	and	for	both	Repeated-Scan-Test	and	Virtually-Moved-Test.		
The	first	two	approaches	are	implemented	in	a	commercial	DVC	software:	DaVis	
8.2.1	 (LaVision	 Ltd,	 Goettingen,	 Germany).	 	 The	 volume	 correlation	 begins	 with	 the	
division	 of	 the	 3D	 images	 into	 smaller	 and	 selectable	 sub-volumes,	 represented	 as	 a	
discrete	 function	of	 grey	 levels.	 	 Recognition	of	 identical	 features	 is	 possible	 via	 Fast-
Fourier-transform	(FFT,	 later	referred	to	as	“Davis-FFT”)	[6,	7]	or	via	Direct-Correlation	
(DC,	later	referred	to	as	“Davis-DC”)	[18].		Either	way,	a	piece-wise	linear	shape	function	
for	the	reference-deformed	mapping	and	a	cross-correlation	function	are	employed	to	
quantify	the	similarity	between	the	images	[6,	7].	 	For	both	DaVis-FFT	and	DaVis-DC,	a	
normalized	cross-correlation	coefficient,	rDaVis,	based	on	grey	level	gaps	is	used:  
 ∑ ∑
∑
=
∈ ∈
∈
VOIzyxX VOIzyxX
VOIzyxX
DaVis zyxgzyxf
zyxgzyxf
r
),,( ),,(*
22
),,(
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 (Eq. 1) 
where:	X	 (x,	y,	z)	and	X*(x,	y,	z)	refer	to	coordinates	(in	voxels)	of	a	same	point	 in	the	
initial	 state	 and	 in	 the	deformed	 state;	 f	 and	g	 are	 the	 grey	 levels	 respectively	 in	 the	
initial	and	deformed	images.		The	main	difference	between	DaVis-FFT	and	DaVis-DC	lies	
on	the	use	of	a	Fourier	space	for	the	calculation	in	DaVis-FFT	[19],	rather	than	a	direct	
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coupling	for	DaVis-DC.		A	tri-linear	interpolation	is	used	in	the	case	of	DaVis-FFT,	and	a	
3rd	order	 spline	 interpolation	 in	DaVis-DC.	 	The	estimated	 full	3D	displacement	 field	 is	
then	computed,	with	sub-voxel	precision,	through	a	predictor-corrector	approach	with	
decreasing	subset	sizes,	and	an	intensity	 interpolation	Gaussian	algorithm	fitted	to	the	
correlation	 peak.	 	 This	 process,	 also	 known	 as	 multi-pass,	 allows	 the	 calculated	
displacements	from	the	predictor	step	to	be	used	to	inform	the	next	corrector	step.		The	
process	 is	 iterated	 as	 the	 sub-volume	 size	 decreases	 to	 its	 final	 defined	 size.	 	 This	
process	provides	a	 full	3D	 field	of	displacement	vectors,	which	describes	 the	mapping	
from	reference	to	deformed	state.		From	the	field	of	resultant	displacement	vectors	at	
the	 center	 of	 each	 sub-volume,	 the	 field	 of	 strain	 components	 is	 computed	 using	 a	
centered	finite	difference	scheme.		
The	 third	 approach	 (later	 referred	 to	 as	 “ShIRT-FE”)	 consists	 in	 combining	 a	
home-written	 elastic	 registration	 software	 ShIRT	 [4,	 5,	 20]	 with	 a	 Finite	 Element	 (FE)	
simulation	in	ANSYS	Mechanical	APDL	v.14.0	(Ansys	Inc.,	USA).		The	procedure,	reported	
in	 [9],	 focuses	 on	 the	 recognition	 of	 identical	 features	 in	 the	 two	 3D	 images	 by	
superimposing	 a	 homogeneous	 cubic	 grid	with	 certain	 nodal	 spacing	 (sub-volume)	 to	
the	images	to	be	registered.		The	software	computes	the	nodal	displacements	that	map	
each	point	in	the	first	image	(Scan1),	into	the	ones	in	the	second	image	(Scan2),	solving	
the	equations	in	the	nodes	of	the	grid	[9,	20].		Briefly,	the	procedure	consists	in	finding	
the	 displacement	 functions u(x,y,z),	 v(x,y,z) and w(x,y,z)  that	map	 the	 fixed	 image f 
(x,y,z) into	the	moving	image	m(x’,y’,z’).		As	described	in	Barber	et	al.	[4]	an	additional	
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intensity	displacement	function c(x, y, z) is	included	in	order	to	account	for	changes	in	
the	grey	levels.		For	small	displacement	values	we	need	to	solve: 
	 !−! ≈ !! ! !!!" + !!!" + ! !!!" + !!!" + ! !!!" + !!!" − ! !+! 	 (Eq.	2)	
However,	 as	 this	 problem	would	 be	 underdetermined	 if	 solved	 for	 each	 voxel,	 ShIRT	
solves	the	equations	only	in	the	nodes	of	a	cubic	grid	superimposed	to	the	images	and	
with	elements	as	large	as	the	imposed	sub-volume.		The	displacements	are	interpolated	
with	 a	 tri-linear	 function	 between	 the	 nodes.	 	 The	 problem	 is	 then	 solved	when	 the	
coefficients a	of	the	displacement	functions	are	found: 
	
! =  !!"!!!! =  !!"!!!! = !!"!!! 	 (Eq.	3)	
ShIRT	 adds	 an	 additional	 smoothness	 constraint	 on	 the	 mapping	 by	 including	 in	 the	
solution	a	 term	based	on	 the	Laplacian	operator L, and	the	coefficient λ that	weights	
the	 relative	 importance	 of	 smoothing.	 	 Therefore,	 it	 can	 be	 demonstrated	 that	 for	
suitable	values	of λ, a	 robust	 solution	 is	obtained	by	solving	 the	 following	equation	 in	
matrix	form:	
	 !−! = (!!!+ !!!!)!	 (Eq.	4)	
where T is	a KxN matrix	(K number	of	voxels	in	the	image,	and N number	of	nodes	in	
the	 grid).	 	T is	 derived	 from	 integrals	 of	 the	 image	 gradients	multiplied	 by	 the	 basis	
functions	 of	 the	 displacements.	 	 For	 large	 displacements	 the	method	 can	 iterate	 to	 a	
correct	 solution	 as	 shown	 in	 [4].	 	 The	 grid	 is	 then	 converted	 into	 an	 8-noded	
hexahedrons	mesh.		The	displacements	computed	by	ShIRT	at	each	node	of	the	grid	are	
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imposed	 as	 boundary	 conditions	 for	 the	 computation	 of	 the	 strain	 field	 with	 a	
commercial	FE	solver	(ANSYS). 
	
Influence	of	sub-volume	size	
In	order	to	compare	the	results	of	the	different	DVC	approaches	an	analysis	on	
the	dependency	of	 the	accuracy	and	precision	 in	 function	of	 the	 selected	 sub-volume	
size	(5-50	voxels)	was	performed	(Table	1).		In	particular,	for	the	DaVis	approaches,	no	
overlap	or	multi-pass	approach	was	used	for	a	fair	comparison.		However,	a	correlation	
using	a	multi-pass	approach	 incorporated	 in	DaVis	 for	 that	specific	VOI	 (extending	 the	
computation	 sub-volume	up	 to	 52	 voxels,	 Table	 2)	was	 also	 implemented	 in	 order	 to	
investigate	the	effect	of	other	features	typical	of	the	DaVis	commercial	software,	for	this	
specific	type	of	images.		As	the	DaVis	software	did	not	allow	selecting	any	arbitrary	sub-
volume	size	when	the	DC	was	used	for	feature	recognition,	the	nearest	sub-volume	size	
available	was	used	(8-52	voxels).			
	
Metrics	to	quantify	the	accuracy	and	precision	
The	 components	of	displacement	and	 strain	were	extracted	 from	 the	different	
approaches	and	processed	with	a	home-written	script	MatLab	2014a,	(The	MathWorks,	
Natick,	 USA).	 	 For	 the	 three	 approaches,	 accuracy	 (average)	 and	 precision	 (standard	
deviation-SD)	were	quantified	 for	 each	 component	of	 the	displacement.	 	Quantitative	
comparisons	were	performed	on	the	strains	in	two	ways:		
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• Scalar	comparison:	in	order	to	compare	the	outputs	of	the	different	approaches	
for	 strain	 estimation,	 following	 the	 indications	 available	 in	 literature	 [8,	 9],	
accuracy	and	precision	were	quantified	as	the	average	and	the	SD	of	the	average	
of	the	absolute	values	of	the	six	strain	components.				
• Comparison	by	component:	 in	order	to	 investigate	the	presence	of	preferential	
components	 of	 strain	 in	 the	 algorithms,	 accuracy	 (average)	 and	 precision	 (SD)	
were	reported	and	compared	for	each	component	of	the	strain.		
The	 trends	were	 analyzed	 plotting	 the	 errors	 as	 a	 function	 of	 the	 sub-volume	
sizes.		Different	interpolating	laws	were	tested	(linear,	polynomial,	power-law)	in	terms	
of	adjusted	determination	coefficient.		
Some	sub-volumes	could	not	be	correlated	by	the	DaVis	algorithms	(i.e.	because	
they	 contained	 only	 voxels	 of	 constant	 intensity).	 	 Due	 to	 the	 algorithm	 locally	
normalizing	the	intensity,	no	correlation	at	all	 is	possible	for	such	sub-volumes,	and	as	
such,	 no	 corresponding	 displacement	 vector	 can	 be	 calculated.	 	 To	 avoid	
misinterpretation	 of	 the	 results,	 the	 correlated	 volume	 was	 evaluated	 for	 each	
computation	sub-volume	size	(Table	1)	as	the	ratio	between	the	numbers	of	correlated	
voxels	and	the	total	number	of	voxels	of	the	VOI.		This	applied	to	the	DaVis	approaches	
only,	as	of	the	ShIRT-FE	the	correlated	volume	is	100%	by	definition.	
Finally,	 the	 computational	 cost	of	each	approach	was	estimated	as	 the	 sum	of	
the	computation	time	needed	for	the	different	analyses.		For	the	DaVis-FFT	and	DaVis-
DC	the	computation	time	was	calculated	as	 the	total	 time	 for	 the	 feature	recognition,	
the	time	necessary	for	the	computation	of	the	displacement	field	and	the	time	needed	
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for	the	computation	of	the	strain	field.	 	For	the	ShIRT-FE	approach,	the	computational	
cost	was	estimated	as	the	time	needed	for	the	registration	with	ShIRT	plus	the	time	for	
computing	the	strain	with	the	FE	solver.	
	
	
RESULTS	
The	correlated	volume	(both	trabecular	and	cortical	bone)	seemed	to	 increase	 for	 the	
DaVis-FFT	and	to	decrease	for	the	DaVis-DC,	as	the	computation	sub-volume	increased,	
although	no	clear	trend	was	observed	(Table	1).		Because	of	the	different	computational	
approach,	 such	 analysis	 does	 not	 apply	 to	 the	 ShIRT-FE,	 which	 is	 based	 on	 a	 global	
analysis	on	the	total	volume.	
	
Displacement	
The	comparison	of	the	displacement	among	the	different	approaches	is	reported	
only	for	the	“Virtually-Moved-Test”,	as	the	actual	displacement	in	the	“Repeated-Scan-
Test”	is	unknown.		
The	accuracy	errors	for	the	displacements	were	comparable	for	the	cortical	and	
trabecular	specimens	 (Table	3).	 	For	 the	different	sub-volume	sizes	 (from	5-8	to	50-52	
voxels)	 and	 specimen	 types	 (trabecular	 and	 cortical),	 the	 largest	 accuracy	 error	 was	
found	for	 the	Davis-FFT	approach	 (up	to	13	micrometer),	which	was	 larger	 than	those	
found	 with	 the	 Davis-DC	 (never	 exceeding	 0.1	 micrometer),	 and	 larger	 than	 those	
obtained	with	the	ShIRT-FE	(never	exceeding	0.01	micrometer).	 	The	smallest	accuracy	
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errors	for	the	DaVis-FFT	and	DaVis-DC	were	found	along	the	z-direction	(i.e.	the	rotation	
axis	 of	 the	micro-CT	during	 imaging).	 	 Conversely,	 errors	were	 slightly	 larger	 in	 the	 z-
direction	for	ShIRT-FE.		The	tendency	of	the	DaVis-FFT	and	ShIRT-FE	was	for	an	improved	
accuracy	for	larger	sub-volume	sizes.	
Similarly,	 the	 largest	 precision	 errors	 (Table	 4)	 were	 found	 for	 the	 DaVis-FFT	
(several	micrometers),	followed	by	DaVis-DC	(between	0.1	and	1	micrometer),	and	then	
by	the	ShIRT-FE	(never	exceeding	0.1	micrometer).		The	smallest	precision	errors	for	the	
DaVis-FFT	 and	DaVis-DC	were	 found	 once	more	 along	 the	 z-direction,	whereas	 errors	
were	 slightly	 larger	 along	 the	 z-direction	 for	 ShIRT-FE.	 	 The	precision	of	 all	 three	DVC	
approaches	tended	to	improve	as	a	function	of	the	computation	sub-volume	size.	
	
Strain	
Scalar	comparison	
	 The	 first	 comparison	 is	 based	on	 the	 scalar	magnitudes,	 calculated	 similarly	 to	
[8].			
For	 the	 “Virtually-Moved-Test”,	 the	errors	 for	 the	 strains	were	 comparable	 for	
the	cortical	and	trabecular	specimens.		Both	the	accuracy	(Fig.	3)	and	the	precision	(Fig.	
4)	 error	 were	 largest	 for	 the	 Davis-FFT	 (at	 best:	 4670	 and	 1718	 microstrain,	
respectively),	 which	 was	 larger	 than	 with	 Davis-DC	 (at	 best:	 18	 and	 6	 microstrain,	
respectively),	 and	 ShIRT-FE	 approach	 (below	 one	 microstrain).	 	 Both	 accuracy	 and	
precision	 showed	 a	 steady	 improvement	 for	 larger	 sub-volumes	 for	 all	 three	 DVC	
approaches,	following	a	power-law	relation	(Fig.	3,	4).		For	the	DaVis-FFT,	the	multi-pass	
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approach	 provided	 a	 better	 accuracy	 (Fig.	 3)	 and	 precision	 (Fig.	 4)	 than	 the	 same	
algorithm	 at	 50	 voxels.	 	 Conversely,	 the	 multi-pass	 approach	 did	 not	 improve	 the	
outcomes	of	the	DaVis-DC	at	similar	sub-volume	size	(52	voxels).	
	 For	the	“Repeated-Scan-Test”,	the	errors	were	larger	for	the	cortical	bone	than	
for	 the	 trabecular	 bone.	 	 For	 all	 three	 DVC	 approaches,	 both	 accuracy	 (Fig.	 5)	 and	
precision	 (Fig.	 6)	 improved	 for	 larger	 sub-volumes,	 following	 a	 power-law	 relation.		
Similar	trends	to	the	“Virtually-Moved-Test”	were	observed,	but	with	lower	differences.			
The	 accuracy	 error	 for	 all	 approaches	 was	 between	 hundreds	 and	 thousands	 of	
microstrain	for	the	best	settings:	errors	were	largest	for	the	Davis-FFT,	followed	by	the	
Davis-DC,	and	by	the	ShIRT-FE	(Fig.	5).		The	lowest	precision	error	was	of	the	same	order	
of	magnitude	for	DaVis-DC	and	ShIRT-FE	(a	few	hundreds	of	microstrain	at	best)	and	was	
larger	for	DaVis-FFT,	particularly	for	the	cortical	bone	(Fig.	6).		In	this	test,	the	multi-pass	
approach	provided	worse	accuracy	and	precision	than	the	largest	sub-volume	alone,	for	
both	the	DaVis-FFT	and	the	DaVis-DC.	
	
Comparison	by	components	
	 When	 the	 individual	 components	of	 strain	were	analyzed	 separately,	 the	 same	
trend	 was	 observed	 between	 the	 three	 computation	 approaches	 (worst:	 DaVis-FFT;	
best:	ShIRT-FE),	for	both	the	accuracy	and	precision	(Figs.	7-10).		
In	 the	 “Virtually-Moved-Test”	 the	accuracy	 (Fig.	 7)	 and	precision	 (Fig.	 8)	 errors	
with	 the	 Davis-FFT	 and	 in	 particular	 Davis-DC	 were	 larger	 for	 the	 normal	 strain	
components,	than	for	the	shear	strains.	 	Among	the	normal	strain	components,	errors	
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were	 smaller	 in	 the	 z-direction.	 	 Conversely,	 the	 accuracy	 error	 was	 similar	 for	 each	
component	for	the	ShIRT-FE	(and	closer	to	zero	than	the	DaVis-FFT	and	DaVis-DC).	
	 No	 systematic	 difference	 was	 observed	 between	 strain	 components	 for	 the	
“Repeated-Scan-Test”,	although	the	accuracy	(Fig.	9)	and	precision	(Fig.	10)	errors	were	
generally	larger	for	the	normal	strains.		
	
Computational	costs	
	 The	total	computation	times	were:	
§ For	the	DaVis-FFT:	8	seconds	 for	a	computation	sub-volume	of	5	voxels,	and	5	
seconds	for	50	voxels	(3.4	GHz	quad-core	i7,	32	GB	Ram,	solid	state	disk);		
§ For	 the	DaVis-DC:	146	seconds	 for	a	computation	sub-volume	of	8	voxels,	and	
80	seconds	for	52	voxels	(3.4	GHz	quad-core	i7,	32	GB	Ram,	solid	state	disk);		
§ For	 the	 ShIRT-FE:	 404	 seconds	 for	 a	 computation	 sub-volume	of	5	 voxels,	 and	
120	seconds	for	50	voxels	(2.9	GHz	dual-core	i7,	8	GB	Ram,	solid	state	disk).		This	
does	not	include	the	time	for	migrating	from	the	correlation	software	to	the	FE	
package.	
	
	
DISCUSSION	
	
The	 aim	 of	 this	 study	was	 to	 compare	 the	 accuracy	 and	 precision	 of	 different	
DVC	approaches	used	in	computing	the	displacements	and	strains	from	micro-CT	images	
of	 cortical	 and	 trabecular	 bone.	 	 Three	 DVC	 approaches	 were	 tested	 in	 a	 zero-strain	
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condition	 (Repeated-Scan-Test)	and	with	a	virtual	 rigid	displacement	 (Virtually-Moved-
Test).		
We	 investigated	 the	 strengths	 and	 limitations	 of	 two	 commercial	 approaches	
(DaVis-FFT	 and	 DaVis-DC)	 that	 implement	 different	 local	 correlation	 algorithms	 to	
estimate	 the	 displacement	 and	 strain	 fields,	 and	 a	 third	 approach	 (ShIRT-FE),	 which	
exploits	a	global	correlation	strategy,	by	combining	an	elastic	registration	algorithm	to	
estimate	the	displacements,	and	an	FE	solver	for	computing	the	strain	[9].	
In	this	study,	all	the	DVC	approaches	showed	non-linear	trends	for	the	accuracy	
and	precision	of	the	strain,	as	a	 function	of	the	considered	sub-volume:	the	 larger	the	
sub-volume,	the	lower	the	error.		However,	it	is	important	to	remember	that	increasing	
the	 sub-volume	 size	 reduces	 the	 spatial	 resolution	 of	 the	 method.	 	 An	 inverse	
relationship	 between	 the	 size	 of	 the	 computation	 sub-volume	 and	 the	
displacement/strain	 uncertainties	 is	 typical	 for	 both	 local	 and	 global	 approaches	 [21].		
Such	 trends	were	 reported	when	DVC	was	applied	 to	synthetic	and	natural	 trabecular	
bone	[6,	7],	and	in	a	validation	study	on	the	DIC	[22,	23].		The	accuracy	and	precision	of	
the	three	DVC	approaches	showed	an	asymptotic	trend,	when	the	sub-volume	exceeded	
a	size	of	25-30	voxels	for	the	displacements,	and	around	50	voxels	for	the	strains.		Given	
the	 voxel	 size	 (9.96	 micrometers)	 this	 corresponds	 to	 the	 typical	 dimension	 of	
trabeculae	(50-500	micrometers	[24,	25])	and	osteons	(150-250	micrometers	[24,	25]).		
This	consideration	could	be	the	explanation	for	the	slightly	better	behavior	of	the	DVC	
applied	 to	 the	 trabecular	 bone	 (coarser	 pattern;	 closer	 to	 the	 ideal	 condition	 of	 1:1	
solid-porosity	 ratio)	 as	 opposed	 to	 the	 cortical	 one.	 	 It	 is	 possible	 to	 deduce	 that	 a	
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relatively	large	sub-volume	investigated	in	this	study	(larger	than	30	voxels)	provides	an	
optimal	 trade-off	 between	 spatial	 resolution,	 and	 error	when	 applied	 to	 bone	 tissue.		
The	 three	 DVC	 approaches	 differed	 among	 each	 other	 in	 terms	 of	 accuracy	 and	
precision,	both	as	a	 scalar	 (average	of	 the	error	components,	 similarly	 to	 [8]),	and	 for	
the	 individual	 components	 (similarly	 to	 [6])	 of	 displacement	 and	 strain.	 	 The	 ShIRT-FE	
approach	showed	the	best	accuracy	and	precision	for	the	displacements	in	the	Virtually-
Moved-Test.		The	errors	on	the	displacements	estimated	by	DaVis-DC	were	comparable	
with	ShIRT-FE,	while	the	errors	affecting	the	DaVis-FFT	were	some	order	of	magnitude	
higher.	 	 The	 accuracy	 and	 precision	 achieved	 on	 the	 displacements	 by	 ShIRT-FE	 and	
DaVis-DC	with	optimal	settings	(sub-volume	larger	than	25	voxels)	were	generally	better	
than	0.1	micrometers.		Such	an	accuracy	and	precision	is	sufficient	for	most	applications	
with	hard	tissue.		Consequently,	as	the	strain	field	is	obtained	by	differentiation	of	the	
displacement	 field	 in	 DaVis,	 similar	 trends	 were	 found	 for	 the	 errors	 affecting	 the	
computed	 strain.	 	 The	 best	 accuracy	 and	 precision	 achieved	 on	 the	 strains	 for	 the	
Repeated-Scan-Test	by	ShIRT-FE	and	DaVis-DC	with	optimal	settings	(sub-volume	of	50-
52	voxels)	were	of	the	order	of	a	few	hundred	microstrain	(in	case	of	cortical	bone	up	to	
1053	and	477	microstrain	for	DaVis-DC	and	ShIRT-FE,	respectively).		Such	an	error	is	one	
order	 of	magnitude	 lower	 than	 the	 failure	 strain	 of	 bone	 tissue	 (7000	microstrain	 in	
tension,	 10000	 microstrain	 in	 compression,	 [26]).	 	 Therefore,	 one	 can	 at	 least	
discriminate	 between	 yielded	 and	 not-yielded	 regions.	 	 However,	 the	 present	 results	
suggest	that,	in	order	to	further	improve	the	accuracy	and	precision,	larger	computation	
sub-volumes	 should	 be	 used,	 with	 the	 concurrent	 limitations	 in	 terms	 of	 resolution.		
Journal of Biomechanical Engineering 
 
18 
 
While	for	the	cortical	bone	the	differences	among	the	approaches	were	higher,	in	case	
of	trabecular	bone	the	DaVis-DC	approach	provided	accuracy	and	in	particular	precision	
closer	 to	 the	 ShIRT-FE	 approach,	 when	 moving	 towards	 larger	 sub-volumes.	 	 When	
making	such	comparisons	one	should	remember	that	the	global	approach	(ShIRT-FE)	is	
based	on	a	method	where	each	element	is	affected	by	up	to	eight	neighboring	elements	
[7].	 	 In	 fact,	 the	 improvement	of	accuracy	and	precision	we	found	may	be,	among	the	
other	parameters,	driven	by	the	continuity	assumption.		The	results	of	this	study	for	the	
repeated	 scans	 confirm	 that	 similar	 uncertainty	 levels	 are	 obtained	 for	 a	 global	
approach	 (ShIRT-FE)	 with	 a	 mesh	 two	 times	 finer	 than	 the	 one	 used	 for	 a	 local	 one	
(DaVis-FFT)	 [21].	 	 	Moreover,	 it	 should	 be	 also	 noted	 that	 the	 precision	 and	 accuracy	
errors	for	the	DaVis-DC	were	underestimated	as	the	solution	covered	a	lower	correlated	
volume	(80%	for	sub-volume	equal	to	52	voxels):	if	the	entire	VOI	was	forcedly	included	
(including	 regions	 affected	 by	 poor	 correlation),	 the	 overall	 error	 would	 have	 been	
larger.	 Further	 studies	 in	 this	direction	will	 be	done	 in	 the	 future	 in	order	 to	quantify	
these	effects.	
To	the	Authors’	knowledge,	this	is	the	first	paper	that	compares	three	different	
DVC	 approaches,	 and	 different	 bone	 microstructures.	 	 In	 reference	 [7]	 two	 DVC	
approaches	 were	 compared,	 on	 a	 single	 porous	 polymeric	 specimen	 and	 only	 for	 a	
virtual	 rigid	 displacement.	 	 Similarly	 to	 our	 study,	 they	 concluded	 that	 a	 global	
correlation	approach	gives	lower	errors	than	a	local	DVC	algorithm.	However,	it	was	also	
reported	 how,	 for	 that	 particular	 specimen	 and	 set	 of	 images,	 the	 local	 FFT-based	
approach	(DaVis-FFT)	might	be	appropriate	and	provided	a	good	compromise	between	
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computational	 cost	 and	 accuracy	 (strain	 uncertainties	 of	 the	order	 of	 200	microstrain	
from	 virtually	 moved	 test).	 Conversely,	 in	 our	 study	 the	 DaVis-FFT	 approach	 showed	
high	accuracy	and	precision	errors	for	the	cortical	bone	and,	therefore,	should	be	used	
carefully	with	similar	images.		
	 In	order	to	understand	the	true	reliability	of	the	strain	and	displacement	results	
one	 should	also	 consider	 the	correlated	volume,	or	 the	quantity	of	numerical	outputs	
(i.e.	 displacements)	 relative	 to	 either	 the	 software	 calculation	 scheme,	 or	 a	 specific	
threshold	chosen	for	the	correlation	function.		Hence,	using	local	algorithms	(DaVis-FFT	
and	DaVis-DC)	there	may	be	cases	where	a	very	small	error	can	be	achieved	at	the	cost	
of	 excluding	 large	 regions	 that	would	 increase	 the	 error	 indicators.	 	 In	 this	 study,	 no	
specific	threshold	value	for	the	correlation	function	was	adopted	 in	DaVis.	However,	a	
certain	 amount	 of	 data	 is	 systematically	 lost	 in	 the	 correlation	 of	 sub-volumes	
containing	voxels	with	constant	intensities,	due	to	the	algorithm	local	normalization.			
The	selected	sequence	of	sub-volumes	(96-64-52),	overlaps	(50%-50%-75%)	and	
iterations	(1-2-3),	used	 in	this	study	for	the	multi-pass	calculation	 in	DaVis	approaches	
(Table	2),	did	only	improve	the	performance	of	DaVis-FFT	for	the	Virtually-Moved-Test,	
in	particular	for	the	trabecular	bone.	This	can	be	used	as	a	valuable	indication	for	future	
studies,	where	the	same	multi-pass	cannot	be	used	as	a	universally	valid	matrix	for	all	
the	cases	and	approaches,	but	parameters	may	be	selected	for	that	specific	bone	tissue,	
test,	quality	of	images	and	sample	size.	
In	 terms	 of	 computational	 cost,	 the	DaVis-FFT	 and	DaVis-DC	were	 lighter	 than	
ShIRT-FE.	 	 Between	 the	 two	 local	 algorithms,	 DaVis-DC	 was	 up	 to	 two	 orders	 of	
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magnitude	slower.		It	must	be	noted	that	while	DaVis-FFT	has	been	implemented	earlier	
and	was	 fully	 optimized	 in	 terms	 of	 computational	 efficiency,	 the	 current	 versions	 of	
DaVis-DC	and	of	ShIRT-FE	were	not	yet	fully	optimized.		For	further	application	on	larger	
VOIs,	 and	 considering	 that	 the	 DVC	 is	 becoming	 increasingly	 common,	 a	 reduced	
computation	time	would	be	desirable.	
In	 this	 study	 a	 step	 beyond	 the	 work	 of	 [8]	 and	 [9]	 was	 done	 in	 order	 to	
investigate	if	strain	components	are	better	evaluated	in	some	preferential	direction.		In	
fact,	for	both	the	Virtually-Moved-Test	and	the	Repeated-Scan-Test,	ShIRT-FE	showed	a	
more	 isotropic	 behavior,	 with	 similar	 errors	 for	 the	 six	 components	 of	 the	 strain.		
Conversely,	 in	 the	 Virtually-Moved-Test	 the	 DaVis-FFT	 and	 in	 particular	 DaVis-DC	
approaches	showed	better	accuracy	 (Fig.	7)	and	precision	 (Fig.	8)	 for	 the	shear	strains	
than	for	 the	normal	strain	components,	consistently	with	the	findings	reported	by	 [6].		
For	 these	 approaches	 it	 must	 be	 noted	 that	 when	 a	 scalar	 indicator	 of	 the	 error	 is	
computed	averaging	the	different	strain	components	(similarly	to	[8]	and	[9],	Fig.	3-6),	
this	underestimates	by	about	50%	the	 largest	error,	which	 is	 found	for	 just	one	of	the	
strain	components	(Fig.	7-10,	DaVis-FFT	and	DaVis-Dc).	However,	these	trends	became	
less	 clear	 in	 the	more	 interesting	 case	of	 the	Repeated-Scan-Test	where,	 for	 all	 three	
approaches,	similar	errors	were	found	for	all	strain	components	and	highest	errors	were	
generally	produced	for	one	of	the	normal	strains.	In	such	a	case,	reporting	the	error	in	
terms	of	averages	is	less	critical.		
	 A	 limitation	of	 this	work	 relates	 to	 the	number	of	 specimens:	only	one	 for	 the	
cortical	bone	and	one	 for	 trabecular	bone.	 	Moreover,	due	 to	 the	 limited	diameter	of	
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the	cortical	bone	specimen,	only	a	limited	range	of	sub-volume	sizes	was	explored.		The	
dimensions	 of	 the	 specimens	 were	 suitable	 for	 bone	 tissue,	 considering	 its	
osteomorphometric	parameters	[27].	 	Potential	 influences	of	specimen	size	(i.e.	whole	
vertebra),	image	quality	(i.e.	variation	of	the	level	of	noise)	and	scanning	resolution	(i.e.	
clinical	CT)	on	the	accuracy	and	precision	obtainable	with	different	DVC	approaches	(i.e.	
optimal	multi-pass	calculation	for	DaVis-FFT	and	DaVis-DC),	are	yet	 to	be	 investigated.		
Moreover,	 in	 this	 study	 only	 trabecular	 and	 cortical	 specimens	 were	 considered.		
Further	 analysis	 shall	 be	 conducted	 on	 specimens	 composed	 of	 both	 cortical	 and	
trabecular	 tissue,	 and	 possibly	 incorporating	 biomaterials	 (i.e.	 implantable	 devices	 or	
injectable	materials).			
	
CONCLUSION	
	
	 In	 conclusion,	 we	 have	 shown	 the	 importance	 of	 performing	 a	 quantitative	
optimization	and	validation	of	DVC	approaches	by	using	repeated	scans	and	comparing	
the	DVC	outputs	on	the	same	set	of	specimens.	 	While	computed	displacements	were	
generally	highly	accurate	and	precise,	larger	errors	(decreasing	with	larger	sub-volumes	
and	with	 a	 similar	 behavior	 for	 each	 component)	were	 found	 in	 the	 computed	 strain	
distributions.	 	 Our	 results	 show	 how	 the	 integration	 of	 DVC	 (for	 the	 computation	 of	
displacements)	with	an	FE	code	(which	imposes	a	continuum	mechanics	assumption	on	
the	structure)	provides	the	most	accurate	and	precise	results,	 for	this	particular	set	of	
images.	 	 However,	 the	 local	 DaVis	 approaches,	 as	 a	 single	 software	 package,	 show	
reasonable	 results	 for	 large	 nodal	 spacing	 and	 particularly	 for	 trabecular	 bone.	 	 The	
results	from	the	repeated	scans	showed	that	the	multi-pass	calculation	scheme	used	in	
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this	 study	 for	 the	 DaVis	 methods	 lead	 to	 larger	 errors	 compared	 to	 the	 largest	 sub-
volume.	 Moreover,	 the	 errors	 from	 the	 Repeated-Scan-Test	 were	 similar	 for	 the	
different	 components	 for	 all	 three	 methods.	 Finally,	 this	 study	 indicates	 that	 every	
method	 should	 be	 used	 with	 sufficiently	 large	 sub-volumes	 in	 order	 to	 achieve	
reasonable	 accuracy	 and	 precision.	 	 Further	 work	 is	 needed	 to	 fully	 appreciate	 the	
performance	 of	 DVC	 for	 different	 bone	 structures,	 dimensions	 and	 imaging	
techniques/settings. 
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NOMENCLATURE	
	
DVC	 Digital	volume	correlation	
ShIRT	 Sheffield	image	registration	toolkit	
DIC	 Digital	image	correlation	
FFT	 Fast	Fourier	transform	
VOI	 Volume	of	interest	
FE	 Finite	element	
SD	 Standard	deviation	
R^2	 Coefficient	of	determination	
CT	 Computed	tomography	
CFD	 Centered	finite	difference	
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FIGURE	CAPTIONS	
	
Figure	 1	 –	 Schematic	 of	 the	 two	 specimens	 obtained	 from	 a	 fresh	 bovine	 femur:	 a	
cylinder	 of	 cortical	 bone	 was	 extracted	 from	 the	 diaphysis	 (3	 mm	 diameter,	 20	 mm	
height),	and	a	cylinder	of	trabecular	bone	was	extracted	from	the	greater	trochanter	(8	
mm	diameter,	12	mm	height).		Each	specimen	was	scanned	twice	(height	of	9.323	mm).		
Identical	 Volumes	 of	 Interest	 (VOI)	 were	 extracted	 from	 each	 specimen.	 	 The	
displacements	 and	 strains	 were	 computed	 for	 such	 a	 zero-strain	 condition,	 both	
between	Scan	1	and	Scan	2,	and	by	virtually	displacing	Scan	1.	
Figure	 2	 –	 Description	 of	 the	 three	 DVC	 approaches	 for	 the	 determination	 of	 strain	
accuracy	 and	 precision.	 	 DaVis	 software	 enabled	 both	 Fast	 Fourier	 Transform	 (DaVis-
FFT)	 and	 Direct	 Correlation	 (Davis-DC)	 displacement	 calculation	 and	 strain	 was	
computed	using	a	Centered	Finite	Difference	(CFD)	scheme.		A	custom-written	software	
(ShIRT)	in	combination	with	a	finite	element	(FE)	solver	was	also	tested.	
Figure	3	–	Virtually-Moved-Test:	trend	of	the	accuracy	(microstrain)	for	both	cortical	and	
trabecular	specimen,	as	a	function	of	the	sub-volume	size	(voxels).		The	accuracy	of	the	
three	DVC	approaches	was	first	computed	as	a	scalar,	consistently	with	Liu	&	Morgan,	
2007).		The	trendline	equation	(power-law	relation	and	R^2)	is	also	reported.	
*The	sub-volume	was	different	for	DaVis-DC.		Refer	to	Table	1	for	more	details.	
Figure	 4	 –	Virtually-Moved-Test:	 trend	 of	 the	 precision	 (microstrain)	 for	 both	 cortical	
and	trabecular	specimen,	as	a	function	of	the	sub-volume	size	(voxels).		The	precision	of	
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the	 three	 DVC	 approaches	 was	 first	 computed	 as	 a	 scalar,	 consistently	 with	 Liu	 &	
Morgan,	2007).		The	trendline	equation	(power-law	relation	and	R^2)	is	also	reported.	
*	The	sub-volume	was	different	for	DaVis-DC.		Refer	to	Table	1	for	more	details.	
Figure	5	–	Repeated-Scan-Test:	trend	of	the	accuracy	(microstrain)	for	both	cortical	and	
trabecular	specimen,	as	a	function	of	the	sub-volume	size	(voxels).		The	accuracy	of	the	
three	DVC	approaches	was	first	computed	as	a	scalar,	consistently	with	Liu	&	Morgan,	
2007).		The	trendline	equation	(power-law	relation	and	R^2)	is	also	reported.	
*	The	sub-volume	was	different	for	DaVis-DC.		Refer	to	Table	1	for	more	details.	
Figure	6	–	Repeated-Scan-Test:	trend	of	the	precision	(microstrain)	for	both	cortical	and	
trabecular	specimen,	as	a	function	of	the	sub-volume	size	(voxels).		The	precision	of	the	
three	DVC	approaches	was	first	computed	as	a	scalar,	consistently	with	Liu	&	Morgan,	
2007).		The	trendline	equation	(power-law	relation	and	R^2)	is	also	reported.	
*	The	sub-volume	was	different	for	DaVis-DC.		Refer	to	Table	1	for	more	details.	
Figure	7	–	Virtually-Moved-Test:	Analysis	of	the	accuracy	of	the	six	components	of	strain	
(microstrain),	 in	both	cortical	and	trabecular	specimen,	for	the	largest	sub-volume	size	
considered	(50	voxels	ShIRT	&	DaVis-FFT,	52	voxels	DaVis-DC).	The	Z-axis	represents	the	
axis	of	 rotation	of	 the	 specimen	during	 imaging	 in	 the	micro-CT.	 	 The	accuracy	of	 the	
three	 DVC	 approaches	 was	 computed	 as	 the	 average	 of	 the	 absolute	 values	 of	 each	
component	of	strain.	 	Different	scales	are	used	for	 the	three	computation	approaches	
due	to	large	differences	in	absolute	values.	
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Figure	8	–	Virtually-Moved-Test:	Analysis	of	the	precision	of	the	six	components	of	strain	
(microstrain),	 in	both	cortical	and	trabecular	specimen,	for	the	largest	sub-volume	size	
considered	(50	voxels	ShIRT	&	DaVis-FFT,	52	voxels	DaVis-DC).	The	Z-axis	represents	the	
axis	of	 rotation	of	 the	specimen	during	 imaging	 in	 the	micro-CT.	 	The	precision	of	 the	
three	DVC	approaches	was	computed	as	the	standard	deviation	of	the	absolute	values	
of	 each	 component	 of	 strain.	 	 Different	 scales	 are	 used	 for	 the	 three	 computation	
approaches	due	to	large	differences	in	absolute	values.	
Figure	9	–	Repeated-Scan-Test:	Analysis	of	the	accuracy	of	the	six	components	of	strain	
(microstrain),	 in	both	cortical	and	trabecular	specimen,	for	the	largest	sub-volume	size	
considered	(50	voxels	ShIRT	&	DaVis-FFT,	52	voxels	DaVis-DC).	The	Z-axis	represents	the	
axis	of	 rotation	of	 the	 specimen	during	 imaging	 in	 the	micro-CT.	 	 The	accuracy	of	 the	
three	 DVC	 approaches	 was	 computed	 as	 the	 average	 of	 the	 absolute	 values	 of	 each	
component	of	strain.	 	Different	scales	are	used	for	 the	three	computation	approaches	
due	to	large	differences	in	absolute	values.	
Figure	 10	 –	 Repeated-Scan-Test:	 Analysis	 of	 the	 precision	 of	 the	 six	 components	 of	
strain	(microstrain),	in	both	cortical	and	trabecular	specimen,	for	the	largest	sub-volume	
size	considered	(50	voxels	ShIRT	&	DaVis-FFT,	52	voxels	DaVis-DC).	The	Z-axis	represents	
the	axis	of	rotation	of	the	specimen	during	imaging	in	the	micro-CT.		The	precision	of	the	
three	DVC	approaches	was	computed	as	the	standard	deviation	of	the	absolute	values	
of	 each	 component	 of	 strain.	 	 Different	 scales	 are	 used	 for	 the	 three	 computation	
approaches	due	to	large	differences	in	absolute	values.	
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Table	Caption	List	
	
Table	1	 Comparison	 of	 the	 correlated	 volumes	 for	 the	 different	 computation	
approaches,	for	both	specimens	(cortical	and	trabecular)	and	both	tests,	
and	according	to	the	size	of	the	sub-volume.	
*Note:	 In	 the	 ShIRT-FE	 approach	 the	 computation	 occurs	 only	 in	 the	
nodes	 of	 the	 elements	 of	 the	 selected	 grid.	 Although	 the	 number	 of	
measurement	points	was	 less	 than	 the	number	of	measurement	points	
of	 the	 other	 two	 approaches	 (DaVis-FFT	 and	 DaVis-DC),	 this	 allows	 a	
correlation	on	the	whole	volume.	
	
Table	2	 Parameters	used	in	the	multi-pass	approach	for	both	the	DaVis-FFT	and	
the	DaVis-DC.	
Table	3	 Accuracy	of	the	computed	components	of	displacement	(micrometer)	in	
the	Virtually-Translated-Test	for	the	three	DVC	approaches	and	different	
sub-volumes	in	both	cortical	and	trabecular	specimen.	The	z-direction	is	
the	axis	of	rotation	of	the	specimen	during	imaging	in	the	micro-CT.	
Table	4	 Precision	of	the	computed	components	of	displacement	(micrometer)	in	
the	Virtually-Translated-Test	for	the	three	DVC	approaches	and	different	
sub-volumes	in	both	cortical	and	trabecular	specimen.	The	z-direction	is	
the	axis	of	rotation	of	the	specimen	during	imaging	in	the	micro-CT.	
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Table	1	
	 DaVis-FFT	 DaVis-DC	 ShIRT-FE	
	 Nominal	sub-
volume	size	
(voxels)	
Actual	sub-
volume	size	
(voxels)	
Correlated	
volume	(%)	
Actual	sub-
volume	size	
(voxels)	
Correlated	
volume	(%)	
Actual	sub-
volume	size	
(voxels)	
Correlated	
volume	(%)	
	
	
	
Cortical	
	
Virtually-
Moved-
Test	
5	 5	 25.9%	 8	 100.0%	 5	
100%*	
10	 10	 79.5%	 10	 100.0%	 10	
15	 15	 100.0%	 16	 100.0%	 15	
20	 20	 100.0%	 20	 99.2%	 20	
25	 25	 100.0%	 24	 99.3%	 25	
30	 30	 97.2%	 28	 99.6%	 30	
35	 35	 100.0%	 34	 96.6%	 35	
40	 40	 100.0%	 40	 96.7%	 40	
45	 45	 100.0%	 44	 84.4%	 45	
50	 50	 100.0%	 52	 96.6%	 50	
	
	
	
Trabecular	
	
Virtually-
Moved-
Test	
5	 5	 30.3%	 8	 100.0%	 5	
100%*	
10	 10	 79.8%	 10	 100.0%	 10	
15	 15	 100.0%	 16	 100.0%	 15	
20	 20	 100.0%	 20	 99.2%	 20	
25	 25	 100.0%	 24	 99.3%	 25	
30	 30	 97.2%	 28	 99.6%	 30	
35	 35	 99.9%	 34	 96.6%	 35	
40	 40	 100.0%	 40	 96.7%	 40	
45	 45	 100.0%	 44	 84.4%	 45	
50	 50	 100.0%	 52	 96.6%	 50	
	
	
	
Cortical	
	
Repeated-
Scan-Test	
5	 5	 37.1%	 8	 100.0%	 5	
100%*	
10	 10	 94.4%	 10	 100.0%	 10	
15	 15	 100.0%	 16	 99.9%	 15	
20	 20	 100.0%	 20	 99.1%	 20	
25	 25	 100.0%	 24	 99.3%	 25	
30	 30	 100.0%	 28	 99.9%	 30	
35	 35	 100.0%	 34	 99.9%	 35	
40	 40	 100.0%	 40	 99.7%	 40	
45	 45	 100.0%	 44	 98.5%	 45	
50	 50	 91.8%	 52	 79.6%	 50	
	
	
	
Trabecular	
	
Repeated-
Scan-Test	
5	 5	 45.4%	 8	 100.0%	 5	
100%*	
10	 10	 95.8%	 10	 100.0%	 10	
15	 15	 100.0%	 16	 99.9%	 15	
20	 20	 99.9%	 20	 99.1%	 20	
25	 25	 100.0%	 24	 99.3%	 25	
30	 30	 100.0%	 28	 99.9%	 30	
35	 35	 100.0%	 34	 99.9%	 35	
40	 40	 100.0%	 40	 99.7%	 40	
45	 45	 100.0%	 44	 98.5%	 45	
50	 50	 91.8%	 52	 79.6%	 50	
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Table	2	
Step	 Sub-volume	size	
(voxels)	
Overlap	between	
sub-volumes	
Number	of	
iterations	
1	 96	 50%	 1	
2	 64	 50%	 2	
3	 52	 75%	 3	
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Table	3		
	
	
	
	 DaVis-FFT	 DaVis-DC	 ShIRT-FE	
	 Nominal	Sub-
volume	size	
(voxels)	
Accuracy	
along	x-axis	
(micrometers)	
Accuracy	
along	y-axis	
(micrometers)	
Accuracy	
along	z-axis	
(micrometers)	
Accuracy	
along	x-axis	
(micrometers)	
Accuracy	
along	y-axis	
(micrometers)	
Accuracy	
along	z-axis	
(micrometers)	
Accuracy	
along	x-axis	
(micrometers)	
Accuracy	
along	y-axis	
(micrometers)	
Accuracy	
along	z-axis	
(micrometers)	
CO
RT
IC
AL
	B
O
N
E	
5	 13.54	 13.18	 14.11	 0.0019	 0.0019	 0.00045	 0.0015	 0.0013	 0.00073	
10	 5.02	 4.43	 5.98	 0.0079	 0.0079	 0.0017	 0.00044	 0.00023	 0.00041	
15	 5.10	 4.78	 4.47	 0.080	 0.079	 0.013	 0.00047	 0.00101	 0.0029	
20	 5.02	 4.74	 3.94	 0.026	 0.033	 0.054	 0.0000059	 0.000081	 0.0000080	
25	 5.00	 4.76	 3.59	 0.04	 0.04	 0.0017	 0.0000091	 0.0000068	 0.0000044	
30	 4.18	 3.95	 3.13	 0.047	 0.047	 0.0084	 0.00018	 0.00016	 0.000501	
35	 4.32	 4.12	 3.16	 0.052	 0.052	 0.0099	 0.00027	 0.000014	 0.000025	
40	 5.25	 5.07	 2.90	 0.063	 0.064	 0.008	 0.0027	 0.000053	 0.00015	
45	 3.66	 3.39	 2.88	 0.052	 0.051	 0.00033	 0.000022	 0.0000050	 0.000018	
50	 5.47	 5.26	 2.96	 0.074	 0.074	 0.0095	 0.0000032	 0.0000047	 0.000012	
TR
AB
EC
U
LA
R	
BO
N
E	
5	 14.48	 14.33	 14.86	 0.0011	 0.0013	 0.00074	 0.0012	 0.0012	 0.0013	
10	 7.79	 7.50	 9.27	 0.0034	 0.0056	 0.00062	 0.00034	 0.00025	 0.00089	
15	 8.75	 8.55	 9.23	 0.0092	 0.011	 0.0012	 0.00068	 0.00071	 0.0029	
20	 9.21	 8.97	 9.58	 0.014	 0.00065	 0.018	 0.000080	 0.000042	 0.000034	
25	 9.43	 9.33	 9.51	 0.0083	 0.011	 0.0031	 0.000011	 0.000016	 0.000022	
30	 9.42	 9.28	 9.12	 0.0097	 0.011	 0.0014	 0.0000088	 0.000096	 0.000047	
35	 9.35	 9.10	 8.84	 0.012	 0.011	 0.0029	 0.000048	 0.0000023	 0.000011	
40	 8.67	 8.31	 8.37	 0.012	 0.011	 0.00099	 0.000403	 0.000028	 0.00016	
45	 8.54	 8.22	 7.61	 0.012	 0.012	 0.0012	 0.000045	 0.000004	 0.000012	
50	 7.14	 6.96	 6.85	 0.012	 0.011	 0.0011	 0.0000026	 0.0000004	 0.0000098	
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Table	4	
	
	
	
	 DaVis-FFT	 DaVis-DC	 ShIRT-FE	
	 Nominal	Sub-
volume	size	
(voxels)	
Precision	
along	x-axis	
(micrometers)	
Precision	
along	y-axis	
(micrometers)	
Precision	
along	z-axis	
(micrometers)	
Precision	
along	x-axis	
(micrometers)	
Precision	
along	y-axis	
(micrometers)	
Precision	
along	z-axis	
(micrometers)	
Precision	
along	x-axis	
(micrometers)	
Precision	
along	y-axis	
(micrometers)	
Precision	
along	z-axis	
(micrometers)	
CO
RT
IC
AL
	B
O
N
E	
5	 6.62	 6.73	 6.53	 0.32	 0.33	 0.17	 0.086	 0.086	 0.37	
10	 8.12	 8.04	 7.40	 0.15	 0.16	 0.093	 0.017	 0.017	 0.067	
15	 5.29	 5.20	 5.36	 0.22	 0.22	 0.093	 0.019	 0.019	 0.077	
20	 4.87	 4.84	 3.92	 1.06	 1.03	 0.42	 0.0024	 0.0023	 0.0092	
25	 4.83	 4.81	 3.44	 0.078	 0.079	 0.054	 0.00093	 0.00095	 0.00044	
30	 3.93	 3.89	 2.75	 0.082	 0.081	 0.04	 0.0037	 0.0037	 0.014	
35	 3.85	 3.81	 2.95	 0.085	 0.085	 0.041	 0.00093	 0.00066	 0.00074	
40	 4.37	 4.32	 2.48	 0.087	 0.086	 0.038	 0.0057	 0.0011	 0.0036	
45	 3.67	 3.52	 2.76	 0.082	 0.081	 0.054	 0.00063	 0.00054	 0.00076	
50	 3.94	 3.88	 2.88	 0.084	 0.084	 0.039	 0.00013	 0.00013	 0.00016	
TR
AB
EC
U
LA
R	
BO
N
E	
5	 6.19	 6.22	 5.79	 0.35	 0.33	 0.28	 0.087	 0.087	 0.37	
10	 8.37	 8.24	 7.30	 0.19	 0.18	 0.21	 0.017	 0.017	 0.068	
15	 7.38	 7.05	 7.05	 0.11	 0.11	 0.15	 0.019	 0.019	 0.078	
20	 7.29	 6.98	 6.79	 0.66	 0.57	 0.22	 0.0025	 0.0025	 0.0097	
25	 7.22	 6.78	 6.95	 0.07	 0.059	 0.089	 0.00093	 0.00095	 0.00045	
30	 6.90	 6.49	 6.82	 0.054	 0.045	 0.064	 0.0033	 0.0033	 0.012	
35	 6.63	 6.14	 6.57	 0.036	 0.032	 0.039	 0.00058	 0.00065	 0.00075	
40	 6.36	 5.87	 6.32	 0.026	 0.023	 0.028	 0.0014	 0.00105	 0.0034	
45	 5.55	 5.12	 5.73	 0.024	 0.021	 0.018	 0.00059	 0.00052	 0.00073	
50	 5.10	 4.72	 5.17	 0.016	 0.016	 0.015	 0.00011	 0.00011	 0.00014	
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