ABSTRACT. Partial prior information on the marginal distribution of an observable random variable is considered. When this information is incorporated into the statistical analysis of an assumed parametric model, the posterior inference is typically non-robust so that no inferential conclusion is obtained. To overcome this difficulty a method based on the standard default prior associated to the model and an intrinsic procedure is proposed. Posterior robustness of the resulting inferences is analysed and some illustrative examples are provided.
Introduction
Suppose that partial prior information on the unknown marginal distribution of an observable random variable X is available. For instance, some quantiles of the distribution of X are specified by an expert.
A simple way of incorporating this information into the Bayesian statistical analysis of a parametric model for X, say {f{x|h}, h 2 H}, is through a prior distribution p(h) for the parameter h such that the marginal density m(x) ¼ ò f(x|h)p(h) dh matches the specified quantiles.
However, such a prior does not necessarily exist as shown in section 2. This means that the model is not compatible with the available prior information and hence an alternative model has to be considered. Further, when the prior exists it is typically not unique but a class of prior distributions. This class is of the well-known 'generalized moments class' type deeply investigated by Kemperman (1983 Kemperman ( , 1989 . Motivations for the use of this class and some basic properties are stated in section 2.
Unfortunately, for any sample (x 1 , …, x n ) with moderate sample size, the range of the posterior inference on a given quantity of interest u(h) as the prior varies over the generalized moments class is generally too large. A procedure to reduce the class to a robust smoother subclass is proposed in section 3. This procedure is based on the conventional default prior for the model f(x|h) and the intrinsic methodology (Berger & Pericchi, 1996; Moreno et al., 1998) . When more than one default parametric model is deemed possible a model selection problem arises. In section 4, a solution to this problem is given and illustrated on an example for nonnested models. Concluding remarks and open problems are given in section 5.
Problem setting
Most of the developments in Bayesian robustness are based on the assumption that for a given parametric sampling model {f(x|h), h 2 H}, partial subjective information on the unobservable parameter h is feasible. For instance, it has been widely accepted that an expert is usually able to specify probabilities {a i , i ¼ 1, …, k} of some subsets {C i , i ¼ 1, …, k} of H. Consequently, the prior distribution is partially specified as a member of the class C ¼ fpðhÞ :
Many other classes of priors including e-contaminations of a fixed base prior p 0 (h), the class of priors contained in a band specified by two measures L(dh) and U(dh), unimodal or starshape priors, etc. have been proposed in the literature as reasonable classes for modelling prior information (Berger, 1994; Moreno, 2000) . Conditional on a data set x, a specific class of priors Q is accepted for inference purposes on a given quantity of interest u(h), if the posterior expectation of u(h) is robust as the prior varies over the class Q. That is, the extreme values inf p 2 Q E p (u(h)|x) and sup p 2 Q E p (u(h)|x) should be such that the quantity
is judged to be 'small enough' for the specific application.
On the other hand, many statisticians claim that prior elicitation on parameters, which are unobservable in nature, is much more complex in practice than to elicit on observable variables (Chaloner, 1996; Cooke, 1991; Kadane & Wolfson, 1998; Meyer & Booker, 1991; O'Hagan, 1998; Winkler, 1980; among others) . This information could specify a partition of the sample space X, and its probabilities; and/or a shape constraint on the distribution of X.
Let us assume that the expert elicits {(
k} is a partition of the sample space X and {p i , i ¼ 1, …, k}, p i > 0, Rp i ¼ 1, are its probabilities. This is equivalent to consider that the distribution of X, m(x), is partially specified as the class of distributions M k ðpÞ ¼ fmðxÞ :
On the other hand, modelling is usually made in terms of a parametric model {f(x|h), h 2 H}; that is, a model for the conditional random variable X|h. In order to match the prior information stated in (1) with the model f(x|h), the class M k (p) induces the class of priors
where
The class C f p is a particular case of the so-called generalized moment class of priors. The variational problems involved in finding the extrema of E p (u(h)|x) as p ranges over this class have been studied in depth by Kemperman (1983 Kemperman ( , 1989 , and extensively used in Bayesian robustness (Betro`et al., 1994; Salinetti, 1994; Liseo et al., 1996; among others) . For numerical procedures, see Betro`& Guglielmi (1996 , 2000 . By construction, the model {f(x|h), p(h)}, pðhÞ 2 C f p , satisfies the expert prior beliefs unless C f p is an empty class. This class C f p might be empty, and hence it is important to know what conditions have to be satisfied to ensure the compatibility between expert prior beliefs and sampling model.
Lemma 1
The class C f p is non-empty if and only if the point (p 1 ,…, p kÀ1 ) is contained in the convex hull C c generated by the surface cðhÞ : ðP f ðX 1 jhÞ; . . . ; P f ðX kÀ1 jhÞÞ; h 2 H;
Proof. The class C f p is non-empty iff there exists a prior p(h) such that
But under mild conditions it follows that
That is, the class C f p is non-empty iff the point (p 1 , …, p k)1 ) can be obtained as a convex combination of points (P f (X 1 |h), …, P f (X k)1 |h)), h 2 H. But this is not possible unless (p 1 , …, p k)1 ) is in the convex hull C c generated by the surface c(h). This proves the assertion. A more general result than that of lemma 1 has been obtained by Kemperman (1983) , although for our purposes lemma 1 is enough.
We remark that the convex hull C c does not necessarily coincide with the whole simplex
The following example illustrates this assertion.
Example 1. Let X be a positive continuous random variable for which the expert prior beliefs are M 3 ðpÞ ¼ fmðxÞ :
is proposed for X|h. It is easy to see that the curve c(h) is given by the parametric functions
Curve c(h) is plotted in Fig. 1 . Note that the convex hull C c is strictly contained in the simplex S 2 , the region below the straight line in Fig. 1 . For instance, any point (p 1 , p 2 ) having p 2 > 0.3849 is not contained in C c and from lemma 1 it follows that for such a point the corresponding class C f ðp1; p2Þ is an empty class. Scand J Statist 30 As lemma 1 shows and example 1 illustrates, many possible prior beliefs on quantiles of the marginal density of X, might not be matched by a given sampling model. In a sense this is a first step in a model selection procedure that classifies the possible parametric sampling models for X as either compatible or incompatible with the expert prior information.
Suppose that the expert prior beliefs M k (p) and sampling model f(x|h) are compatible and we want to make inference on the quantity u(h). A serious difficulty with the generalized moments class is that typically it is not robust. That is, for a given sample x ¼ (x 1 , …, x n ), the posterior expectation of u(h) has values fE p ðuðhÞjxÞ; pðhÞ 2 C f p g such that its range is usually very large.
Therefore, such a general formulation, although certainly correct, is typically useless for inference purposes. Thus, we are left with the following two options: either (i) we ask the expert for 'strong' information on m(x), that conceivably is not accessible, or (ii) we introduce some other constraints on p(h) in order to restrict the class C f p to a smoother subclass. We recall that the infimum and supremum of E p (u(h)|x), as p varies over C f p , are attained at priors that concentrate mass at most in k points (Kemperman, 1989) .
As it concerns (ii), and due to the difficulty of directly eliciting on h, we propose adding to the sampling model f(x|h) the standard default prior, say p N (h). The default model {f(x|h), p N (h)} will not generally match the expert prior beliefs and an intrinsic procedure is used to define a class of smooth priors,C C f ;I p , that matches the expert information. The classC C f ;I p is defined in the next section where it is seen that it is a subclass of C f p that does not share the lack of posterior robustness with C f p . Posterior robustness ofC C f ;I p is illustrated by some examples.
Matching M k (p) with the class of intrinsic priors
Let {f(x|h), p N (h)} be the proposed model for matching the expert prior information M k (p).
Typically, the default standard prior p
where h(h) is a non-integrable function and, consequently, the positive constant c cannot be determined. It is clear that this model cannot match the expert prior information on X. In fact, the marginal This procedure is specially useful for deriving prior distributions in testing hypotheses and model selection (Berger & Pericchi, 1996 ,1997a Moreno et al., 1998 Moreno et al., , 1999 Moreno & Liseo, 2003; Pe´rez, 1998; Pe´rez & Berger, 2000; Shui, 1996; among others) 
proper the intrinsic procedure can also be applied.
To simplify the explanation of how the intrinsic procedure is applied to our problem, we first consider the case where h is a real parameter.
The case where h is one-dimensional
The intrinsic procedure considers a theoretical minimal training sample Y from {f(y|h), p N (h)}, and the posterior distribution of h conditional on Y. When h is one-dimensional, the minimal training sample is typically a single replication of the random variable X. Then, the proper posterior distribution of h conditional on y is given by
In order to eliminate the dependence of p f on the training sample, y must be integrated out by using some density m(y). This way we obtain
We notice that any m in the expert class M k (p) is an actual density, and hence we obtain the class of intrinsic priors
It is obvious that p m (h) integrates to one for each m 2 M k (p). In a general setting the choice of m(y) has been discussed by Pe´rez (1998) and Pe´rez & Berger (1999 , 2000 , and the resulting priors for h have been termed expected posterior priors. For instance, in absence of prior information a possible choice for m(y) would be the empirical distribution. A referee has pointed out that a justification for using p m (h) has been given by Shymalkumar (1996) , who essentially shows that iteraction on the expected posterior prior would eventually converge to the actual prior corresponding to m(y) (or the closest one in KullbackLeibler divergence). Further, a major portion of the convergence happens in the first step. Let us consider the subclass of intrinsic priors matching the expert information, saỹ
It is clear thatC C
p . An analytic condition to assure thatC C f ;I p is a non-empty class is given in the following theorem. 
Theorem 1
have at least one solution y j 2 X j , j ¼ 1, …, k.
Proof. If the model matches the expert information there exists
Let us write the above equation in the equivalent form
where m j (y) represents an arbitrary probability density on the set X j . But the integral ò X j P f (X i |y) m j (y) dy takes values in the interval (inf y 2 X j P f (X i |y), sup y 2 X j P f (X i |y)). Therefore, compatibility between the model and expert information is assured if (4) has at least one solution. This proves the assertion.
Example 1 (continued). For the exponential model f(x|h), the Jeffreys prior p 
p is a non-empty class. Suppose also that a data set x is available and we want to infer on the quantity u(h). 
In computing the infimum of E p m (h) (u(h)|x) as m(y) ranges over M Ã k ðpÞ we note that it is attained at a density m(y) that concentrates its mass at most in 2k)1 points, an assertion that follows from the Moment Theory. Further, since that m(y) 2 M k (p) at least one of those points is located in X i , i ¼ 1, …, k. A similar statement applies for computing the supremum. This makes simple the computation of the extreme values of the posterior expectation.
Denoting
Example 1 (continued). Suppose the expert information specifies only one quantile of m(x). The expert class is M 2 ðpÞ ¼ fmðxÞ :
where and it is satisfied for some points (y 1 , y 2 ) 2 X 1 · X 2 .
Suppose that the quantity of interest is the expectation of X. This quantity is h under the exponential model. The posterior expectation of h conditional on the sample x ¼ (x 1 , …, x n ), turns out to be E m ðhjxÞ ¼ 1 n R 1 0 yðn x x þ yÞ Àn mðyÞ dy R 1 0 yðn x x þ yÞ Àðnþ1Þ mðyÞ dy ;
where x x represents the sample mean. Similarly, for the expert class that specifies two quantiles of m(x) the expert class is M 3 ðpÞ ¼ mðxÞ : Table 1 show that when the prior information on the distribution of X is given by only one quantile, the ranges of the posterior expectation are quite small for moderate sample size. The third column shows that when the prior information specifies two quantiles, the posterior range is considerably reduced for all the sample values considered. Interestingly, as the sample size grows the posterior expectation tends to concentrate on the maximum likelihood estimator x x. This sensible behaviour is not shared by other classes of priors (Moreno & Pericchi, 1993; Gustafson & Wasserman, 1995) .
Example 2. Consider data x k representing the log odds ratio for k ¼ 1, …, 39, experimental independent units derived from the ulcer data given in Table 1 in Efron (1996, p. 539) . That is,
where a k and b k are the number of occurrences and nonoccurrences for the treatment (the new surgery) and c k and d k are the occurrences and non-occurrences for the control (the older surgery). We assume that the expert information specifies quantiles of m(x) as M 3 ðpÞ ¼ mðxÞ :
, for some a > 0 and p 2 (0, 1). We assume that X is normally distributed with unknown mean h and, for simplicity of the illustration, known variance r 2 0 . The standard deviation has been taken as the mean of SD k given by formula (3) in Efron (1996) . The quantity of interest is the posterior mean Eðhj x xÞ, where x x is the sample mean of the 39 data. For a ¼ 0.5 and several values of p the ranges of the posterior mean for intrinsic priors compatible with M 3 (p) is given in Table 2 . This illustrates that robustness is obtained for any value of p smaller than 0.54. For p ‡ 0.54, the normal model is not compatible with the expert class M 3 (p).
The case where h is multidimensional
When the parameter h of the model {f(x|h),
where m ‡ 2, the derivation of the class of intrinsic priors in section 2.1 needs some )1/ r dl dr, is equal to 1. Therefore, the minimal training sample is not a single replication of X but a pair of replications (Y 1 , Y 2 ).
For simplicity we assume in this section that the minimal training sample is a random vector of dimension two, say (Y 1 , Y 2 ), although the construction easily generalizes to a vector of higher dimension. Under this assumption, the posterior density of h conditional on (Y 1 , Y 2 ), is
The intrinsic prior is obtained from this expression integrating out y 1 , y 2 using an actual density m 2 (y 1 , y 2 ) that clearly has marginals m(y 1 ) and m(y 2 ) belonging to M k (p). where p ij satisfies
Thus, the class of intrinsic priors is
where p m 2 (h) ¼ ò X · X p f (h|y 1 , y 2 ) m 2 (y 1 , y 2 )dy 1 dy 2 .
The model {f(x|h), p m 2 (h)}, where m 2 2 M k·k (p), will match the expert prior beliefs, if the
; that is, the equations
must be satisfied for some m 2 2 M k · k (p), where
The next theorem, which has the same spirit as theorem 1, states that the solutions of the above integral equations can be interpreted in parametric terms.
Theorem 2
Suppose that P f (X i |y a , y b ) is a continuous function of (y a , y b ) 2 X · X. Then, the model
, matches the expert class M k (p), if and only if the equations
have at least one solution (y a , p ab ), where y a 2 X a , and p ab satisfies (5). and m ab (y 1 , y 2 ) is an arbitrary probability density with support X a · X b . Note also that in the above expression, only those m 2 (y 1 , y 2 ) for which y 1 , y 2 are exchangeable variables are permitted. This proves the assertion. For the quantity of interest u(h) and data x, the posterior expectation E p m (h) (u(h)|x) can be written as a ratio of integrals with respect to m(y 1 ,y 2 ) as where
and
In the posterior expectation above the admissible densities m(y 1 , y 2 ) are in the expert class M k·k (p), and also makes the model compatible, say m I (x|m) 2 M k (p). That is, the admissible class is M Ã kÂk ðpÞ ¼ fmðy 1 ; y 2 Þ : mðy 1 ; y 2 Þ 2 M k Â k ðpÞ;
From the Moment Theory it follows that the infimum of E p m (h) (u(h)|x) as m(y) ranges over
is attained for a discrete density m(y 1 , y 2 ) that concentrates its mass in a number of points at most equal to the number of independent constraints in M Ã k Â k ðpÞ. Further, from mðy 1 ; y 2 Þ 2 M Ã k Â k ðpÞ it follows that at least one of these points is located in X i · X j , i, j ¼ 1, …, k. Note also that the location of a point in X i · X j defines the location in X j · X i . These assertions makes quite simple the computation of the extreme values of
Example 3. Let X be a positive continuous random variable on which the expert information is given by the class that specifies one quantile, M 2 ðpÞ ¼ fmðxÞ :
where X 1 ¼ [0, 1) and p 1 ¼ 0.43. Suppose that a lognormal model is assumed, say
where p N (l,r) is the conventional improper Jeffreys's prior. Suppose also that the quantity of interest is the probability of the set X 2 ¼ [1, 1). Under the lognormal sampling model, this quantity is given by uðl; rÞ ¼ P f ðX 2 jl; rÞ
where U denotes the cumulative standard normal distribution. The training sample for this model is a bidimensional vector (Y 1 , Y 2 ) of replications of X, and the posterior density p f (l, r|y 1 , y 2 ) is
where z ¼ 0.5 log (y 1 y 2 ) and v ¼ 0.5 |log (y 1 /y 2 )|. Thus, the intrinsic prior is of the form and are satisfied for some points (y 1 , y 2 ) 2 [0, 1) · (1, 1) . So, the model {f(x|l, r), p m (l, r)}, m 2 M 2 · 2 (p), is compatible with the expert class M 2 (p).
For a data set x, some algebra show that the posterior expectation of u(l, r) can be written as where,
W n+1 being the cumulative standard Student's t-distribution with n+1 degrees of freedom, hðx; y 1 ; y 2 Þ ¼ j logðy 1 =y 2 Þj 2 n þ 2 ns 2 þ 0:5½logðy 1 =y 2 Þ 2 þ 2n½ t t À 0:5 logðy 1 y 2 Þ 2 ! ðnþ1Þ=2
; and h 1 ðx; y 1 ; y 2 Þ ¼ 1 ffiffiffiffiffiffiffiffiffiffiffi n þ 2 p n t t þ logðy 1 y 2 Þ ns 2 þ 0:5½logðy 1 =y 2 Þ 2 þ 2nð t t À 0:5 logðy 1 y 2 ÞÞ 2 1=2 :
In the above expressions we have denoted t t ¼ n À1 P n i¼1 log x i , and
ðlog x i À t tÞ 2 . Note that the posterior expectation of u(l, r) depends on the data through n, t t Table 3 . In Table 3 , the infimum of E p mðl;rÞ (u(l, r)|x) as m ranges over M Ã 2 Â 2 ðpÞ is denoted as Eðn; t t; s 2 Þ and the supremum by E Eðn; t t; s 2 Þ: The numbers in Table 3 show that posterior ranges of u(l, r) are quite small, so implying a high degree of posterior robustness of M Ã 2 Â 2 ðpÞ for the quantity of interest u(l, r).
Model selection
Suppose that J alternative models M j : ff j ðxjh j Þ; p N j ðh j Þg; j ¼ 1; . . . ; J , are under consideration, where for simplicity we assume that h j is a real parameter. A basic tool for model selection is the posterior probability of M j . To compute this probability proper intrinsic priors for parameters h j and the uniform prior for models, say P(M j ) ¼ 1/J, are typically used.
In presence of the expert information 
would be small enough. Now, the range of the posterior probability of M j is ðP ðM j jxÞ; P P ðM j jxÞÞ, where
and We remark that the well-known difficulties for deriving intrinsic priors for non-nested models are here avoided by linking the models with the partial prior information M k (p). Let us illustrate the method with a simple example.
Example 4. Suppose we want to assess the precision of a measuring instrument. A sample x is collected from one of two possible sampling models: normal and double exponential with known location parameter. Without loss of generality the location is fixed at zero. Then, the default models are
where p N 1 ðsÞ and p N 2 ðkÞ are the reference priors and c 1 , c 2 arbitrary positive constants. We
Suppose that the prior expert information on X is The posterior probability of the normal model ranges over ðP ðM 1 jxÞ; P P ðM 1 jxÞÞ ¼ ð0:15; 0:21Þ; while for the double exponential over ðP ðM 2 jxÞ; P P ðM 2 jxÞÞ ¼ ð0:79; 0:85Þ:
Hence, the conclusion is that under the conditions dictated by the expert, the data set favours the double exponential model versus the normal one.
If we use the original, non-smooth prior classes induced by M(p), that is Therefore, the posterior model probabilities range from 0 to 1 and no conclusion can be obtained.
Conclusions and open problems
Prior information given by generalized moments of the distribution of an observable random variable is, in many instances, accessible to an expert. In particular, generalized moments play an important role in mechanics. Incorporating this information into a specific sampling model is carried out through the generalized moment class of priors. Unfortunately, posterior inference related to this class of prior distributions is usually non-robust.
In order to achieve robustness we have proposed one way of reducing the class of priors by specifying not only a sampling model conditional on parameters, but also the associated default prior. The intrinsic methodology is then applied to convert the default prior to a class of smooth priors which is much more robust than the generalized moment class.
The method we have used can be applied to handle classes of priors associated with a shape constraint on the marginal density of X. While the generalized moments class given by the unimodality condition of m(x) is mathematically intractable even for models containing a real parameter, the corresponding intrinsic prior class is tractable. This is a topic still under research.
