STOCHASTIC SERIES EXPANSION METHOD ON THE MAGNETIZATION CALCULATION OF ANTIFERROMAGNET SYSTEM APPLIED TO EuTiO3 by ZHANG LI
STOCHASTIC SERIES EXPANSION METHOD ON
THE MAGNETIZATION CALCULATION OF




FOR THE DEGREE OF MASTER OF SCIENCE
DEPARTMENT OF PHYSICS
NATIONAL UNIVERSITY OF SINGAPORE
April 2016
DECLARATION
I hereby declare that the thesis is my original work and it has
been written by me in its entirety. I have duly acknowledged all
the sources of information which have been used in the thesis.





First, I would like to appreciate all the supports from my
parents and my best friends.
During the ephemeral times at NUS, for all the help from my
supervisor Prof. Wang Jian-Sheng and my seniors Ruofan
Chen, Hongfei Qiu, et al. I could not say more but thank you.
iii
Contents
List of Figures vii
1 Introduction 1
2 Basic Concepts 3
2.1 Markov chain . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Metropolis-Hastings algorithm . . . . . . . . . . . . . . . . . 5
2.4 Quantum Monte Carlo method . . . . . . . . . . . . . . . . 8
2.5 SSE method . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Methods Review 11
3.1 Classical Monte Carlo method for EuTiO3 model . . . . . . 11
3.2 Mean field theory for EuTiO3 model . . . . . . . . . . . . . 13
3.2.1 Standard Weiss theory . . . . . . . . . . . . . . . . . 13
3.2.2 A more complicated case . . . . . . . . . . . . . . . . 19
3.3 SSE method for spin-1
2
Heisenberg model . . . . . . . . . . . 21
4 Large spin Heisenberg Model Applied to EuTiO3 27
5 Results and Discussion 35
5.1 Spin-1
2
Heisenberg antiferromagnet . . . . . . . . . . . . . . 35
5.2 The magnetization and susceptibility results of EuTiO3 model 38
5.3 Results Comparison . . . . . . . . . . . . . . . . . . . . . . . 44
iv
Contents
6 Future work 47
Bibliography 48
A C program code 51
v
Summary
In this thesis, the classical Monte Carlo method and mean field theory
applied to EuTiO3 model are introduced and my contribution is to use
the stochastic series expansion (SSE) method, one of the Quantum Monte
Carlo computations, to solve the same model. The results of magnetiza-
tion obtained by SSE method are consistent with experimental data and
the Neel temperature is around 5 K. Considering the similar results of mag-
netization and susceptibility acquired from different theories, the quantum
effect in this EuTiO3 model is not conspicuous, therefore the mean field
theory results of magnetic properties are convincing enough.
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The perovskite oxides with europium have attracted many researchers’ at-
tention in recent years due to its incredible magnetism and ferroelectric
properties. It is well established by experiments that below the Neel tem-
perature EuTiO3 is a G-type antiferromagnet while it will change back to
a cubic perovskite-type structure at room temperature [1]. Two Japanese
scientists, Katsufuji and Takagi, found by experiments that the dielectric
constant will drop observably at Neel temperature, 5.5K. Besides, the mag-
netic field can also make a substantial change of the dielectric constant [2].
All these phenomena show a strong magneto-electric coupling in this sys-
tem. The other reasons that many physicists and engineers are keen at
this material are the discovery of its giant magnetocaloric effect which may
transform the modern refrigeration technology and giant magnetoresistance
effect [3] which may devote to larger storage capacity. Seebeck effect is an-
other hot topic. These are all open and exciting problems. In this thesis,
I am not going to talk about the details above. On the opposite, only the
fundamental magnetic and thermodynamic properties of this compound
are addressed, focusing on the heat capacity, susceptibility, magnetization,
etc.
As for the research on these basic properties of EuTiO3, the exper-
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imental group at NUS led by R. Mahendiran has conducted a series of
experiments to measure the critical temperature and magnetic property
[4]. Before that, P. J. von Ranke and his research group have established a
model on EuTiO3 and used mean field theory to calculate its magnetization
[5]. Also, the classical Monte Carlo method has been implemented on the
same model by Ruofan Chen in our research group. The random phase
approximation method is another feasible method for the EuTiO3 model
[6]. Since the mean field theory and classical Monte Carlo method are
all approximate approaches, we are motivated to use the Quantum Monte
Carlo method to deal with the problems of the same model, aiming to find
the precise phase transition point and magnetization property.
In this thesis, we start with a brief review of the classical Monte Carlo
method and mean field theory, followed by the stochastic series expansion
(SSE) method and its application to the spin-1
2
Heisenberg model. Based
on these backgrounds, I devote to developing the SSE method to solve our
EuTiO3 model.
To check the validity of SSE algorithm, we start with the spin-1
2
anti-
ferromagnet in three dimensions. As expected, we get supposed results of
heat capacity, susceptibility and magnetization. For the more complicated
model of EuTiO3 compound, the phase transition point is around 5 K by
SSE algorithm while classical Monte Carlo method gives the value of 4.5 K.
R. Mahendiran’s research group claims it is around 5.4 K in 2013 which is
very close to Katsufuji and Takagi’s result, 5.5 K in 2001 [2]. As for mag-
netization, the results by SSE method and mean field theory are similar,
which infers the MFT explanation for magnetization is good enough. But
this algorithm seems to fail when calculating the heat capacity. The reason




In this chapter, we mainly introduce some basic and important concepts
used in this thesis.
2.1 Markov chain
Markov chain is named after a Russian mathematician Andrey Markov. A
Markov chain or discrete-time Markov chain (DTMC) refers to a random
process that undergoes transitions from one state in a state space to another
one with such property of “memorylessness”. This property is also called
Markov property. It means that the probability distribution of the next
state only depends on the current state and will not be influenced by the
sequence of events before it. In other words, the event which will happen
in the future has no correlation to the history. Simply speaking, a Markov
chain is a stochastic and memoryless process [7].
In mathematics, a Markov chain can be defined formally. Supposing a
sequence of random variables X1, X2, X3..., if they form a Markov chain,
then we have:
P (Xn+1 = x|X1 = x1, X2 = x2, ...Xn = xn) = P (Xn+1|Xn = xn), (2.1)
3
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where the conditional probabilities P (X1 = x1, ...Xn = xn) > 0 are posi-
tive. And these variables form the state space of the chain [7].
Since Markov chain can describe many processes of nature phenomena,
it is extensively applied to all sorts of research areas. In the physics re-
search, Markov chain is frequently used in thermodynamics and statistical
mechanics when the evolution process is history “memoryless”.
2.2 Monte Carlo method
Monte Carlo is also a name of a casino located in Monte Carlo. The core
part of Monte Carlo method is we can use statistical samples to approx-
imate complicated system. It is a robust simulation method especially
when mathematical analysis solution is too difficult to obtain. In fact,
Monte Carlo method includes a large class of computational algorithms
which simulating stochastic process by using repeated random sampling to
get the numerical results. But generally, the Monte Carlo methods follow
such a pattern:
1. Specify a certain domain of possible values.
2. Sample over this domain randomly.
3. Compute the value of a chosen operator Â on the sample and store
the result.
4. Repeat the process of 2 and 3.
5. Obtain the final statistical results [8].
Historically, one of the most famous examples to show the fantastic
application of Monte Carlo method is Buffon’s needle experiment which
can approximate the value of pi. Despite the large family of Monte Carlo
simulation method, we are going to focus mainly on the Markov Chain
Monte Carlo (MCMC) method. The modern version of it was invented by
Stanislaw Ulam in the late 1940s at the Los Alamos National Laboratory.
4
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This method also gives rise to John von Neumann’s interests later [9].
The basic idea of MCMC is we perform the random walk through prob-
ability distribution in question and we are favor of those values with higher
probabilities. e.g. Once we have a starting point we randomly pick up a
nearby spot and evaluate its probability. If the probability is greater than
that of the starting one, we choose to move there. Otherwise, we stand still
or opt to go there by a certain probability. Moreover, if we repeat this pro-
cess enough under right conditions, we will hit every point in the space with
the frequency proportional to its probability. The Metropolis-Hastings al-
gorithm introduced in the next section just belongs to the MCMC method.
2.3 Metropolis-Hastings algorithm
The Metropolis-Hastings algorithm is a sort of Markov chain Monte Carlo
method aiming to get a sequence of random samples from a probability
distribution when direct sampling is difficult. This algorithm was first
announced for the specific canonical ensemble in a paper in 1953 [10] written
by Nicholas Metropolis along with Arianna W. Rosenbluth, Marshall N.
Rosenbluth, Augusta H. Teller, and Edward Teller. After that in 1970,
W. K. Hastings extended this algorithm from canonical ensemble to the
more general case. To better understand the useful Metropolis-Hasting
algorithm, it is a good idea to read the paper written by Siddhartha Chib
and Edward Greenberg in 1995 [11].
In order to generate a collection of samples from a particular distribu-
tion P (x), a Markov process was used to reach a unique stationary distribu-
tion pi(x) asymptotically so that in the end pi(x) = P (x). Since this Markov
process should be a reversible process, the detailed balance condition must
be met firstly:
pi(x)P (x→ x0) = pi(x0)P (x0 → x). (2.2)
5
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Actually, this is a sufficient but not necessary condition to guarantee the
existence of stationary distribution pi(x). However, here we suppose it
exists. Under such premise we can use the desired distribution P (x) to
replace pi(x), which means:
P (x)P (x→ x0) = P (x0)P (x0 → x). (2.3)
Now the key point is focused on how to determine the transition probability
P (x → x0). The approach is to regard this probability as two parts: the
proposal probability g(x→ x0) and the acceptance probability A(x→ x0):
P (x→ x0) = g(x→ x0)A(x→ x0). (2.4)
Hence we have:
A(x→ x0)
A(x0 → x) =
P (x0)g(x0 → x)
P (x)g(x→ x0) . (2.5)
The next step is to choose an acceptance probability so that all the condi-
tions above are fulfilled. A most common option is the Metropolis choice:
A(x→ x0) = min
(
1,




So now we can describe the process of Metropolis-Hastings algorithm as
follows:
1. Start with an initial value x randomly;
2. Define proposal distribution g(x→ x0);
3. Calculate the acceptance probability A(x→ x0), then accept the new
value according to the rule in Eq. (2.6). The system will just stay without
change or transit from x to x0 according to the acceptance probability;
4. Repeat the process two and three until the qualified samples get
from the desired distribution.
It is worth mentioning that in most situations the proposal distribution
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is symmetric, which means g(x → x0) = g(x0 → x). In such a case, the
acceptance probability is simplified as:







Correspondingly, this algorithm is the famous Metropolis algorithm which
is applied in practice widely.
With the introduction of Metropolis algorithm, we can take an example
of Ising Model to illustrate the MCMC method further. The Ising model
is a spin model where spins can only have two directions, up and down.
By using Monte Carlo simulation, we can calculate the critical point of the
system. We explain the process by the general pattern mentioned above.
To specify a domain of all possible values, we choose the energy range of





The total energy is decided by all possible spin orientations of each spin in
the system. For the second step “sample over this domain”, we start at an
arbitrary state of the system, e.g. the state with every spin up or down,
and record the value of energy. “Repeat the process of 2 and 3” in the third
step means we need more different states of the system. This step can be
realized by many approaches, and here I adopt the Metropolis algorithm
to generate more samples.
With Metropolis algorithm, we make a change on the current state, e.g.
flipping one of those spins randomly. Then the energy difference ∆E is
calculated between the previous state and current new state. We accept
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where kB is the Boltzmann constant. We repeat the process, flipping new
spin randomly and accepting it by a certain probability until the energy
of the system tends to a stable value at an exact temperature. The figure
below in Figure 2.1 may display the rough tendency. Ultimately, we will
Figure 2.1: The process we calculate the system energy can be called the
process of measure.
get a large amount of effective samples as well as the objective quantities.
2.4 Quantum Monte Carlo method
Quantum Monte Carlo methods are various, but all these theories have
the same target, to study the complex quantum system. They are born to
implement the direct simulation for quantum many-body problems where
electrons or photons are regarded as particles. They could help us find more
information about quantum systems though sometimes they could be tough
and time-consuming compared to classical theories. Most Quantum Monte
Carlo methods are based on random walks or Markov chains. Usually, the
QMC algorithms start at a state of an investigated system. Then random
walks are repeated to collect considerable effective samples of the system.
The difference between CMC and QMC is the later one considers quantum
interactions among particles. In this thesis, we mainly discuss the Quantum
Monte Carlo methods for spin systems [12].
In history, Quantum Monte Carlo method was invented in different sit-
8
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uations for different purposes: e.g. the path integral Monte Carlo (PIMC)
method works effectively when atoms have masses which are not too small
at relatively low temperature. Variational Monte Carlo (VMC), projector
Monte Carlo (PMC) and Green’s function Monte Carlo (GFMC) are all
schemes for the study of properties of many-body systems at zero temper-
ature [13]. QMC methods now are valuable computation methods even
for some realistic material systems. With the development of computing
theories and computers, QMC may give us more breakthroughs.
2.5 SSE method
The stochastic series expansion (SSE) method on spin systems is the core
part of this thesis. Here we introduce some fundamental background of SSE
method [14]. SSE method starts from the partition function Z = Tr(e−βH),


















〈α0|H|αn−1〉 · · · 〈α2|H|α1〉〈α1|H|α0〉. (2.11)
With this expression, we can derive the general expression of the internal
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〈α0|H|αn−1〉 · · · 〈α2|H|α1〉〈α1|H|α0〉, (2.15)





(〈n2〉 − 〈n〉2). (2.16)
And finally we can obtain a very simple formula:
C = kB
(
〈n2〉 − 〈n〉2 − 〈n〉
)
. (2.17)
This formula is important and will be used to calculate the value of heat
capacity in later sections. Since we know that the heat capacity should
vanish when temperature is very close to 0 K, Eq. (2.17) tells us that
the variance of the distribution 〈n2〉 − 〈n〉2 equals 〈n〉, which means the




In this chapter, we mainly introduce some methods adopted to solve prob-
lems of EuTiO3 model by other people, including the classical Monte Carlo
method and the mean field theory [15]. Moreover, the SSE method on
spin-1
2
Heisenberg model is completed by A. Sandvik [16]. It is his work
on the spin-1
2
Heisenberg model that gives me the inspiration to solve the
EuTiO3 model with SSE algorithm.
3.1 Classical Monte Carlo method for EuTiO3
model
The structure of EuTiO3 is shown in Figure 3.1. To establish a model on
it, we mainly consider the spin-spin interactions which are contributed by
4f moments from Eu atoms. Therefore




~Si · ~Sj + J2
∑
〈nnn〉




Here we consider h = 0. The classical Monte Carlo simulation for such
Hamiltonian is the most feasible approach. What we do firstly is to generate
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Figure 3.1: The structure of EuTiO3.
a sequence of spin configurations through a random process. In classic
picture, we can imagine a spin as an arrow rotating continuously in space.
Therefore, each spin, like a vector, is noted with three components x, y, z.
Under the polar coordinate they are transformed to:
x = S sin θ cosφ,
y = S sin θ sinφ,








+ 1). Pay attention that the distribution of θ is not uni-
form. So the directly use of uniform random number is incorrect. Instead,
it should follow rules below:
φ = 2piξ1,
θ = arccos(1− 2ξ2),
(3.3)
where ξ1, ξ2 are the uniform random numbers between 0 to 1.
The next step is to define the accept probability for each new spin







The rest work is to repeat Monte Carlo steps:
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1. make some changes on the old spin configurations;
2. accept or throw away the new spin configuration according to accept
probability.
After enough MC steps, we can calculate susceptibility, magnetization
or heat capacity over these substantial samples. Work in this part is de-
voted by Ruofan in our research group firstly. Simulation results will be
shown in Chapter 5.
3.2 Mean field theory for EuTiO3 model
3.2.1 Standard Weiss theory
Before we describe the Mean Field theory for EuTiO3 model, we consider








where J is less than zero. g is the Lande´ g-factor. 〈i, j〉 denote the near-
est neighboring sites. Since the spin is 7
2










To illustrate how MFT works for this model, we first take only one spin




~Sj · ~Si − gµBBzSzi , (3.6)
where the summation is over all the nearest neighbors interacting with spin
i. For a simple cubic lattice, the coordination number is six. Expand the














i )− gµBBzSzi . (3.7)
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Supposing we can use an average value 〈~Sj〉 to replace interactions from a
neighbor in terms of spin i, in such a case Hi can be written as
Hi = −Hxi Sxi −Hyi Syi −Hzi Szi , (3.8)
where
Hxi = Jq〈Sxi 〉,
Hyi = Jq〈Syi 〉,
Hzi = Jq〈Szi 〉+ gµBBz.
(3.9)
q is the coordination number. These are expressions of the mean field
exerted on spin i. The reason why 〈~Si〉 can take place of 〈~Sj〉 is that
the lattice is uniform. There is no difference among those spins when
considering interactions with their neighbors, i.e. the mean field assuming
on each spin is the same.
Due to the mean field 〈~Si〉 is an average value, we can compute it by
such formulas
〈Sxi 〉 = 1ZTr(e−βHiSxi ),
〈Syi 〉 = 1ZTr(e−βHiSyi ),
〈Szi 〉 = 1ZTr(e−βHiSzi ).
(3.10)
In fact, the average values of Si along the x and y directions are both zero.
The remained term is only along the z-direction:
Hi = −Hzi Szi = −(Jq〈Szi 〉+ gµBBz)Szi . (3.11)









i )Szi ). (3.12)
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where Szi = S, S − 1, . . . ,−S + 1,−S. For the convenience of calculation,






i = e−xS + e−xS+x + ...+ exS−x + exS. (3.14)














2 − ex2 ) . (3.15)












〈Szi 〉 can be found by ∂ lnZ∂x , which is shown in the final expression:


































If we change j to S and y to Sx, it is easy to find that
〈Szi 〉 = SBs(Sx), (3.19)
where Sx = Sβ(Jq〈Szi 〉+ gµBBz). Since the equation is self consistent, we
suppose the solution of the equation exists. This is the precondition and
premise to find solutions.
The entropy of the system could be derived from the Helmholtz free
15
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energy. We start with the famous Feynman-Jensen inequality [17].





where heff represents the effective field which exerts on spin i. Besides,
F0 = −NkBT lnZ0, (3.22)
where Z0 is the expression in Eq. (3.16). Therefore,
〈H −H0〉0 = 〈−J
∑
〈i,j〉






Szi )〉H0 . (3.23)
here h = gµBBz. Further,
〈H −H0〉0 = −J
∑
〈i,j〉




Since 〈Szi 〉0 is exactly the expression in Eq. (3.12), we omit this subscript
and rewrite this free energy as
F ≤ −NkBT lnZ0 − JNq
2
〈Szi 〉2 −N(h− heff )〈Szi 〉 = ψ(T, h, 〈Szi 〉, heff ).
(3.25)
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From Eq. (3.26), we get
heff = h+ Jq〈Szi 〉 (3.28)
Take this equation back to Eq. (3.25), the minimum Helmholtz free energy
can be expressed as
F = −NkBT lnZ0 + JNq
2
〈Szi 〉2. (3.29)
For each spin, the free energy is
f = −kBT lnZ0 + J q
2
〈Szi 〉2. (3.30)
We can also take Eq. (3.16) and Eq. (3.17) into this equation and get:



























The entropy for each spin can be calculated by s = − ∂f
∂T
, which equals:
s = kB lnZ0 − kBx〈Szi 〉, (3.32)
where x = βHzi .
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Be aware that y → 0, in fact, means B → 0 and 〈Szi 〉 → 0, where phase
transition is occurring there. In other words, the susceptibility χ should be
infinite under ideal conditions. Considering the right side of Eq(3.37) is a




βcJq = 0. (3.38)
Through this equation, we can calculate what the exact phase transition
temperature is. For instance, if we take S = 7
2
, J = 0.069, q = 12,
Tc = 3.5
2 × 0.069× 12× (2× 3.5 + 1)
2 − 1
3(2× 3.5)2 = 4.347K, (3.39)
which makes sense.
18
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3.2.2 A more complicated case




~Si · ~Sj + J2
∑
〈nnn〉




where J1 > 0, J2 < 0. To solve this problem with mean field theory, we need
to separate the system into two sublattices a and b. In three dimensions,
each spin located in sublattice a has six nearest neighboring sites which are
anti-parallel ones from sublattice b and 12 next nearest neighboring sites
which are parallel from sublattice a, vice versa with respect to each spin
in sublattice b. The Hamiltonian in the mean-field approximation has such
forms:
H = Ha +Hb,
Ha = −HxaSxa −HyaSya −HzaSza,
Hb = −Hxb Sxb −Hyb Syb −HzbSzb .
(3.41)
Considering one can always re-build coordinate system such that only the
two directions, parallel and vertical to the external magnetic field, the y
component can be neglected. Hence under the mean field approximation
the effective fields can be written as:
Hxa = −6J1〈Sxb 〉 − 12J2〈Sxa 〉,
Hza = −6J1〈Szb 〉 − 12J2〈Sza〉+ gµBBz,
Hxb = −6J1〈Sxa 〉 − 12J2〈Sxb 〉,
Hzb = −6J1〈Sza〉 − 12J2〈Szb 〉+ gµBBz.
(3.42)
Furthermore, since one can take a coordination rotation again so that the
current x-direction and z-direction are two components of this new direc-
19
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tion, the Hamiltonian of sublattice a can be deduced to such a form:





2 = | ~Ha|. This form is actually the same with
the form we obtained in Eq. (3.11). So the magnetic free energy of each
sublattice is






where xα = β| ~Hα|. The parameter α note different sublattices a or b. With
the free energy given, the average values of magnetization components can


















To solve these four self-consistent equations, we can use iteration method









(〈Sxa 〉+ 〈Sxb 〉)gµB. (3.47)
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3.3 SSE method for spin-12 Heisenberg model
In this section, we introduce Sandvik’s work on the SSE method for the
uniform spin-1
2




~Si · ~Sj, (3.48)
where J > 0 and the system is a cubic lattice. The first step for SSE
method is to number those interaction bonds and rewrite the Hamiltonian




~Sib · ~Sjb, (3.49)
where b is the number of interaction bonds and i, j represent the site num-
bers of two spins which are connected by the number b bond. To simplify



















(H1,b −H2,b) + JNb
4
. (3.52)
With this expression, the SSE method can be discussed. We start from the
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Then replace H by Eq. (3.52), but drop off the term JNb
4
since it is a
constant and we can shift the energy to erase this term. Set β = J
T
and































The subscript a and b represent the type of operator and the bond number.
For instance, a = 1 means the operator is a diagonal one while a = 2
represents an off-diagonal operator as Eq. (3.50) and Eq. (3.51) indicate.
b = 1 means the operator will operate on two spins which are connected by
the number 1 bond. To obtain a concise expression of the partition function,
the truncation number is inserted to cut off the infinite series. This is not an
approximate process since the truncation number will grow automatically
to reach an absolute value in practice. The lower the temperature is, the
more it is close to infinity. Also, the identity operator is incorporated.
These identity operators are represented by
H0,0 = 1. (3.56)












where the M is the total truncating number and Sl represents any possible
arrangement of
∏M
i=1Ha(i),b(i), the operator string. Because of the trick we
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use before, we can verify that each non-zero matrix element equals 1/2:
〈↑ib↓jb |H1b| ↑ib↓jb〉 = 12 ,
〈↓ib↑jb |H1b| ↓ib↑jb〉 = 12 ,
〈↑ib↓jb |H2b| ↓ib↑jb〉 = 12 ,
〈↓ib↑jb |H2b| ↑ib↓jb〉 = 12 .
(3.58)


















Sometimes the appearance of the negative terms in this summation will
cause the catastrophic problem, the sign problem. However, fortunately,
in the antiferromagnetic Heisenberg Model, this sign problem disappear
due to the time periodic conditions. This is also why the term (−1)n2 in
Eq. (3.54) can be omitted. To satisfy this periodicity, n2, the number of
off-diagonal operators in any Sl must be an even number.
Once the expression of the partition function is explicit, we can produce
a large amount of spin configuration samples with desired distribution by
Monte Carlo sampling. Over these sampled spin configurations, we find the
corresponding estimators to calculate the values of different thermodynamic
quantities.
The process of generating samples by computer can be divided into
several steps. These steps are also the guide when programming.
1. Initialize the system. Just let the computer generate +1 or −1 to
stand for each spin up or down respectively.
Before we start the first step, it is necessary to define the site of the
lattice or number these spins. For the one-dimensional case, we can
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count these spins from 1 to n and left to right. For higher dimensions,
just to number these spins in order for later convenience.
2. Find relationships between bonds and physical sites of spins. The
computer will not know which bond is used to connect two neighbor-
ing spins. So first we need to number these bonds then establish an
array to store the information of these connected spins by interaction
bonds. Figure 3.2 shows a feasible way in two dimensions to make it.
We can use a two-dimensional array to store all these bonds and sites
information. e.g. for the number 1 bond which connects number 1
and number 2 sites, we can use bond[1][1] = 1, bond[1][2] = 2 to store
the full information.
Figure 3.2: A feasible way to number these bonds and sites of spins.
3. Diagonal update. The evolution of the spin states along time line
forms a “world-line”. What we want to do is to generate all possi-
ble “world-line” or the configurations of Sl. We can start from an
arbitrary “world-line”, e.g. the plain one where every operator is an
identity matrix. Then sweep along time, insert or cancel the diago-
nal operator with corresponding acceptance probability. Figure 3.3
shows one of all possible spin configurations or world-lines.
When calculating the acceptance probability, we adopt Metropolis
algorithm:
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Figure 3.3: This figure shows a possible qualified configuration. The first
one (red) is the free spin.
















2(L− n) , 1
)
. (3.61)
On the contrary, we can cancel a diagonal operator and change it to
a unit one. The acceptance probability is







4. Construction of a vertex list. This is the preparation work for the
next step.
5. Loop update. What is a loop? Figure 3.4 exhibits one possible loop
we can choose. After the diagonal update, the efficient way to make
a change of these configurations is to find such loops then flip these
loops with probability 1/2. Flip here means to flip the spins as well
as change the type of operators. Actually for the particular case of
spin-1
2
, we find that the number of loops is fixed for a certain spin
configuration. Moreover, once a spin is chosen, the loop that passes
the spin is unique and determined. The mechanism of this step is
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profound, and we will come back to explain it in the later chapter.
Figure 3.4: This figure shows one possible loop.
6. Repeat step 3, 4, 5 until the samples of desired distribution are ob-
tained.
7. Measurement. Over these samples, heat capacity can be calculated
by Eq. (2.17). Based on those states of spins, magnetization is also
solvable. As for susceptibility, the fluctuation of magnetization, in









i and the term about 〈Mz〉 vanishes.
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Large spin Heisenberg Model
Applied to EuTiO3
In this chapter, I contribute to applying the SSE method for the EuTiO3
model. The initial spark comes from A. Sandvik’s work on the SSE method
applied to spin-1
2
Heisenberg model [16]. The theoretic deduction is as
follows and the appendix is C program to implement this algorithm. This
program developed by me can be regarded as the extent version of A.
Sandvik’s. It deals with the next-nearest interactions and larger spins.




~Si · ~Sj + J2
∑
〈nnn〉




The system is a simple cubic lattice. Here J1 is positive while J2 is neg-
ative. The length of each spin is 7/2 and the external magnetic is along
the z-direction. The algorithm for EuTiO3 is based on the SSE method
with operator-loop update, which is illustrated by Anders W. Sandvik in
1999. Since in that paper, Sandvik only gives a method tested on a two-
dimensional anisotropic Heisenberg antiferromagnet in a magnetic field [18],
it is slightly different when applying this algorithm to our situation.
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We begin by splitting Hamiltonian into four parts:







































Here C1, C2 are chosen to make sure each diagonal matrix element is pos-
itive. This is to avoid the fatal sign problem. The reason why minus
sign before 1/2 in Eq. (4.4) disappears is because of periodic condition








〈α|(−1)n(H1 +H2 +H3 +H4)n|α〉. (4.7)










〈α0|Ha,L|αn−1〉 · · · 〈α2|Ha,2|α1〉〈α1|Ha,1|α0〉, (4.8)
where the different values of a represents different operators shown in Eq.
(4.2). Also, we define the identity operator in the case of a = 0:
H0,i = I. (4.9)
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To generate all possible configurations of the operator string Sl, the operator-
loop update method is introduced.
We demonstrate this process step by step.
1. Initialize the system. There are two different situations. In the case of
T →∞, just generate the state of each spin randomly. It is equivalent
to say that there are eight different colors of spins. Also, the system
can be initialized in the case of T → 0, when the nearest neighbors
are antiparallel whereas the next nearest neighbors are parallel.
2. Find the relationships between physical sites and bonds. As the case
of spin-1
2
, we need to number all the bonds, including the bonds
connecting the nearest neighboring spins and the next nearest neigh-
boring spins.
3. Thermalize the system to reach an equilibrium state and enlarge the
truncation number. As for how to choose this appropriate truncation
length L, the underlying principle is that even for the maximum ex-
pansion order n, the cut-off number L is still larger than n among
those generating samples. Thus, the truncation method is not an
approximation. Since we fill in unit operators when introducing the
truncation method, we can assume that there exist a considerable
number of unit operators in each Sl.
In practice, we can record the number of non-unit operators v 〈n〉,
then set a rate p, e.g. p = 1/3. We let L expand automatically by
such a rule:
L > (1 + p)〈n〉
 yes Lnew = Loldno Lnew = (1 + p)Lold. (4.11)
4. Diagonal update. This process is to update the expansion order n by
inserting or removing diagonal operators. When the current operator
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is a unit one, it can be substituted by a diagonal one with a certain


















The acceptance probability of inserting a bond H0 → Hb is







Nb is the total number of bonds. If the current operator is a non-unit
one and we want to remove it, the precondition is that this cur-
rent operator does not change the propagated state, namely |α(p)〉 =
|α(p− 1)〉. Hence, the acceptance probability of removing a non-unit
operator is













5. Construct the vertex link list. Sandvik has demonstrated this process
in detail [16]. The construction of vertex links here has no difference
comparing to the simplest case mentioned in the last section.
6. Operator-loop update. The second part of Monte Carlo updating
scheme is to modify the configuration by substituting those diagonal
operators with off-diagonal ones. Keep the expansion order n fixed,
attempts are tried to transform the intermediate state |α(p)〉.
After the step of diagonal update, a qualified configuration is ob-
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tained. One of those possible configurations of the spins and opera-
tors is shown in Figure 4.1.
Figure 4.1: This figure shows a possible qualified configuration. The eight
different colors represent eight sates of spins. The first one on the left is a
free spin.
So here is the core part of the algorithm: how to update these con-
figurations?
First, imagine there is a worm on this configuration. This worm has
a head and a tail. We can realize the functions of the head and tail by
using a pointer in C program. Initially the head and tail point to the
same position, the same leg of a certain vertex. Then keep the tail
static, always pointing the original place. Next, decide which kind
of transformation function the head should take. Finally, move this
head until it meets its tail again. Every spin touched by the worm
head will be transformed by the transformation function taken by the
head. After accomplishing the whole cycle, an operator-loop update
is finished.
For the spin models, the transformation functions are S+i and S
−
i . To
make sure that the head can meet its tail in the end, the rule below
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† for positive direction of propagation
A for negative direction of propagation.
(4.16)
Where A refers to the operator S+i or S
−
i .
When considering to insert this worm, it is not true that every time
the insertion can be accepted. To satisfy the detailed balance, we






After the insertion of a worm, let us take an example of how the
worm head jumps from one spin to another. Supposing that there is
a worm with S+i transformation operator, as Figure 4.2 - Figure 4.5
indicate, the worm can choose a spin as an entrance then exit from
any other three spins. Here we can also understand the mechanism
behind the loop update method. In the case of spin-1
2
, no external
magnetic field and using a trick in Eq. (3.50), it is evident to prove
that the probabilities of exit from exit 2 and exit 3 are both zero.
The worm can only bounce back or change its direction. In such a
case, a loop is constructed.
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Figure 4.2: This figure shows the worm jump along the diagonal line. The
spins “touched” by the worm will be modified by the transformation oper-
ator S+i .
Figure 4.3: In this situation, the direction of propagation has changed, so
does the type of transformation operator. Therefore, the spin 3
2
is modified
by S−i . Two cases above both realize the substitute from diagonal operator
to off-diagonal one in the operator string.
Figure 4.4: In such a case, the worm can just jump along the straight line.
The type of operator will not change.
Figure 4.5: The worm can also exit from the original entrance. In such a
case of bouncing back, the configuration will not change but still is accepted
as a qualified sample.
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Obviously, for the worm, the probabilities of four different exit are dif-
ferent. We can define the exit probability based on the value of each matrix
element. Firstly we number the spins of a vertex as shown in Figure 4.6.
For the case in Figure 4.2, the acceptance probability that the worm exit
Figure 4.6: Number these spins for illustration of the exit probability.
in such a way is:
W (0→ 1) = P (0→ 1)
P (0→ 0) + P (0→ 1) + P (0→ 2) + P (0→ 3) , (4.18)




(S −m)(S +m+ 1)|S,m+ 1〉, (4.19)
S−|S,m〉 =
√
(S +m)(S −m+ 1)|S,m− 1〉. (4.20)
The last remaining question is how many operator-loop update should be
implemented in every Monte Carlo step? The principle is for each MCS, a
significant fraction of vertexes should be visited. In order not to bias the
measurements, it is important that the number of operator-loop update
Nl is fixed [20]. And Nl should be determined such that the total number












~Si · ~Sj, (5.1)
where the system is a cubic lattice, we present the results of heat capacity,
susceptibility and magnetization by using SSE simulation method.
Parameters here are: N = 4× 4× 4, Nb = 64× 3, kB/J = 1K−1, step =
5×105, L = 5000. L is the truncating number. The reason why L = 5000 is
this number is larger than the maximum number of the non-unit operators
in Sl even for the lowest temperature (0.1 K) we consider. Remember L is
initialized as a small number then grows to a large stable value automat-
ically. Figure 5.1 shows the growing process. We can see that the cut-off
number increases quickly to reach its equilibrium value.
When the system is in equilibrium state, measures are taken. Figure 5.2
shows the results of susceptibility. The one with only points is the case of
4× 4 size. The phase transition point is approximately at 1 K. The other
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Figure 5.1: Evolution of the cut-off number. The system is 4 × 4 × 4 at
β = 10.





Figure 5.2: This figure shows susceptibility of spin-1
2
antiferromagnet.
Figure 5.3 is a plot of the order parameter, magnetization. At around 1
K, the magnetization decreases dramatically, which means phase transition
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Figure 5.3: This figure shows the result of magnetization.
The final figure is the heat capacity shown in Figure 5.4. We can roughly
see when the temperature is near 1 K, there is a peak. This result is con-
sistent with Sandvik’s result in 2013. In that paper, he demonstrated the
critical temperature in the three-dimensional Heisenberg antiferromagnet
is kBTc/J = 0.946± 0.001 [21].
Figure 5.4: The figure shows the result of heat capacity.
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5.2 The magnetization and susceptibility re-
sults of EuTiO3 model
First the program is tested on a model of spin-7
2
antiferromagnet without
external field. The results shown in Figure 5.5 and Figure 5.6 are magne-
tization and susceptibility respectively.
Figure 5.5: This figure shows the magnetization of spin-7
2
antiferromagnet.
It just fluctuates around 0, which is normal since there is no externel field.
Figure 5.6: The susceptibility is shown. There is a peak at around 3 K.
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After testing, the program is modified further to calculate the target




~Si · ~Sj + J2
∑
〈nnn〉




Here we take the standard values J1/kB = 0.037 K, J2/kB = −0.069 K
[2]. And the size is 4× 4× 4. Figure 5.7 is the truncating number growing
automatically during the process of thermalization. As we can see, after
only around 100 MC steps, the cut-off number reaches its stable value and
the system enters an equilibrium state.
Figure 5.8 shows the result of magnetization. The external magnetic
field is along the z-direction.
Figure 5.7: The figure shows how the truncation number grow automati-
cally to reach the equilibrium value. The temperature is 2.8 K.
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Figure 5.8: This figure shows the magnetization variation with h increasing.
Figure 5.9 shows the average values of susceptibility over ten times’
program running and error bars. It indicates that the phase transition
point is around 5 K.
Figure 5.9: The figure shows the susceptibility of the EuTiO3 model. It
indicates the Neel temperature is roughly 5 K.
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Since the program tested on EuTiO3 model is a more general one, it can
also be applied to the simple spin-1
2
Heisenberg model. Figure 5.10 shows
susceptibility comparison while Figure 5.11 is about magnetization. Due to
the reproduction of reasonable curves for susceptibility and magnetization,
the results obtained before are more convincing.
Figure 5.10: This figure shows the susceptibility of spin-1
2
antiferromagnet.
The size is 4 × 4. The green line is what we get before in figure 5.2 using
the simple algorithm. The other curve is computed by the algorithm for
EuTiO3 model. They fit well.
Figure 5.11: This figure shows the magnetization per site. It is consistent
to the plot in figure 5.3.
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Until now it seems everything goes well. However, this algorithm fails to
give the reasonable figure for heat capacity. Figure 5.12 shows the energy of
the system and Figure 5.13 is the figure of heat capacity. It is disappointed
that there is no peak for heat capacity. The reason for that might be the
condition that for each Monte Carlo step the average number of visited
vertex should be around ∼< n > is not met. On the other hand, the heat
capacity can be calculated by the fluctuation of n, the non-unit operator in
operator strings. Since n is partially determined by the number of loops in
each Monte Carlo step, the heat capacity is sensitive to the number of loops
of a certain spin configuration. In the case of spin-1
2
, the number of loops for
a certain spin configuration is fixed, and we can find all these loops, which
means we can enumerate all the possible ways to update the configurations.
This can make the process of update highly efficient. However, for the case
of EuTiO3, the shape of loops or the number of these loops can be infinite,
which leads to the fatal problem that the process of loop update becomes
inefficient. At this point, the exact number of loop update is unknown.
This may not influence the measurement of magnetization. However, it
indeed has an impact on the fluctuation of n. Hence, the calculation of the
heat capacity is incorrect in the end.
Figure 5.12: This figure shows the energy of the system by E = −<n>
β
where n is the non-unit operator in operator strings.
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Figure 5.13: The result of the heat capacity calculated by C/kB = 〈n2〉 −
〈n〉2 − 〈n〉. There is no peak which implies something must be wrong.
Before the final summary, I would like to make some objective comments
on SSE method applied to the EuTiO3 model. For the smaller spin case,
SSE algorithm could give us convincing results. This is verified by A.
Sandvik [21]. However, when applying it to the EuTiO3 model, we find
it a little awkward. It is too time-consuming. This is the main reason
why only one system size is considered here. There truly should be more
conventional scaling analysis to determine the critical point. But for this
system, 2× 2× 2 size is too small to get the smooth figures and 6× 6× 6 is
a bit large for SSE to work out. I have tried all these sizes, but the results
are just disappointed. Hence by shortcomings of SSE, the critical point I
extracted may not reliable enough though it is in good agreement with the
result by CMC.
In a summary, it is claimed that only for the 4× 4× 4 system the SSE
method works out the magnetization and susceptibility successfully. Sine
the size of this system is small, a finite-size study should be taken into ac-
count inevitably in the thermodynamic limit. So far we need more accurate
estimates to declare that the Neel temperature of EuTiO3 is around 5 K
by SSE. But work done here is still worthy.
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5.3 Results Comparison
In Chapter 3, we have reviewed the classical Monte Carlo method and
mean field theory on the EuTiO3 model. It is worthwhile to compare these
results with different approaches.
The first comparison presented in Figure 5.14 is susceptibility between
QMC and CMC. We can see that the two plots almost fit each other except
the slight difference near the Neel temperature. For CMC simulation, spins
are regarded as vectors in space, and they are generated independently
while for SSE simulation, it is the whole “world-line” that is created each
time, meaning all the information of Hamiltonian is covered. Although
the start points of this two methods are different, they provide us with
almost the same results, which may imply that the quantum effect is not
conspicuous in the EuTiO3 model.
Figure 5.14: Comparison of susceptibility between SSE computation and
classical Monte Carlo simulation.
The next figure shown in Figure 5.15 is magnetization comparison be-
tween mean field theory and SSE method. The mean field theory results
are provided by Ruofan Chen in our research group.
The core spirit of mean field theory here is to use the averaged effect
to replace interactions acted by other spins. It can reduce the many-body
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Figure 5.15: This figure shows the comparison of magnetization between
SSE computation and mean field theory. Those plots with lines are results
by mean field theory. Magnetization here is multiplied by 2, the g factor.
interaction problem to a single-body problem. Theoretically, the dimension
plays an important role to decide whether the mean field theory works well.
Only when the dimension is larger than four, the mean field theory is always
correct. However, mean field theory can also be applied to systems where
the quantum fluctuation is small. On the contrary, the QMC simulation
conserves all the quantum effect.
Figure 5.15 here shows the magnetization calculated by mean field the-
ory and SSE simulation is almost the same. This outcome should not be
any accident. Since the EuTiO3 model considered here is in three dimen-
sions and spins are large, it is closer to a classical model and the quantum
effect, such as fluctuation and correlation, is trivial here. The comparison
result is also consistent to Figure 5.14, which verifies the quantum effect is
weak in the EuTiO3 model.
Apart from the method comparison, Figure 5.16 shows the data fitting
between experiments and SSE simulation. The experimental data used
here is furnished by R. Mahendiran’s research group at NUS.
In this figure, we see that when the system is at relatively low tem-
perature, 2.8 K or 5 K, the magnetization computed by SSE simulation is
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Figure 5.16: Comparing results with experimental data. The plots with
lines are experimental results while the plots with points are SSE compu-
tational results.
slightly larger than that given by experiments. On the opposite, when the
temperature is higher, these plots fit well.
Since when the temperature is low, the quantum effect will be more
conspicuous. It is inferred that the deformation of the EuTiO3 sample in
the laboratory may cause this difference. Except the consideration of the
deformation of experimental sample, the standard values of J1, J2 may also
need to be revised.
In brief, the quantum effect of the EuTiO3 model is weak, thus the




In retrospect, we first review the classical Monte Carlo method and mean
field theory for the EuTiO3 model. Then the SSE simulation for the same
model is introduced. With this SSE method, we get the results of magne-
tization and susceptibility. Finally, we make a comparison between these
theories and experiments. We find that the quantum correlation and fluctu-
ation are not conspicuous in our model, which leads to the scarce difference
between the QMC theory and classical MFT or CMC theories. Despite the
failure of using SSE method to calculate heat capacity, we can just take
reference of the heat capacity results from the CMC.
In the last chapter, we have mentioned the low efficiency of the oper-
ator loop update algorithm. The generalized directed loop method is the
best candidate to replace. It is more efficient when dealing with large-spin
problems. Hence I may learn more about this method and apply it to an-
other interesting spin systems. Quantum Monte Carlo is a powerful tool
to solve not only the many-body physics problems but also other complex
system problems in various research fields. One day I may use it to solve a
financial problem or population growing problem!
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#define J1 0 .037






#define C2 12 .5
double beta ;
double h=−0.5;
int b s i t e [ 2 ] [ nb ] ;
int Lt=4;
int nh=0; /∗ the num of non−un i t opera tor ∗/
int ∗v ,∗p ,∗ ops t r i ng ;
int Nl ;
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#endif
#include<s td i o . h>
#include<math . h>
#include<a s s e r t . h>
#include<s t d l i b . h>
#include" f un c t i on_co l l e c t i on . h"
#include" ver tex . h"
#include" loopupdate . h"
#include"measure_m . h"
#include"bond_site . h"
#include" the rma l i z e . h"
#include"measure_chi . h"
int main ( )
{
int i1 , i2 , j , k , l , n l ;
int sp in [N] , phi [N ] ;
double kT=20;
int nc , nnc , countn , countm ; /∗ f o r measure∗/
double m, c , ch i ;
double nc2 ,m2, nnc2 ,mm2,mm, e ;
srand ( time (NULL) ) ;
srand48 ( time ( 0 ) ) ;
make la t t i c e ( b s i t e ) ;










Appendix A. C program code
nh=0;m=0;m2=0;
Nl=40;
the rma l i z e ( sp in ) ;
for ( i 1 =0; i1<Step ; i 1++)
{
countm=0;nnc=0;nnc2=0;mm=0;mm2=0;
for ( i 2 =0; i2<Step ; i 2++)
{
diagonalupdate (p , op s t r i ng ) ;
nnc=nnc+nh ;
nnc2=nnc2+nh∗nh ;
makeve r t ex l i s t (v , op s t r i ng ) ;
for ( n l =0; nl<Nl ; n l++)
{
opera to r l oop (p , opst r ing , v ) ;
mm=mm+measure_m(p , phi ) ;










ch i=beta ∗m2/Step/N−m∗m∗N∗beta ;
f r e e ( v ) ;
f r e e ( op s t r i ng ) ;
f r e e (p ) ;
}
c=nc2/Step−((double ) nc/Step )∗ ( (double ) nc/Step )−(double ) nc/Step ;
c=c/N;
e=−kT∗(double ) nc/Step ;
}
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int Index ( int i , int j , int k )
{
i f ( i <0) i+=L ;
i f ( i>=L) i−=L ;
i f ( j <0) j+=L ;
i f ( j>=L) j−=L ;
i f (k<0)k+=L ;
i f (k>=L)k−=L ;
return i ∗L∗L+j ∗L+k ;
}
void neighbor ( int i , int j , int k , int ∗nn)
{
nn [0 ]= Index ( i +1, j , k ) ;
nn [1 ]= Index ( i , j +1,k ) ;
nn [2 ]= Index ( i , j , k+1);
}
void next_neighbor ( int i , int j , int k , int ∗ nnn)
{
nnn [0 ]= Index ( i +1, j +1,k ) ;
nnn [1 ]= Index ( i +1, j −1,k ) ;
nnn [2 ]= Index ( i , j +1,k+1);
nnn [3 ]= Index ( i , j +1,k−1);
nnn [4 ]= Index ( i +1, j , k+1);
nnn [5 ]= Index ( i +1, j , k−1);
}
/∗make the 3d l a t t i c e ∗/
void make la t t i c e ( int b s i t e [ 2 ] [ nb ] )
{
int i , j , k , b , n ;
int nn [ 3 ] , nnn [ 6 ] ;
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for ( i =0; i<L ; i++)
{
for ( j =0; j<L ; j++)
{
for ( k=0;k<L ; k++)
{
b=( i ∗L∗L+j ∗L+k )∗3 ;
ne ighbor ( i , j , k , nn ) ;
for (n=0;n<3;n++)
{
∗( b s i t e [0 ]+b+n)= i ∗L∗L+j ∗L+k ;





for ( i =0; i<L ; i++)
{
for ( j =0; j<L ; j++)
{
for ( k=0;k<L ; k++)
{
b=3∗N+6∗( i ∗L∗L+j ∗L+k ) ;
next_neighbor ( i , j , k , nnn ) ;
for (n=0;n<6;n++)
{
b s i t e [ 0 ] [ b+n]= i ∗L∗L+j ∗L+k ;












void i n i t i a l_ s t a t e ( int ∗ arr , int n)
/∗ n i s the number o f d i f f e r e n t s t a t e ∗/
{
int a , i ;
for ( i =0; i<N; i++)
{
a=rand()%n ;
switch ( a )
{
case 0 : ∗ ar r=S ; break ;
case 1 : ∗ ar r=S−2; break ;
case 2 : ∗ ar r=S−4; break ;
case 3 : ∗ ar r=S−6; break ;
case 4 : ∗ ar r=S−8; break ;
case 5 : ∗ ar r=S−10; break ;
case 6 : ∗ ar r=S−12; break ;





void make_latt ice_factor ( int ∗phi )
{
int i , j , k ;
for ( i =0; i<L ; i=i +2)
{
for ( j =0; j<L∗L ; j=j+2)
{
i f ( ( j /L)%2==0)
{
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phi [ i ∗L∗L+j ]=1;




phi [ i ∗L∗L+j ]=1;




for ( j =1; j<L ; j=j+2)
{
for ( i =0; i<L∗L ; i=i +2)
{
i f ( ( i /L)%2==0)
{
phi [ j ∗L∗L+i ]=1;




phi [ j ∗L∗L+i ]=1;





double matrix ( int a0 , int a1 , int a2 , int a3 , int b0 )
{
double ev ;
int s0 , t e s t ;
i f ( abs ( a0)>S | | abs ( a1)>S)
t e s t =0;
else i f ( abs ( a2)>S | | abs ( a3)>S)
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t e s t =0;
else i f ( a0−a2 >2| | a2−a0>2)
t e s t =0;
else i f ( a1−a3 >2| | a3−a1>2)
t e s t =0;
else
t e s t =1;
i f ( t e s t==1&&b0<3∗N)
{
i f ( a0==a2&&a1==a3 )
ev=−J1∗a0∗a1∗0.25+h∗( a0+a1 )∗0.5/6+C1 ;
/∗ mu l t i p l y by 0 .25 ,we have expanded the l e n g t h o f sp in ∗/
else i f ( a0<a2&&a1>a3 )
{
s0=(S∗(S+2)−a0 ∗( a0+2))∗(S∗(S+2)−a1 ∗( a1−2) )∗0 .25∗0 .25 ;
ev=0.5∗J1∗ s q r t ( s0 ) ;
}
else i f ( a0>a2&&a1<a3 )
{
s0=(S∗(S+2)−a0 ∗( a0−2))∗(S∗(S+2)−a1 ∗( a1 +2) )∗0 .25∗0 .25 ;




return ( ev ) ;
}
else i f ( t e s t==1&&b0>=3∗N)
{
i f ( a0==a2&&a1==a3 )
ev=J2∗a0∗a1∗0.25+J2∗C2 ;
/∗ mu l t i p l y by 0.25 because we have expanded the l en g t h o f sp in ∗/
else i f ( a0<a2&&a1>a3 )
{
s0=(S∗(S+2)−a0 ∗( a0+2))∗(S∗(S+2)−a1 ∗( a1−2) )∗0 .25∗0 .25 ;
ev=0.5∗J2∗ s q r t ( s0 ) ;
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}
else i f ( a0>a2&&a1<a3 )
{
s0=(S∗(S+2)−a0 ∗( a0−2))∗(S∗(S+2)−a1 ∗( a1 +2) )∗0 .25∗0 .25 ;




return ( ev ) ;
}
else return ( 0 ) ;
}
d iagonalupdate ( int ∗p1 , int ∗ ops t r i ng )
/∗p1 sp in s t a t e wh i l e ∗p2 op s t r i n g ∗/
{
int l , b0 , b1 , b2 ;
int s0 , s1 , s2 , s3 ;
double p_ace ;
for ( l =0; l<Lt ; l++)
{
i f ( op s t r i ng [ l ]==0)
/∗which means we can i n s e r t a d iagona l opera tor ∗/
{
b0=drand48 ( )∗nb ;
b1=b s i t e [ 0 ] [ b0 ] ;
b2=b s i t e [ 1 ] [ b0 ] ;
s0=p1 [ l ∗N+b1 ] ;
s1=p1 [ l ∗N+b2 ] ;
s2=p1 [ l ∗N+N+b1 ] ;
s3=p1 [ l ∗N+N+b2 ] ;
p_ace=matrix ( s0 , s1 , s2 , s3 , b0 ) ;
i f (nb∗beta ∗p_ace>Lt−nh | | drand48 ( )∗ ( Lt−nh)<nb∗beta ∗p_ace )
{
nh++;
ops t r i ng [ l ]=b0+1;
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b0=ops t r i ng [ l ]−1;
b1=b s i t e [ 0 ] [ b0 ] ;
b2=b s i t e [ 1 ] [ b0 ] ;
s0=p1 [ l ∗N+b1 ] ;
s1=p1 [ l ∗N+b2 ] ;
s2=p1 [ l ∗N+N+b1 ] ;
s3=p1 [ l ∗N+N+b2 ] ;
i f ( s0==s2&&s1==s3 )
{
p_ace=matrix ( s0 , s1 , s2 , s3 , b0 ) ;
i f (nb∗beta ∗p_ace<(Lt−nh+1) | | ( Lt−nh+1)>drand48 ( )∗nb∗beta ∗p_ace )
{
nh=nh−1;









void the rma l i z e ( int ∗ sp in )
{
int i , a , nl , Lp , n , op , l , j ;
Lt=4;
p=c a l l o c ( ( Lt+1)∗N, s izeof ( int ) ) ;
op s t r i ng=c a l l o c (Lt , s izeof ( int ) ) ;
v=c a l l o c (4∗Lt , s izeof ( int ) ) ;
i n i t i a l_ s t a t e ( spin , Ns ) ;
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for ( i =0; i<Lt+1; i++)
/∗ i n i t i a l i z e s t a t e s f o r a whole world l i n e ∗/
{
for ( j =0; j<N; j++)
∗(p+N∗ i+j )=sp in [ j ] ;
}
for ( i =0; i<thermal_step ; i++)
{
diagonalupdate (p , op s t r i ng ) ;
op=0;
for ( a=0;a<Lt ; a++)
op=op+ops t r i ng [ a ] ;
i f ( op>0)
{
makeve r t ex l i s t (v , op s t r i ng ) ;
for ( n l =0; nl<Nl ; n l++)
opera to r l oop (p , opst r ing , v ) ;
}
Lp=Lt ;
i f ( 1 . 3∗nh>Lt )
Lt=1.3∗nh ;
f r e e ( v ) ;
v=c a l l o c (4∗Lt , s izeof ( int ) ) ;
p=( int ∗) r e a l l o c (p , ( Lt+1)∗N∗ s izeof ( int ) ) ;
i f (p==NULL)
p r i n t f ( " r e a l l o c a t e memory f a i l u r e \n" ) ;
else
{
for ( l=Lp+1; l<Lt+1; l++)
{
for (n=0;n<N; n++)
∗(p+N∗ l+n)=∗(p+n ) ;
}
}
op s t r i ng=( int ∗) r e a l l o c ( opst r ing , Lt∗ s izeof ( int ) ) ;
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i f ( op s t r i ng==NULL)
p r i n t f ( " r e a l l o c a t e memory f a i l u r e \n" ) ;
for ( a=Lp ; a<Lt ; a++)










double prob0 , prob1 , prob2 , prob3 ;
/∗ p r o b a b i l i t y t h a t e x i t from l e g 0 ,1 ,2 ,3 ∗/
i f ( c==0)
{
prob0=matrix ( s0 , s1 , s2 , s3 , b ) ;
prob1=matrix ( s0+sn , s1−sn , s2 , s3 , b ) ;
prob2=matrix ( s0+sn , s1 , s2+sn , s3 , b ) ;
prob3=matrix ( s0+sn , s1 , s2 , s3+sn , b ) ;
}
else i f ( c==1)
{
prob0=matrix ( s0−sn , s1+sn , s2 , s3 , b ) ;
prob1=matrix ( s0 , s1 , s2 , s3 , b ) ;
prob2=matrix ( s0 , s1+sn , s2+sn , s3 , b ) ;
prob3=matrix ( s0 , s1+sn , s2 , s3+sn , b ) ;
}
else i f ( c==2)
{
prob0=matrix ( s0+sn , s1 , s2+sn , s3 , b ) ;
prob1=matrix ( s0 , s1+sn , s2+sn , s3 , b ) ;
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prob2=matrix ( s0 , s1 , s2 , s3 , b ) ;




prob0=matrix ( s0+sn , s1 , s2 , s3+sn , b ) ;
prob1=matrix ( s0 , s1+sn , s2 , s3+sn , b ) ;
prob2=matrix ( s0 , s1 , s2−sn , s3+sn , b ) ;







ran=drand48 ( ) ;
i f ( ran<prob0 )
return ( 0 ) ;
else i f ( ran>prob0&&ran<prob0+prob1 )
return ( 1 ) ;
else i f ( ran>prob0+prob1&&ran<prob0+prob1+prob2 )
return ( 2 ) ;
else
return ( 3 ) ;
}
void opera to r l oop ( int ∗ptr1 , int ∗ opst r ing , int ∗ptr2 )
/∗ ptr1 corresponding to sp in s t a t e
wh i l e p t r2 corresponding to v e r t e x l i s t ∗/
{
int ∗head , ∗ t a i l , ∗vs ;
int l eg , p , b , c , s i t e 1 , s i t e 2 ;
int s0 , s1 , s2 , s3 , i ;
int snote ; /∗ note the type o f worm head∗/
int ex ;
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vs=c a l l o c (4∗Lt , s izeof ( int ) ) ;
int cy c l e =0,ran_num , lp , op ;
/∗ s t o rage o f the s t a t e in format ion to each v e r t e x ∗/
for ( i =0; i<Lt ; i++)
{
i f ( op s t r i ng [ i ]>0)
{
b=ops t r i ng [ i ]−1;
s i t e 1=b s i t e [ 0 ] [ b ] ;
s i t e 2=b s i t e [ 1 ] [ b ] ;
vs [ i ∗4]=∗( ptr1+N∗ i+s i t e 1 ) ;
vs [ i ∗4+1]=∗( ptr1+N∗ i+s i t e 2 ) ;
vs [ i ∗4+2]=∗( ptr1+N∗ i+N+s i t e 1 ) ;




vs [ i ∗4]=8;
vs [ i ∗4+1]=8;
vs [ i ∗4+2]=8;




for ( i =0; i<Lt ; i++)
op=op+ops t r i ng [ i ] ;
a s s e r t ( op>0);
/∗ i n s e r t the worm∗/
do
{
ran_num=rand ( ) ;
lp=4∗Lt ;
l e g=ran_num%lp ;
} while ( ptr2 [ l e g ]==−2);
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p=l e g /4 ; /∗ f i n d the time s l i c e ∗/
c=l e g%4;
switch ( c )
{
case 0 : head=vs+4∗p ; break ;
case 1 : head=vs+4∗p+1; break ;
case 2 : head=vs+4∗p+2; break ;
case 3 : head=vs+4∗p+3; break ;
}
t a i l=head ;
/∗ i n s e r t i o n p r o b a b i l i t y o f worm head∗/
i f (∗ head==S)
{




else i f (∗ head==−S)
{











cy c l e =0;/∗ f o r t e s t i n g ∗/
/∗ s t a r t the c y c l e now∗/
i f ( snote !=0)
/∗ on t ha t cond i t i on the worm i s i n s e r t e d s u c c e s s f u l l y ∗/
{
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do
{




ex=runaway ( s0 , s1 , s2 , s3 , c , snote , op s t r i ng [ p ]−1) ;
∗head=∗head+snote ; /∗modify the s t a t e by the worm head∗/
switch ( ex )
{
case 0 : head=vs+4∗p ; break ;
case 1 : head=vs+4∗p+1; break ;
case 2 : head=vs+4∗p+2; break ;
case 3 : head=vs+4∗p+3; break ;
}




/∗ change the type o f worm head s ince moving d i r e c t i o n changes ∗/
}





/∗ the worm changes i t s d i r e c t i on , thus changing S−opera tor ∗/
else
∗head=∗head+snote ;
/∗ the worm then ge t away from the presen t v e r t e x ∗/
i f ( head==t a i l ) break ;
l e g=ptr2 [4∗p+ex ] ; /∗ f i n d the new l e g ∗/
p=l e g /4 ; /∗ f i n d the new time s l i c e ∗/
c=l e g%4;
switch ( c )
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{
case 0 : head=vs+4∗p ; break ;
case 1 : head=vs+4∗p+1; break ;
case 2 : head=vs+4∗p+2; break ;
case 3 : head=vs+4∗p+3; break ;
}
} while ( t a i l !=head ) ;
}
/∗ update the s t a t e in format ion in the o r i g i n a l world l i n e ∗/
i f ( snote !=0)
{
for ( i =0; i<Lt ; i++)
{
i f ( op s t r i ng [ i ]>0)
{
b=ops t r i ng [ i ]−1;
s i t e 1=b s i t e [ 0 ] [ b ] ;
s i t e 2=b s i t e [ 1 ] [ b ] ;
∗( ptr1+N∗ i+N+s i t e 1 )=vs [ i ∗4+2] ;




i f ( i==Lt−1)
∗( ptr1+p)=∗( ptr1+N∗Lt+p ) ;
else
∗( ptr1+N∗ i +2∗N+p)=∗( ptr1+N∗ i+N+p ) ;
}
}




∗( ptr1+i ∗N+N+p)=∗( ptr1+N∗ i+p ) ;
}
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i f ( op s t r i ng [ i ]>0)
{
b=ops t r i ng [ i ]−1;
s i t e 1=b s i t e [ 0 ] [ b ] ;
s i t e 2=b s i t e [ 1 ] [ b ] ;
∗( ptr1+N∗ i+N+s i t e 1 )=vs [ i ∗4+2] ;









void makeve r t ex l i s t ( int ∗ v e r t e x l i s t , int ∗ ops t r i ng )
{
int i , p , v0 , v1 , v2 , b , s1 , s2 ;
int v f i r s t [N] , v l a s t [N ] ;
for ( i =0; i<N; i++)
{
v f i r s t [ i ]=−1;
v l a s t [ i ]=−1;
}
for ( i =0; i <4∗Lt ; i++)
v e r t e x l i s t [ i ]=−1;
for (p=0;p<Lt ; p++)
{
v0=4∗p ;
i f ( op s t r i ng [ p]==0)
{
v e r t e x l i s t [ v0 ]=−2;
v e r t e x l i s t [ v0+1]=−2;
v e r t e x l i s t [ v0+2]=−2;
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v e r t e x l i s t [ v0+3]=−2;
continue ;
}
b=ops t r i ng [ p ]−1;
s1=b s i t e [ 0 ] [ b ] ;
s2=b s i t e [ 1 ] [ b ] ;
v1=v l a s t [ s1 ] ;
v2=v l a s t [ s2 ] ;
i f ( v1!=−1)
{
v e r t e x l i s t [ v1]=v0 ;
v e r t e x l i s t [ v0]=v1 ;
}
else
v f i r s t [ s1 ]=v0 ;
i f ( v2!=−1)
{
v e r t e x l i s t [ v2]=v0+1;
v e r t e x l i s t [ v0+1]=v2 ;
}
else
v f i r s t [ s2 ]=v0+1;
v l a s t [ s1 ]=v0+2;
v l a s t [ s2 ]=v0+3;
}
for ( i =0; i<N; i++)
{
v1=v f i r s t [ i ] ;
i f ( v1!=−1)/∗ exc lude f r e e sp in ∗/
{
v2=v l a s t [ i ] ;
v e r t e x l i s t [ v2]=v1 ;









double measure_m( int ∗p , int ∗phi )
{
int i , j ,m0,m;
double mm;
m=0;
for ( i =0; i<Lt ; i++)
{
m0=0;
for ( j =0; j<N; j++)









double measure_chi ( int ∗p)
{
int i , j ,m0;
double m2,m;
m=0;
for ( i =0; i<Lt ; i++)
{
m0=0;
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m2=m/Lt ;
return (m2) ;
}
#endif
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