A discontinuous Galerkin formulation that avoids the use of discrete quadrature formulas is described and applied to linear and nonlinear test problems in one and two space dimensions. This approach requires less computational time and storage than conventional implementations but preserves the compactness and robustness inherent in the discontinuous Galerkin method. Test problems include the linear and nonlinear one-dimensional scalar advection of both smooth and discontinuous initial value problems, the two-dimensional scalar advection of smooth initial value problems that are discretized by using unstructured grids with varying degrees of smoothness and regularity, and two-dimensional linear Euler solutions on unstructured grids.
Introduction
Computational methods for aeroacoustics must possess accuracy properties that exceed those of conventional second-order computational fluid dynamics (CFD) methods. At the same time, many problems of interest involve complex geometries that are not easily treated by common high-order methods that normally require a smooth, structured grid. In addition to the geometrically complex problem, we are particularly interested in strongly nonlinear flows that contain shock waves as a major source of sound generation, such as in the case of jet noise.
In an effort to satisfy these requirements, the relatively untried discontinuous Galerkin (DG) method is being tested for hyperbolic problems. Some advantages of this approach include the ease with which the method can be applied to both structured and unstructured grids and its suitability for parallel computer architectures. This approach also has several useful mathematical properties.
Johnson and Pitkärata 1 proved stability and error estimates for linear scalar advection. In a series of papers, Cockburn et al. [2] [3] [4] discussed the DG method with the use of approximate Riemann solvers, limiters, and total-variation diminishing (TVD) Runge-Kutta time discretizations for nonlinear hyperbolic problems. In reference 2, the general formulation in one space dimension is provided; This work includes an analysis of the accuracy and stability (in terms of total variation) and a detailed description of the implementation. Numerical examples using the scalar equations are also provided. In reference 3, the method is applied to one-dimensional systems. Stability of the initial boundary value problem for a linear system is proved, and numerical experiments are presented for the one-dimensional Euler equations. In reference 4, the method is generalized to multispace dimensions. A main result in reference 4 is the design of a limiter that applies to general triangulations, maintains a high order of accuracy in smooth regions, and guarantees maximum norm stability. Jiang and Shu 5 have also proved that the DG method satisfies a local cell entropy inequality for the square entropy, for arbitrary triangulations in any space dimension, and for any order of accuracy. This proof trivially implies L2 stability of the method for nonlinear shocked problems in the scalar case.
Although the DG method has not been widely used in the CFD arena, several instances exist in which this method has been applied to the Euler or Navier-Stokes equations. 3 ' 4 ' 6-9 Halt and Agarwal 6 applied the method of moments (similar to the DG method) to the steady, two- Most recently, Lowrie, Roe, and van Leer 9 presented a fully discrete DG method for the unsteady Euler equations. Biswas, Devine, and Flaherty 10 applied the DG method in an h-p version in an adaptive grid environment and considered the issues in using limiters for moments, as well as for parallel implementations.
In the works described above, the integrals that appear in the formulation are evaluated with quadrature formulas. In this particular work, the DG method is implemented in a form that avoids the use of quadrature formulas with the goal of improving the efficiency of the method.
In the first section, the DG method is described in general. Then, additional motivation for using the quadrature-free approach is given, along with specific details of the formulation. Storage requirements and operation count are also discussed, and the results of a stability analysis are given. It is shown that the primary arguments against the method, high storage requirements and a high operation count, are unjustified. 
General Discontinuous Galerkin Method
Consider an arbitrary domain fi in which the solution is governed by a conservation equation of the form
The DG method can be obtained by partitioning the domain onto smaller, nonoverlapping elements f2; that cover the domain and then applying a traditional Galerkin 11 method to each element. The Galerkin approach within an element is defined by selecting a finite-dimensional basis set, approximating the solution as an expansion in that basis, and then projecting the governing equation onto each member of that basis set:
where / is the total number of elements. The basis set must be constructed from the lower order terms of a complete and linearly independent set. In the fully discrete approach, 9 the basis set contains both temporal and spatial functions. In the semidiscrete approach, which is used here, the basis set contains only spatial functions, and the solution expansion coefficients v{j are functions of time. The divergence term is recast by applying integration by parts as
where ds is an outward-pointing surface-element normal and the flux vector F R is some approximation to a Riemann flux that depends on the solutions in both element i and the neighboring element. The approximate Riemann flux provides the crucial coupling between elements as well as the correct upwind bias required to ensure stability.
Although equation (5) could be evaluated in physical space, the equation can be conveniently (and sometimes advantageously) represented in terms of coordinates that are local to the element.
After such a mapping, equation (5) becomes
where
and (£,»?, C) are the local coordinates within the element.
Depending on the choice of basis functions and the form of J z , the first integral can usually be simplified. If, for example, the basis set is orthonormal with respect to J,, then the first integral term in equation (6) In most cases, the mass matrix can be computed and inverted in advance of the main calculation;
however, it must be stored for every element. In all previous implementations, the spatial integrals are evaluated with quadrature formulas that are appropriate to the element shape and the required degree of accuracy. The resulting N + 1 equations are then used to temporally evolve the coefficients of the solution expansion vij.
In the present formulation, we place a fundamental restriction on the types of elements that are permitted. In particular, we require that all elements (except perhaps elements near a curved boundary) have a linear mapping to a simple similarity element, such as an equilateral triangle or a square in two dimensions (or other simple elements in three dimensions). With this restriction, the temporal term can be rewritten as J 2 M V*, where the mass matrix M is now defined by ra*,j = / b k bjdft (8) ft As a consequence, M is the same for all elements of a given similarity shape (e.g., one M is applicable to all triangles, another is applicable to all squares, and so on) except those near a curved boundary. The considerable reduction in the amount of storage needed far outweighs the inconvenience that may arise from the restriction in element shape.
Throughout the remainder of this discussion, the subscript that identifies the element will be omitted unless its use is necessary for clarity. In addition, although the above discussion applies to a general basis set, the remaining discussion will assume that the basis functions are polynomials. In particular, the results presented later use a basis that is constructed from simple monomials (e.g., B = {l, x, y, x 2 , xy, y 2 _}).
Quadrature-Free Approach
Quadrature formulas, especially Gaussian quadrature formulas, are usually the most accurate and efficient means of evaluating integrals. However, this feature is based on the assumption that the data are readily available at the quadrature points (i.e., the data are stored there), which is typical for most finite-element and spectral-element methods. In these methods, the unknown variables are the values of the solution at the quadrature points, and the basis or "shape" functions are often the Lagrangian polynomials associated with the quadrature points. In the DG method, however, the formulation requires the evaluation of both volume and surface integrals, and no single set of TV + 1 quadrature points exists that can be used to evaluate all integrals to the required accuracy. Thus, the usual practice in the implementation of the DG method is to choose a basis and store the expansion coefficients. As a consequence, the evaluation of the volume integral, for example, requires TV + 1 operations at each quadrature point simply to obtain the data needed to evaluate the quadrature formula. Because all integrals must be exact for polynomials of degree 2p, the operation count for the complete evaluation of the volume integral is on the order of 2 to 3 times TV + 1 operations for each equation, with the assumption that optimal quadrature formulas exist.
In contrast, if the basis functions are judiciously chosen such that integrals of products of the basis functions can be evaluated exactly, then the complete volume integral can be evaluated exactly in TV + 1 or fewer operations. A more precise comparison of the operation count is given in a later section. In the quadrature-free implementation, we derive a set of matrices that accomplish this task. Further, as a consequence of the restriction previously placed on the element type, these matrices are the same for all elements of a given type (i.e., one set of matrices applies to all triangles, another set applies to all squares, and so on). The result is a method with low storage requirements and low computational cost that retains the ability to treat unstructured grids in an accurate and robust manner.
Flux Expansion -*
To accomplish this task, however, an efficient method for expanding the flux vector F in terms of the basis set is needed:
where the number of terms in the expansion M depends on the form of the nonlinearity in F.
To obtain the design order of accuracy, M must be at least as large as N(p+l,d), such that the degree of vb^ • F is at least as large as the degree of bk V.
The expansion is trivially accomplished when F is a linear function of U. In this case, the [p, pu, pv, pe). Although this approach allows all nonlinear fluxes to be evaluated exactly, the coefficient matrices become dependent on the local solution. Hence, the coefficient matrices derived here would be different for every element and would need to be recomputed at every time step; as a result, the storage requirements and computational effort would be unacceptably high.
A general alternative is to expand the flux in a Taylor series. Because the Euler equations consist of terms such as (pu) /p and (pu)(pv)/p, a practical procedure is to approximate p~ in the basis functions by using a Taylor series and then use multiplication to complete the flux expansion.
Another approach is to define the flux in terms of the projection operator as follows. Let
ft ft
This set of equations results in a system that is linear in TJ and can easily be solved exactly.
The flux terms, such as (pu)(pv)/p, can then be computed by multiplication, just as in the Taylor series approach. Alternatively, the projection method can be used to determine the flux expansion directly. Let
ft ft defines a set of equations that is linear for / r
The projection approach is appealing because the error of the approximate flux is minimized over the whole of the element, whereas in the Taylor series approach the flux will be more accurate near the center of the element than near the edges of the element.
Volume Integral
After the flux is represented as in equation (9), the volume integral of equation (6) can easily be rewritten as a matrix times a vector as
and M > N depends on the degree to which a nonlinear flux must be expanded. The vector matrix G is a constant for all elements of a given family and can be precomputed and stored.
The evaluation of the volume integral becomes an order M + 1 operation for each of the JV + 1 equations in the element.
Boundary Integral
The boundary integral is partitioned into segments associated with the sides of the element.
The integral on each boundary segment can be rewritten in terms of a vector times a precomputed matrix; however, the procedure is complicated by the fact that F R is a function of the solution in the two elements on either side of a boundary segment and each of these elements has a distinct local coordinate system. The remedy is to translate each basis function from its local coordinate system to a coordinate system that is common to both elements. The use of a boundary-segment-based coordinate system actually results in a reduction in the total work and storage required. The complete process can be summarized in three steps: translate the solution to an edge coordinate system, compute the approximate Riemann flux in the edge coordinates, and project the flux onto the space defined by the element basis set.
For clarity, the procedure is illustrated for a triangular element; however, the same procedure can be applied to all element types, and the procedure facilitates the use of mixed element types (i.e., squares and triangles together). Figure 1 illustrates a general triangle that has been mapped into a equilateral triangle. The equilateral triangle has a local coordinate system (£, rj) with its origin at the centroid of the element; each edge also has a local coordinate £ with its origin in the center of the edge. Note that the dimensionality of the edge coordinate system is lower than that of the element by 1.
For each edge of the triangle, a constant matrix T, exists that relates each member of the local basis to an expansion in terms of the edge coordinate. The subscript j identifies the edge 
The matrices for the other two edges are considerably more dense but are easily derived in exact form with the aid of a symbolic algebra package such as Maple or Mathematica. The Tj matrix for square elements is relatively sparse on all four edges.
Given any function that is expanded in terms of the element basis, the expansion in terms of the edge basis B is derived as follows:
After V{j has been computed on every face of every element, the flux through an edge can be computed without regard to the type of elements or the orientation of the coordinate system of the elements that border the edge. At an arbitrary edge, illustrated in Figure 2 , we arbitrarily designate one element to be on the left and the other to be on the right. The two edge where n e is the number of edges and the matrices M _1 G and M -1 Efc are constant matrices that apply to all elements of a given type. Furthermore, these matrices can be efficiently precomputed by the procedure just described.
Computational Effort
The effort required to evaluate the complete spatial operator is contained in three basic operations: the evaluation of equation (23) The operation count of the flux computation can vary considerably, depending on the complexity of the flux function. In the linear case, the operation count is on the order of
N(p, d) + l and N(p, d -1) +1 for F and F, respectively. The operation count in the nonlinear case could be as high as [N(p, d) + 1] [N(p +l,d) + l] and [N(p, d -1) + l]
2 for F and F, respectively. Thus, the total operation count for the spatial operator in a single element varies
N(p,d) + l][N(p,d-l) + 1] (24) + 0{d[N(p,d) + l] + n e [N(p,d-l) + l}} for the linear case to d[N(p,d) + l][N(p+l,d) + l] + 2n e [N(p,d) + l][N(p,d-l) + l] (25) + 0{d[N(p+l,d) + l][N(p,d-l) + l] + n e [N(p,d-l) + l] 2 }
for the nonlinear case. For these estimates the matrices are assumed to be full, which is not the
and Table 1 gives N(p, d) + 1 for 1 < p < 6 and for 1 < d < 4.
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In a conventional DG implementation (i.e., one that uses quadrature points), the operation count is on the order of 
Time Integration and Stability
The solution is advanced in time with a three-stage TVD Runge-Kutta method:
where ß k = 0, 3/4, and 1/3 for k = 1, 2, and 3, respectively.
14 Fourier stability analysis has been applied to a generalized A'-stage form of equation (28) (i.e., k = 1,2,..., K) for the one-dimensional linear case of
to determine the stability limit A^-= a At/Ax. Results are given in Table 2 for K = 1, 2, and 3 and for 0 < p < 11. The rapid drop in the stability limit as the order of the method is increased would normally be alarming in comparison with stability constraints of explicit finite-difference methods. However, if we again require that comparisons be made among methods that have the same total number of variables, then the size of the element in the DG method would be larger
(by a factor of p + 1 in one dimension) than the mesh size of a comparable finite-difference calculation. Thus, most of the drop in the stability limit can be attributed to the definition of Ax. The last column of Table 2 gives \K{P + 1), which gives the DG stability limit in a form that facilitates comparison with the stability limit of a finite-difference method.
Results

One-Dimensional Test
The one-dimensional version of this method has been tested on the linear problem Table 3 gives the convergence rate between the two finest grids in the refinement sequence.
Although most cases converge at the design rate of p + 1, the VQ term of the p = 1 case converges at a rate of approximately 3, which is 1 higher than expected. This faster convergence is fortuitous and occurs only because the basis functions are incidentally orthogonal. Because v\ is only second order and V2 is undefined, a solution of degree greater than 1 cannot be recovered at any point other than the element center without departing from the Galerkin framework.
Furthermore, although vo converges faster than the design order, its error is still considerably larger than that of the formally third-order case (p = 2).
In the second test case, the DG method is applied to the linear problem with a discontinuous initial solution:
"«>•*> = {J \IVX\ A typical finite-difference approach, for instance, would tend to smear a contact discontinuity over a region that grows linearly in time.
Next, the DG method is applied to a linear test case that was prescribed as part of the ICASE/LaRC Workshop on Benchmark Problems in Computational Aeroacoustics; 14 these results are compared with the finite-difference results described in reference 14. The test case consists of a Gaussian pulse that is advected across a uniform domain. The Gaussian pulse has a half-width of 6 and is initially centered on the origin of a domain that ranges from -20 to 450.
Results are shown in Figure 9 for p = 1,2, and 3; however, as p is increased, the number of elements is decreased such that the total number of variables is approximately 470 (the number of points specified in the workshop). In Figure 10 , the results of the fourth-order DG method at t = 400 are compared in detail with the results of a fourth-and fifth-order finite-difference method.
The results obtained with the fourth-order DG method with only 117 elements is considerably better than that of either the fourth-or the fifth-order finite-difference method with 470 points.
(Note that smooth curves are generated for the results obtained with the DG method by evaluating the solution at several points within each element.)
The last one-dimensional test case is a nonlinear problem (eq. (31)) in which a shock forms from an initially smooth solution. This problem was used to not only demonstrate the robustness of the method but also to investigate the effect of truncating the nonlinear flux at various levels. We expect, based on the formulation, that the nonlinear flux must be expanded to M = N(p + l,d) terms such that the degree of vb k ■ F is the same as the degree of b k V to obtain the design rate of convergence of p +1. This expected convergence property was verified by a mesh-refinement study in which the calculation was stopped just before shock formation.
The mesh refinement was performed for several values of p, and the finest grid contained 320 elements. Typical results, shown in Table 4 
Two-Dimensional Test
The DG method is applied to the scalar advection equation in two dimensions to demonstrate its robust treatment of unstructured grids. The test problem is given by
defined on the periodic domain 0 < x,y < 1. The approximate solution Vj is initialized from the Taylor expansion of the exact initial condition. The baseline case is chosen to be a uniform Cartesian grid that is triangulated in a regular manner, as illustrated in Figure 12 . Figure 13 shows the L\ error in the VQ component of the solution. As in the one-dimensional case, the time step was small so that the spatial error dominated and for p > 2 the time step was proportional to (Ax)( p+1^3 .
In mesh-refinement studies, the first grid in the sequence is coarsened as the order of the method is increased, so that the total number of variables is roughly the same.
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The abscissa in Figure 13 is the square root of the total number of variables, which facilitates comparison with a simple fourth-order finite-difference method. The higher order convergence of the p = 1 case that was observed in one dimension is not observed in the two-dimensional case. The accuracies of the fourth-order DG and finite-difference methods are quite similar.
One of the major motivations for pursuing a DG method is its ability to maintain accuracy for complex geometries. Here, the baseline grid is altered in several ways to test and demonstrate this capability. Figure 14 illustrates four of the variations that were tested. In the first case, grid A is uniform as in the baseline case, but the triangulation has been performed randomly.
In the second case, grid B is generated from grid A by smoothly clustering the grid toward a diagonal. Grid C is generated from grid B by randomly perturbing each grid point by an amount that is less than 20 percent of the average mesh size. In the last case, grid D is generated from the baseline by imposing a piecewise-constant mesh spacing that places half of the points in a narrow band around the axis.
In most cases, the measured error was insensitive to the grid modification or the direction of propagation (i.e., the value of a and b). Figure 15 gives the L\ error for p = 3 (fourth order) on each of the grids shown in Figure 14 . Results for other values of p were similar. The results in Figure 15 are for a = 1 and 6 = 0 (except for case D2, where a = 1 and 6=1). The slight increase in error in case D2 is attributed more to the increase in mesh size along the propagation path than to the discontinuous manner in which the mesh size changes.
In the last test case, the DG method is applied to another problem prescribed as part of the ICASE/LaRC Workshop on Benchmark Problems in Computational Aeroacoustics. 14 The linear
Euler equations are solved on a square domain of dimensions -100 < x,y < 100 with initial conditions that place a compact acoustic source at x = y = 0 and a convecting disturbance at x = 67, y = 0. Here, the equations have been recast in a form that emphasizes the decoupling
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of the convection terms from the acoustic terms that occurs in this linear system: 
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Conclusions
A quadrature-free form of the discontinuous Galerkin (DG) method has been formulated for the hyperbolic conservation laws. This approach reduces both the storage and operation count to levels that are comparable to high-order finite-volume methods. The method is well suited to both unstructured and structured grids and has been tested on several one-and two-dimensional problems to demonstrate its accuracy and robustness. On smooth meshes, the accuracy of the DG method is comparable to or better than traditional high-order finite-difference methods. Contact discontinuities are advected without the usual diffusion effect, and nonlinear discontinuities (shocks) are propagated by second-and third-order methods without the use of limiters. On two-dimensional unstructured grids, random and discontinuous mesh variations had little effect on the error and no effect on the convergence of the error. • exact solution 33
