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The location of the critical end point (CEP) and the isentropic trajectories in the QCD phase
diagram are investigated. We use the (2+1) Nambu−Jona-Lasinio model with the Polyakov loop
coupling for different scenarios, namely by imposing zero strange quark density, which is the case
in the ultra relativistic heavy-ion collisions, and β-equilibrium. The influence of strong magnetic
fields and of the vector interaction on the isentropic trajectories around the CEP is discussed. It
is shown that the vector interaction and the magnetic field, having opposite effects on the first-
order transition, affect the isentropic trajectories differently: as the vector interaction increases, the
first-order transition becomes weaker and the isentropes become smoother; when a strong magnetic
field is considered, the first-order transition is strengthened and the isentropes are pushed to higher
temperatures. No focusing of isentropes in region towards the CEP is seen.
PACS numbers: 24.10.Jv, 12.39.-x, 25.75.Nq
I. INTRODUCTION
The main goal of the heavy-ion collision (HIC) pro-
gram is to understand strong force and extended systems
governed by Quantum Chromodynamics (QCD). Devel-
opments over the last two decades allowed the creation
and investigation of new forms of QCD matter charac-
terized by high parton densities. One major achievement
in HIC was the discovery that QCD matter at energy
densities greater than 1 GeV/fm3 acts like a strongly in-
teracting plasma of quarks and gluons. Indeed, the fast
(local) thermalization time and the good agreement of
the data at RHIC with ideal relativistic hydrodynamics
models (which admit a fluid evolution with zero viscos-
ity) are evidences that the matter formed at RHIC is a
strongly interacting plasma of quarks and gluons [1], as
confirmed by the Large Hadron Collider (LHC) data [2].
Since in HIC the expansion of the quark-gluon plasma
(QGP) is accepted to be a hydrodynamic expansion of an
ideal fluid, it will nearly follow trajectories of constant en-
tropy, the so-called isentropes. Due to the conservation of
the baryon number, the isentropic trajectories are lines of
constant entropy per baryon (s/ρB) in the (T, µB) space
with zero strange quark density, ρs = 0, which contain
important information on the adiabatic evolution of the
system. For AGS, SPS, and RHIC the values of s/ρB are
30, 45, and 300, respectively [3]. Lattice results for the
isentropic (2+1) flavors equation of state (EOS) at these
values of s/ρB are given in Refs. [4, 5].
In Ref. [6] it was proposed that the presence of a criti-
cal end point (CEP) in the QCD phase diagram deforms
the trajectories describing the evolution of the expand-
ing fireball. This will have important consequences on
the search for the CEP, because modifications of the ex-
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pansion trajectory may lead to observable effects in the
hadron spectra (see Ref. [7]).
The possible existence of the CEP and its implica-
tions to the QCD phase diagram is a very timely topic
that has drawn the attention of the physics commu-
nity. From the theoretical point of view, the location
of the CEP has been intensively investigated by us-
ing lattice QCD calculations (despite the fermion sign
problem, extrapolation methods have been used to ac-
cess the region of small chemical potentials and look
for the CEP [8]), and more recently by using Dyson-
Schwinger equations [9]. Also, effective models such as
the Nambu−Jona-Lasinio (NJL) model and its exten-
sions, like the NJL model with eight-quark interactions
and the Polyakov−Nambu−Jona-Lasinio (PNJL) model,
have been used to study critical properties around the
CEP [10–12].
From the experimental point of view, the location of
the CEP is one major goal of several HIC programs, but
so far, no definitive results have been found about its lo-
cation, and even its existence remains a mystery. Since
2010, the Beam Energy Scan (BES-I) program at RHIC
has been searching for the experimental signatures of the
first-order phase transition and the CEP by colliding Au
ions at several energies [13]. In the near future it is ex-
pected that, if the CEP exists at a baryonic chemical
potential below 400 MeV, the upcoming BES-II program
can provide data on fluctuation and flow observables
which should yield quantitative evidence for the presence
of the CEP. Also, at RHIC, the STAR Collaboration is
looking for the CEP, but no definitive conclusions were
possible from their measurements of the moments of net-
charge multiplicity distributions. Future measurements
with high statistics data will be needed [14].
The NA49 program at CERN SPS has also investi-
gated the CEP’s location in nuclear collisions at 158A
GeV by analyzing π+π− pairs with an invariant mass
very close to the two-pion threshold, looking for criti-
2cal fluctuations of the sigma component in a hadronic
medium [15]. Sizable effects of π+π− pair fluctuations
with critical characteristics were found in Si + Si colli-
sions, but these effects could not be directly related to
the presence of the CEP. Presently, the NA61/SHINE
program is dedicated to looking for the CEP and inves-
tigating the properties of the onset of deconfinement in
light and heavy ion collisions [16, 17].
Recently, new possible hints on the CEP were given:
i) in [18] a finite-size scaling analysis of non-
monotonic excitation functions for the Gaussian
emission source radii difference obtained from
two-pion interferometry measurements in Au+Au
(
√
sNN = 7.7 − 200 GeV) and Pb+Pb (√sNN =
2.76 TeV) collisions suggests a second order phase
transition with the estimated location of the CEP
at T CEP = 165 MeV and µCEPB = 95 MeV;
ii) in [19] it was observed a sharp peak in the trace-
anomaly and a local minimum of the generalized
specific volume at a laboratory energy of 11.6 AGeV
which can provide a signal for the formation of a
mixed phase between the quark-gluon plasma and
the hadron phase;
iii) in [20] it is argued that the observed collapse of
directed flow of protons and pions at mid-rapidity
at 9 GeV <
√
sNN < 20 GeV is the evidence for
the softening of the QCD equation of state (EoS),
possibly caused by a first-order phase transition.
If these results are confirmed, i.e., an unambiguous ex-
perimental identification of a first-order phase transition
from the hadronic phase to the deconfined phase, and
having in mind that lattice QCD calculations at zero
baryon chemical potential show an analytic crossover for
the transition from hadrons to quarks and gluons [21–23],
the existence of the CEP gains a strong foothold.
As a matter of fact, it might be easier to detect the
first-order phase-coexistence region than the CEP: when
the expanding matter created in a HIC eventually crosses
a first-order phase transition line the system probably
will spend sufficient time in this region to develop mea-
surable signals. Possible observables of this transition
are based on the clumping of the system due to spinodal
phase decomposition. This could lead to enhanced fluc-
tuations of observables like the strangeness: the enhance-
ment of the kaon-to-pion fluctuations can be the result of
the enhancement of fluctuations in the strangeness sector
(for a review, see Ref. [7]). These fluctuations caused by
spinodal instabilities are a generic phenomenon of first-
order phase transitions and may be less suppressed by
the short lifetime and the finite size of the system, as
compared to critical fluctuations needed to detect the
CEP.
The experience acquired in theoretical and experimen-
tal investigations concerning the nuclear liquid-gas phase
transition can be very useful to the study of deconfine-
ment and chiral phase transitions in relativistic HIC [24].
Indeed, in Ref. [25], the spinodal instabilities as a sig-
nal of the nuclear liquid-gas phase transition have been
successfully identified in nuclear multifragmentation.
In the next several years, planned experiments at FAIR
(GSI) and at NICA (JINR) will strengthen the search for
the CEP (and the first-order transition of the QCD phase
diagram) by exploring regions of higher baryonic chem-
ical potentials, and definitive conclusions concerning its
possible existence and location are expected (a review on
the experimental search of the CEP can be found in Ref.
[26]).
It is also important to point out that the location of
the CEP is affected by several conditions like the isospin
or strangeness content of the medium [27], the role of the
vector interaction in the medium [28, 29] or the presence
of an external magnetic field [27, 29]. The possible loca-
tion of the CEP will allow us to set stricter constraints
on effective models.
Considering all that has been mentioned above, to-
gether with its relevance for the understanding of the
QCD phase diagram, in the present work we investigate
the isentropic trajectories crossing the chiral phase tran-
sition around the CEP in both the crossover and first-
order transition regions. We consider different scenarios
of interest for the phase diagram obtained by choosing
different values of the isospin and the strangeness chem-
ical potentials. Finally, we explore the effects of the vec-
tor interaction and of an external magnetic field on the
isentropic trajectories around the CEP.
II. MODEL AND FORMALISM
To investigate quark matter subject to strong magnetic
fields, we will use the PNJL model [30, 31] with 2+1
flavors and a vector interaction. The PNJL Lagrangian
in the presence of an external magnetic field is given by
L = ψ¯ [iγµDµ − mˆf ]ψ +GS
8∑
a=0
[
(ψ¯λaψ)
2 + (ψ¯iγ5λaψ)
2
]
−GD
{
det
[
ψ¯(1 + γ5)ψ
]
+ det
[
ψ¯(1− γ5)ψ
]}
−GV
8∑
a=0
[
(ψ¯γµλaψ)
2 + (ψ¯γµγ5λaψ)
2
]
+ U (Φ, Φ¯;T )− 1
4
FµνF
µν (1)
The quark sector is described by the SU(3) version of
the NJL model where GS represents the four-Fermi cou-
pling constant and GD denotes the ’t Hooft interaction
strength [32–34].
In Eq. (1), ψ = (u, d, s)T is the quark field with three
flavors, and mˆf = diagf (mu,md,ms) is the correspond-
ing (current) mass matrix. λ0 =
√
2/3I, where I is the
unit matrix in the three-flavor space, and 0 < λa ≤ 8
denote the Gell-Mann matrices.
The coupling between the (electro)magnetic field B
and quarks, and that between the effective gluon field
3and quarks, is implemented via the covariant deriva-
tive Dµ = ∂µ − iqfAµEM − iAµ, where qf is the quark
electric charge (qd = qs = −qu/2 = −e/3), AEMµ and
Fµν = ∂µA
EM
ν − ∂νAEMµ are used to account for the
external magnetic field, and Aµ(x) = gstrongAµa(x)λa2 ,
where Aµa is the SUc(3) gauge field. A static and con-
stant magnetic field in the z direction, AEMµ = δµ2x1B,
is considered. In the Polyakov gauge, Aµ = δµ0A
0, with
A0 = −iA4. The trace of the Polyakov line defined by
Φ = 1
Nc
〈〈P exp i ∫ β0 dτ A4 (~x, τ) 〉〉β is the Polyakov loop
which is the exact order parameter of the Z3 symmet-
ric/broken phase transition in pure gauge.
To describe the pure gauge sector, we choose an effec-
tive potential, U (Φ, Φ¯;T ), which allows us to reproduce
the results obtained in lattice calculations [35]:
U (Φ, Φ¯;T )
T 4
= −a (T )
2
Φ¯Φ
+ b(T )ln
[
1− 6Φ¯Φ + 4(Φ¯3 + Φ3)− 3(Φ¯Φ)2] ,
(2)
where a (T ) = a0 + a1
(
T0
T
)
+ a2
(
T0
T
)2
, b(T ) = b3
(
T0
T
)3
.
The choice of the parameters for the effective potential
U (Φ, Φ¯;T ) is a0 = 3.51, a1 = −2.47, a2 = 15.2, and
b3 = −1.75. The parameter T0 of the Polyakov poten-
tial defines the onset of deconfinement and is fixed to
270 MeV according to the critical temperature for the
deconfinement in pure gauge lattice findings [36]. This
potential was constructed in order to describe, for the
pure Yang-Mills sector, the expectation value of the color
traced Polyakov loop (which acts as an order parameter
for the confinement-deconfinement transition). Other po-
tentials were proposed in literature (see for example Ref.
[28]). However, a new and consistent Polyakov-loop po-
tential fitted to the latest lattice data that are contin-
uum extrapolated and cover a large temperature range
is needed. This new effective potential will eventually
change the behavior of the isentropic trajectories. Since
this new potential is not yet available, we utilize the po-
tential most commonly used in the literature given by
Eq. (2).
The thermodynamical potential Ω is written as
Ω(T, µ,B) = 2GS
∑
f=u,d,s
〈
ψ¯fψf
〉2 − 4GD 〈ψ¯uψu〉
× 〈ψ¯dψd〉 〈ψ¯sψs〉− 2GV ∑
f=u,d,s
〈
ψ†fψf
〉2
+
∑
f=u,d,s
(
Ωfvac +Ω
f
med +Ω
f
mag
)
+ U(Φ, Φ¯, T )
(3)
where Ωfvac, Ω
f
med, and Ω
f
mag are the flavor contributions
from the vacuum, medium and magnetic field, respec-
tively, which can be found in the Appendix A. The effec-
tive chemical potential, for each flavor, is given by
µ˜f = µf − 4GV ρf , f = u, d, s. (4)
The equation of state for the entropy density, s, is given
by
s(T, µ,B) = −∂Ω
∂T
. (5)
Since the model is not renormalizable, we regularize it
by using a sharp cutoff in 3-momentum space, Λ, for the
divergent ultraviolet integrals only. For our numerical
calculations we adopt the parameter set obtained in Ref.
[37]: Λ = 602.3 MeV, GSΛ
2 = 1.835, GDΛ
5 = 12.36,
mu = md = 5.5 MeV, ms = 140.7 MeV. In the vacuum
(T = µq = 0), this choice of parameters gives the quark
masses Mvacq = M
vac
u = M
vac
d = 367.7 MeV and M
vac
s =
549.5 MeV [37].
III. THE ISENTROPIC TRAJECTORIES
We next analyze how the isentropic trajectories near
the CEP are affected by the influence of a repulsive vector
interaction and by the presence of an external magnetic
field. We start with the case where the vector coupling
is absent at zero magnetic field and use the results as
benchmarks to discuss the effects of the vector interaction
and of the presence of a magnetic field on the isentropes.
We will neglect the effect of the soft-mode fluctuations
around the CEP. Indeed, soft modes associated with the
CEP are important1; however, their contribution is only
important in a narrow region surrounding the CEP [39].
A. Results at GV = 0
In this section, we consider three different scenarios for
the phase diagram:
Case I − equal quark chemical potentials (µu = µd =
µs). This scenario, used in most calculations, corre-
sponds to zero charge (or isospin), µQ = 0, and zero
strangeness chemical potential, µS = 0. It also allows for
isospin symmetry, Mu = Md, and the net strange quark
density, ρs, is nonzero.
Case II− equal u and d quark chemical potentials (µu =
µd) and zero strange quark chemical potential (µs = 0).
It corresponds to zero charge (isospin) chemical poten-
tial, µQ = 0, and the strangeness chemical potential
is one third of the total baryonic chemical potential,
µS = 1/3µB. This is the relevant scenario to simulate
matter created by ultra relativistic HIC. Indeed, since
thermalization is reached within 10−22 sec (10-20 fm/c),
the time scale of the strong interaction, the system is
far from β-equilibrium. The net strange quark number
should be zero before the beginning of hadronization in
1 For the QCD CEP, the associated soft mode is a linear com-
bination of fluctuations of the chiral condensate and the quark
number density instead of pure chiral fluctuations [38].
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FIG. 1. Left panel: QCD phase diagram in the T − µq plane. The full red line is the first-order chiral phase transition and
the gray region is the unstable region bounded by the spinodal lines − spinodal region. Right panel: QCD phase diagram in
the T − ρB/ρ0 plane with ρ0 = 0.16 fm
−3. The full red line delineates the phase coexistence boundary (binodal line). The
metastable region is bounded externally by the the binodal line and is separated from the unstable region by the spinodal lines
(gray lines). For both panels the isentropic trajectories correspond to (from right) S/ρB = [0.5, 1, 2, 3, 4, 5, 6, 7, 10]. The
isentropic trajectories in magenta intersect the crossover line.
the expansion stage [40] so, the strange quark density
must be set to zero, ρs = 0.
Case III− β-equilibrium matter corresponding to µu −
µd = µQ = −µe and µd = µs (µS = 0).
Next, we present our results for isentropic trajectories
close to the CEP. In Fig. 1 we plot the isentropic trajec-
tories in the T − µq (left panel) and in the T − ρB (right
panel) planes for Case I. The CEP is located at (T CEP =
155 MeV, µCEPq = 291 MeV) (see Table I). At zero tem-
perature, the phase diagram presents a first-order phase
transition with µcritq = 361 MeV being the critical chem-
ical potential where the transition takes place [34, 41].
At µq = 0, both chiral and deconfinement transitions are
crossovers, being the respective pseudocritical tempera-
tures at T χc = 222 MeV and T
Φ
c = 210 MeV [41].
By analyzing the behavior of the isentropic trajectories
when T → 0, we note that all isentropic trajectories ter-
minate at the same point of the horizontal axes: T = 0
and µq = 367.7 MeV, with µq = M
vac
q > µ
crit
q . This
combination (T = 0, µq = 367.7 MeV) corresponds to
the vacuum. Indeed, for the chosen set of parameters, at
T = 0, the first-order transition point satisfies the con-
T [MeV] µq [MeV] ρB/ρ0
Case I (µu = µd = µs) 155 291 1.98
Case II (ρs = 0) 157 296 1.84
Case III (β-equilibrium) 146 308 1.71
TABLE I. Temperature, quark chemical potential and bary-
onic density for the CEP in the different scenarios considered
(ρ0 = 0.16 fm
−3).
dition µcritq < M
vac
q [34]. This scenario implies the ex-
istence of a strong first-order phase transition from the
vacuum solution Mq =M
vac
q into the partially chiral re-
stored phase with Mq small when compared with M
vac
q .
At the transition point, the density jumps from zero to
a relatively large value.
According to the third law of thermodynamics, when
T → 0, also s → 0, and therefore, for s/ρB = const.,
we must require that ρB → 0, which is fulfilled when
µq = M
vac
q [41]. In fact, at µ
crit
q and T = 0, the total
baryonic density jumps from zero to ∼ 2.5ρ0, equally
carried by quarks u and d (the density of strange quarks,
ρs, is still zero, and we only have ρs 6= 0 when µq > Ms).
In the vicinity of the first-order region, the isentropic
trajectories with s/ρB . 6 come from the region of par-
tially restored chiral symmetry and reach the unstable
region (spinodal region), bounded by the spinodal lines,
going then along with it as T decreases until it reaches
T = 0 (see Fig. 1, left panel). Taking the line for
s/ρB = 0.5, it is seen that the isentropic trajectory inter-
sects the spinodal line at (T ≈ 44 MeV, µq ≈ 372 MeV)
and crosses the first-order line twice, at (T ≈ 43 MeV,
µq ≈ 358 MeV) and (T ≈ 29 MeV, µq ≈ 360 MeV), as
the temperature decreases in a “zigzag”-shaped trajec-
tory bounded by the spinodal lines. Now, taking the line
with s/ρB = 4, it becomes interesting to note that the
isentropic trajectory starts by having a behavior similar
that of s/ρB = 0.5, but then it leaves the spinodal region.
However, as the temperature decreases, the isentropic
trajectory reaches the spinodal region again from lower
values of µq. This also happens for lines with s/ρB = 5
and s/ρB = 6.
For cases with s/ρB > 6, the isentropic trajectories,
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FIG. 2. Left panel: Phase diagram in the T − µq plane for Case II (ρs = 0). Right panel: Phase diagram in the T − µq plane
for Case III (β-equilibrium). The isentropic trajectories in magenta intersect the crossover line.
given by the curves in magenta, go directly through the
crossover region (the crossover is defined as the zero of
the ∂2〈q¯fqf 〉/∂T 2, i.e., the inflection point of the light
quark condensates 〈q¯fqf 〉, f = u, d), displaying a smooth
behavior, and they reach the spinodal region from lower
values of µq. In the crossover region, the isentropic tra-
jectories have a behavior qualitatively similar to that ob-
tained in lattice calculations [5, 42].
As already pointed out in Ref. [41], no focusing of
isentropic trajectories towards the CEP is seen but only
smooth trajectories. The focusing effect was suggested in
Ref. [43], and it is argued that hot and dense QCD mat-
ter, as systems with a possible CEP of the same univer-
sality class as the three-dimensional Ising model, would
exhibit focusing near the CEP: the CEP would act as an
attractor for the isentropes [43]. However, several models
do not exhibit the focusing effect near the CEP. In Ref.
[44], isentropic trajectories were investigated in a renor-
malization group approach applied to the quark-meson
model, and no focusing was found. Indeed, while the
critical behavior at the CEP is universal, the focusing ef-
fect is not, because the the entropy per baryon does not
diverge at the CEP. The characteristic shape of the isen-
tropic trajectories in the vicinity of the CEP can vary
from model to model, even if they belong to the same
universality class [44].
Next, we will proceed by investigating Case II (see left
panel of Fig. 2) due to its relevance heavy-ion collisions.
As already pointed out in Ref. [39], the phase diagram is
only slightly changed by the constraint ρs = 0; in our case
the CEP moves from (T CEP = 155 MeV, µCEPq = 291
MeV) to (T CEP = 157 MeV, µCEPq = 296 MeV), as can
be seen in Table I. In Ref. [39] it was also argued that the
strangeness neutrality only has a perceptible effect on the
isentropic trajectories at high temperatures. The reason
for this behavior lies in the fact that the constituent mass
of quark s, Ms, is still heavy around the chiral crossover
when compared with the masses of the quarks u and d,
and consequently ρs ≈ 0 even without a constraint, as
long as T is low and µq is smaller than Ms.
In right panel of Fig. 2, we present the results con-
cerning Case III, matter in β-equilibrium, which has a
large isospin asymmetry. The CEP for β-equilibrium oc-
curs for a larger quark chemical potential, but also for
a lower temperature when compared to the other sce-
narios. The reason is related to the fact that matter in
β-equilibrium being less symmetric, is less bound, and
therefore, the transition to a chirally symmetric phase
occurs at a lower temperature and density than in the
symmetric case [27]. On the other hand, at T = 0, the
spinodal region is reduced by 10 MeV when compared
with Cases I and II, where the spinodal region occurs
between 346 and 378 MeV for both cases. Concerning
the isentropic trajectories, the behavior is qualitatively
similar to both cases previously studied, but they have
some peculiarities, as can be seen in the right panel of
Fig. 2: i) all isentropic trajectories will end at T = 0 and
µq = M
vac
q = µ
crit
q = 367.7 MeV; and ii) for the same
values of s/ρB, the isentropic trajectories occur at lower
temperatures, especially for lower values of s/ρB.
B. Results at GV 6= 0: The influence of the vector
interaction on the isentropic trajectories
In this section, we investigate the influence of the vec-
tor interaction in the isentropic trajectories. Hencefor-
ward, we restrict our study to Case I (µu = µd = µs).
The role of the vector interaction in the phase diagram
was studied in detail in Ref. [28] and more recently
in Ref. [29], where the presence of an external mag-
netic field was also considered. It was shown that the
CEP can be absent in the phase diagram when the value
of the coupling GV is greater than the critical value of
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FIG. 3. Phase diagram in the T − µq plane for GV = 0.5GS (left panel) and GV = G
crit
V = 0.71GS (right panel). For
GV = G
crit
V = 0.71GS all the isentropic trajectories do not cross the first-order transition region.
GcritV ≈ 0.71GS within the present parametrization [29].
Indeed, as the value of GV is increased from 0 to G
crit
V ,
the first-order phase transition is weakened: the CEP is
located at lower temperatures and larger chemical poten-
tials, but smaller densities. For GV = 0.5GS, the CEP is
located at (T CEP = 88 MeV, µCEPq = 371 MeV), while
at GcritV ≈ 0.71GS, it is located at (T CEP ∼ 0 MeV,
µCEPq = 390 MeV) (see Table II).
In the left (right) panel of Fig. 3, we present the re-
sults for the isentropic trajectories when GV = 0.5GS
(GcritV ≈ 0.71GS). For GV = 0.5GS (left panel of Fig.
3), their behavior is different from that obtained with
GV = 0 (left panel of Fig. 1): Due to the repulsive na-
ture of the vector interaction, when T = 0, the first-order
phase transition only takes place at a critical potential
µcritq > M
vac
q , meaning that the system will not form
quark droplets; instead, the system has a homogeneous
quark gas at low densities. The constituent mass of light
quarks goes gradually down and the respective density
starts to rise smoothly at µq ≈ Mvacq , well before µcritq .
Consequently, isentropic trajectories will not finish in the
spinodal region as T → 0 but for µq near Mvacq . Taking
the trajectory s/ρB = 1 (dashed blue line), it intersects
the first-order line three times, being the highest temper-
ature crossing near the CEP. Then, as the temperature
T [MeV] µq [MeV] ρB/ρ0
GV = 0 (Case I) 155 291 1.98
GV = 0.5GS 88 371 ∼ 1.4
GcritV = 0.71GS ∼ 0 390 ∼ 1.1
TABLE II. Temperature, quark chemical potential and bary-
onic density for the CEP for different values of the vector
coupling, GV (ρ0 = 0.16 fm
−3).
decreases in its path inside the spinodal region, it reaches
the chemical potentials of both the lower and upper spin-
odal lines. At T ≈ 15 MeV, the isentropic trajectory
leaves the spinodal region to the chirally broken phase
going to µq ∼ Mvacq when T → 0. The trajectory with
s/ρB = 2 goes through the crossover at T ≈ 96 MeV and
µq ≈ 369 MeV, very close to the CEP (T CEP = 88 MeV,
µCEPq = 371 MeV), and comes into the spinodal region
from lower values of µq just below the CEP. At T ≈ 70
MeV, the isentropic trajectory leaves the spinodal region,
its behavior being similar to that of the line s/ρB = 1.
The trajectories with s/ρB ≥ 3 (in magenta) do not cross
the spinodal region.
In the high-chemical-potential region, the isentropic
trajectories behave similarly to Case I (see also the left
panel of Fig. 1). In this region, the chiral symmetry is
already restored for all scenarios, being the constituent
masses of the quarks close to their current values. This
also happens when GcritV ≈ 0.71GS (see right panel of
Fig. 3), even if in this case the first-order phase transi-
tion no longer occurs and the transition to the partially
chiral restored phase is a crossover, except at the CEP
where the transition is of second-order.
C. The influence of the magnetic field on the
isentropic trajectories
The influence of a magnetic field gives rise to a mag-
netic catalysis (MC) effect−i.e., the enhancement of the
quark condensate due to the magnetic field. Increasing
the chemical potential and/or the temperature and in-
creasing the magnetic field have competing effects: while
high chemical potentials and/or temperatures favor the
restoration of chiral symmetry, the magnetic field has an
opposite effect [45].
The influence of external magnetic fields on the posi-
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tion of the CEP was investigated in detail for both NJL
and PNJL models in Refs. [27, 29, 46]. The main conclu-
sions when µu = µd = µs were that the trend is similar
for both models: as the intensity of the magnetic field in-
creases until a certain value (eB ∼ 0.4 GeV2 [27, 29]), the
transition temperature increases and the baryonic chemi-
cal potential decreases. For even stronger magnetic fields,
when no inverse magnetic catalysis (IMC) effects are con-
sidered, both T CEP and µCEPB increase [27, 46]. This can
be seen from Table III. If the isospin symmetric matter
scenario is taken, µu = µd and µs = 0, the influence of
the magnetic field on the CEP is very similar to the pre-
vious one, the temperature being only slightly larger and
the baryonic density only slightly smaller for the CEP’s
location [27].
When IMC effects [47, 48] are taken into account, no-
ticeable effects on the location of the CEP occur for suf-
ficiently high values of the magnetic field: the CEP will
now occur at increasingly smaller chemical potentials and
at a practically unchanged temperature [29]. Under an
increase of the magnetic field, the CEP eventually moves
toward µB = 0, and the deconfinement and chiral phase
transitions should become of first-order as predicted by
lattice calculations [49].
T [MeV] µq [MeV] ρB/ρ0
eB = 0 (Case I) 155 291 1.98
eB = 0.05 GeV2 156 289 ∼ 2.0
eB = 0.3 GeV2 192 225 ∼ 3.5
TABLE III. Temperature, quark chemical potential and bary-
onic density for the CEP at eB = 0, eB = 0.05 GeV2, and
eB = 0.3 GeV2 (ρ0 = 0.16 fm
−3).
To investigate the influence of the magnetic field on
the behavior of isentropic trajectories we take eB = 0.05
GeV2, a relatively small magnetic field, and eB = 0.3
GeV2 (a magnetic field that could occur at LHC exper-
iments, even if the magnetic field can only be produced
for a short period of time in HIC), which are plotted in
Figs. 4 and 5, respectively. No IMC effects on the loca-
tion of CEP will be considered. From the panels of both
figures, we conclude that as the magnetic field increases,
the spinodal region is enlarged, especially for eB = 0.3
GeV2: the extension of the spinodal region at T = 0 goes
from ∆µq = 32 MeV for eB = 0 to ∆µq = 167 MeV for
eB = 0.3 GeV2. A complete study of the effect of the
magnetic field intensities on the EOS at T = 0 was per-
formed in Refs. [29, 50]. As pointed out, for some ranges
of the magnetic field, several first-order phase transitions
occur which disappear when the temperature is slightly
increased, so they will not influence the behavior of the
chosen isentropic trajectories. In fact, like in our case for
eB = 0.05 GeV2, the filling of the Landau levels origi-
nates Haas–van Alphen oscillations (the effect of Landau
quantization of charged particles’ energy). Larger val-
ues of B increase the amplitude of the fluctuations and
reduce their number, because fewer Landau levels are
involved [50]. The consequence is that the larger the in-
tensity of the magnetic field, the greater the difficulty
in restoring chiral symmetry. On the other hand, by in-
creasing the temperature, thermal energy can become of
the order of the level spacing and washes out these Lan-
dau quantization effects. Nevertheless, at sufficiently low
temperatures, Landau quantization still manifests itself
by the appearance of oscillations in physical quantities
like the pressure.
The investigated isentropic trajectories are quite af-
fected by the growth of the spinodal region as would be
expected: there is an entrainment of the isentropes to
8200 250 300 350 400 450
0
25
50
75
100
125
150
175
200
225
250
s/ B = 12
2
  8
0.5
4
eB = 0.3 GeV2
T 
( M
eV
 )
 q (MeV)
10
6
1
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
0
25
50
75
100
125
150
175
200
225
250
10
s/ B = 12
eB = 0.3 GeV2
 0.5T 
( M
eV
 )
B / 0
 8 6
 4
 2
1
FIG. 5. Left panel (right panel): Phase diagram in the T−µq (T−ρB/ρ0) plane for eB = 0.3 GeV
2. The isentropic trajectories
correspond to (from right, counterclockwise) S/ρB = [0.5, 1, 2, 4, 6, 8, 10, 12]. The isentropic trajectories in magenta intersect
the crossover line.
higher temperatures within this region as it grows, due
to the increasing of the magnetic field, as can be seen by
comparing the left panels of Figs. 4 and 5. Together with
the shift of the CEP (see Table III) to higher (lower) tem-
peratures (chemical potentials) by increasing magnetic
fields (making the spinodal region bigger), also the isen-
tropic trajectories are pushed to higher temperatures in
the transition region, especially when eB = 0.3 GeV2.
However, outside of the spinodal region and for high
chemical potentials, the isentropes have almost the same
temperature as those with eB = 0, in particular for eB =
0.05 GeV2. This can be understood by considering the
fact that at high temperatures and chemical potentials,
the restoration of chiral symmetry already took place and
the magnetic catalysis effect is almost suppressed: due
to the increasing temperature, more Landau Levels will
be filled, when compared with low temperatures, being
the system less affected by the magnetic field. For lower
temperatures isentropes with s/ρB < 4, at eB = 0.3
GeV2, are more affected by the magnetic field (as can be
seen in left panel of Fig. 5), where they can decrease as
µq is increased.
As in the previous sections, no focusing of isentropic
trajectories towards the CEP is seen with increased mag-
netic field but only smooth trajectories, as with the re-
sults obtained in the model SU (2).
Finally, from the right panels of Figs. 4 and 5, it is
seen that the baryonic density area of the transition re-
gion increases as the magnetic field increases. This is
the result of the strengthening of the first-order transi-
tion due to the magnetic field. As already mentioned,
stronger magnetic fields induce larger spacing between
the Landau levels, and consequently, it is more difficult
to restore chiral symmetry. On the other hand, for high
magnetic fields, the lower-density spinodal line is pulled
to very small densities, and some isentropes (see the case
for s/ρB = 4 in the right panel of Fig. 5) can reach the
spinodal region for small values of the density. With this
behavior, it is expected that the enhancement of fluctua-
tions of observables caused by spinodal instabilities, like
strangeness, will be more easily detected in the presence
of strong magnetic fields.
IV. CONCLUSIONS
In the present work we have investigated the isen-
tropic trajectories around the CEP. The isentropic tra-
jectories are very interesting because the hydrodynam-
ical expansion of a HIC fireball nearly follows trajecto-
ries of constant entropy. New insights about the QCD
phase diagram can be obtained by investigating these
possible paths for the hydrodynamic evolution of a ther-
mal medium created in the collisions. An unambiguous
experimental identification of a first-order phase transi-
tion (if it exists) from the hadronic phase to the decon-
fined phase is one important goal of HIC experiments
at present and future facilities. However, the first-order
transition can be affected by the isospin or strangeness
content of the medium, by the role of the vector inter-
action in the medium, or by external conditions, like the
presence of an external magnetic field.
We considered different scenarios of interest for the
phase diagram by choosing matter with different content
of strangeness and isospin (the β-equilibrium case having
the largest isospin asymmetry). We also explored the ef-
fects of the vector interaction and of an external magnetic
field on the isentropic trajectories around the CEP.
More asymmetric matter weakens the first-order tran-
sition: the CEP for matter in β-equilibrium occurs at
lower temperatures and densities than the symmetric
cases (µu = µd = µs and µu = µd, µs = 0); at
9T = 0 the spinodal region is also smaller for matter
in β-equilibrium. Concerning the isentropic trajectories,
the behavior is qualitatively similar for all cases inves-
tigated, but for the same values of s/ρB, the isentropic
trajectories occur at lower temperatures for matter in β-
equilibrium.
When a vector interaction is introduced, the first-order
transition becomes even weaker, which is reflected in the
CEP location (it can even disappear in the µq axis) and
in an increasingly smaller area of instability as GV grows.
In the high chemical potential region the isentropic tra-
jectories behave similarly to the case without vector in-
teraction once the chiral symmetry is already restored for
all scenarios and the influence of vector interaction fades
out.
On the other hand, the influence of a strong magnetic
field on the phase diagram is reflected in the strength-
ening of the first-order transition with the respective en-
largement of the spinodal region and the displacement
of the CEP to higher temperatures and lower chemical
potentials. The isentropic trajectories are entrained for
higher temperatures, and the ones with lower values of
s/ρB at lower temperatures are more affected by the
magnetic field, especially for higher values of B. For
high magnetic fields, the lower-density spinodal line is
pulled to small densities, and some isentropes can reach
the spinodal region for small values of the density. It is
then expected that there will be an enhancement of fluc-
tuations of observables caused by spinodal instabilities in
the presence of strong magnetic fields at lower densities.
Acknowledgment:
I would like to thank C. Provideˆncia and J. Moreira
for helpful discussions. This work was supported by
“Fundac¸a˜o para a Cieˆncia e Tecnologia”, Portugal, under
Grant No. SFRH/BPD/102273/2014.
Appendix A
The flavor contributions from vacuum Ωfvac, medium
Ωfmed, and magnetic field Ω
f
mag [51, 52] are given by
Ωfvac = −6
∫
Λ
d3pf
(2π)3
Ef , (A1)
Ωfmed = −T
|qfB|
2π
∑
n=0
αn
∫ +∞
−∞
dpiz
2π
(
Z+Φ (Ef ) + Z
−
Φ (Ef )
)
,
(A2)
Ωfmag = −
3(|qf |B)2
2π2
[
ζ
′
(−1, xf )− 1
2
(x2f − xf ) lnxf +
x2f
4
]
,
(A3)
where Ef =
√
(piz)
2 +M2f + 2|qf |Bk , α0 = 1 and
αk>0 = 2, xf = M
2
f /(2|qf |B), and ζ
′
(−1, xf) =
dζ(z, xf )/dz|z=−1, where ζ(z, xf ) is the Riemann-
Hurwitz zeta function. Z+Φ and Z
−
Φ read
Z+Φ = ln
{
1 + 3Φ¯e−β(Ef−µf ) + 3Φe−2β(Ef−µf )
+ e−3β(Ef−µf )
}
, (A4)
Z−Φ = ln
{
1 + 3Φe−β(Ef+µf ) + 3Φ¯e−2β(Ef+µf )
+ e−3β(Ef+µf )
}
. (A5)
The quark condensates
〈
ψ¯fψf
〉
are given by
〈
ψ¯fψf
〉
=〈
ψ¯fψf
〉
vac
+
〈
ψ¯fψf
〉
mag
+
〈
ψ¯fψf
〉
med
, where
〈
ψ¯fψf
〉
vac
= −6
∫
Λ
d3p
(2π)3
Mf
Ef
, (A6)
〈
ψ¯fψf
〉
mag
= −3mf |qf |B
2π2
[
ln Γ(xi)− 1
2
ln(2π) + xi
− 1
2
(2xf − 1) ln(xf )
]
, (A7)
〈
ψ¯fψf
〉
med
=
3(|qf |B)2
2π
×
∑
n
αn
∫ +∞
−∞
dpiz
2π
(
f+Φ (Ef ) + f
−
Φ (Ef )
)
.
(A8)
The distribution functions f+Φ and f
−
Φ are
f+Φ (Ef ) =
Φ¯e−β(Ef −µf ) + 2Φe−2β(Ef −µf ) + e−3β(Ef −µf )
1 + 3Φ¯e−β(Ef −µf ) + 3Φe−2β(Ef −µf ) + e−3β(Ef −µf )
,
(A9)
f−Φ (Ef ) =
Φe−β(Ef+µf ) + 2Φ¯e−2β(Ef+µf ) + e−3β(Ef+µf )
1 + 3Φe−β(Ef+µf ) + 3Φ¯e−2β(Ef+µf ) + e−3β(Ef+µf )
.
(A10)
By employing a mean-field approach the effective quark
masses, Φ, and Φ¯ can be obtained self-consistently from
Mf = mf − 4GS
〈
ψ¯fψf
〉− 2GDǫijk 〈ψ¯jψj〉 〈ψ¯kψk〉
(A11)
and
∂U
∂Φ
=
∂U
∂Φ¯
= 0. (A12)
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