defined by (la) in erfc z = J t"-1 erfc t dt, (n = 0, 1, 2, • • ■ ) (lb) i erfc z = erfc z, i erfc z = 2ir e z .
From the recurrence relation (2) in erfc z = -zn~\n-2 erfc z + (2n)~V-2 erfc z, (n = 1, 2, 3, • • • ) , the integrals may be calculated for small z, although with considerable loss of accuracy. For large z, backward recurrence may be used [2] ; this is certainly the best method if one needs several of these functions for fairly large arguments, but if one wants values of a single function for a large range of arguments, it is very convenient to use Chebyshev expansions. In this note we present such expansions for the cases n = 1 and n = 2, z real and nonnegative.
2. General Remarks. The integrals of the error function may be expressed in terms of generalized hypergeometric functions as follows:
The first expression is closely related to the recurrence relation (2) and also suffers from cancellation of terms, but for the cases of interest here can be used for z < 1, as explained further below. In the cases n = 1, 2, the 2^2 reduces to a confluent hypergeometric function. All we wish to do in this case is to give Chebyshev expansions for these hypergeometric functions, thus making the evaluation of the series a little more efficient. The expression (3b) is just the usual asymptotic expansion for the integrals of the error function [1] , [3] ; by expanding the 2^0 in Chebyshev polynomials, this asymptotic series is converted to a rapidly convergent, easily evaluated form, as discussed by Clenshaw [4] . (5a) 3 . Results and Discussion. We obtain for the first two integrals of the error function where the coefficients o, c, d, e, are given to 7 decimal places in Table I . Using the expansions in T2r(z) for z < 1 and those in T2r(z~l) for z > 1, one can calculate 
