Abstract. We show that for any set of n distinct points in the complex plane, there exists a polynomial p of degree at most n + 1 so that the corresponding Newton map, or even the relaxed Newton map, for p has the given points as a super-attracting cycle. This improves the result in [PR11], which shows how to find such a polynomial of degree 2n. Moreover we show that in general one cannot improve upon degree n + 1. Our methods allow us to give a simple, constructive proof of the known result that for each cycle length n ≥ 2 and degree d ≥ 3, there exists a polynomial of degree d whose Newton map has a super-attracting cycle of length n.
Introduction and Statement of Results
Given a complex polynomial p, the associated Newton map is the rational map
and the associated relaxed Newton map is given by
where h is a complex parameter, usually taken in the disk centered at 1 of radius one. Newton's method and the relaxed Newton method are the well-known processes of iterating these maps, starting at some z 0 ∈ C, in search of the roots of p, which are attracting fixed points for the associated Newton maps. For polynomials of degree 2, Newton's method is completely understood. Under iteration by N p , outside of at worst an exceptional circle in C, every starting point in C converges to a root of the given polynomial. For polynomials of degree three or higher, Newton's method may possess extraneous attracting (even super-attracting) cycles. Barna ([Bar56] ) seems to have been the first to notice this, and it has become a well-studied phenomenon. To illustrate how plentiful these cycles can be, consider the one-parameter family of cubics, p λ (z) = z 3 + (λ − 1)z − λ, λ ∈ C. Denote the relaxed Newton's map for p λ by N λ,h . Then there are open regions in the λ-plane so that for each λ in these regions, there is an open subset of h-values for which N λ,h possesses extraneous attracting cycles ( [CGS83] , [Kri02] ). The existence of such cycles, of course, forms a barrier to using Newton's method to find the roots of the polynomial, as their basins will be open subsets of C.
Many questions may be raised here. We are interested in the following. Can one specify a cycle? That is, given n distinct points in the complex plane, can one construct a polynomial so that those n points form an attracting cycle for the associated (relaxed) Newton's method? What is the minimal degree of such a polynomial? Conversely, fixing a degree d and a cycle length n (but not the cycle itself), can a polynomial of degree d be constructed whose (relaxed) Newton map possesses a cycle of length n?
Plaza and Vergera gave a positive answer to the first question for Newton's method. They showed that given any set Ω of n ≥ 2 distinct points in the complex plane, there exists a polynomial p of degree at most 2n so that Ω is a super-attracting cycle for N p ( [PV01] ). Plaza and Romero ([PR11]) followed with a similar result for the relaxed Newton's method: given Ω as above, for any h ∈ D 1 (1) there exists a polynomial p of degree at most 2n so that Ω is a super-attracting cycle for N p,h . (Here, D 1 (1) denotes the open disk of radius 1 centered at 1. This disk is the largest natural region to consider for the parameter h because outside of that region the roots of the polynomial become repelling points for the associated relaxed Newton map.) In both papers they obtain their results by constructing a polynomial of degree exactly 2n with the prescribed super-attracting n-cycle.
However their degree estimate is not minimal. Our first results show that the degree estimate may be reduced by half: Theorem 1. Let Ω = {z 1 , z 2 , . . . , z n } be any n distinct points in the complex plane, n ≥ 2. Then there exists a polynomial p of degree at most n + 1 so that Ω is a super-attracting cycle for N p .
Theorem 2. Let Ω = {z 1 , z 2 , . . . , z n } be any n distinct points in the complex plane, n ≥ 2. Then for any h ∈ D 1 (1) there exists a polynomial p of degree at most n + 1 so that Ω is a super-attracting cycle for N p,h .
Our methods are straightforward. For a specified cycle, we construct a homogeneous linear system so that any non-trivial solution to the system gives rise to the coefficients of the appropriate polynomial. The Rank-Nullity theorem will ensure the system has non-trivial solutions.
We also show that our estimates are sharp. For each n ≥ 2 we demonstrate a specific collection S n of n distinct points for which any polynomial whose (relaxed) Newton map has S n as a super-attracting cycle must have degree at least n + 1.
Hurley ([Hur86] ) showed, among other things, that for sufficiently large k, there exist degree three polynomials whose Newton maps have super-attracting cycles of length k. Moreover he showed that such polynomials exist as perturbations by a real parameter of real polynomials, all of whose roots are real. (His results are more general, but this case may easily be gleaned from his theorems.) This gives an especially pleasing result, because Newton's method applied to real polynomials, all of whose roots are real, is known to be generally convergent (almost every (Lebesgue) initial guess lies in the attracting basin of a root). But our results allow us to prove the following:
Theorem 3. Let d ≥ 3 and n ≥ 2 be natural numbers. Then there exists a polynomial p of degree d and a set Ω = {z 1 , z 2 , ..., z n } of n distinct points in the complex plane so that Ω is a super-attracting cycle for N p . In fact the polynomial may be chosen to have real coefficients, and a cycle Ω may be found which consists entirely of real numbers.
We offer this not as a new result (it is not), but because the method of proof is simple, and the polynomials found are easily described. There is a linear system which must be examined, again to find non-trivial solutions; here however the entries in one column of the coefficient matrix in the system, after appropriate row reductions, demonstrate some recursive properties. Relatively simple techniques from onedimensional real dynamics allow us to exploit these recursive properties, and deduce the existence of non-trivial solutions to our system. Two interesting things come out of our proof. The first is, the process of solving the recursive relation described in the previous paragraph, which is embedded in our (possibly quite large) linear system, actually yields a Newton map, for a polynomial of degree d, which has the same cycle we found as its own super-attracting cycle. It is also simple to write down the corresponding polynomial, which has only one numerical parameter which must be found.
Secondly, the extraneous super-attracting n-cycle displays very nice behavior. We produce real cycles of the form {0, 1, z 3 , z 4 , . . . , z n } with the property that
In Section 2 we prove Theorems 1 and 2, construct the examples which show that these results are sharp, and discuss some other examples and corollaries. In Section 3 we prove Theorem 3. Because it is simpler notationally and includes all the main ideas, we prove Theorem 3 first in the case d = 3 (degree of the polynomial), then follow with the proof of the general case. Demonstrations of the properties described in the previous two paragraphs are given in Section 4. In Section 5 we display a pair of pictures of the basins for the Newton map found in the proof of Theorem 3 when n = 5 (the length of the extraneous cycle) and d = 3.
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Proofs of Theorems 1 and 2
Proof of Theorem 1: Let Ω = {z 1 , z 2 , . . . , z n } be n distinct points in the complex plane, n ≥ 2 and f : C → C a non-constant holomorphic function. If Ω is a cycle for N f then it is easy to check that the following conditions are satisfied:
Conversely, for any such Ω, if the conditions (2.1) are satisfied by a non-constant holomorphic function f (z), then Ω is a cycle for N f .
Suppose for the moment that f is a polynomial and the distinct points in Ω form a cycle for N f . Since the roots of f are exactly the fixed points in C for N f , we must have f (z i ) = 0 for every i, and hence f ′ (z i ) = 0 for every i. Let λ Ω = λ be the multiplier for the cycle. Ω is super-attracting for N f iff λ = 0. It is straightforward to check that the condition
is sufficient for the cycle to be super-attracting. Again, since Ω is a cycle, the condition f ′ (z i ) = 0 is satisfied a priori. Let p(z) = a 0 + a 1 z + · · · + a n+1 z n+1 denote an arbitrary complex polynomial of degree at most n + 1. We wish to find coefficients {a 0 , a 1 , . . . , a n+1 }, not all 0, so that (2.1) and (2.2) are satisfied with f (z) = p(z).
Set A = a 0 , a 1 , . . . , a n+1 , and for z ∈ C set z = 1, z, z 2 , . . . , z n+1 . Then p(z) = A · z, p ′ (z) = A · z ′ , and so on for higher order derivatives. We write z i ′ for z ′ | z=z i and similarly for the second derivative.
With this notation, using (2.1) and (2.2) we may conclude the following:
, and (2.3)
Now set
The equations on the left side in each of (2.3) and (2.4) hold precisely when B A T = 0. Since B is an (n + 1) × (n + 2) matrix, the Rank-Nullity Theorem guarantees the existence of non-trivial solutions A. Proof of Theorem 2: Using the above framework, set
The rest of the argument follows as in the proof of Theorem 1.
2.1. Examples. We now consider some examples. Here is the matrix B when n = 2, 3, and 4: As one can see these are beautiful matrices. In terms of solving the associated homogeneous system, however, we would prefer that they were sparser. There is one simplification which may be made, which is especially useful for small values of n, and will be useful later in our proof of Theorem 3. Namely, we may suppose z 1 = 0 and z 2 = 1. This is because we may always find a polynomial, of the same degree as our original, whose Newton map has a super-attracting n-cycle with consecutive elements 0 and 1, and whose Newton map is conjugate, via an affine transformation, to the polynomial whose Newton map had the original cycle. Indeed, we may always find a linear fractional transformation T which maps z 1 to 0 and z 2 to 1. But for any polynomial p, N p has a repelling fixed point at ∞, hence we also require T to take ∞ to itself. These three conditions determine T , in fact
. . , T (z n )}, and the elements in this latter cycle are distinct complex numbers. The same is true in the relaxed case: here we have
• T Here are the matrices with this simplification: In particular when n = 2 the nullspace for B is spanned by the single vector 2, −2, 0, 1 . Thus, any third degree polynomial with an extraneous super-attracting 2-cycle {0, 1} produced by our method must be a multiple of g(z) = z 3 − 2z + 2. This is Smale's example, given in [Sma81] , to illustrate the fact that Newton's method is not generally convergent. Since for any constant c and any function f , f and cf have the same Newton map, we may conclude the following:
Corollary 2.1. If the Newton map for a degree three polynomial has an extraneous super-attracting 2-cycle, then that Newton map is conjugate to N p , where p(z) = z 3 − 2z + 2.
Proof. Let q be a degree three polynomial with an extraneous super-attracting 2-cycle {w 1 , w 2 }. Then q must have 3 distinct roots, since it is easy to see directly that Newton maps for polynomials which have 2 or fewer roots are generally convergent, i.e., have no extraneous attracting cycles. If T (z) = (w 2 −w 1 )z+w 1 then N q•T , which is conjugate to N q , has the extraneous super-attracting two cycle {0, 1}. But this means that the coefficients of p = q •T satisfy the conditions in (2.3) for z 1 = 0, z 2 = 1. Since the original cycle {w 1 , w 2 } is super-attracting we know that one of q ′′ (w 1 ), q ′′ (w 2 ) are 0; renaming if necessary we may suppose that q ′′ (w 1 ) = 0; hence the coefficients of p = q • T also satisfy (2.4) with z 1 = 0. But these conditions imply that the coefficients of p must be in the nullspace of the matrix B appearing in (2.6), so that p is a multiple of z 3 − 2z + 2 and hence has the same Newton map as z 3 − 2z + 2. But the Newton map N p = N q•T is conjugate to the original Newton map N q .
2.2. Degree Estimate is Sharp. Here we construct, for each natural number n, a set Ω n of n distinct points so that the minimal degree polynomial whose Newton map has Ω n as a super-attracting cycle has degree n + 1, showing that our results are sharp.
Let ζ be a primitive n th root of unity (i.e. ζ n = 1 and ζ k = 1 for 0 < k < n) and let Ω n = {ζ, ζ 2 , ζ 3 , ..., ζ n = 1}. Recall the matrix B from the proof of Theorem 1, whose entries were constructed using the elements in a specified cycle. Our first step will be to show that when Ω = Ω n , B has rank n + 1. Fix Ω n and the associated matrix B.
Denote the n × n upper left sub-matrix of B by B n . That is, B n consists of the first n rows of B, truncated after n columns. The entries for B n are
The second factor on the right-hand side, ((j − 2) − (j − 1)ζ), does not depend on i. This allows us to decompose B n in the following nice way. Let V be the matrix with
and let D be the diagonal matrix with
V is the Vandermonde matrix generated by the cycle Ω = {ζ, ζ 2 , ζ 3 , ..., ζ n }. Thus Det(V ) = 1≤j<i≤n (ζ i − ζ j ) = 0. Thus Det(B n ) = Det(V ) · Det(D) = 0, so that the rank of B n is n.
To determine the rank of B we look at B T , whose first row is [−1, −1, ..., −1, 0] and whose n + 1 st row is
Adding (n − 1) − (n)ζ times the first row to the n + 1 st row and then dividing by an appropriate constant puts the n + 1 st row into the form [0, 0, ..., 0, 1], with no change to the first n rows. But the upper left n × n submatrix is (B n )
T and this matrix has rank n. Therefore the rank of B T is n + 1 and in fact the reduced-row echelon form of B 
where the c i 's have values which are determined by the row-reduction process. Thus a n+1 may be chosen as a free variable. Choosing a n+1 = 0 gives the zero polynomial, which clearly has no cycle. (Note that the zero function always satisfies (2.1), while not having Ω as a cycle for its Newton map, which is just the identity; this is the only function with this property). Any non-zero choice for a n+1 forces a degree n + 1 polynomial. In particular choosing a n+1 = 1 gives us the monic polynomial p(z) = z n+1 − n k=0 c k z k as our solution.
Proof of Theorem 3
Remark 3.1. It follows from Theorem 1 that the conclusion of Theorem 3 is true for each pair (d, n) = (n + 1, n). In fact one might consider a double-induction style of proof here, but our method is general and uses neither the (n + 1, n) result nor induction on (d, n).
Recall the notation from Section 2. If p(z) = a 0 + a 1 z + ...
If z i is a fixed complex number we write z i ′ for z ′ | z=z i and similarly for the second derivative. Given a polynomial p and a set Ω = {z i } n i=1 of distinct complex numbers, the condition that Ω forms an n-cycle for N p is stated in (2.3), and a sufficient condition for the cycle to be super-attracting is stated in (2.4). Thus if we start by considering the matrix B defined in (2.5), whenever there is an A with a d = 0 satisfying BA T = 0, we may conclude that Ω forms a super-attracting cycle for N p , where p is a polynomial of degree d. For convenience here is a representation of B:
We intend to argue as follows. We will view the values z i appearing in B as unknown quantities, and by judicious row-reduction show that for any n ≥ 2 and d ≥ 3, we can always find distinct values z 1 , z 2 , . . . , z n so that the resulting reduced matrix, and hence B, has a non-trivial kernel. Moreover, considering multiplication by B as a linear map from C d+1 → C n+1 , acting on vectors A T , where A = a 0 , a 1 , ..., a d , we will show that the variable corresponding to a d is free, and hence may be chosen to be non-zero, in particular we may choose a d = 1. An artifact of the proof is that the z i 's and a j 's may be found which are real.
As noted in the proof of Theorem 1 we may always suppose that z 1 = 0 and z 2 = 1. The following row operations, where the old row is on the left and its replacement is described on the right, will greatly simplify B:
•
Finally rows R 1 , R n , R n+1 may be used to eliminate the leading terms of each of the other other rows with the row operations
which yields the following reduced form of B:
Because it is illuminating and contains all of the essential ideas of the general case, we will present the case d = 3, n ≥ 3 in the next subsection.
The case d = 3.
Remark 3.2. Noting Remark 3.1 we assume here that n ≥ 3.
When d = 3, with the assumption that z 1 = 0, z 2 = 1 and after the appropriate row operations are applied, the reduced form of B is an (n + 1) × 4 matrix of the form  
We will produce distinct values {z 1 = 0, z 2 = 1, z 3 , . . . , z n } so that each of the entries in the fourth column in rows 2 through n − 1 are 0 (no more row reduction). Since z n = 0, this will imply that the family of cubic polynomials
has {0, 1, z 3 , . . . , z n } as a super-attracting cycle for N pa . Since it will turn out that z n may be chosen to be real, and we may also choose a to be real, the conclusion of Theorem 3 will hold when d = 3, for all n.
Simply setting the entries in the third column of row i equal to 0 (2 ≤ i ≤ n − 1) and solving for z i+1 , one obtains the iterated relation
Note that with z 1 = 0, z 2 = 1 and the cycle condition z n+1 = z 1 , the equation appearing in (3.2) is automatically satisfied for any choice of z n different from 0 or 1 for i = 1 and i = n. Our proof will be complete when we find a value z n = 0, 1 so that (3.2) is satisfied for the listed values of i, where z i = z j if i = j. In other words, we need to find z n = 0, 1 so that f (z) = 2z 3 n −2z 3 2z 3 n −3z 2 has a cycle of length n of the form {0, 1, z 3 , . . . , z n } with z i = z j for i = j. It appears that we have replaced one problem of finding a cycle with another, and indeed we have. However in the first problem we are not only finding a cycle but also a polynomial. In this second problem we have a function in hand, and this allows us to solve the problem using methods from 1-dimensional real dynamics.
Here we use notation and notions from [NA96] , where a similar situation for real polynomials is explored. Let c = 0 be a real parameter and define the family of real rational functions
and define the sequence
In particular Q 1 (c) ≡ 1 (c = 0), and
Note that Q n (c) = 0 ⇔ f n c (0) = 0 ⇔ 0 is in an n-cycle for f c . Thus if we can find parameter values for c which Q n (c) = 0, we may set z n = c and we'll automatically have an n-cycle for f c which includes 0. (Note that 0 goes to 1, by (3.5).) Then we only need to check that the minimal period is not less than n, and our desired result will follow.
We wish to extend the definition in (3.4) to c = 0. For this we do not use directly the definition involving f c , rather the observation from (3.5) that Q 1 has a removable discontinuity at c = 0; we extend Q 1 continuously to all of R by setting Q 1 (0) = 1. The sequence Q n then defines a sequence of rational maps on R, each of which is defined and continuous everywhere its denominator does not vanish.
With these conventions one easily checks that
We wish to keep track of certain asymptotes for Q n . The following observation assists us in this task:
Note that since y is real, 2y 3 −2Q n (y)
). But if y = Q n (y) we have 2y 3 − 3Q n (y) 2 = 2y 2 (y − (3/2)), which is non-zero in (0,
).
Lemma 3.3. Let c n be the minimal positive fixed point for Q n , (i.e. the minimal positive solution to 2y 3 − 2Q n (y) 3 = 0), and let d n be the minimal positive solution to 2y 3 − 3Q n (y) 2 = 0. Then for all natural numbers k,
Proof. We employ a two-step induction. For n = 1, Q 1 (c) = 1 whence y = Q n (y) has minimal positive solution c 1 = 1, while 2y 3 − 3(1) 2 = 0 has minimal positive solution
. Now fix k > 1 and suppose that 0
Thus g(c k−1 ) = 2(c k−1 ) 3 > 0. Moreover g is rational and thus continuous where defined, which from (3.8) is everywhere except y-values for which 2y 3 −3Q k−1 (y) 2 = 0. But the smallest positive solution to 2y 3 − 3Q k−1 (y) 2 = 0 is d k−1 which is outside of (0, c k−1 ). Thus g is defined on all of (0, c k−1 ) and by the Intermediate Value Theorem there exist solution(s) to g(y) = 0 in the interval (0, c k−1 ). The minimal such solution is d k .
Next suppose that 0
Moreover h is rational and thus is continuous where defined, which is everywhere that 2y 3 −3Q k−1 (y) 2 = 0. But the smallest positive solution to 2y 3 − 3Q k−1 (y) 2 = 0 is d k−1 which is outside of (0, d k ). Hence we apply the Intermediate Value Theorem and conclude there exist solution(s) to h(y) = 0 in the interval (0, d k ) . The minimal such solution is c k .
Corollary 3.4. For all n ≥ 3, there exists 0 < c < 1 such that Q n (c) = 0, but Q m (c) = 0 for m < n.
Proof. By (3.6) and minimality, Q n (c n−1 ) = 0 but Q m (c n−1 ) = 0 for m < n.
Returning now to the proof of Theorem 3 in the case d = 3, recall that for each n ∈ N, n ≥ 3 we need to find distinct numbers Ω = {0, 1, z 3 , ..., z n } that satisfy the equations
Given n, choose z n = c n−1 . Then Q n (c n−1 ) = 0 ⇔ f n zn (0) = 0 but recall that f c (x) = It remains to show that the z i are distinct. Suppose that with our choice of z n we have z i = z j for 1 ≤ i < j ≤ n. Then using the recursive definition above we know that:
Therefore z i = z j ⇒ z i+1 = z j+1 and so on. If we choose the minimal value for i so that there is a j with i < j and z i = z j then {0, 1, . . . , z n } will be a repeating cycle of length j − i + 1. This tells us that our choice of z n gave a repeating cycle of length dividing n. In particular we have z k = 0 for some k, 1 < k < n + 1. But this forces 0 = z k = f k−1 zn (0) = Q k−1 (c n−1 ), contradicting Corollary 3.4. Therefore this choice of z n yields a cycle of n distinct numbers.
It is clear that since z n = c n−1 is real, we may choose a to be real so that our resulting polynomial in (3.1) has real coefficients, and the corresponding n-cycle for N pa consists of real numbers.
3.2. The proof for general d. There are no real new ideas not already present in the proof for d = 3, mostly just more bookkeeping, but we include it for the sake of completeness.
Recall that with the assumptions z 1 = 0 and z 2 = 1 the reduced form of the matrix B is the following (n + 1) × (d + 1) matrix (for general values of d ≥ 3 and n ≥ 3):
) and all n ≥ 1,
Observe that since y is positive,
Lemma 3.5. For a fixed d let c n be the minimal positive solution to
and let b n be the minimal positive solution to
Then for all natural numbers k,
Moreover g is rational and thus is continuous where defined. g(y)
which is outside of (0, c k−1 ). Thus by the Intermediate Value Theorem there exist solution(s) to g(y) = 0 in the interval (0, c k−1 ). Call the minimal solution b k .
Moreover h is rational and thus is continuous where defined. h(y)
which is outside of (0, b k ). Again by the Intermediate Value Theorem there exist solution(s) to h(y) = 0 in the interval (0, b k ), call the minimal solution c k .
As in the case d = 3 we now have Corollary 3.6. Let d ∈ N, d ≥ 3. For all n ≥ 3, there exists 0 < c < 1 such that Q n (c) = 0, but Q m (c) = 0 for m < n.
for the cycle of length n. With this notation, the following holds (e.g. (3.15)):
0 < · · · < z k+1,k+1 < z k,k < · · · < z 3,3 < z 2,2 = 1. (4.4)
We will be considering the maps f c (x) only for 0 < c < 1. For c in this range, the following useful properties of f c are easily established: To finish the proof of the Proposition, we need the following lemmas:
Lemma 4.2. For all k ≥ 3, 0 < c k = z k,k < z k,k+1 < z k,k+2 < · · · 1 . (4.8)
That is, as the cycle length increases, the k th element of the cycle moves to the right.
Proof of Lemma:
We induct on k. Note that 0 < c k for all k. Set k = 3 and recall that z 3,j = f c j (1) < 1. From Lemma 3.5, we know that the c j 's are decreasing (as j increases), so from (4.7) we may conclude that when i < j we have z 3,i = f c i (1) < f c j (1) = z 3,j < 1, that is, (4.8) holds for k = 3. Suppose that for k − 1, 0 < z k−1,k−1 < z k−1,k < z k−1,k+1 < · · · < 1. Suppose j > i ≥ k. Since f c j (x) is a increasing function of x we have z k−1,i < z k−1,j ⇒ f c j (z k−1,i ) < f c j (z k−1,j ). Again applying (4.7) we have z k,i = f c i (z k−1,i ) < f c j (z k−1,i ) < f c j (z k−1,j ) = z k,j < f c j (1) < 1 and since 0 < c k = z k,k , the Lemma is proved.
Corollary 4.3.
For 3 ≤ i < j , c j = z j,j < z i,j . (4.9)
That is, as you keep the cycle length fixed at n = j, the elements of the cycle (except for z 1,j = 0) don't move to the left of c j . 
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