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Effect of Ladder Diagrams on Optical Absorption Spectra in a Quasiparticle Self consistent GW
Framework
Brian Cunningham and Myrta Gru¨ning
School of Mathematics and Physics, Queen’s University Belfast, Belfast BT7 1NN, Northern Ireland, United Kingdom
Pooya Azarhoosh, Dimitar Pashov, and Mark van Schilfgaarde
King’s College London, London WC2R 2LS, United Kingdom
We present an approach to calculate the optical absorption spectra that combines the quasiparticle self-
consistent GW method [Phys. Rev. B, 76 165106 (2007)] for the electronic structure with the solution of
the ladder approximation to the Bethe-Salpeter equation for the macroscopic dielectric function. The solution
of the Bethe-Salpeter equation has been implemented within an all-electron framework, using a linear muffin-tin
orbital basis set, with the contribution from the non-local self-energy to the transition dipole moments (in the
optical limit) evaluated explicitly. This approach addresses those systems whose electronic structure is poorly
described within the standard perturbative GW approaches with as a starting point density-functional theory
calculations. The merits of this approach have been exemplified by calculating optical absorption spectra of a
strongly correlated transition metal oxide, NiO, and a narrow gap semiconductor, Ge. In both cases, the cal-
culated spectrum is in good agreement with the experiment. It is also shown that for systems whose electronic
structure is well-described within the standard perturbative GW , such as Si, LiF and h-BN, the performance of
the present approach is in general comparable to the standard GW plus Bethe-Salpeter equation. It is argued
that both vertex corrections to the electronic screening and the electron-phonon interaction are responsible for
the observed systematic overestimation of the fundamental bandgap and spectrum onset.
PACS numbers: 42.25.Bs,11.10.St,71.15.-m,78.20.-e
I. INTRODUCTION
The interplay between computer simulation and experiment
may prove key for envisaging ‘new’ materials that can be used
as components in the technological devices of the future.1–3
Characterization of the interactions between electrons in a
solid and the interaction with external perturbations is rapidly
progressing due to advances in theory, experimental tech-
niques and computational power and resources. Many dif-
ferent theoretical methods exist for calculating the electronic
structure in a material. One very successful and widely used
theory is density functional theory (DFT).4,5 It is well under-
stood, however, that DFT has many drawbacks, for example,
being a theory which is exact for the ground state, its descrip-
tion of excited states is only approximate. The approximation
for the exchange-correlation energy functional, such as the lo-
cal density approximation (LDA), introduces further problems
(see e.g. Ref. 6).
Approaches that combine DFT with Many-Body perturba-
tion theory have become widely used over the past decade
to treat excited states and spectroscopic properties of materi-
als. For charged excitations, the GW approximation (GWA),
based on the work of Hedin,7 has proved very successful in
calculating the quasi-particle electronic structure in solids.6
For optical properties, starting from the quasi-particle elec-
tronic structure, the Bethe-Salpeter equation (BSE)8,9 accu-
rately introduces the two-particle electron-hole interactions—
through the ladder diagrams—that are essential to describe the
excitonic effects which dominates e.g. the optical absorption
of semiconductors and insulators.
The most commonly used form of the GWA is G0W0
(also referred to as one-shot or single-shot GW ).10 In this
approach the single particle Green’s function and polariza-
tion are constructed from the DFT (usually within the LDA
or Generalized Gradient Approximation) energies and eigen-
functions. The polarization determines the screened Coulomb
interaction W and the self-energy is then calculated from the
Green’s function andW ; hence the nameGW . The electronic
structure from the DFT calculation is then perturbatively cor-
rected by replacing the contribution to the energy eigenvalues
from the DFT exchange-correlation potential with the contri-
bution from the diagonal part of the self-energy.10 Though
the GWA has been very successful in calculating the band
gaps of semi-conductors and insulators,6 it also has several
drawbacks. In particular there is marked dependence on the
DFT starting point,11 and it has been long known that LDA-
based GW systematically underestimates bandgaps in simple
semiconductors.12 Difficulties are particularly severe in nar-
row gap semiconductors, such as CuInSe2,13 for which the
DFT gap is often inverted. As a consequence of the poor de-
scription of the electronic structure, optical properties are also
poorly described.
The GWA is an approximation to a formally exact formal-
ism developed by Hedin,7 where a set of five coupled equa-
tions are to be solved self-consistently. Though the full self-
consistent solution of Hedin’s equation cannot be achieved,
some form of self-consistency may seem as the natural way
to improve over the G0W0 approach. Different forms of
self-consistency have been introduced. The most straighfor-
ward self-consistency is to replace the corrected eigenvalues14
in either G and/or W 15 or self-consistency in the energies
and not the eigenfunctions. More sophisticated forms of
self-consistency—such as the form employed in this work—
involve as well the eigenfunctions. In general, in spite of
the additional computational effort—which is substantial in
case of the self-consistency on the eigenfunctions— different
2forms of self-consistency may not improve systematically on
the G0W0 approach. The homogeneous electron gas16 and
spectral functions in transistion metals17 are well-known ex-
amples where self-consistency gives a worse result than the
G0W0. At least for Jellium, the next higher order diagram
approximately restores the 1-shot GW result.18 Reference 19
(Appendix A) has traced the one main reason for this diffi-
culty to the imperfect cancellation of the renormalization fac-
tor Z. In many cases, such as CuInSe213 and the transition
metal oxides,19 self-consistency on the eigenfunctions is crit-
ical to get the correct electronic structure and, as a conse-
quence, to calculate the optical properties of materials, as it
has been shown by Bruneval et al in Ref 20 for the dielectric
response of Cu2O.
In this work, we present a first principles framework
and computational tool to calculate the dielectric function
(Sec. II A), and hence the optical properties, of materials for
which theG0W0 approach (Sec. II B) provides a poor descrip-
tion of the electronic structure. By following a strategy similar
to Ref 20, in the proposed framework, the electronic struc-
ture is calculated with the quasiparticle self-consistent GW
(QSGW ) method.12,19,21 In the QSGW , the ‘best’ starting
Hamiltonian (as opposed to the usual DFT one) is determined
using the GWA iteratively. The new starting point is cho-
sen so that the quasiparticles (i.e., the single particle eigen-
functions and eigenenergies) generated from the effective one-
particle DFT-like potential match the quasiparticles generated
from the GW . (Sec.II C)
The electronic structure obtained with this method—which
was already implemented in the code Questaal22—is then
used to calculate the dielectric function from the solution of
the BSE—which has been newly implemented in the same
code (Sec. II D). This approach is referred in the following
as QSGW+BSE. We detail how the BSE has been numeri-
cally implemented within an all-electron framework using a
linear muffin-tin orbital basis set (Sec. III A). We also dis-
cuss the calculation of the non-local contribution to the tran-
sition dipole moments, which are a key ingredient to obtain
the dielectric function. Usually, the transition dipole mo-
ments are calculated using the DFT electronic structure,23,24
or by rescaling the QSGW moments by the ratio of DFT and
GW eigenenergy differences. This approach will be adequate
when the DFT eigenfunctions give a good description of the
electronic structure, however, it cannot be used when the DFT
bandgaps are inverted or too small. We then employed here an
approach to obtain the non-local contribution to the transition
dipole moments explicitly (Sec. III B).
The QSGW+BSE approach is then assessed by calculating
the optical absoprtion of prototypical systems (Sec. IV). First,
we test and assess the approach for Si, LiF and bulk hexag-
onal BN, that are systems where the widely used plane wave
pseudopotentialG0W0 method25–27 works relatively well. We
then turn to Ge and NiO, two systems for which we show is
critcal to introduce self-consistency into the GW .
II. THEORY AND APPROXIMATIONS
A. Dielectric function
To obtain optical properties, the key quantity is the
frequency-dependent macroscopic dielectric function M(ω)
which is defined as the optical (long wavelength) limit (q →
0) of the inverse of the macroscopic average (G = G′ = 0)
of the inverse dielectric matrix, −1, in Fourier space:28
M(ω) = lim
q→0
1
−1G=G′=0(q, ω)
. (1)
The inverse dielectric matrix is defined as the functional
derivative of the total potential with respect to the external po-
tential, −1(1, 2) = δVtot(1)/δVext(2) (with 1 = (r1, t1, σ1))
and can be expressed as
−1(1, 2) = δ(1, 2) +
∫
d3 v(1, 3)χ(3, 2). (2)
In Eq. (2), we introduced the reducible polarizability,
χ(1, 2) = δρind(1)/δVext(2), which describes the change in-
duced in the electronic density due to the external potential.
Similarly, the dielectric matrix is given by,
(1, 2) = δ(1, 2)−
∫
d3 v(1, 3)P (3, 2), (3)
where P (1, 2) = δρind(1)/δVtot(2) is the irreducible polariz-
ability, which describes the change induced in the electronic
density due to the total potential.
It can be shown29 that the macroscopic dielectric func-
tion can be calculated from a modified response function, P¯ ,
through the equation
M(ω) = 1− lim
q→0
vG=0(q)P¯G=G′=0(q, ω), (4)
where vG(q) = 4pi/|q + G|2 is the Coulomb interaction in
Fourier space. The modified response function for optical ab-
sorption is related to the irreducible polarizability through the
equation
P¯ = P + P v¯P¯ , v¯G(q) =

0 if G = 0
4pi
|q +G|2 otherwise.
(5)
The simplest expression for P is the random phase approx-
imation (RPA),9 which assumes a sum over independent par-
ticle transitions30 and in frequency space is given by:
PRPA(r, r
′;ω) =
∑
n1n2
(fn2−fn1)
ψ∗n2(r)ψn1(r)ψ
∗
n1(r
′)ψn2(r
′)
εn2 − εn1 − ω − iη
,
(6)
where εn, ψn and fn are the single-particle energies, wave-
functions and occupations (note that the state index, ni, con-
tains the band, k-point and spin indices) and η a small positive
number.31 The choice of εn is discussed in the next subsec-
tions.
3B. Electronic Structure: DFT+GW
The electronic structure, εn, ψn and fn, is needed as an
input to calculate the irreducible polarizability and thus the
macroscopic dielectric function. The computationally cheap-
est way to obtain εn, ψn and fn from first-principles is within
the Kohn-Sham DFT framework, which corresponds to the
self-consistent solution of a set of Schro¨dinger-like equations
with the single-particle Hamiltonian
H0(r) = −1
2
∇2 +Vext(r)[ρ] +VH(r)[ρ] +VXC(r)[ρ]. (7)
Besides Vext(r), the external potential due to the nu-
clei and any external fields, the Hartree potential, VH(r),
and the exchange-correlation potential, VXC(r), appear in
Eq. (7). The former describes the classical mean-field
electron-electron interaction; the latter potential contains the
missing correlation effects in some given approximation (see
e.g. Ref. 32). Though the Kohn-Sham DFT band structure
εn is usually in qualitative agreement with the quasiparticle
band structure, the band gaps obtained from the εn are known
to be underestimated by about 40% due to both the neglec-
tion of the derivative discontinuity and the approximation for
VXC(r).33,34 To obviate this problem, the state-of-the-art is to
combine DFT with Green’s function theory in what is usually
referred to as the DFT+GW approach (see e.g. Refs. 9 and
35). In the latter, the εn obtained from the solution of the
Kohn-Sham DFT equations are perturbatively corrected at the
first order:
Enk = εnk + 〈ψnk|ΣGW (Enk)− VXC|ψnk〉. (8)
In Eq. (8), ΣGW is the self-energy in the so-called GW
approximation.6,7 The general expression for the self-energy,
and related quantities, is given by:
Σ(1, 2) = i
∫
d(34) G(1, 3+)W (1, 4)Λ(3, 2, 4) (9)
G(1, 2) = G0(1, 2) +
∫
d(34) G0(1, 3)Σ(3, 4)G(4, 2)
(10)
W (1, 2) =
∫
d3 −1(1, 3)v(3− 2) (11)
Λ(1, 2, 3) = δ(1, 2)δ(1, 3)+∫
d(4567)
δΣ(1, 2)
δG(4, 5)
G(4, 6)G(7, 5)Λ(6, 7, 3)
(12)
where G is the Green’s function, W is the screened Coulomb
interaction—with −1 the inverse dielectric function intro-
duced in Eq. (2), and Λ is the irreducible vertex function. This
set of equations [(9)–(12)], known as Hedin’s equations,36–38
is completed by the equation for the irreducible polarizability
(needed to determine −1):
P (1, 2) = −i
∫
d(34) G(1, 3)Λ(3, 4, 2)G(4, 1+). (13)
In Eqs. (9) and (13), the + superscript implies t′ = t+ η.
The GW approximation to the self-energy corresponds to
approximate (a) the vertex as Λ(1, 2, 3) ≈ δ(1, 2)δ(1, 3), and
(b) the Green’s function by the noninteracting Green’s func-
tion (in frequency space and subsuming the spin and band in-
dices into a single index ni)
G0(r, r
′, ω) =
∑
nk
ψnk(r)ψ
∗
nk(r
′)
ω − εnk ± iη . (14)
As a consequence of (a) and (b) the inverse microscopic di-
electric matrix in the expression forW [Eq. (11)] is calculated
within the RPA [Eq. (6)].
Equation (8) is nonlinear as the self-energy on the RHS de-
pends on Enk. Usually Eq. (8) is linearized as:
Enk = εnk + Znk〈ψnk|Σ(εnk)− VXC|ψnk〉 (15)
where the renormalization factor Znk reads:
Znk = (1− ∂Σ(ω)/∂ω|ω=εnk)−1. (16)
Though in standard GW calculations the renormalization fac-
tor Z is usually employed in Eq.(15), there are several ar-
guments for setting the Z-factor equal to 1. One argument
relies on the Z-factor cancellation in the expression for the
self-energy (for details, see Appendix A of Ref.19). Another
argument relies on the formula for the derivative discontinuity
of the DFT-RPA functional39, which is the same expression in
Eq. (15), but for the Z factor being equal to 1. In this work
we adopt the Z = 1 choice and we show that indeed this gen-
erally leads to a better agreement with experimental results.
C. Electronic Structure: QSGW
The above DFT+GW approach gives a perturbative correc-
tion to the Kohn-Sham DFT energies at the first order. At this
order, the wavefunctions are not corrected. As a consequence,
the DFT+GW approach works well when the Kohn-Sham
DFT gives already a reasonable, physically correct descrip-
tion of the electronic structure and properties of the system.
When this is not the case, some form of self-consistency is
usually introduced into the method. The simplest form of self-
consistency is to replace the corrected energy En [Eq. (15)]
either in the Green’s function [Eq. (14)], or in the RPA polar-
ization [Eq. (6)] entering the screened potentialW , or in both.
Again, in this scheme the wavefunctions are not corrected,
so this form of self-consistency is not expected to work well
when DFT gives a wrong physical description of the system
(e.g. predicts a metal rather than an insulator). In those cases,
one needs more sophisticated approaches which provide im-
proved wavefunctions. Existing approaches include starting
from hybrid DFT—as e.g. in Ref. 40—or the Coulomb-hole
screened exchange approximation for the self-energy,36—as
e.g. in Ref. 41—and using the QSGW approach,19 which is
the method of choice of this work.
In the QSGW approach once the self-energy has been cal-
culated within the GW approximation (whilst still assuming
4Λ(1, 2, 3) ≈ δ(1, 2)δ(1, 3)), rather than correcting the Kohn-
Sham energies as in Eq. (15), a new effective single-particle
potential is determined with,19
V¯XC =
1
2
∑
n1n2
|ψn1〉 { Re[ΣGW (εn1)]+
Re[ΣGW (εn2)]
}
n1n2
〈ψn2 |,
(17)
where ΣGWn1n2 = 〈ψn1 |ΣGW |ψn2〉. This expression for V¯XC
effectively minimizes the perturbation in Eq. (8).42
Then, by substituting VXC with V¯XC in Eq. (7), a new set
of single-particle energies and wavefunctions can be deter-
mined. In turn, those can be used to re-calculate the GW self-
energy, and the whole procedure can be repeated until self-
consistency in the energies and eigenvalues is achieved. The
main advantage of this procedure is that the resulting elec-
tronic structure does not depend on the quality of the Kohn-
Sham DFT electronic structure for the system.
D. The Bethe-Salpeter equation
An approximation for the irreducible polarizability, which
improves over the RPA, can be obtained if in the expression
for the vertex, Eq. (12), we assume that δΣ/δG = iW (i.e., we
ignore the vertex in Eq. (9) when calculating δΣ/δG).43 Then
we can arrive at an expression for the polarization, −iGGΛ.
This results in P ≈ P 0 − P 0WP , where P 0 is the RPA
polarization. When inserting this expression in the defini-
tion for the modified response function in Eq. (5), we obtain
P¯ ≈ P 0 +P 0KP¯ with the kernel K = v¯−W .44 In a 4-point
polarization representation:
P¯ (1234) = P 0(1234)
+
∫
d(5678)P 0(1256)K(5678)P¯ (7834), (18)
K(1234) = δ(12)δ(34)v¯ − δ(13)δ(24)W (12) (19)
and P 0(1212) = P 0(12). As an additional approximation,
the kernel is usually assumed to be static. In few works this
approximation has been relaxed, see e.g. Ref. 45.
The Dyson-like equation for the polarizability is usually
transformed in a eigenproblem for an effective 2-particle
Hamiltonian by introducing the basis of single particle eigen-
functions which diagonalize the RPA polarization. Using the
completeness of the eigenfunctions, any 4-point quantity can
be expanded as
S(r1, r2, r3, r4) =
∑
n1n2n3n4
Sn1n2n3n4×
ψn1(r1)ψ
∗
n2(r2)ψ
∗
n3(r3)ψn4(r4),
(20)
where we have again combined band, spin and wavevector
indices, and Sn1n2n3n4 =
∫
d(r1r2r3r4)S(r1, r2, r3, r4)×
ψ∗n1(r1)ψn2(r2)ψn3(r3)ψ
∗
n4(r4).
Inserting the expression for the RPA polarization from
Eq. (6) in Eq. (19), one arrives at the following expression
for the polarization
P n1n2k
n3n4k
′
(q, ω) = [H(q)− ω]−1n1n2k
n3n4k
′
(fn4k′+q − fn3k′),
(21)
whereby the conservation of momentum we have k2(4) =
k1(3) + q; and
H n1n2k
n3n4k
′
(q) = (εn2k′+q − εn1k′)δn1n3δn2n4δkk′−
(fn2k+q − fn1k)K n1n2k
n3n4k
′
(q).
(22)
The expression (H − ω)−1 in the spectral representation is:
[H(q)− ω]−1ss′ =
∑
λλ′
Aλs (q)N
−1
λ,λ′(q)A
∗λ′
s′ (q)
Eλ(q)− ω ± iη , (23)
where Aλs (q) is element s = n1n2k of the eigenvector
of H(q) with corresponding eigenvalue Eλ(q) and N is
the overlap matrix. When the Tamm-Dancoff approxima-
tion is adopted,46 H is Hermitian and Eq. (23) reduces to∑
λ
Aλs (q)A
∗λ
s′ (q)
Eλ(q)− ω ± iη .
Finally, the macroscopic dielectric function is calculated as
M(ω) = 1− lim
q→0
8pi
|q|2ΩNkNσ×∑
ss′
∆fs′(q)ρs(q) [H(q)− ω]−1ss′ ρ∗s′(q), (24)
where Ω, Nk and Nσ are the cell volume, number of k-points
in the full Brillouin zone and number of spin channels treated
explicitly; ∆fs′(q) = (fn4k′+q − fn3k′) and
ρs(q) = 〈ψn2k+q|eiq·r|ψn1k〉 (25)
are the transition dipole matrix elements, often also referred
as oscillators.
III. NUMERICAL IMPLEMENTATION
A. Evaluation of the kernel matrix elements
Our numerical implementation of the BSE relies on a
linear muffin-tin orbital basis.19,47,48 The eigenfunctions are
expanded in Bloch-summed muffin-tin orbitals in spheres
around atom centers. The radial part of the eigenfunctions in
these spheres is expanded by numerical solutions of the radial
Schro¨dinger equation. In the region between the spheres, the
eigenfunctions are then expanded in either smoothed Hankel
functions48 and/or plane waves. Expanding the interstitial in
plane waves, the eigenfunctions are
Ψnk(r) =
∑
Ru
αknRuϕ
k
Ru(r) +
∑
G
βknG P
k
G(r), (26)
where R denotes the atomic site and u is a composite index
that contains the angular momentum of the site along with
5an index that denotes either: a numerical solution of the ra-
dial Schro¨dinger equation at some representative energy; its
energy derivate (since the energy dependence has been lin-
earized by expanding in a Taylor series about the represen-
tative energy49); or a local orbital which is a solution at an
energy well above or below the representative energy. In
GW and the BSE a basis is required that expands the prod-
uct of eigenfunctions. Expanding the interstitial in plane
waves, the product eigenfunctions will also be expanded in
plane waves, and within the spheres the basis is expanded by
ϕRu(r) × ϕRu′(r). This mixed product basis (MPB) is de-
noted MkI (r).
In the MPB, the two components of the kernelK in Eq. (19)
read as
v¯ n1n2k
n3n4k
′
(q) =
∑
I,J
〈ψn2,k+q|ψn1,kM˜qI 〉v¯IJ(q)
×〈M˜qJψn3,k′ |ψn4,k′+q〉
W n1n2k
n3n4k
′
(q) =
∑
I,J
〈ψn3,k′ |ψn1,kM˜k
′−k
I 〉WIJ(k′ − k;ω = 0)
×〈M˜k′−kJ ψn2,k+q|ψn4,k′+q〉.
(27)
The macroscopic part of v is set to zero, Eq. (5), by diagonal-
izing vIJ , i.e., transforming to the basis in Ref. 50 and setting
vµ = 0 before transforming back to vIJ .
B. Optical matrix elements
To calculate the macroscopic dielectric function in Eq. (24),
the transition dipole matrix elements (TDME) [Eq. (25)] in the
limit q → 0 are needed. Those can be evaluated numerically,
e.g. by employing the offset-Γ method, whereby these matrix
elements are determined for finite q near zero. Alternatively,
one can expand Eq. (25) in a Taylor series about q = 0 and
truncate to the first order, leaving iq · 〈ψn2k|r|ψn1k〉.
Since the position operator rˆ is ill-defined when periodic
boundary conditions are imposed, the commutation relation
[Hˆ, rˆ] = i∇, which holds when only local potentials ap-
pear in the Hamiltonian, is used to obtain the relation for the
TDME
iq · 〈ψn2k|r|ψn1k〉Loc = −q ·
〈ψn2k|∇|ψn1k〉
εn2k − εn1k
. (28)
However, the effective Hamiltonian corresponding to Green’s
function methods contains the non-local self energy oper-
ator. The usual way to account for the contribution from
the non-local self-energy is to replace (εn2k − εn1k) with
(εLDAn2k − εLDAn1k ),23,24 which corresponds to rescaling the local
contribution by a factor
(εn2k − εn1k)
(εLDAn2k − εLDAn1k )
.
This approach is exact when a simple scissor operator is
applied to correct the LDA eigenvalues. Otherwise, it is an
approximation that works well when the LDA eigenfunctions
approximate well the quasiparticle ones and it is expected to
fail in the case of e.g., NiO, where the LDA is inaccurate; or
for Ge where the LDA predicts a semi-metal and thus for some
k the energy difference between the bottom conduction (BC)
and the top valence (TV) band, (εLDABC,k − εLDATV,k), can be zero
or negative.
In this work we account for the contribution from the non-
local self energy by explicitly calculating matrix elements of
the velocity operator23
v = p− i∂Σ(r,p)
∂p
, (29)
where Σ(r,p) =
∫
dr′Σ(r, r′)ei(r−r
′)·p; which can be de-
rived from the commutation between the Hamiltonian and po-
sition, and using the translation operator Tˆ (x)ψ(r) = ψ(r +
x).
In QSGW , Σ is replaced by its static approximation,
Eq. 17. V¯XC(k) is calculated in the eigenfunction basis, and
the LDA potential subtracted. In this way the difference can
be conveniently added to the LDA hamiltonian. Call this dif-
ference ∆V xcnm(k) =
(
V¯XC − V LDAXC
)
nm
.
The eigenfunctions (see Eq. 26) can be expressed in the
general form
Ψnk(r) =
∑
RLj
zknRuχ
k
Ru(r) (30)
where, for a particular band n, Ψnk(r) is defined by the
(eigenvector) coefficients zknRu and the shape of the χ
k
Ru(r).
The basis functions are augmented smoothed Hankel func-
tions defined by smoothing radius and energy, or a local or-
bital (see Section IIA in Ref. 19 for details). When perform-
ing the perturbative GW approximation, the eigenfunctions
are then expressed according to Eq. 26 with the interstitial ex-
panded in plane waves.
∆V xcnm(k) can be rotated from the LMTO basis by
∆V xcnm(k) =
∑
Ru,R′u′
zkn†Ru ∆V
xc
Ru,R′u′(k) z
km
R′u′ .
(31)
Because the method uses a real space basis, ∆V xcnm(k) can be
written as a Bloch sum
∆V xcnm(k) =
∑
T
eik·T∆V xcRu,R′+Tu′ . (32)
The method computes ∆V xcRu,R′+Tu′ on a regular mesh of
points kmesh, and inverting the process
∆V xcnm(kmesh)→ ∆V xcRu,R′u′(kmesh)→ ∆V xcRu,R′+Tu′ .
as explained in Section IIG of Ref. 19.
Finally, the k derivative needed (p=h¯k) for Eq. 29, is read-
ily computed by differentiating the Bloch-summed form of
∆V xcnm(kmesh) with respect to k.
IV. RESULTS AND DISCUSSION
We first assess the performance of QSGW+BSE for two
prototypical systems: LiF (Sec. IV B) and Si (Sec. IV C).
6Then, we calculate the optical absorption spectrum of bulk
h-BN (Sec. IV D) for which GW+BSE calculations in the lit-
erature underestimate the position of the exciton peak and it
has been suggested that some form of selfconsistency in the
GW calculations is needed.51 Finally, we calculate the optical
absorption spectrum of Ge (Sec. IV E) and NiO (Sec. IV F).
For the former, DFT within the standard LDA/GGA predicts a
direct semimetal rather than an indirect bandgap semiconduc-
tor; for the latter the DFT bandgap is ten times smaller than
the experimental bandgap. Both systems justify the approach
described in this work and highlight its strengths.
A. Computational details
Table I contains the relevant parameters used in the cal-
culations. With the exception of hexagonal-BN (h-BN), the
Bravais lattice of all systems considered are face-centered cu-
bic. In the GW (single-shot and QSGW ) the RPA polar-
ization matrix is calculated by including all valence and a
large number of the conduction states (between 50 and 100).
When calculating the spectrum within the RPA, the tetrahe-
dron method19 is employed for integration over the Brillouin
zone. For spectra calculated within the BSE, the broadening
was applied according to Eq. 23 and varied to match experi-
ment; except for in NiO where Gaussian broadening was ap-
plied to better agree with experiment. For LiF the broadening
varies linearly. In the table we then report the broadening pa-
rameter at the onset and at the end of the considered energy
range. More precisely, ηLiF(ω) = 0.053ω − 0.57, where ω is
the photon energy in eV.
LiF Si hBN Ge NiO
a(A˚) 4.03 5.43 2.5 5.66 4.17
c(A˚) – – 6.64 – –
GMax(eV) 127 68 120 65 122
Nk 12 16 10,10,5 12 8
Nv 4 4 6 4 11
Nc 4 4 8 5 6
η(eV) 0.07–0.7 0.14 0.2 0.2 0.27
TABLE I. Parameters used in the calculations: lattice constant a (and
interlayer distance c for hexagonal-BN); energy cut-off for the plane
wave basis set GMAX; the k-points along each direction Nk (only
one number is given for isotropic systems); the number of valence
Nv and conduction Nc states used in the BSE; and the broadening
η used. Lorentzian broadening was used in all cases, except for in
NiO, where Gaussian broadening was applied. Where two values are
given, they refer respectively to the broadening at the spectrum onset
and at the end of the considered energy range.
When calculating the dielectric function within the BSE,
due to the large memory and computational time require-
ments, we treat only a subset of transitions between valence
and conduction bands at this level of theory (see Table I).
Transitions to higher energy conduction bands (between 50
and 100) are included at the level of the RPA.
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FIG. 1. Imaginary part of the macroscopic dielectric function for
bulk Si. The spectra were calculated at the same level of the-
ory (QSGW+RPA). Red continuous line: the nonlocal contribution
to the TDMEs is calculated explicitly according to Eq. (29); blue
dashed line: the nonlocal contribution is accounted by rescaling by
the ratio of the quasiparticle and DFT band gaps (see Sec. III B for
details).
The nonlocal contribution to the TDMEs has been evalu-
ated both according to Eq. (29) and by the bandgap rescal-
ing discussed in Sec. III B. In Figs. 1–2, for silicon (at
the QSGW+RPA level) and h-BN (at the QSGW+BSE level)
we compare the evaluation of the TDMEs with the bandgap
rescaling. In both cases, only marginal differences are ob-
served. This is to be expected since for both silicon and h-
BN the perturbative G0W0 approach is known to work well,
meaning that the LDA wavefunctions are a good approxima-
tion to quasiparticle wavefunctions and the effect of quasipar-
ticle corrections is approximately that of a scissor operator for
which the bandgap rescaling of the TDMEs is exact. For that
reason, for LiF we use only the bandgap rescaling of TDMEs.
For Ge and NiO, the bandgap rescaling cannot be used be-
cause of the inverted gap and the failure of the perturbative ap-
proach respectively. In that case, TDMEs were evaluated only
according to Eq. (29). Finally, in Fig. 2 we reported as well
the spectrum obtained when the TDME is calculated without
accounting for the nonlocal contribution from the self-energy.
The intensity of the main features is reduced by about 50%
due to the sum rule violation.
B. Lithium Fluoride
Lithium fluoride is a wide bandgap insulator with a
strongly-bound charge-transfer exciton of the Frenkel type.52
Here, it is considered as a prototypical system to test the va-
lidity of the approximations discussed and to assess the BSE
implementation. From thermoreflectance measurements53 the
fundamental bandgap of LiF at Γ is estimated to be 14.2 ±
0.02 eV.54 As to be expected, calculation of the electronic
structure within DFT at the LDA level severely underes-
timates the fundamental bandgap (9.4 eV). Adding quasi-
particle corrections within the G0W0 approximation gives a
bandgap of 13.5 eV, when including the Z renormalization
factor in Eq. (16), and of 14.2 eV when setting Z = 1. These
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FIG. 2. Imaginary part of the macroscopic dielectric function for
bulk h-BN. The spectra were calculated at the same level of theory
(QSGW+BSE). Green continuous line: the nonlocal contribution to
the TDMEs is neglected; red continuous line: the nonlocal contribu-
tion to the TDMEs is calculated explicitly according to Eq. (29); blue
dashed line: the nonlocal contribution is accounted by rescaling by
the ratio of the quasiparticle and DFT band gaps. See Sec. III B for
details.
values are in good agreement with previous calculations at
this level of theory (see e.g. Ref. 55). As previously dis-
cussed in the literature (see e.g. Ref. 19), the success of the
G0W0 approximation in predicting the bandgap of sp semi-
conductors and insulators relies on error cancellation. No-
tably, on the one hand the screening potential is evaluated at
the RPA level, missing the vertex corrections, leading to over-
estimating the bandgap; on the other hand the LDA energy
differences which enter the RPA polarization are underesti-
mated leading to overscreening, thus to underestimating the
bandgap. Furthermore, it has been recently demonstrated56
that inclusion of the electron-phonon interaction reduces the
bandgap. The result we obtain at the QSGW level is consis-
tent with this picture: the bandgap is found to be 16 eV, thus
substantially overestimated with respect to the experimental
gap. This overestimation results from calculating the screen-
ing at the RPA level, but with quasiparticle energy differences,
and from neglecting the electron-phonon interaction.
The results at G0W0 (Z = 1) and QSGW levels have then
been used to obtain the macroscopic dielectric function within
the BSE framework. Results for the imaginary part ε2 of the
macroscopic dielectric function are compared in Fig. 3 with
the experimental absorption spectrum.57 The latter shows a
sharp intense peak at about 12.6 eV – about 1.6 eV below the
fundamental band gap – which has been identified as an exci-
ton resonance. The position and intensity of the exciton res-
onance, and in general of all the absorption spectrum, is well
reproduced at the G0W0+BSE level (top panel). For a com-
parison when neglecting excitonic effects withinG0W0+RPA,
the theoretical spectrum onset is at about 14 eV and the ex-
citonic resonance is missing. From this result a binding en-
ergy of 1.7 eV can be extracted; in very good agreement with
the experimental results.53 These results are in agreement with
the literature (see e.g. Refs 26 and 55) and validate (together
with the results obtained for the other systems) the BSE im-
plementation. The bottom panel shows the spectrum obtained
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FIG. 3. Imaginary part of the macroscopic dielectric function for
LiF. Upper panel: the experimental data (blue squares)57 is com-
pared with the results from the G0W0+RPA (green line) and the
G0W0+BSE (red line). Lower panel: the experimental data (blue
squares) is compared with the results from the QSGW+BSE. The
spectrum is red-shifted by 0.9 eV to match the position of the first
peak in the experimental spectrum.
at the QSGW+BSE level. The latter has been red-shifted
by 0.9 eV to match the position of the exciton in the exper-
imental spectrum. The error in predicting the spectrum on-
set is due to the overestimation of the fundamental bandgap
discussed above, which is only partially compensated by the
overestimation of the exciton binding energy (about 2.4 eV).
The overestimations of bandgap and exciton binding energy
originate both from underestimating the electronic screening
in W . Apart from the spectrum onset, the overall shape of
the spectrum is better reproduced within QSGW+BSE than
within G0W0+BSE. In particular, the intensity of the spec-
tral feature at about 22 eV (assigned by Piancentini et al.53 to
an X exciton) is well reproduced, while overestimated within
theG0W0+BSE. It is worth to note that this is improvement is
(at least) partly the effect of the larger broadening parameter
used for the QSGW+BSE spectrum. In fact, the broadening
parameter was chosen to increase linearly with the photon en-
ergy (see Sec. IV A), so the QSGW+BSE spectrum, that is
blue-shifted by almost 1 eV with respect to the G0W0+BSE,
has a larger broadening parameter at the above-mentioned X
exciton feature (≈ 0.65 eV vs ≈ 0.60 eV).
RPA BSE
G0W0 QSGW G0W0 QSGW Exp.
∞ 1.61 1.71 1.76 1.84 1.92
TABLE II. Electronic part of the static dielectric constant, ∞, for
LiF. Values at different levels of theory are compared with the exper-
imental result.58
Table II reports the values for the static dielectric constant,
∞ at the various levels of theory. Calculating the macro-
scopic dielectric function at the BSE level improved notice-
ably the agreement with the experimental value with respect
to the RPA. When the electronic structure is calculated at the
QSGW , rather than G0W0 level, the agreement with experi-
8ment is further improved (1.84 versus 1.92).
C. Silicon
Silicon is a semiconductor which electronic structure and
optical properties have been accurately characterized both the-
oretically and experimentally (see e.g. Refs. 59 and 60). For
this reason it is often chosen as a prototypical system to assess
approximations and test numerical implementation. Table III
summarizes the results for the fundamental bandgap – which
is indirect from the top of the valence in Γ and the conduc-
tion band minimum (CBM), which occurs 85% towards the
boundary of the first Brillouin zone in the [100] direction –
and the minimum direct bandgap in Γ. The results follow the
same trend observed for LiF. The underestimation of the LDA
is partially corrected at the G0W0 level. A better agreement
is obtained when the renormalization factor Z in Eq. 16 is
set to 1 taking into account cancellation in the expression for
the self-energy.19 At the QSGW , the bandgap is slightly over-
estimated, as one would expect when neglecting vertex cor-
rections and electron-phonon interactions. With respect to the
wide-gap LiF, the QSGW overestimation is relatively smaller,
which can be expected as due to the larger screening, the ver-
tex corrections are less important.
LDA G0W0 G0W0 (Z = 1) QSGW Exp.
Γ−CBM 0.48 0.94 1.07 1.18 1.17
Γ− Γ 2.53 3.1 3.29 3.41 3.40
TABLE III. Fundamental and minimum direct bandgap of Si at dif-
ferent levels of the theory and from experiment61 (all values in eV).
See text.
The imaginary part of the macroscopic dielectric function at
the level of both G0W0+BSE and QSGW+BSE is presented
in Fig. 4. Theoretical results are compared with the exper-
imental spectrum62. As is well-known, the first peak is not
well reproduced when excitonic effects are not taken into ac-
count as it can be seen from the QSGW+RPA results. Within
the BSE level, the experimental spectrum is well reproduced,
both using the electronic structure from G0W0 (Z = 1) and
QSGW , with minor differences.
D. hexagonal-Boron Nitride
Bulk h-BN is a wide-gap layered semiconductor. The in-
terest on this material is partly due to its similarity to graphite
and to the possibility of obtaining few-layer compounds by
exfoliation. As well, bulk h-BN has remarkable optical prop-
erties. For example, the strong excitonic features in the ab-
sorption spectrum63 or the high luminescence yield64. Experi-
mentally, the debate on a minimum direct or indirect bandgap
has been solved only recently (see e.g. Refs 64 and 65
and references therein) and the values for the fundamental
bandgap obtained from different experiments cover a range
of 3.5 eV.64,66 Furthermore, this discrepancy reflects as well
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FIG. 4. Imaginary part of the macroscopic dielectric function
for bulk Si. Theoretical results from G0W0+BSE (red line),
QSGW+RPA (green line), and QSGW+BSE (purple line) are com-
pared with the experimental data62 (blue squares).
in the interpretation of the exciton optical transitions. The de-
bate on the electronic structure at the experimental level, calls
for accurate first principles calculations and advocates for the
development of approaches that can capture subtle physical
effects. In this context it is relevant to look at the perfomance
for the electronic structure of QSGW , which is a nonpertuba-
tive method, thus independent of the DFT starting point, and
of QSGW+BSE for the optical properties.
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FIG. 5. QSGW Band structure for h-BN along the K ΓM high-
symmetry direction.
Figure 5 presents the QSGW band structure along the
K ΓM high-symmetry direction. The fundamental band gap
is indirect and the maximum in the valence band occurs at
about 95% of the way along the line joing Γ and K – as
in Ref. 67. The value for the fundamental LDA band gap
(4.05 eV) is corrected by 2.18 eV at the G0W0(Z = 1) level.
Self-consistency further opens the gap to 6.74 eV. The same
trend is observed for the direct gap.
Results at the LDA and G0W0 level are in agreement with
previous works51,63,68. Regarding the self-consistency, inter-
estingly the value found by QSGW falls in between the val-
ues for GW0 (energies updated in G) and GW (energies up-
dated in both G and W ) reported for instance in Ref. 51. Be-
cause of the spread of values mentioned above, comparison
with experiment is difficult. As an example, table 1 of Ref. 66
9summarises experimental values for the bandgap which range
from 3.6 to 7.1 eV. Recent studies agree more closely with val-
ues between 6.1 eV65 and 6.4 eV69, consistent with the G0W0
results in this work and in the literature.51,63,68 As discussed
above, the QSGW overestimates the bandgap accounting for
the missing vertex corrections and electron-phonon interac-
tion. The latter is predicted70 to be of the order of 0.1 eV.
Figure 6 compares the absorption spectrum (QSGW+RPA
and QSGW+BSE) with the experimental spectrum.71 As
known from the literature (see e.g. Ref. 72) including exci-
tonic and local-field effects remarkably improves the agree-
ment with experiment for this compound. The spectrum ob-
tained shows a strong bound exciton in very good agreement
with the results in the literature obtained at a similar level of
theory63,72,73. Previous works at GW+BSE level agree on
0.7 eV exciton binding energy, which is remarkably higher
than values inferred from experiments: Refs. 64 and 65 infer
a binding energy of 130–149 meV from photoluminescence
experiments; Ref. 69 obtains instead a value of 380 meV by
combining photoluminescence with photoconductivity. The
large discrepancy between first-principles and experiment can
be partially attributed to temperature effects which are found
to reduce exciton binding energy by 30%.70 In this work, by
comparing the QSGW+RPA and QSGW+BSE, we obtain a
value of 1.2 eV, largely overestimated with respect to other
theoretical values. As discussed for LiF, the overestimation
is due to missing vertex corrections which lead to an under-
screened W . While in LiF the errors in the bandgap and bind-
ing energy cancel out only partially, for h-BN cancellation
of errors gives a very good agreement with the experiment—
while theoretical results at the level ofG0W0+BSE are usually
underestimating the exciton position by 0.2 − 0.3 eV.63,73,74
The difference of performance of QSGW+BSE for the two
compounds may be due to the reduction of the exciton bind-
ing energy in h-BN with temperature mentioned previously.70
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FIG. 6. Imaginary part of the macroscopic dielectric function for
bulk hexagonal BN. The light is polarized parallel to the layers. The-
oretical results at the QSGW+RPA (green line) and QSGW+BSE
(red line) level are compared with the experimental data71(blue
squares).
E. Germanium
Germanium is a semiconductor with an indirect band gap
between Γ and L of about 0.7 eV75,76. The direct Γ bandgap
is about 0.9 eV and the valence band splitting due to spin-orbit
coupling at Γ is about 0.29 eV.77 The interest on Ge for appli-
cations in devices (as for example for germanium-on-silicon
lasers78) advocates the development of accurate and reliable
approaches to study both the electronic structure and optical
properties.
Figure 7 presents the (spin-unpolarized) LDA and (spin-
unpolarized and spin-polarized79) QSGW band structures for
Ge. The QSGW correctly predicts a fundamental gap be-
tween Γ and L of 0.78 eV and a 1.09 eV bandgap at Γ, so
overestimating both the gaps and the energy differences be-
tween the two conduction valleys with respect to the exper-
iment. The splitting of the QSGW valence bands when in-
cluding spin-orbit coupling is 0.3 eV; in agreement with the
value quoted in reference 77. The LDA predicts the wrong
ordering of the valley in the bandstructure: at Γ the conduc-
tion band is degenerate with the heavy and light hole bands.
The split-off band, which is expected to be degenerate with
heavy and light hole bands when no spin-orbit interaction is
included, is split by 0.13 eV. Furthermore, the curvature of
both the conduction and split-off band is remarkably larger
with respect to the QSGW . Note that G0W0(Z = 1) (not
shown) provides the correct ordering of the bands at Γ and a
direct bandgap of 0.96 eV (with spin-orbit). The failure of
LDA (and GGA) to predict the correct ordering of the con-
duction valleys has been already extensively discussed in the
literature (see e.g Refs 11, 75, 76, and 80). Within the pseu-
dopotential approach, available pseudopotentials with d elec-
trons in the core give, by virtue of error cancellation, a semi-
conductor with the correct band-ordering, though the bandgap
is underestimated. When semicore electrons are considered in
the pseudopotential (or core corrections considered), the all
electron picture is usually recovered. The effect of the pseu-
dopotential, and specifically the effect of semicore states, has
been studied in previous works also in connection with the
GW approximation and self-consistency.75,76,80,81
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FIG. 7. LDA (dots) and QSGW, with (dashed line) and without (con-
tinuous line) spin-orbit coupling, band structures of bulk Germanium
along the L-Γ-X directions in the Brillouin zone.
When calculating the dielectric function from methods re-
lying on perturbative corrections of the LDA and GGA elec-
tronic structure such as G0W0 there two main issues stem-
10
ming from the zero-gap prediction of LDA/GGA: the over-
screening of the W (already observed e.g. in LiF and that par-
tially cancels with other missing effects), and the calculation
of the TDMEs when using the usual rescaling by DFT ener-
gies as in Sec. III B, which in this case are zero/negative. Here,
the first issue is addressed by using the QSGW , the second by
calculating the contribution from the nonlocal potential to the
TDMEs explicitely as in Eq. 29. Figure 8 then presents the
real and imaginary parts of the macroscopic dielectric func-
tion for Ge, with the TDMEs calculated using Eq. 29. Both
position and intensities of the main features are well repro-
duced when comparing with experiment.82
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FIG. 8. Real and imaginary parts of the macroscopic dielectric func-
tion for bulk Ge calculated using QSGW+BSE (continuous line) is
compared with the experimental results (squares).
F. Nickel Oxide
The transition metal oxide NiO is an antiferromagnetic ma-
terial with a magnetic moment of 1.9 µB and a band gap of
4.3 eV.21,83 It is a prototypical strongly correlated material,
i.e. a material for which one-particle approaches fail to de-
scribe even qualitative features. In particular, NiO belongs
to 3d transition-metal compounds for which DFT predicts a
metal/semiconductor rather than a wide-gap insulator. The
error has been traced down to the inability of one-particle ap-
proaches to capture the correlation effects of d electrons.84
Consistently with this picture and results reported previ-
ously,12,19 the LDA band gap is found to be about 0.4 eV.
The G0W0 calculated band gap is opened to 1.7 eV (Z = 1)
which is, as expected, still heavily underestimated. In fact, the
LDA and GW (with eigenvalue-only self-consistency) band-
structures have been thoroughly analyzed in Ref. 19. It was
found that for both approaches, the conduction band disper-
sions are qualitatively wrong and the conduction band mini-
mum is not at Γ, when compared with QSGW . Selfconsis-
tency at the QSGW level gives an indirect bandgap from U
to Γ of 4.86 eV (direct gap of 5.56 eV at Γ), overestimated
by about 0.5 eV. As previously discussed the main sources
of the difference with the experimental value can be traced
back to vertex and temperature effects. Beside the bandgap,
the magnetic moment is also severely underestimated in the
LDA; 1.23 µB versus 1.71 µB at QSGW .
Figure 9 presents the calculated absorption spectrum at the
QSGW+BSE level. Because of the large errors in the cal-
culated electronic structure, any perturbative approach start-
ing from the LDA, such as G0W0+BSE, is expected to poorly
predict the optical absorption spectrum. Regarding the treat-
ment of the TDMEs, since LDA gives qualitatively wrong re-
sults and the QSGW eigenfunctions differ significantly from
the LDA, using the LDA energies as the scaling factor leads
to poor results. Alternative schemes, such as the ∂Σ/∂p
scheme, are in this case mandatory. Indeed, the all-electron
QSGW+BSE with ∂Σ/∂p produces a spectrum in very good
agreement with experiment for NiO,85, but for a shift of about
1 eV in the spectral onset due to the overestimation of the
bandgap, only partially compensated by the error in the bind-
ing energy. The agreement with the experiment is visibly bet-
ter than at the GW+RPA level where the onset is overesti-
mated by over 2 eV and the intensity overestimated.
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FIG. 9. Imaginary part of the macroscopic dielectric function
for NiO. The experimental data (blue dots)85 is presented along
with spectra calulated at the level of QSGW+BSE (red line) and
QSGW+RPA (green line).
V. CONCLUSIONS
We have combined the QSGW approach for calculating
the electronic structure with the solution of the BSE for cal-
culating the optical spectrum. The macroscopic dielectric
function of LiF, Si, h-BN, Ge and NiO have been computed
with this approach (QSGW+BSE) and compared with the
G0W0+BSE—which is commonly used for calculating op-
tical absorption of materials—and with the QSGW+RPA.
The comparison with the latter approach highlights the need
of including excitonic effects, as already extensively dis-
cussed in the literature (see e.g. Ref. 9). The comparison of
QSGW+BSE and G0W0+BSE instead highlights the merits
and limits of the QSGW for calculating the electronic struc-
ture.
For Si, LiF and h-BN, the performance of the two methods
is similar. More specifically a slight improvement is found
for Si and for h-BN, while in LiF the exciton position is blue-
shifted by almost 1 eV. These results have been rationalised by
considering the error cancellation which is usually responsible
for the good agreement of the G0W0 calculated bandgap with
11
the experimental gap. Namely, the W is calculated within the
RPA (overestimation), using as input DFT energies (underes-
timation). The QSGW corrects for the underestimation from
the DFT energies, but W is still calculated within the RPA.
Furthermore as it emerged from recent literature, the neglec-
tion of electron-phonon interaction leads to a bandgap overes-
timation of the order of hundreds of meV.
The benefits of the present approach have been made clear
for Ge and NiO. For different reasons, LDA is not a good
starting point for both those systems. For Ge, a narrow-gap
semiconductor, the bandgap is inverted. The G0W0 partially
corrects the bandgap. The more severe problem is though that
the bandgap rescaling, which accounts for the nonlocal con-
tribution to the transition dipoles, cannot be applied. For NiO,
a strongly correlated transition metal oxide, the LDA+G0W0
severely underestimates the fundamental bandgap, and a bet-
ter starting point, such as that provided by QSGW is essential
to get the electronic structure and as a consequence the optical
properties.
To summarise, the key advantage of the approach here pre-
sented over the more standard GW+BSE is the possibility of
calculating the optical properties of materials for which GW
on top of the standard DFT provides a poor description of
the electronic structure. Furthermore, as we employ an all-
electron basis, we eliminate the dependence on the choice of
the pseudopotential which sometimes—though it should not
be the case—can substantially influence the GW results.86
The overestimation of the bandgap, and thus of the spec-
trum onset, observed for wide-band gap insulators such as LiF,
and for NiO, draws the attention on important effects missing
from the present framework. In particular, the RPA for W
is clearly insufficient when the accurate electronic structure
is used rather than the DFT one, and one would need to in-
troduce a BSE-like vertex correction to W .87–89 Further, the
electron-phonon and exciton-photon interactions also play an
important role and would need to be included when aiming at
accurate predictions of materials optical properties. The in-
clusion of these two effects is thus the next step towards an
accurate framework to calculate electronic and optical prop-
erties of materials from first principles. Preliminary results
show indeed an improvement in the agreement with the ex-
periment.
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