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Abstract—Coronavirus, or COVID-19, is a hazardous disease
that has endangered the health of many people around the world
by directly affecting the lungs. COVID-19 is a medium-sized,
coated virus with a single-stranded RNA. This virus has one of
the largest RNA genomes and is approximately 120 nm. The
X-Ray and computed tomography (CT) imaging modalities are
widely used to obtain a fast and accurate medical diagnosis.
Identifying COVID-19 from these medical images is extremely
challenging as it is time-consuming, demanding, and prone to
human errors. Hence, artificial intelligence (AI) methodologies
can be used to obtain consistent high performance. Among the
AI methodologies, deep learning (DL) networks have gained
much popularity compared to traditional machine learning (ML)
methods. Unlike ML techniques, all stages of feature extraction,
feature selection, and classification are accomplished automati-
cally in DL models. In this paper, a complete survey of studies on
the application of DL techniques for COVID-19 diagnostic and
automated segmentation of lungs is discussed, concentrating on
works that used X-Ray and CT images. Additionally, a review of
papers on the forecasting of coronavirus prevalence in different
parts of the world with DL techniques is presented. Lastly, the
challenges faced in the automated detection of COVID-19 using
DL techniques and directions for future research are discussed.
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I. INTRODUCTION
The novel COVID-19 virus came to light in December 2019
in Wuhan Province, China, where it originated from animals
and quickly spread around the world [1]. The easiest way to
transmit COVID-19 is through the air and physical contact,
such as hand contact with an infected person [2]. The virus
inserts itself into the lung cells through the respiratory system
and replicates there, destroying these cells [3]. COVID-19
comprises an RNA and is very difficult to diagnose and treat
due to its mutation characteristics [4]. The most common
symptoms of COVID-19 include fever, cough, and shortness
of breath, dizziness, headache, and muscle aches [5]. The
virus is so perilous and can provoke the death of people with
weakened immune systems [6]. Infectious disease specialists
and physicians around the world are working to discover a
treatment for the disease. COVID-19 is currently the leading
cause of death for thousands of countries worldwide, including
the USA, Spain, Italy, China, the United Kingdom, Iran, and
others. Figure 1 exhibits the latest number of infected people
worldwide due to COVID-19.
The detection of COVID-19 is crucially significant and vital
in its early stages. Various methods have been proposed to
diagnose COVID-19, containing a variety of medical imaging
techniques, blood tests (CBCs), and PCR. According to the
WHO, all diagnoses of corona disease must be confirmed by
reverse-transcription polymerase chain reaction (RT-PCR) [7].
However, testing with RT-PCR is highly time-consuming, and
this issue is risky for people with COVID-19. Hence, first,
medical imaging is carried out for the primary detection of
COVID-19, then the RT-PCR test is performed to aid the
physicians in making final accurate detection. Two medical
imaging techniques, X-ray and CT-scan, are employed to
diagnose COVID-19 [8], [9].
X-ray modality is the first procedure to diagnose COVID-
19, which has the advantage of being inexpensive and low-risk
from radiation hazards to human health [10], [11]. In the X-
ray method, detecting COVID-19 is a relatively complicated
task. In these images, the radiologist must attentively recognize
the white spots that contain water and pus, which is very pro-
longed and problematic. A radiologist or specialist doctor may
also mistakenly diagnose other diseases, such as pulmonary
tuberculosis, as COVID-19 [12].
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2Fig. 1: Detailed statistics of COVID-19 infected people world-
wide [13].
The X-ray procedure has a high error rate; hence CT images
can be used for more precise detection [14]. Nevertheless,
these CT images are far more expensive than X-rays for
patients [15]. At the time of CT-scan recording, several slices
are provided from each person suspected of COVID-19. The
large volume of CT-Scan images calls for a high workload on
physicians and radiologists to diagnose COVID-19.
In recent years, applications of artificial intelligence in
medicine have led to a variety of studies aiming to diagnose
varied diseases, including brain tumors from MR images [16],
[17], multiple types of brain disorders such from EEG [18],
[19], breast cancer from mammographic images [20], [21]
and pulmonary diseases such as Covid-19 from X-Ray [22]
and CT-Scan [23]. In the last decade, Deep Learning (DL),
a branch of machine learning, has changed the expectations
in many applications of artificial intelligence in data process-
ing by reaching human-level accuracies [24] in many tasks,
including medical image analysis [25].
In this paper, an overview of COVID-19 diagnostic ap-
proaches utilizing DL networks is presented. Section II ex-
plains the search strategy, and various DL models developed
for COVID-19 detection are described in Section III. Section
IV of the DL techniques used for the detection, segmentation,
and prediction of COVID-19 patients. Section V discusses the
reviewed papers on diagnosis, segmentation, and prediction of
COVID-19 patients. Challenges in diagnosing, segmentation,
and prediction of COVID-19 patients are provided in Section
VI. Finally, the summary and future work are delineated in
Section VII.
II. SEARCH STRATEGY
In this study, valid databases, including IEEE Xplore, Sci-
enceDirect, SpringerLink, ACM, and ArXiv, have been used
to search for Covid-19 papers. Moreover, a more detailed
Google Scholar search is employed. The articles are selected
using the keywords COVID-19, Corona Virus, Deep Learning,
Segmentation, and Forecasting. The latest selection of papers
is done with the mentioned keywords on July 11th, 2020.
Figure 2 indicates the number of papers published or indexed
by COVID-19 using DL techniques using various databases.
Fig. 2: Number of papers published on COVID-19 using DL
techniques.
III. DEEP LEARNING TECHNIQUES FOR COVID-19
DETECTION
Traditional machine learning and DL are the two significant
branches of AI, but DL is essentially a more advanced version
of traditional machine learning (ML). Various DL networks
have been extensively used to diagnose the COVID-19 accu-
rately using many public databases.
DL architectures, namely convolutional neural networks
(CNNs), recurrent neural networks (RNNs), Autoencoders
(AEs), deep belief networks (DBNs), generative adversarial
networks (GANs), and hybrid networks such as CNN-RNN
and CNN-AE have been developed for automated detection
of COVID-19. Figure 3 exhibits the subcategories of DL
networks.
IV. COMPUTER AIDED DIAGNOSIS SYSTEM (CADS) FOR
COVID-19 DETECTION
Many CADS have been developed using DL methods using
X-ray and CT images. Two types of systems: (i) classification
and (ii) segmentation using DL methods have been developed.
In classification-based CADS, the main objective is to identify
COVID-19 patients, which involves the process of extracting
features, selecting features, and classifying using deep layers.
The second type, CAD, is for the segmentation of X-Ray
and CT-Scan images of each infected person with COVID-
19. Segmentation implies dividing images into meaningful
areas and is of particular notability in medicine. Manual seg-
mentation of medical images takes much time; thus, applying
machine learning models is crucially paramount. Among the
most important segmentation models, the various types of
fuzzy clustering methods [26], [27] and DL procedures such
as U-Net [28] can be expressed. In the CADS, with the
segmentation approach, patients’ CT-Scan images and their
manual segments labeled by doctors are fed to the DL network.
Then, during the training process, the DL network is trained
on manual segments to segment raw input images. Finally,
in deep network output, segmented images are presented
with segmentation accuracy. The components of DL-based
CADS for COVID-19 detection are shown in Figure 4. In
3Fig. 3: Illustration of various DL methods used for COVID-19 detection.
Fig. 4: Block diagram for COVID-19 detection using DL
technique.
TABLE I: Public databases used for COVID-19 detection.
Dataset Modality Link
J. P. Cohens GitHub X-ray and CT https://github.com/ieee8023/covid-chestxray-dataset
European Society of Radiology X-ray and CT https://www.eurorad.org/advanced-search?search=COVID
SIRM X-ray and CT https://www.sirm.org/category/senza-categoria/covid-19
BSTI X-ray and CT https://www.bsti.org.uk/covid-19-resources
UCSD-AI4H CT https://github.com/UCSD-AI4H/COVID-CT
MedSeg CT http://medicalsegmentation.com/covid19
Kaggle X-ray and CT https://www.kaggle.com/datasets?search=covid
Point-of-Care Ultrasound
(POCUS)
Lung Ultrasound
Images and Videos
https://github.com/jannisborn/covid19˙pocus˙ultrasound
Actualmed COVID-19 Chest
X-ray Dataset Initiative X-ray https://github.com/agchung/Actualmed-COVID-chestxray-dataset
COVID-19 Chest X-ray
Dataset Initiative
X-ray https://github.com/agchung/Figure1-COVID-chestxray-dataset
Georgia State Universitys
Panacea Lab
Twitter Chatter
Dataset https://github.com/thepanacealab/covid19˙twitter
Twitter COVID19 CXR dataset X-ray https://twitter.com/ChestImaging
COVID-19 CT https://github.com/KevinHuRunWen/COVID-19
COVIDx X-ray https://github.com/lindawangg/COVID-Net
the following section, we will first mention the important data
available for COVID-19. Then, the DL methods exploited in
the research are introduced.
A. Public Databases used for COVID-19 Detection and Fore-
casting
Various public databases (X-ray and CT images) available
for the detection and prediction of COVID-19 are listed in
Table I. Also, the databases used to predict the corona spread
in leading countries of the world are shown in Table II.
B. Deep Learning Methods
DL networks developed for classification, segmentation,
and prediction of COVID-19 disease will be analyzed in this
section. Various applied DL architectures are discussed briefly
in the following sections.
1) Classification Models: Various DL methods presented
for the automated detection of COVID-19 are discussed in
this section. 2D CNN, AlexNet, Visual Geometry Group
(VGG) network, GoogLeNet, DenseNet, XceptionNet, Mo-
bileNet, SqueezeNet, Inception-ResNet, CapsNet, NasNet-
mobile, ShuffleNet, EfficientNet, and Generative Adversarial
Networks (GAN) have been used for the automated detection
of COVID-19 patients using X-ray and CT images.
TABLE II: Public COVID-19 forecasting databases used for
forecasting.
Dataset Modality Link
China CDC Weekly Daily Number of Cases in China http://weekly.chinacdc.cn/news/TrackingtheEpidemic.htm
The Ministry of Health and Family
Welfare (Government of India)
Daily Number of Cases in India https://www.mohfw.gov.in
Johns Hopkins University Tracking COVID-19 Spread https://systems.jhu.edu
WHO COVID-19 Dashboard Global Statistics https://covid19.who.int
U.S. CDC Daily Number of Cases in U.S.
https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/cases-in-us.html
https://www.cdc.gov/coronavirus/2019-ncov/covid-data/data-visualization.htm
Worldometer Global Collection https://www.worldometers.info/coronavirus
Open Source COVID-19 Global Collection http://open-source-covid-19.weileizeng.com
Painel Coronavrus Daily Number of Cases in Brazil https://covid.saude.gov.br
GOV.UK Daily Number of Cases in UK https://coronavirus.data.gov.uk
Ministero della Salute Daily Number of Cases in Italy
http://www.salute.gov.it/portale/nuovocoronavirus/
homeNuovoCoronavirus.jsp?lingua=english
Ministry of health Daily Number of Cases in Spain
https://www.mscbs.gob.es/profesionales/saludPublica/ccayes/alertasActual/
nCov-China/situacionActual.htm
https://cnecovid.isciii.es/covid19
Fig. 5: Typical 2D-CNN architecture used for COVID-19
detection.
STANDARD 2D-CNN
The primary issue in training the deep models is the
concern of overfitting that occurs from the gap between the
limited number of training samples and a large number of
learnable parameters. Convolutional networks try to overcome
this by using convolutional layers. CNNs require minimal
pre-processing by considering the 2-dimensional (2D) images
as input, and hence it is designed to retain and utilize the
structural information among neighboring pixels or voxels.
A differentiable function is utilized to transform one volume
of actions by each layer to the other as it is a sequence of
layers structurally. Figure 6 represents the architecture for
a usual computer vision job that comprises of three neural
layers: convolutional, pooling, and fully connected layers. The
convolutional layers are usually combined with the pooling
layers, and their output is fed to the fully connected layers
[29]. Also, a variety of methods like dropout and batch
normalization help these networks to learn better [29].
ALEXNET
As the first famous deep learning network, Alexnet is still
the center of attention in many studies. Figure 6 depicts the
architecture of AlexNet. In this network, two new perspectives
dropout, and local response normalization (LRN) are used
to help the network learn better. Dropout is applied in two
FC layers employed in the end. On the other hand, LRN,
4Fig. 6: A typical AlexNet architecture used for COVID-19
detection.
Fig. 7: A typical VGG architecture used for COVID-19
detection.
utilized in convolutional layers, can be employed in two
different ways: Firstly, applying single channel or feature
maps, where the same feature map normalizes depending on
the neighborhood values and selects the NN patch. Secondly,
LRN can be exploited across the channels or feature maps
[30], [31].
VGGNET
The VGG architecture comprised of a few convolutional
layers, each of that utilizes the ReLU activation function. For
classification, this network uses a softmax classifier in the final
layer of the model. Filter size for convolutional layers is picked
equal to 3x3, with a stride of 2 in VGG-E. VGG-11, VGG-16,
and VGG-19 are three variants of the VGG-E model that have
11, 16, and 19 layers correspondingly. All variants of VGG-
E architecture end with three FC layers. Nevertheless, the
numbers of convolution layers are different; VGG-19 contains
16 convolution layers, VGG-16 has 13 convolution layers,
and VGG-11 has eight convolution layers. Figure 7 depicts
the building block of the VGG network used for COVID-19
detection [30], [32].
GOOGLENET
Different receptive fields, generated by various kernel sizes,
form Inception layers, which are incorporated in this model.
Operations generated by these receptive fields records sparse
correlation patterns in the novel feature map stack [30]. Figure
8 describes the initial concept of the inception layer. A stack
of inception layers is utilized by GoogLeNet to enhance
recognition accuracy, as shown in Figure 9. The difference
between the final inception layer and the nave inception layer
is the inclusion of 1x1 convolution kernels, which performs
a dimensionality reduction, consequently reducing the com-
putational cost. Another idea in GooGLeNet is the gradient
injection, which aims to overcome the gradient vanishing
Fig. 8: Naive version of inception layer.
Fig. 9: Inception layer with dimension reduction.
problem. GoogLeNet comprises of a total of 22 layers that is
greater than any previous network. However, GoogLeNet uses
much fewer parameters compared to its predecessors VGG or
AlexNet [30], [33].
RESNET
The Residual Network (ResNet) is created with various
numbers of layers; 1202,152, 101, 50, and 34. ResNet50 is
one of the popular variants containing 49 convolution layers
and 1 FC layer at the end of it. The total number of MACs
and weights are 3.9M and 25.5M, respectively [30], [34],
[35]. Figure 10 shows a typical ResNet architecture used for
COVID-19 detection.
DENSENET
The DenseNet that comprised of densely connected CNN
layers, in a dense block [30], [37] with the outputs of
each layer are connected with all descendant layers. Due to
the dense connectivity between the layers, it is termed as
DenseNet. Network parameters are reduced dramatically by
efficient utilization of feature reuse. DenseNet comprises of
various transition blocks and dense blocks that are situated in
between two adjacent dense blocks. Figure 11 describes the
conceptual diagram of a dense block [30].
XCEPTIONNET
The Xception architecture is based on Inception V3. The
Xception architecture is a linear stack of depth-wise separable
convolution layers with residual connections. The network
entails 36 layers of convolution organized in 14 modules, all of
which contain linear residual connections around them, except
for the first and last modules. Utilizing residual connections
in Xception architecture will lead to faster convergence and
superior final performance [38].
MOBILENET
The novel model called MobileNets is aimed to be used
5Fig. 10: A typical ResNet architecture used for COVID-19
detection [36].
Fig. 11: A 4-layer dense block with growth rate of k=3 used
for COVID-19 detection [30].
in mobile and embedded machine vision applications [39].
The main layers exploited in this architecture are known
as depthwise separable convolution. The depthwise separable
convolution consists of two layers: depthwise convolution,
and pointwise convolution. The depthwise convolution is used
to apply a single filter to each input channel (input depth).
Then the pointwise convolution, simple 1x1 convolution, is
employed to create a linear combination of depthwise layer
outputs. After both of these layers, a ReLU and batch normal-
ization (BN) are placed (Figure 12) [40].
SQUEEZENET
Using three architectural design strategies, this structure
has introduced a fire module [41]. The module consists of
a squeeze-convolution layer that has only 1x1 filters, fol-
lowed by an expansion layer that has a set of 1x1 and 3x3
convolution filters. With slight modification and optimization
in the original SqueezeNet architecture, two other architec-
tures, SqueezeNet with simple bypass and SqueezeNet with
complex bypass, were also demonstrated. By benchmarking
the SqueezeNet architecture on the ImageNet database and
comparing its results with the AlexNet architecture, it was
found that the SqueezeNet accuracy is at the AlexNet level,
but the 50X has a lower parameter, and the model size is less
than 0.5MB [41].
INCEPTION-RESNET
In 2016, Szegedy et al. proposed the idea of integrating
Inception architecture with residual connections, meaning that
the filter concatenation stage in Inception architecture would
be replaced by residual connections [35]. The idea led to a new
architecture called Inception-ResNet, which has two versions,
V1 and V2. At the same time, another architecture named
Inception V4 was introduced, in which reduction blocks were
exploited. These blocks are modified versions of Inception
Fig. 12: Left: standard CNN layer with BN and ReLU. Right:
Depth-wise separable convolutions with depth-wise and Point-
wise layers followed by BN and ReLU.
modules. Finally, it was perceived that introducing residual
connections to Inception architecture significantly improves
training speed. Also, both of these architectures have outper-
formed than previous architects [35].
CAPSNET
With advancements of CNNs and new structures, they have
reached high accuracies on many tasks. However, one of the
deficiencies of CNN models is when they face samples drown
from a dataset with a different orientation than a training
dataset. To address this, CapsNet was proposed. The central
idea behind this network is to create a network that implicitly
performs an operation similar to inverse graphics; i.e., it tries
to find graphical shapes in an image. The building block of
this structure is capsules, which try to determine whether an
object is presented at a given location and find its instantiation.
With the help of these capsules, CapsNet performs better than
its prior models in many tasks and specifically in cases where
two classes have a considerable overlap [42].
NASNET-MOBILE
In a try to find a method to learn architecture directly from
data instead of handly designing it [43], NASNet was created.
First, the best normal convolution cell and the reduction
convolution cell are found in NASNet’s search space by
applying the RNN controller, on a small dataset. The RNN
controller then stacks multiple copies of these cells with
various parameters to acquire NASNet architecture. A new
regularization technique called ScheduledDropPath has also
been stated, which dramatically meliorate the generalizability
of NASNet models. The architectures obtained on the COCO
object detection database have also been evaluated in all cases,
showing that the architectures could achieve state-of-the-art
performance [43].
SHUFFLENET
ShuffleNet is specially designed for mobile devices with
minimal computing power [44], [45]. This architecture em-
ploys two operations, pointwise group convolution and channel
shuffle, to maintain the network’s accuracy while reducing
the computational cost. ShuffleNet architecture embraces a
convolution layer, two pooling layers, a stack of ShuffleNet
units that are structured in three stages, and finally, an FC
layer. Although ShuffleNet is designed for small models, it still
6Fig. 13: A typical ShuffleNet for COVID-19 detection [46].
Fig. 14: A Simple GAN architecture.
surpasses MobileNet (lower computation cost, higher training
speed). Figure 13 shows a general form of ShuffleNet used
for COVID-19 detection.
EFFICIENTNET
The fundamental building block in EfficientNet was to
overcome the MBConv mobile bottleneck. The EfficientNet
architecture developed using the compound scaling method,
which led to the EfficientNet-B0 to B7. It is found that this
architecture has fewer parameters of 8.4x and a faster running
time of 6.1x [47].
2) Generative Adversarial Networks (GAN): A primary
problem in training deep models is limits in dataset size. Using
generative models for data augmentation is one solution to
this issue. Due to the high quality of generated data, GANs
have attracted attention in the medical imaging community
[48]. The basic idea in training a GAN is a simple minimax
game, in which one network tries to distinguish between real
data and generates one, and the other tries to create data
undistinguishable by the first network [49], therefor creating
images similar to real data. Figure 14 shows a simple gan
architecture.
3) Segmentation Models: In this section, various DL mod-
els developed to segment the lung region to detect the COVID-
19 patients accurately are discussed. FCN network, SegNet,
U-Net, and Res2Net DL models are widely used for the
segmentation of lungs and are briefly discussed below.
FULLY CONVOLUTIONAL NETWORK (FCN)
In this model, popular networks have transformed entirely
convolutional models by replacing FC layers with convolution
layers to capture output as a local map. These maps are up-
sampled using the introduced method, which uses a backward
convolution with stride size f, capable of learning. At the end
of the network, there is a 1x1 convolution layer that yields the
corresponding pixel label as the output. The exiting stride in
Fig. 15: A typical FCN architecture used for segmentation of
lung in COVID-19 patients.
Fig. 16: A typical SegNet architecture used to segment lung
in COVID-19 patients [52].
the deconvolution stage constraints the output detail quantity
of this layer. To address this issue and enhance the quality
of the result, several skip connections have been added to the
network from the lower layers to the end layer [50]. Figure
15 shows a general form of FCN used for the segmentation
of lung in COVID-19 patients.
SEGNET
Generally, in segmentation techniques, a network created for
classification is chosen, and the FC layers of that network are
removed; the resulting network is called the encoder network.
Then a decoder is created to transform these low-resolution
maps to the original resolution. In SegNet [51], the decoder
is created such that for each down-sampling layer in the
encoding section, an up-sampling layer is positioned in the
decoder. These layers, unlike the deconvolution layers of FCN
networks, are not capable of learning, and the values are placed
at the locations from which the corresponding max-pooling
layer is extracted, and the rest of the output cells become
zero. Figure 16 shows a general form of SegNet used for the
segmentation of lung in COVID-19patients.
U-NET
The U-Net network [53], like SegNet, consists of the
identical numbers of pooling and up-sampling layers, but the
network utilizes trainable deconvolution layers. Also, in this
network, there is a corresponding skip connection between
the up-sampling and down-sampling layers. Figure 17 shows
7Fig. 17: A typical U-Net architecture used to segment the lung
in COVID-19 patients [54].
a general form of U-Net architecture used to segment the lung
in COVID-19 patients.
RES2NET
In the Res2Net module, after the 1*1 convolution, the
feature maps are divided into several subsets, then passed
through a set of 3*3 filters. Their outputs are concatenated
together and then go through the 1*1 convolution [55]. The
set of this process is residually structured. For that reason,
it is named as Res2Net module. This module introduces a
new control parameter called the scale dimension (the number
of feature groups in the Res2Net block); with an increase of
scale, features with richer receptive field sizes are learned by
the model. The Res2Net module is capable of integrating with
modern modules such as cardinality dimension and squeeze
and excitation (SE). It can also be integrated easily with state-
of-the-art models, such as ResNet, ResNeXt, DLA, Big-Little
Net, which are called Res2Net, Res2NeXt, Res2Net-DLA, and
bLRes2Net-50, respectively [55].
4) Forecasting Models: RECURRENT NEURAL NET-
WORK(RNN)
A feed-forward neural network is extended to create RNN,
aiming to capture the long term dependencies and features
from the sequential and time-series data. The most commonly
used RNN is the long-short term memory (LSTM), which
composed of a memory cell Ct, a forget cell ft, the input
gate it, and output gate ot (figure 18(a)). These gates make
the decision that which information needs to be remembered
or discarded from the memory cell and also organizes the
activation signals from different sources.
LSTM decides whether to keep or remove the memory by
using these gates, unlike vanilla RNN, LSTM can preserve the
potential long term dependencies of a feature, which is learned
from the input sequential data. One LSTM variant is Gated
Recurrent Unit (GRU) [56], which integrates the forget and
input gates into a single update gate and combines the memory
cell state and the hidden state into one state (figure 18(b)).
Update gate makes a decision on the amount of information
to be added or discarded, and the reset gate decides on how
much earlier information is to be forgotten. This technique
makes GRU simpler than LSTM.
AUTOENCODERS (AES)
Fig. 18: Architecture of LSTM (a) and GRU (b). In the figure
a, the yellow, green and blue represent output gate, input gate
and forget gate respectively. In the figure b, the yellow and
blue represent the update and reset gate respectively. Biases
are not shown to keep the figure simple [29].
Fig. 19: Diagram of Autoencoder.
Autoencoder (AE) is a neural network method with com-
petent data encoding and decoding strategies used for unsu-
pervised feature learning [29]. The primary purpose of AE
is usually to learn and representation of data (encoding), as
well as dimensionality reduction of data, fusion, compression,
and many more [57], [58]. The AE models comprised of two
phases: encoder and decoder. The input samples are mapped
typically to a lower-dimensional space with beneficial feature
representation in the encoding part. Reverse processing is
applied in the decoding phase to revert data to its original
space, trying to create data from lower space representation.
Figure 19 depicts the conceptual diagram of AE with encoding
and decoding phases.
8TABLE III: Summary of state-of-art DL techniques used for the automated detection of COVID-19 patients.
Work Dataset Modalities Number of Cases Preprocessing DNN toolbox DNN
Number of
Layers Classifier Post Processing K-Fold
Performance
Criteria (%)
[59] COVIDx X-ray
45 COVID-19, 1203 Normal, 931 Bacterial Pneumonia,
660 Viral Pneumonia Patients
Data Augmentation (DA),
Rescaling, Normalizing
Fastai Library
COVID-ResNet
(ResNet-50)
Modified
Version Softmax NA NA
Acc=96.23
Sen=100
Pre=100
F1-Score=100
[60]
Combination of
Different Datasets X-ray 50 COVID-19, 50 Normal Images Rescaling NA ResNet50
Modified
Version Softmax NA 5
Acc=98
Recall=96
Spe=100
[61]
Combination of
Different Datasets
X-ray,
CT-Scan
85 COVID-19 X-ray, 203 COVID-19 CT-scan, 85
Normal X-ray, 153 Normal CT-scan
Cropping, resizing NA AlexNet
Modified
Version Softmax NA NA
Acc=98
Sen=100
Spe=96
[62] Cohens GitHub X-ray 25 COVID-19, 25 Normal Cases Rescaling
Keras with Tensor-
Flow2 Backend
COVIDX-Net Standard
Version Softmax NA NA
Acc=90
(VGG19, Pre=83
DenseNet201) F1-Score=91
[63]
Combination of
Different Datasets X-ray 70 COVID-19 subjects, 1008 Pneumonia Subjects Rescaling, DA NA ResNet-18
Standard
Version + 8 Sigmoid Grad-CAM NA
Sen=96
Spe=70.65
AUC=95.18
[64] COVIDx X-ray
266 COVID-19 Patient Cases, 8,066 Normal Patient
Cases, 5,538 Non-COVID19 Pneumonia Patient Cases
DA
Keras with Tensor-
Flow Backend COVID-Net 87 Softmax
Explainability-Driven
Audit (GSInquire Method)
NA
Acc=93.3
Sen=91
PPV=98.9
[65] COVIDx X-ray 76 COVID-19, 1583 Normal, 4290 Pneumonia Cases DA, RGB format, Normalizing MATLAB COVIDiagnosis-Net
Standard
Version
Decision-Making
System
Class Activation
Mapping Visualization NA
Acc=98.3
Spe=99.13
F1-Score=98.3
[66]
Combination of
Different Datasets X-ray
68 COVID-19, 1583 Normal, 2786 Bacterial Pneumonia,
1504 Viral Pneumonia Images
Resizing, Standardizing, DA Keras ResNet50-V2
Modified
Version Softmax
saliency Maps Visualization,
Different Gradient Methods
NA
Predictive
Entropy=99.68
BALD=88.73
[67] Combination of X-ray 295 COVID-19, 65 Normal, 98 Pneumonia Images Fuzzy Color Method, Image MATLAB MobileNetV2 Standard SMO, SVM Social Mimic Optimization 5 Acc=99.27Different Datasets Stacking Technique SqueezeNet Version Method
[68] Clinical CT-Scan 368 COVID-19 Patients, 127 Patients with Other Pneumonia
Segmentation, Rescaling,
Multi-view Fusion
Keras ResNet50
Modified
Version Dense Layer NA NA
Acc=76
Sen=81.1
Spe=61.5
[69]
Combination of
Different Datasets X-ray
127 COVID-19, 500 No-Findings
and 500 Pneumonia Images
NA NA DarkCovidNet (CNN) 39 Linear
Interpretation of Heatmaps
Results of the DarkCovidNet
Model by an
Expert Radiologist
5
2-classes:
Acc=98.08
Spe=95.3
Sen=95.13
Pre=98.03
F1-Score=96.51
3 classes:
Acc=87.02
Spe=92.18
Sen=85.35
Pre=89.96
F1-Score=87.37
[70] Clinical CT-Scan 108 COVID-19, 86 Non-COVID-19 Patients Different Methods NA
ResNet-101,
Xception
Standard
Version Softmax NA NA
Sen=98.04
Spe=100
Acc=99.02
[71]
Combination of
Different Datasets X-ray 105 COVID-19 ,11 SARS, 80 Normal Samples
DA, Histogram, Feature Extraction
using AlexNet, PCA, K-means
MATLAB DeTraC (ResNet18)
Standard
Version Softmax Composition Phase NA
Acc=95.12
Sen=97.91
Spe=91.87
[72] RYDLS-20 X-ray
90 COVID-19, 10 MERS, 11 SARS, 10 Varicella,
12 Streptococcus, 11 Pneumocystis Samples
Different Features, Early Fusion, Late
Fusion, Different Resampling Algorithms
NA Inception-V3
Standard
Version
MLP Friedman Statistical
Test for Ranking NA
F1-Score=83.33
Clus-HMC F1-Score=88.89Framework
[73] Pneumonia Dataset X-ray 624 Images in 2 Categories: Normal and Pneumonia GAN MATLAB ResNet18
Standard
Version Softmax NA NA
Acc=99
Pre=98.97
F1-Score=98.97
[74] SIRM Dataset CT-Scan 53 Infected CT Images Two Different Patch Datasets NA
VGG-16, GoogleNet
and ResNet-50
(Feature Extraction)
Standard
Version SVM NA NA
Acc=98.27
Sen=98.93
Spe=97.60
Pre=97.63
F1-Score=98.28
[75] COVIDx X-ray NA NA NA COVID-CAPS 9 Capsule Layer NA NA
Acc=95.7
Sen=90
Spe=95.8
[76]
Combination of
Different Datasets X-ray
284 Covid-19, 310 Normal, 330 Pneumonia Bacterial,
327 Pneumonia Viral Images
Rescaling
Keras with Tensor-
Flow Backend CoroNet
Modified
Version Softmax NA NA
Acc=89.5
Pre=97
F1-Score=98
[77] Kaggle X-ray 5,863 X-Ray Images in Two Classes Normal and Rescaling Keras with Tensor- DenseNet169
Standard
Version Softmax NA NA Avg Acc=95.72Pneumonia, 145 Chest X-ray Images of COVID-19 Flow Backend
[78] COVIDx X-ray 13; 800 Images from 13; 645 Individuals Intensity Normalization, DA Keras with Tensor- EfficientNet B3 50 Softmax Activation Map NA Acc=93.9Flow Backend Visualization Sen=96.8
[36]
3 Different
COVIDx Datasets X-ray Different Number of Cases Different Methods
Keras with Tensor-
Flow Backend DenseNet-161
Modified
Version Softmax
Grad-CAM, Grad-CAM++,
LRP Visualizations
5
Pre=94
Recall=95
F1-Score=94.5
[79] UCSD-AI4H CT-Scan 349 COVID-19 Images, 397 Non-COVID-19 Images GAN, Rescaling, Cropping NA
DECAPS
Architecture
Proposed
Method
HAMs Peekaboo Strategy NA
Acc=87.6
Pre=84.3
Spe=85.2
F1-Score=87.1
9[80]
Combination of
Different Datasets X-ray
99 COVID-19 Cases From the COVID19 Chest
X-ray Dataset, 207 Images From Both Dataset Balancing dataset, DA Keras
GSA-DenseNet121-
COVID-19
Modified
Version Softmax NA NA
Acc=98
Pre=98
F1-Score=98
[81] COVID-Xray- X-ray 536 COVID-19 Images, 5000 Non-COVID19 DA, Down Sampling PyTorch SqueezeNet Standard Softmax NA NA Sen=97.55k Dataset Version Spec=97.8
[82]
Combination of
Different Datasets X-ray 207 COVID-19 Images, 5,863 Non-COVID-19 Images DA NA DenseNet-161
Modified
Version Softmax NA NA
Acc=99
Pre=100
F1-Score=99
[83]
Combination of
Different Datasets X-ray
239 COVID-19 cases, 1,000 Bacterial or Viral Pneumonia
Cases, 1,000 Healthy People
DA Keras.
DCSL
Framework
Modified
Version Softmax T-SNE 5
Acc=97.01
Pre=97
Sen=97.09
F1-Score=96.98
[84]
Combination of
Different Datasets X-ray 108 COVID-19, 515 Other Pneumonia, 453 Normal
Class Balancing Methods, Binary
Thresholding, Adaptive Total
Variation Method
NA NASNetLarge
Modified
Version Softmax
CAM and LIME
Techniques NA
Acc=98
Pre=88
Spe=95
F1-Score=89
[85] Combination of X-ray 225 COVID-19 Images, 108,948 Frontal View DA Keras with Tensor- CN 12 FCMLP Grad-CAM 5 Acc=95.3Different Datasets Images From 32,717 Unique Patients Flow Backend
[86]
Combination of
Different Datasets X-ray
180 COVID-19 Images, 6054 Pneumonia,
8851 Normal
NA Keras
Concatenation of Modified
Version Softmax NA 5 Acc=99.56Xception and
ResNet50V2
[87]
Combination of
Different Datasets X-ray NA Different Methods PyTorch COVID-DA
Modified
Version NA Grad-CAM NA
F1-Score=92.98
Pre=98.15
AUC=98.5
[88]
Combination of
Different Datasets X-ray NA
Cropping, CLAHE Method, Resizing,
DA
NA CovIDNet 15 Softmax NA NA
Acc=98.4
Sen=100
Spe=96.97
[89] Different Datasets X-ray
Dataset A (1579 Normal and 4429 Diseased),
Dataset B (4245 Pneumonia and 1763 Non-Pneumonia),
Dataset C (184 COVID-19 and 5824 Non-COVID19),
Dataset D (1579 Normal, 4245 Pneumonia, and
184 COVID-19)
DA, Oversampling NA 3 ResNet18
Modified
Version
Ensemble
Models NA 5
Acc=95.5
MCC=89.6
Pre=94
Recall=100
F1-Score=96.6
[90] Clinical CT-Scan
88 COVID-19 Patients, 100 Bacteria Pneumonia
Patients, 86 Healthy Persons
Different Methods OpenCV
DRE-Net
(ResNet-50
Backbone)
Modified
Version Aggregation Visualization NA
Acc=94
AUC=99
Pre=96
F1-Score=94
[91] Clinical CT-Scan
1495 Patients of COVID-19 and 1027 Patients of
Community Acquired Pneumonia (CAP)
Segmentation using VBNet,
Feature Extraction
NA AFS-DF
Proposed
Architecture
Ensemble the
Predicted
Value
NA 5
Acc=91.79
Sen=93.05
Spe=89.95
AUC=96.35
[92]
Combination of
Different Datasets
X-Ray,
CT-Scan
200 of COVID-19, 200 Healthy, 200 Bacterial
Pneumonia 200 Viral Pneumonia
NA Caffe ResNet101
Standard
Version Softmax NA 10
Acc=98.75
Spe=97.50
Sen=100
Pre=96.43
[93] Cohens GitHub
X-ray,
CT-Scan
4 ARDS, 101 COVID-19, 2 No finding,
2 Pneumocystis-Pneumonia, 11 SARS, 6 Streptococcus
DA, Different Features,
Feature Merging,
Data Over-Sampling
using SMOTE
NA
SAE (Feature
Reduction)
6 SVM NA NA
Acc=71.92
Sen=68.91
Spe=93.91
Pre=69.89
F1-Score=69.13
[94] Clinical CT-Scan 44 COVID-19, 55 Typical Viral Pneumonia ROIs Extraction Visual Inspection NA M-Inception
Modified
Version
Combined
Decision
Tree and
Adaboost
NA NA
Acc=82.9
Sen=81
Spe=84
AUC=90
F1-Score=77
[95]
Combination of
Different Datasets X-ray 314 COVID-19
Segmentation using UNet, Keras with Tensor-
Flow Backend VGG16
Standard
Version Softmax GradCAM NA Acc=99.26Standard Preprocessing,
WeaklyLabeled DA
[96] Clinical CT-Scan 109 COVID-19, 201 Non-COVID-19
Standard Preprocessing, Generating
NA CovidCTNet 19 Softmax NA NA
Acc=90
Pseudo-Infection Anomalies Sen=83
using BCDU-Net Spe=92.85
[97] Kaggle Data X-ray 150 COVID-19 Filtering, Segmentation using NA CNN 11 Softmax NA NA Acc=93Repository Thresholding
[46]
Combination of
Different Datasets CT-Scan 521 COVID-19, 521 Non-COVID-19 DA, Random Cropping Operation NA
CNN with Standard
Version
Linear
Layer NA NA
Acc=91.21
ShuffleNetV2 as Sen=90.52
the backbone Spe=91.58
[98] COVIDx X-ray 99 COVID-19, 18529 Non-COVID-19 DA PyTorch
CoroNet (TFEN
+ CIN modules)
2 Independent
FPAE +
ResNet18
Softmax
Perturbation-based Algo-
rithms for Generating
Attribution Maps
NA
Acc=93.50
Sen=90
Pre=93.63
F1-Score=93.51
[99] Different Datasets CT-Scan 349 COVID-19, 397 Non-COVID-19 DA, Self-Trans Method PyTorch DenseNet-169
Standard
Version Softmax Grad-CAM NA
Acc=86
F1-Score=85
AUC=94
[100] Clinical CT-Scan 3389 COVID-19, 1593 Non-COVID-19
Standard Preprocessing, VB-Net
Toolkit for Segmentation
and Lung Mask Generation
PyTorch
3D ResNet34
Models with the
Online
Attention Module
Modified
Version
Ensemble
Learning Grad-CAM 5
Acc=87.5
Sen=86.9
Spe=90.1
AUC=94.4
F1-Score=82.0
[101] COVIDx X-ray 238 COVID-19, 14896 Non-COVID-19 DA TensorFlow DenseNet-121
Modified
Version Softmax Grad-CAM 10
Acc=96.4
Pre=96
Recall=96
F1-Score=96
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[102] Clinical CT-Scan 146 COVID-19, 149 Non-COVID-19 DA PyTorch DenseNet
Standard
Version Softmax CAM NA
Acc=92
Sen=97
Spe=87
F1-Score=93
[103]
Combination of
Different Datasets X-ray 158 COVID-19, 158 Non-COVID-19 NA MATLAB ResNet50
Standard
Version SVM NA NA
Acc=95.38
Sen=97.29
Spe=93.47
[104] Clinical CT-Scan 219 COVID-19, 399 Non-COVID-19 Preprocessing Based on HU Values NA ResNet18 29
Noisy-or
NA NA
Acc=86.7
Bayesian Pre=81.3
Function F1-Score=83.9
[105]
Combination of
Different Datasets X-ray 455 COVID-19 Images, 2109 Non-COVID-19 Images Rescaling, DA
Keras with Tensor-
Flow Backend MobileNet V2
Modified
Version NA NA 10
Acc=99.18
Sen=97.36
Spe=99.42
[106]
Combination of
Different Datasets X-ray 403 COVID-19 Images, 721 Non-COVID-19 Images
Resizing, Normalizing, DA using
CovidGAN Based AC-GAN
Keras VGG16
Standard
Version Softmax PCA Visualization NA
Acc=95
Sen=90
Spe=97
[107]
Combination of
Different Datasets
X-ray,
CT-scan
6087 images (2780 Bacterial Pneumonia, 1724 Coronavirus
(1493 Viral Pneumonia, 231 Covid19), 1583 Normal)
Intensity Normalization,
CLAHE Method, DA, Resizing
Keras with Tensor-
Flow Backend
Inception
ResNetV2
Standard
Version MLP NA 5
Acc=92.18
Sen=92.11
Spec=96.06
Pre=92.38
F1-Score=92.07
[108]
Combination of
Different Datasets X-ray
69 COVID-19 Images, 79 Normal, 79 Pneumonia
Bacterial, 79 Pneumonia Viruses
DA using GAN MATLAB GoogLeNet
Standard
Version Softmax NA NA
Acc=100
Pre=100
F1-Score=100
[109] Combination of CT-Scan 1118 COVID-19 Images, 96 Pneumonia Images, Different Methods MATLAB CNN (Feature 12 LSTM NA NA Acc=99.68Different Datasets 107 Healthy Images Extraction)
[110]
Combination of
Different Datasets X-ray
135 chest X-rays of COVID-19 and 320 Chest
DA NA
Resnet50,
VGG16,
Small CNN
Modified
Version
Snapshot
Ensemble of
21 Models
NA 10
Acc=91.24
AUC=94
X-rays of Viral and Bacterial Pneumonia
Unseen Data Consisting of 33 COVID-19 Data
Cases, and 218 Pneumonia Cases
[111]
Combination of
Different Datasets X-ray
224 Covid-19 cases, 504 Healthy Cases,
400 Bacteria, 314 Viral Pneumonia
Resizing NA MobileNet
Modified
Version NA NA NA
Acc=96.78
Sen=98.66
Spe=96.46
[112]
Combination of
Different Datasets X-ray
219 COVID-19 Images, 1341 Normal Lung Images,
1345 Viral Pneumonia Images
Manually editing, Reshaping,
DA
PyTorch
CheXNet Modified
Version Sigmoid
Heatmaps Generation
using LRP
NA
Acc=98.3
(DenseNet121 Pre=98.3
Backbone) F1-score=98.3
[113] Different Datasets X-ray 49 COVID-19 Images, 88,079 Non-COVID-19 Images Standard Preprocessing TorchXRayVi- DenseNet Modified Sigmoid, t-SNE, Saliency Maps NA MAE=1.14sion Library Version LR
[114]
Combination of
Different Datasets X-ray
190 COVID-19, 1345 Viral Pneumonia,
and 1341 Normal Chest X-ray Images
Resizing, Normalization, DA MATLAB SqueezeNet
Modified
Version Softmax NA 5
Acc=98.3
Sen=96.7
Spe=100
Pre=100
[115]
COVID-CT-
Dataset CT-Scan 345 COVID-19, 397 Non COVID-19
Resizing, DA using CGAN,
Normalizing
TensorFlow ResNet50
Modified
Version Softmax NA NA
Acc=82.91
Sen=80.85
Spe=91.43
[116]
Combination of
Different Datasets X-ray
180 COVID-19 cases, 6054 Pneumonia Cases,
8851 Normal Cases
DA Keras
Concatenation
of the Xception
and ResNet50V2
Modified
Version Softmax NA 5 Acc=91.4
[117] Kaggle X-ray 70 COVID-19 and 80 Normal Images Resizing, DA NA
VGG16,
VGG19
Modified
Version Softmax NA NA
Acc=97
Sen=100
Spe=94
[118]
Combination of
Different Datasets X-ray 215 COVID-19, 6045 CAP, 8851 Normal Images DA PyTorch
Different
PreTrain Deep
Networks
Modified
Version Softmax NA NA
Ensemble of
Models:
Acc=89.4
F1-Score=64
[119] Combination of X-ray 69 COVID-19, 79 Normal, 79 Pneumonia Bacterial, Resizing, Neutrosophic Image MATLAB GoogLeNet Standard Softmax NA NA Acc=73.12Different Datasets 79 Pneumonia Virus Images Domain Conversion, Normalizing Version
[120]
Combination of
Different Datasets
X-ray,
CT-scan
117 X-ray and 20 CT Scan of COVID-19,
117 Healthy X-ray Images, 20 Healthy CT Scan Images
Resizing, Normalizing
Keras with Tensor-
Flow Backend DenseNet121
Standard
Version
Bagging
Tree
Web-Based
Application 10
Acc=99
Pre=96
F1-Score=96
[121] Combination of X-ray 181 COVID-19 Images, 364 Healthy Images Normalizing, Resizing NA VGG-19 Modified Softmax NA NA Acc=96.3Different Datasets Version
[122] Clinical CT-Scan 151 COVID-19 Patient, 498 Non-COVID-19 Patient Resizing, Padding, DA NA 3D-CNN 15 Softmax
Visual Interpretation
NA AUC=70by Two Experienced
Radiologists
[123]
Public Datasets
& Private Datasets CT-Scan
1,684 COVID-19 Patient, 1,055 Pneumonia,
914 Normal Patients
Resizing NA Inception V1
Modified
Version Softmax
Interpretation by 6
10
Acc=95.78
AUC=99.4Radiologists, t-SNE
Method
[124]
Combination of
Different Datasets CT-Scan
413 COVID-19 Images and 439 Normal or Pneumonia
Infected Patients Images
ResNet50 (Feature
Extraction)
NA CNN 14 Softmax NA 10
Acc=93.01
Spe=94.77
Sen=91.45
Pre=95.18
[125]
Combination of
Different Datasets X-ray 142 COVID-19 Images, 142 Normal Images Resizing, DA NA
NCOVnet
(VGG-16)
Modified
Version Softmax NA NA
Acc=97.62
Sen=97.62
Spe=78.57
[126]
Combination of
Different Datasets X-ray
326 COVID 19 Images, 984 Non-COVID-19
Images
Manual Annotation, Data Balancing
and Augmentation Strategies,
Normalizing, Resizing
NA
CNN with
YOLO
Predictor
54
Tensor of
Prediction
(ToP)
NA 5
Acc=97.40
Spe=99.056
Sen=85.15
[127]
Combination of
Different Datasets X-ray
250 COVID-19, 2,753 Other Pulmonary
Diseases, 3,520 Healthy Images
Resizing, DA NA VGG-16
Modified
Version Softmax Grad-CAM NA
Acc=97
Sen=87
Spe=94
11
[128]
Combination of
Different Datasets X-ray 179 COVID-19, 179 Pneumonia, 179 Normal Images Create a Noisy Snapshot Dataset PyTorch
DenseNet-121, Modified/
NA t-SNE, GRAD-CAM NA
Acc=84.3
AUROC=94ShuffleNetV2, Standard
MobileNetV2 Versions
[129]
Another
Reference CT-Scan 73 Patients with COVID-19
MODE Algorithm for
Hyper-Parameter Tuning
MATLAB CNN 7 NA NA 20
Acc=92
F1-Score=90
Sen=90
Spe=90
[130]
Clinical
(3 Datasets) X-ray
1583 Normal, 1493 Non-COVID Viral Pneumonia,
2780 Bacterial Pneumonia Images
Reshaping to Different Resolutions,
Normalizing
NA
Stacked Multi-
Resolution
CovXNet
Different
Number of
Layers
Stacking
using
Meta-Learner
Grad-CAM 5
Acc=97.4
Spe=94.7
F1-score=97.1
Recall=97.8
Pre=96.3
AUC=96.9
305 COVID 19 Images
305 COVID-19,305 Normal, 305 Viral,
305 Bacterial Pneumonia Images
[131] Clinical CT-Scan
98 COVID-19 Patients, 103 Non-COVID-19
Patients
Visual Inspection
Google
Colaboratory
BigBiGAN NA Linear Classifier NA NA
AUC=97.2
Sen=92
Spe=91
[132]
Combination of
Different Datasets X-ray
162 COVID-19 Images, 2003 Healthy, 4280 Viral
and Bacterial Pneumonia, 400 Tuberculosis
Resizing, Normalizing NA
Truncated
InceptionNet V3
Modified
Version Softmax
Activation Maps
Generation
10
Acc=98.77
Sen=95
Spe=99
Pre=99
F1-score=97
[133]
UCSD-AI4H
Datasets CT-Scan
349 Patients with Confirmed COVID
and 397 Healthy Subjects Resizing, Normalizing
Keras with Tensor-
Flow Backed DenseNet121 Standard Version Nu-SVM
Web based CAD
Implementation with
Flask RESTful
10
Acc=90.61
Recall=90.80
Pre=89.76
F1-Score=90.13
[134] Different Datasets X-ray
219 COVID-19, 1341 Normal, 1345 Viral
Pneumonia Images
Resizing, Normalizing, DA
PyTorch,
DenseNet-201
Modified
Version Sigmoid LRP NA
Acc=99.4
Keras with Tensor- Pre=99.5
Flow Backend F1-Score=99.4
[135] Different Datasets X-ray
536 COVID-19 Images, 619 Viral Pneumonia,
and 668 Normal Images
White Balance Algorithm, CLAHE,
Normalizing, Resizing
Keras with Tensor-
Flow Backend COVIDLite 38 Softmax
t-SNE,S Maps,
Grad-CAM, LIME
5
Binary Acc=99.58
Multi-Class
Acc=96.43
[136]
Combination of
Different Datasets X-ray
236 COVID-19 Images, 500 Healthy, 250 Viral
Pneumonia, 250 Bacterial Pneumonia Images
Resizing, Zero-Padding, Percentile
Cropping, Intensity Normalization
PyTorch DenseNet161
Standard
Version Sigmoid
Occlusion, Saliency,
5
Pre=86.4
Recall=84.5
F1-score=85.4
Input X Gradient,
Guided Backpropagation,
Integrated Gradients,
DeepLIFT
[137] Combination of X-ray X-rays of 327 Patients Resizing, DA, Normalizing NA VGG16 Modified Softmax NA 5 Acc=84.1Different Datasets Version
[138] COVIDx X-ray
183 COVID-19 Images, 5551 Pneumonia
Images, 8066 Normal Images
NA NA
COVIDNet-CXR Standard
Version NA UAPs using FGSM NA
Acc=92.6
Avg Acc=94.4Small and COVID-
Net-CXR Large
[139]
Combination of
Different Datasets X-ray
127 COVID-19 Images, 127 Pneumonia
Images, 127 Healthy Images
NA MATLAB ResNet50
Standard
Version SVM NA NA
Acc=95.33
Sen=95.33
F1-Score=95.34
[140]
Combination of
Different Datasets X-ray
738 Images of COVID-19, 5000 Normal,
4600 Images of CAP
DA, Normalization, Resizing,
CLAHE, BEASF
NA CNN 8 NA Grad-CAM, LIME NA
Acc=98.68
AUC=99.84
F1-Score=94
[141] Clinical CT-Scan
79 Patients with COVID-19, 100 Patients
with Common Pneumonia, 130 People
without Pneumonia.
DA PyTorch AD3D-MIL
Proposed
Method
Bernouli
Distribution CAM 5
Acc=97.9
AUC=99
F1-Score=97.9
Pre=97.9
Recall=97.9
TABLE IV: Summary of DL segmentation methods used for COVID-19 detection.
Work Dataset Modalities Number of Cases Preprocessing DNN toolbox DNN
Number of
Layers Classifier Post Processing K-Fold
Performance
Criteria (%)
[142]
Different Clinical
Datasets CT-Scan 157 International Patients
Detect and Measure Nodules, Lung Crop
using U-net, DA
NA ResNet50 Standard
Corona Score
Computation
Grad-Cam,
3D Visualization
NA
AUC=99.6
Sen=98.2
Spe=92.2
[143] Clinical CT-Scan 549 COVID-19 Patients HITL Strategy NA VB-Net 8 Block NA
Quantitative Metrics
Measurements
NA
DSC=91.6
Mean POI
Estimation
Error=0.3
[144]
Combination of
Different Datasets CT-Scan 610 COVID-19 Images, 695 Non-COVID-19 Images Resizing, DA PyTorch
DenseNet-169
+ ASPP Layer Standard NA NA NA
F1-score=84.6
AUC=94.8
Acc=83
[145]
Combination of
Different Datasets
X-ray and
CT-Scan
1,341 Normal Samples, 3,875 Pneumonia Samples,
Resizing, DA, NABLA-3
Network for ROI Detection
TensorFlow
IRRCNN
Model 7 Softmax NA NA
X-ray:
Acc=84.67
420 CT-Scan samples where 247 Normal Samples,
178 COVID-19 Samples
704 Chest X-ray Images with Corresponding Masks, CT:
267 CT-Scan Samples with Corresponding Masks Acc=98.78
[146] Different Datasets CT-Scan 110 Axial CT-Scan Images From 60 Patients Resizing, Grey Scaling (GL), DA NA
Residual
Attention U-Net
9 ResNeXt
blocks+14 Layers Sigmoid Visualization 10
Acc=89
Pre=95
DSC=94
[147] Different Datasets CT-Scan Different Number of Cases
Lung Segmentation using U-net with
a VGG-16 Based Encoder, DA
NA ResNet50 Standard Sigmoid
GradCam, Combine the
NA
AUC=99.4
Fine Grain Maps to Create 3D Sen=94
Localization Maps, K-Means Spec=98
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[148] COVID-CS Dataset CT-Scan
144,167 CT-Scan Images of 400
COVID-19 Patients and 350 Uninfected Cases
DA, Segmentation
using Encoder-Decoder Model
NA Res2Net Standard Softmax
Visualization of
Activation Mapping NA
Avg Sen=95
Spe=93
Dice Score=78.3
[149]
Italian Society of
CT-Scan 473 CT Slices for COVID-19 Resizing, GL, Intensity Normalization Keras U-Net 50 Sigmoid Visualization NA
Dice Score=83.1
Medical and Sen=86.7
Interventional Radiology Spe=99.3
[150] 6 Different Datasets X-ray Different Number of Cases
Histogram, Segmentation using U-Net,
Intensity Normalization
PyTorch ResNet18 Standard Softmax t-SNE Clustering NA
Acc=100
Sen=100
Spec=100
F1-score=100
[151] COPD Dataset (Pretrain) CT-Scan 5000 COPDGene, Subjects Standard Preprocessing PyTorch RTSU-Net 2 RU-Net Sigmoid, Different Methods NA IOU=92.2COVID-19 Set 470 COVID-19 Subjects Softmax ASSD=86.6
[152] Different Dataset X-ray
180 Images of 118 COVID-19 Subjects, Standard Preprocessing,
Segmentation using FC-DenseNet103
PyTorch ResNet18 Standard
Majority
Voting
Probabilistic Grad-CAM
Saliency Map Visualization NA
Sen=100
Pre=76.9191 Normal, 54 Bacterial Pneumonia,
57 Tuberculosis, 20 Viral Pneumonia
[153]
TCIA Dataset (Pretrain)
CT-Scan
60 3D CT-Scan Lung
DA, Fixed-Sized Sliding Window,
Segmentation using U-Net
TensorFlow CNN 27 Softmax
Multi-Window Voting Post-
5
Acc=96.2
Processing Procedure and a Pre=97.3
COVID-19
Clinical Dataset
150 3D Volumetric Chest CT Exams of
COVID-19, CAP and NP Patients
Sequential Information Attention Sen=94.5
Module, CAM, Categorical- Spe=95.3
Specific Joint Saliency AUC=97
[154] COVID-19 Dataset CT-Scan 60 Patients with COVID-19 Resizing, DA PyTorch MiniSeg
Proposed
Structure
Sigmoid and
Softmax
NA NA
Sen=83.62
Spe=97.42
DSC=77.28
HD=68.07
[155]
Combination of
Different Dataset X-ray
313 COVID-19 Images, 7595 Normal,
6012 Pneumonia of Unknown Type,
2780 Bacterial Pneumonia Images
Segmentation using U-Net,
Standard Preprocessing
NA
VGG-16, VGG-19,
Inception-V3
Modified
Version
Weighted Ave-
rage Ensemble
Method
Grad-CAM NA
Acc=99.01
Sen=99.01
Pre=99.01
AUC=99.72
[156] COVID-SemiSeg CT-Scan
100 Labeled Images, 1600 Unlabeled
Images of COVID-19
Pseudo Label Generation PyTorch
Semi-Supervised
Inf-Net+Multi-
Class Segmentation
Modified
Sigmoid NA NA
Dice=54.1
Res2Net+ Sen=56.4
U-Net as Spe=96.7
Backbones MAE=5.7
[157]
Dataset I
X-ray
466 Normal, 860 Bacteria, 433 Viruses Adaptive Histogram, CLAHE Method,
MoEx, Use U-Net to Segment
Lung Area (VGG19), DA
NA
Cascade-
SEMENet
Modified
Version Sigmoid Grad-CAM NA
Acc=85.6
F1-Score=86
Dataset II 210 COVID-19, 330 Others Acc=97.1F1-Score=97
[52] Clinical CT-Scan 21,658 Images From 861 COVID-19 Patients Cropping Pytorch COVID-SegNet 11 Blocks Softmax NA NA
DSC=72.6
Sen=75.1
Pre=72.6
[158] Clinical CT-Scan
10 Axial Volumetric CT-Scans
of COVID-19 Pneumonia Patients
Under-Sampling of
the Majority Class
Keras with Tensor-
Flow Backend FCN-8s NA NA NA NA
Acc=100
F1-Score=90
Pre=98
[159]
Combination of
Different Dataset CT-Scan
449 COVID-19 Patients, 100 Normal,
98 Lung Cancer, 397 Other Pathology
Resizing, Intensity Normalization
Keras with Tensor-
Flow Backend
Encoder and Two
Decoders (2D U-NET
Architecture)
and MLP
24, 24, 15 Sigmoid NA NA
Acc=86
Sen=94
Spe=79
AUC=93
DSC=78.5
[160] Clinical CT-Scan 313 COVID-19, 229 Non-COVID-19 Normalizing, Resampling, DA, 3D Lung PyTorch DeCoVNet 20 Softmax NA NA Acc=90.8Mask Generation using 2D U-Net
[161] Clinical CT-Scan 877 COVID-19, 991 Non-COVID-19
Visual Data Annotation and Quality,
PyTorch ResNet50
Standard
Version Softmax NA NA
Sen=97.4
Normalization, 3D Spe=92.2
U-Net++ for Segmentation, DA AUC=99.1
[162] Clinical CT-Scan 1315 COVID-19 Scans, 3342 Non-COVID-19 Scans
Lobe Segmentation using 3D-Unet,
Cropping, Resizing, DA
Keras with Tensor-
Flow Backend
3D-ResNets with Modified
Version Softmax Heatmap Visualization 5
Acc=93.3
Prior-Attention Sen=87.6
Mechanism Spe=95.5
[163] Clinical LUS Images 17 COVID-19 Patients, 4 Were COVID-19 Labelling Process, DA, Reg-STN Model NA CNN NA Loss Function Segmentation 5 NASuspected, and 14 Were Healthy
[164] Clinical CT-Scan
296 COVID-19 Images, 1735 CAP,
1325 Non-Pneumonia Images
Lung Segmentation using U-net NA COVNet
Modified
Version Softmax Grad-CAM NA
AUC=96
Sen=90
Spe=96
[165] Clinical CT-Scan
1266 COVID-19 Patients, 4106 Patients
with Lung Cancer (Auxiliary Training Set)
DenseNet121-FPN for Lung
Segmentation, 3-Dimensional Bounding
Box, Non-Lung Area
Suppression Operation
Keras COVID-19Net
4 Dense
Blocks
+9 Layers
Sigmoid
Combined Feature Vectors,
Multivariate Cox Proportional
Hazard Model,
Visualizations
NA
Acc=81.24
AUC=0.90
Sen=78.93
Spe=89.93
F1-Score=86.92
[166] Clinical CT-scan
219 From 110 Patients with COVID-19,
224 CT-Scan from patients, 175
CT-Scan From Healthy People
Segmentation using VNET-IR-RPN, DA NA
ResNet-18 with
Location-Attention
Mechanism
Modified
Version
Voting
Strategy
Total Infection Confidence
NA Acc=86.7Score Calculation usingProbability Formula of the
Noisy-or Bayesian Function
[167] Clinical CT-Scan 129 COVID-19 images
Segmentation Using U-Net,
Different Preprocessing Methods
NA ResNet18
Modified
Version Softmax
Calculate the Proportion of
Infected Regions in Lung
NA
Acc=93.8
AUC=91.3
m-Dice=74.3
[168] Clinical CT-Scan 100 COVID-19 and 100 healthy controls lDRL Landmarks, DI2IN Segmentation, Pytorch DenseUNet Modified Softmax Visualization NA DifferentAlignment, Resampling Version Parameters
[169] Clinical CT-Scan 558 COVID-19 Patients 2D CNNs for the Segmentation PyTorch
Student COPLE-Net+
Proposed
Architecture
NA
Proposed
Loss Function
NA
Dice=80.72
RVE=15.96
EMA for Ada-
ptive teacher+
Teacher COPLE-Net
[170]
Combination of
Different Datasets CT-Scan
33 COVID-19 Patients, 32 Healthy Patients,
36 Patients with Other Lung Pathologies
Rescaling, Intensity Normalization,
Creating Feature Map using U-Net
NA
Different
Architectures NA NA NA 3
AUC=95.1
Spearman
Correlation=98
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Fig. 20: Total number of investigations conducted in the field
of classification, segmentation, and prediction of COVID-19
patients using DL techniques.
V. DISCUSSION
The main focus of this work is to select the best DL
models employed to detect, segment the lungs, and predict
the COVID-19 patients using DL techniques. The summary
of works done on classification, segmentation, and prediction
are presented in Tables III, IV, and V, respectively. Figure
20 depicts the total number of investigations conducted in the
field of classification, segmentation, and prediction of COVID-
19 using DL models. It can be noted from the figure that most
works have been done on the detection of COVID-19 patients,
and the least works are done on the forecasting due to shortage
of available public databases.
The X-ray and CT images have been used to develop
classification and segmentation DL models. Figure 21 shows
the total number of times each modality is used in reviewed
studies. It can be observed that most of the researchers have
used X-ray images. This may be due to cheaper registration
fees, and the fact that slice selection is not needed. Also,
very few researches have used combined modalities of X-ray
and CT images due to the absence of such a comprehensive
database.
Various DL models developed for the automated detection
of COVID-19 patients is shown in Figure 22. It can be noted
from the figure that; different types of convolutional networks
have been commonly used. Also, for the automated segmen-
tation of lungs, various types of U-Net are more common.
Nowadays, a variety of toolboxes have been used to imple-
ment DL models. The number of toolboxes used for automated
detection of COVID-19 by researches is shown in Figure 23.
It can be noted that Keras toolbox is the most widely used for
automated detection of COVID-19 patients; this is due to its
simplicity and also availability of pre-trained models in this
library, which are widely used by researchers.
The last part of this study is devoted to the classification
algorithms developed using DL architectures. The softmax
is most employed for automated detection of COVID-19
patients (Tables III to V). Figure 24 shows the number of
Fig. 21: Number of datasets used for COVID-19 detection and
prediction based on the published papers using DL methods.
Fig. 22: Number of DL architectures used for COVID-19
detection and prediction based on published papers.
various classification algorithms used for automated detection
of COVID-19 patients using DL techniques.
VI. CHALLENGES
With the rapid growth and spread of COVID-19 globally,
researchers have confronted many serious challenges in de-
signing and implementing CADS to diagnose and predict
the disease. The most significant challenges associated with
COVID-19 are data availability, DL networks architecture
fixing, and hardware resources. Lack of availability of a huge
public database comprising X-ray and CT images is the first
challenge. Due to the limited number of patient data, many re-
searchers have used pre-trained networks such as GoogLeNet
and AlexNet. Nevertheless, the number of studies conducted
on forecasting is limited as it requires a vast database.
One of the problems of employing pre-trained networks is
that these models are often trained on the ImageNet database,
which is entirely different from medical images. Hence, im-
plementing efficient CADS to accurately and swiftly diagnose
COVID-19 from X-Ray or CT images is still a challenging
work. Physicians are not just convinced with X-ray or CT-scan
images of patients to accurately diagnose COVID-19; they
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TABLE V: Summary of DL models developed for the forecasting spread of COVID-19.
Work Dataset Preprocessing DNNToolbox DNN
Number
of layers K-Fold
Post
Processing
Performance
Criteria
[171] Johns Hopkins University and Canadian Health Authority WT, ADF test NA LSTM 3 NA NA RMSE=45.70Acc=92.67%
[172] Surging News Network (a Media Outlet) and WHO Reshaping NA CNN 7 NA NA MAE=102.943RMSE=109.439
[173] Google Trends Website NA Keras with Tensor-Flow Backend LSTM 3 10 NA RMSE=27.187
[174] India Government NA MATLAB LSTM NA NA NA Curves
[175] Times Series Dataset of COVID-19 Confirmed Cases for Tunisia and China
Grid Search Technique,
Sliding Window (SW) NA
Stacked Ensemble
Meta-Learners
DNN: 5
LSTM:5
CNN: 7
NA
Augmented
Prediction
Acc=99%
RMSE=2,396
[176] Cumulative and New Confirmed Cases of Covid-19 in All of China and 31 Provinces/Cities in Mainland and Three Other Regions (Hong Kong, Macau and Taiwan) Windowing, Normalizing NA
Modified Auto-
Encoders (MAE) 3 5 k-Means Curves
[177]
COVID-19 Confirmed Data from Iran Ministry of Health and Medical
Education, IRNA, ISNA Sources in Provincial Level and National Level
NA TensorFlow LSTM NA NA NA Curves
[178] Combined of Local Trend Data and Weather Data
Feature Selection using
OLS Regression, Network
Hyper-Parameters Search
NA LSTM 3 NA
Fuzzy Rule-
Based Risk
Categorization
RMSE=2300.8
Acc=78%
Curves
[179] WHO and Johns Hopkins University Datasets Normalizing NA LSTM 4 NA RMSLE Curves
[180] Johns Hopkins University, Lockdown dates of Countries Datasets
Windowing, Normalization,
Proposed Improved Method
NA LSTM 4 NA NA Curves
[181]
John Hopkins University,
Oxford COVID-19 Government Response Tracker
Feature Selection, Spatially
Weighted Adjacency Matrix
Computation, Reshaping to 3D Tensor
NA
Variational LSTM-
Autoencoder with Self-
Attention Mechanism
3 Blocks NA NA Curves
[182]
TheMinistry of Health and Family Welfare
(Government of India)
Linear Weighted Moving Average
Technique
Keras with Tensor-
Flow Backend Bi-LSTM 3 NA NA
MAPE Less
Than 3%
Fig. 23: Number of DL tools used for COVID-19 detection
and prediction based on the published papers.
Fig. 24: Illustration of number of various classifier algorithms
used in DL networks for automated detection of COVID-19
patients.
may use both modalities simultaneously. However, complete
and comprehensive databases of the X-ray and CT-scan hybrid
modalities for CADS research and implementation have not
been provided for researchers’ in the machine learning scope.
For this reason, researchers combine different X-ray and
CT-Scan datasets from various datasets, which may disrupt
network training. Yielding the combined X-Ray and CT-Scan
datasets pave the path to help quickly identify COVID-19
alongside DL networks. The third challenge in the data section
is the non-reporting of phenotypic information, such as age
and gender. The utilization of this information can amend and
enhance the performance of DL algorithms.
Table IV summarizes the DL-based segmentation algorithms
aimed at identifying areas suspected of corona in the X-ray
and CT-scan images. One of the obstacles with databases is the
absence of manual or ground truths for COVID-19 image seg-
mentation areas. Therefore, many researchers have delineated
these areas with the help of radiologists and trained the models
such as U-Net, which is time-consuming. Consequently, the
presence of dedicated databases of segmented images will
help to get the best performing model. Also, it becomes easy
to compare the performances with other authors who have
worked on the same images.
In order to predict the prevalence of corona using DL meth-
ods, the nature of the COVID-19 is still relatively unknown,
and the probability of mutation is a big issue. Therefore, to
predict the prevalence of the disease, many factors like the
average age of the society, policies to impede the spread of
the disease by countries, climatic conditions, and infection of
neighbor/friend/family member.
Lack of access to appropriate hardware resources is another
challenge. Implementing DL architectures in CADS for corona
diagnosis demands strong hardware resources, which unfortu-
nately is not ordinarily accessible for many researchers. Al-
though tools such as Google Colab have partially obviated this
problem, employing these tools in real medical applications is
still challenging. For this reason, in most studies, researchers
have not provided practical CADS systems such as web or
Windows software to detect COVID-19.
VII. CONCLUSION AND FUTURE WORKS
COVID-19 is an emerging pandemic disease that, in a short
period of time, can severely endanger the health of many
people throughout the world. It directly affects the lung cells,
and if not accurately diagnosed early, can cause irreversible
damage, including death. The disease is accurately detected by
the specialists using X-ray or CT images together with PCR
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results. The PCR results indicate the type of lung disease,
such as pulmonary tuberculosis, instead of COVID-19. In this
study, a comprehensive review of the accomplished studies of
COVID-19 diagnosis was carried out using DL networks. The
public databases available to diagnose and predict COVID-
19 are presented. The state-of-art DL techniques employed
for the diagnosis, segmentation, and forecasting of the spread
of COVID-19 are presented in Tables III, IV, V, respectively.
One of the challenges to develop a robust and accurate COVID
19 diagnosis system is the availability of an extensive public
database. We strongly feel that, with more public databases,
better DL models can be developed by researchers to detect
and predict the COVID19 accurately. Hence, this will help to
develop the best performing model. We feel that data fusion
models can help to improve the performance of diagnosis and
prediction. The features extracted from the ML and DL models
can be fused to develop an accurate model.
Also, developing the accurate segmentation model is chal-
lenging as it involves delineating the lungs by the experts.
Having an accurate ground truth is another challenge.
APPENDIX A
EVALUATION METRICS
This section discusses the evaluation metrics used in differ-
ent studies. In these metrics, True positive (TP) is the correct
classification ratio of the positive class, False positive (FP)
is the incorrect prediction ratio of the positives, True negative
(TN) is the correct classification ratio of the negative class, and
finally False negative (FN) is the incorrect prediction ratio of
the negatives [183].
A. Receiver Operating Characteristic Curve (ROC-Curve)
The receiver operating characteristic curve (ROC-curve)
illustrates the performance of the proposed model at all
classification thresholds. It is the graph of true positive rate
vs. false positive rate (TPR vs. FPR).
TPR =
TP
TP + FN
(1)
FPR =
FP
FP + TN
(2)
B. Area under the ROC Curve (AUC)
AUC depicts the area under the ROC-curve incorporated
from (0, 0) to (1, 1). It presents the cumulative measure of all
possible classification thresholds. AUC has a range from 0 to 1.
A 100% wrong classification will have AUC value 0.0, while
a 100% correct classified version will have the AUC value 1.0.
It has two folded benefits; first, it is scale-invariant, meaning
that entailed value shows how well the model is predicted
rather than examining the absolute values. The second benefit
is that it is classification-threshold invariant, as it will validate
the models performance irrespective of the threshold being
chosen.
C. Accuracy
Accuracy verifies that how many samples are correctly
classified.
Accuracy(Acc) =
TP + TN
TP + TN + FP + FN
(3)
D. Specificity
It is the rate of recognition of negative samples correctly.
Specificity(Spe) =
TN
TN + FP
(4)
E. Sensitivity
It is the rate of recognition of positive samples correctly.
Sensitivity(Sen) =
TP
TP + FN
(5)
F. Precision
It calculates how precise the model performs by examining
the correct true positives from the predicted ones.
Precision(Pre) =
TP
TP + FP
(6)
G. F1-Score
F1-score is the function of sensitivity and precision, which
tries to find a balance between sensitivity and precision.
F1− Score = 2 ∗ Pre ∗ Sen
Pre+ Sen
(7)
H. Average Accuracy
It is a measure of effectiveness of the classification tech-
nique.
AvgAcc =
∑n TP+TN
TP+TN+FP+FN
n
(8)
where n is the total number of outputs of the system.
I. Jaccard Index
It is a measure of similarity rate between two sample groups.
Jacidx =
TP
TP + FP + FN
(9)
J. Dice-Coefficient
It is a statistical measure of similarity rate between two
sample groups.
Dicecof =
2 ∗ TP
2 ∗ TP + FP + FN (10)
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