Abstract. Time local well-posedness for the Maxwell-Schrödinger equation in the Coulomb gauge is studied in Sobolev spaces by the contraction mapping principle. The Lorentz gauge and the temporal gauge cases are also treated by the gauge transform.
Introduction
We consider the Maxwell-Schrödinger equation (MS):
(1.1) where (u, φ, A) : R 1+3 → C × R × R 3 , H(A) = −(∇ − iA) 2 , ρ(u) = |u| 2 , J (u, A) = 2 Imū(∇ − iA)u. This system describes the evolution of a charged nonrelativistic quantum mechanical particle interacting with the (classical) electro-magnetic field it generates; u is the wave function of the particle and (φ, A) is the electro-magnetic potential. The solutions of MS have some freedom coming from the gauge invariance, which is the consequence of the fact that the observables are gauge invariant but u, φ, and A themselves are not observables. Namely, for any function λ : R 1+3 → R, MS is invariant under the gauge transform (u ′ , φ ′ , A ′ ) = (exp(iλ)u, φ − ∂ t λ, A + ∇λ). where
Our purpose in this paper is to show the local well-posedness for MS-C in the Sobolev space as wide as possible by the contraction mapping principle. The main theorem is the following. (2) For any s and σ satisfying the assumption above for the unique existence of the solution, the map (u 0 , A 0 , A 1 ) → (u, A, ∂ t A) is continuous in weak-star sense.
Nakamitsu-Tsutsumi [10] showed the time local well-posedness in X s,s with s > 5/2.
In fact, they treated the case of Lorentz gauge mentioned below, but the Coulomb gauge case can be treated analogously. Generally, the most difficult point of the treatment of MS-C is to overcome the loss of derivative which may be caused by the term A∇u in (1.1). In [10] it is done by usual energy method. The fact that Re A∇u, u H s = − |Ω s u| 2 div Adx = 0, where Ω = (1 − ∆) 1/2 , is used to obtain a differential inequality d u; H s /dt A; H s ∂u ∞ + ∂A ∞ u; H s . The assumption s > 5/2 is needed to treat ∂u ∞ and ∂A ∞ . In order to refine the result, in the present paper we derive the estimate for Hu; H s−2 or ∂ t u; H s−2 instead of u; H s itself. Then the self-adjointness of H in L 2 helps us to overcome the loss of derivative. We also remark that the energy inequality for the wave equation in H σ requires that the inhomogeneous term belongs to H σ−1 , from which the assumption σ ≤ s seems to be needed. However, we actually need a weaker condition for σ by the use of the projection P (see Lemma 4.1). On the other hand, Guo-Nakamitsu-Strauss [4] constructed a time global solution in X 1,1 although they did not show the uniqueness. Indeed, MS-C has the conservation laws of the charge and the energy from which we can obtain the boundedness of (u, A, ∂ t A); X 1,1 . Therefore this result is obtained by the compactness method. Our result fills some part of the gap between [4] and [10] but not completely. Next we consider the Lorentz gauge We can also treat the temporal gauge, namely
In this gauge MS becomes the following system, which is referred to as MS-T:
This paper is organized as follows. In Section 2, we introduce some elementary estimates required in this paper. In Section 3, we construct the evolution operator for the linear Schrödinger equation. In Section 4, we prepare a priori estimates for the solutions of linearized equation. In Sections 5 and 6, we prove Theorem 1.1 by the contraction mapping principle except for the continuous dependence of the solutions on the data, which is proved in Section 7. In Section 8, We prove Theorems 1.2 and 1.3.
We conclude this section by giving the notation used in this paper. ω = (−∆) 1/2 and
is the usual Lebesgue space and its norm is denoted by
is the dual exponent of p. This symbol is used only for Lebesgue exponents.
; Ω s φ p < ∞} is the usual Sobolev space.
For any interval I ⊂ R and Banach space X, L p (I; X) denotes the space of X-valued strongly measurable functions on I whose X-norm belong to L p (I). This space is often abbreviated to L p X when we fix the time interval I. W m,p (I; X) denotes the space of functions in L p (I; X) whose derivatives up to the (m − 1)-times are locally absolutely continuous and the derivatives up to the m-times belong to L p (I; X). The inequality a b means a ≤ Cb, where C is a positive constant that is not essential. a = √ 1 + a 2 . a ∨ b and a ∧ b denote the maximum and the minimum of a and b respectively. We use the following unusual but convenient symbol: a + means a ∨ 0 if a = 0, whereas 0 + means a sufficiently small positive number. Namely b ≥ a + means b ≥ a ∨ 0 if a = 0 and b > 0 if 
and the inequality be strict if (1) s j = 3/2 for some 1 ≤ j ≤ 3 or (2) s = s 3 < 3/2. Then the following estimate holds:
Proof. By Leibniz's rule the left-hand side of (2.1) is bounded by some constant times
with 1/2 = 1/p 1 + 1/p 2 = 1/p 3 + 1/p 4 . We begin with the treatment of the first term. We choose p 2 as large as possible provided that H s 3 ֒→ H s,p 2 and that the operator 
where 1/r j = (1/2 − s j /3) + , j = 1, 2. Under the assumption for s, s 1 and s 2 , the righthand side does not exceed some positive constant times w; H
virtue of the Sobolev inequality. Therefore we obtain (2.5) by (1).
We define Γ by
where α = α(s, σ) is a positive constant independent of v and A.
Proof. First we show
For 0 ≤ s ≤ 2, by the Sobolev inequality,
Here we have used div A = 0 when 0 ≤ s < 1. We also have 
Next we show (2.7). Clearly
We apply the interpolation inequality
to (2.9)-(2.11), where a > 0 is a constant. Then we obtain (2.7) by taking ε sufficiently small.
Remark . Let the assumption for (2.7) be satisfied and let A(t) ∈ C(I; H σ ), u(t), v(t) ∈ C(I; H s−δ ) for some δ > 0. Then by estimates similar to (2.9)-(2.11), we have A∇v, A 2 v, φ(u)v ∈ C(I; H s ). This fact will be used later.
Estimates for solutions to linear Schrödinger equations
For our treatment of MS, we need energy estimates for linear Schrödinger equations with electro-magnetic potentials. Let I ⊂ R be a compact interval, φ : I × R 3 → R,
, and t 0 ∈ I. We consider the equation
with initial data
For a while we regard u and A as known functions, and consider the linear Cauchy problem (3. 
for almost every t ∈ I. This also implies the uniqueness of the
For a while we assume the following:
Lemma 3.1. We assume (A1). Then (3.1)-(3.2) has a unique H 2 -solution v, which satisfies the estimate
Proof. We first prove (3.3) rather formally. By direct computation, self-adjointness of H(A) and Schwarz's inequality
The quantities in the brackets are estimated by Sobolev's inequality, Lemmas 2.1 and (2.7) with u = 0. Indeed we have
and
We remark that we can take α = 4 in (2.7). In the last inequality we have used the estimate
Therefore we obtain the differential inequality
which yields (3.3) by virtue of Gronwall's inequality. Here we have used the L 2 -norm conservation law in the light-hand side. We next prove the existence of the solution. If A and u are sufficiently smooth, the existence of the solution is proved by Kato's abstract method [5, 6] , or the parabolic regularization technique. Indeed, the condition u, A ∈ L 2 (I; H s+1/2+0 ) with s ≥ 2 will suffice to prove the H s -wellposedness. To construct the solution under the assumption (A1), we put 
For, each v k clearly satisfies (3.4) with (u, A) replaced by (u k , A k ), and {v k } converges to v in w * -sense as k → ∞ along some suitable subsequence. Finally we prove the strong
To this end we remark that v ∈ C w (I; H 2 ) ∩ C(I; H s ) with s < 2 by (3.4) and that A ∈ C(I; L p ) with 3 ≤ p < 6 by (A1 
This inequality and the weak continuity conclude the strong continuity of H(A(t))v(t) in L 2 , and hence v(t) is strongly continuous in H 2 . The last part of the lemma is so easy that we omit the proof.
By virtue of the lemma above, we can define the evolution operator for (3.1). Under the assumption (A1), we define a two-parameter family of operators {U u,A (t, τ )} t,τ ∈I by the relation
Namely, we arbitrarily give the initial data at the time τ , say v(τ ), and solve (3.1) up to the time t; then we define the image of v(τ ) by v(t). In what follows we omit the lower indices u, A unless it causes any confusion. Clearly this family of operators is well-defined, and has the group property:
for t, τ ∈ I. On account of Lemma 3.1 together with Lemma 2.3, U(t, τ ) are uniformly bounded operators on H 2 with the estimate
This family is strongly continuous in H 2 . Namely, for any ψ ∈ H 2 , the function
Combining this fact with (3.6)-(3.7), we obtain the strong continuity as a two-variable function.
Lemma 3.2. Under the assumption (A1), {U(t, τ )} defined by (3.5) can be uniquely extended to a strongly continuous two-parameter family of operators on
with the estimate
Especially, {U(t, τ )} is a unitary group on L 2 and
Proof. {U(t, τ )} can be extended as a family of unitary operators in L 2 on account of the L 2 -norm conservation law and the fact that each U(t, τ ) is a bijection on H 2 .
Therefore (3.8) is proved by interpolation. Therefore the first part of the lemma has been proved except strong continuity of U; this is a consequence of the continuity of the H s -solution, which is proved below. The relation (3.9) follows from the unitarity and the group property. The latter part is proved by approximation. Let This fact implies that v ∈ W 1,1 (I; H s−2 ). Therefore v is an H s -solution. Finally we show uniqueness, which has yet to be proved in the case s < 1. Let v(t) be an H s -solution, and ψ ∈ H 2 be an arbitrary function. Then
Therefore the uniqueness has been proved.
Corollary 3.1. Under the assumption (A1), {U(t, τ )} defined by (3.5) can be extended uniquely to a strong continuous family on H −s , 0 < s ≤ 2, and
Proof. The corollary immediately follows from Lemma 3.2 by duality.
Next we consider the inhomogeneous problem.
Then for any t 0 ∈ I,
Here {U(t, τ )} is the evolution operator for (3.1).
Proof. We take ψ ∈ H 2 arbitrarily. Then v(τ ), U(τ, t)ψ is absolutely continuous with respect to τ and for almost every
Integrating this formula with respect to τ on [t 0 , t], we obtain
This means (3.11).
We proceed to the case s > 2.
) and α is some positive constant. Moreover if v = u and s ≥ 5/2, we have Proof. In the following proof, the exponent α may be different line to line; precisely we have to replace α by the greatest one that has ever appeared, but for simplicity we omit this process and use the same letter α. We estimate ∂ 2 t u; H s−4 instead of u; H s since they are expected to be equivalent. To this end, we differentiate (3.1) in t twice. By simple calculation, we obtain
14)
(3.15)
We put F ≡ 5 j=1 F j . By virtue of Lemma 3.3, we convert (3.15) to the integral form. Precisely we need s ≥ 4 to apply the lemma, but we have the expression below for s > 2 by regularizing technique:
We estimate the right-hand side. First, we prove that the following equivalence holds for the solution v:
By the use of (2.7) twice and equations (3.1), (3.14), we obtain for s > 2
We begin with the estimate of F 6 . If s ≥ 4, by the Leibniz formula and (2.4) we have
Then by the Sobolev inequality we have the continuous embeddings H s−2 ֒→ L p and L q ֒→ H s−4 , where 1/q = 1/2 + 1/p. Using these embeddings together with (2.4) we obtain
Therefore we get
Next we derive the estimate for F 7 . We have
If s ≥ 3, this is proved by Lemma 2.1 as
If 2 < s < 3, we use the duality estimate as follows, from which we obtain the desired result:
The estimate for F 8 is easy. Indeed we obtain by (2.4)
Using these estimates with (2.12), we obtain for any ε > 0
where C(ε) is a positive constant. Therefore we have proved
The opposite inequality in (3.18) is similarly proved. Applying this inequality to (3.17) together with the L 2 -norm conservation law, we obtain the following intermediate estimate:
The next step is the estimate of
We begin with the estimate of F 1 . If s ≥ 4, by the estimate (3.19) with v replaced by ∂ t v, we have
Then by the Sobolev inequality and (2.4)
For 2 < s < 3, we use div A = 0 and (2.4) to have
Here we have used the Sobolev inequality twice as in the previous case. In any cases we have by (2.6)
By (2.6) and the estimate for F 7 with v replaced by ∂ t v, we have
The estimate of F 3 . If s ≥ 4, by the Leibniz formula and (2.4) we have
where ε is a sufficiently small number, and the second term in the right-hand side of the first inequality is removed if s = 4. If 2 < s < 4, we use duality. By (2.5), we have
, we obtain
Therefore we have
The estimate of F 4 . If s ≥ 4, we have by the Leibniz rule and the Sobolev inequality
If s < 4, we have by the Sobolev inequality
Therefore we have Collecting all the estimates, we obtain
which leads (3.12) by the Gronwall inequality. (1) The estimate
holds. Here M Proof.
(1) is the consequence of (2.6) and (3.18). We prove (2) for 2 < s ≤ 6. F = Lebesgue's convergence theorem, the right-hand side of (3.16), and hence ∂ 2 t v belong to C(I; H s−4 ). To prove ∂ t v ∈ C(I; H s−2 ), it suffices to show ∆∂ t v ∈ C(I; H s−4 ) since we have ∂ t v ∈ C(I; L 2 ). If we recall the remark for Lemma 2.3 and use the estimates for F 6 , F 7 in the proof of Lemma 3.4, we can show that all the terms except ∆∂ t v in (3.14) belong to C(I; H s−4 ). Therefore ∆∂ t v ∈ C(I; H s−4 ). Analogously we can prove v ∈ C(I; H s ) by (3.1). General case is proved by induction.
Linearized equation for MS-C
To solve MS-C, we consider the linearized equation below:
We always assume div A = 0 and (u 0 , A 0 , A 1 ) ∈ X s,σ . In later sections we often use the equations with (u, A, v, B) replaced by (u 
is solved as
We call a pair (q, r) admissible if 2 ≤ r < ∞, 1/r + 1/q = 1/2. We put β(r) ≡ 1 − 2/r = 2/q. With this notation, we have the following.
Lemma 4.1. Let (q j , r j ), j = 0, 1, be any admissible pairs, I ⊂ R be an interval containing 0.
Proof. See for example [1, 2, 3, 11] .
Proof. We rewrite and estimate the left-hand side as
where we have used the property P (u∇w) = −P (∇uw) and the fact that P is a bounded operator on L p ′ . By the Kato-Ponce commutator estimate (see Appendix in [8] , Lemma 2.10 in [9] ), we have
By putting p 2 = 2 and using the embedding
, we obtain the required estimate (1 
if the right-hand side is finite. Moreover we have
Proof. By Lemma 4.1, the left-hand side of (4.4) is estimated by
where (q 1 , r 1 ) is an admissible pair. Under the assumption of the lemma, there exists an exponent r 1 such that max{2, 3/(s − 1)} ≤ r 1 < ∞ and 0 ≤ σ + β(r 1 ) − 1 ≤ s. By (1) 
Therefore we obtain the required result.
Now we define the function spaces where we consider the map Φ. We put for s ≤ 2
Here I = [0, T ]. For s > 2, we put
Here s * = (s − 1) ∨ 2 and σ * ≤ σ is a number such that (s * , σ * ) satisfies the assumption of Proposition 4.1 below with (s, σ) replaced by (s * , σ * ). Remark . If Φ(Z s,σ ) ⊂ Z s,σ , then the same inclusion holds even if we replace T by a smaller one.
Proof. (1) Let (v, B) = Φ(u, A). By Lemmas 3.2 and 4.3 we have
We choose l S , l M and T as follows. First, we choose l M so that C (A 0 , A 1 );
(2) By Lemma 3.4 together with Corollary 3.2 and Lemma 4.3 we have
and T in this order so that Φ(Z s,σ ) ⊂ Z s,σ .
We also need the following space:
This space is mainly used to discuss the uniqueness for s < 7/4. Proposition 4.2. Let 6/5 ≤ s ≤ 2 and 4/3 ≤ σ ≤ (5s − 2)/3. Then there exist l S , l M and T so that Φ is a map fromZ s,σ to itself.
The proof is similar to that of the previous proposition, and left to the reader.
The contraction argument for s ≥ 7/4
We give the proof of Theorem 1.1 in the case of s ≥ 7/4. We consider the metric
We prepare the following proposition on this metric. 
holds.
Proof. We write the difference of the equations for v and v ′ as 
For the second term of the right-hand side we use the identity
and estimate it in L 2 by the inequalities
where we have used (2.4) and Lemma 2.1. Therefore, by the Hölder inequality for the time variable we have
On the other hand, by Lemma 4.1 we have
For the last term we have the identity
We apply the Hölder and the Sobolev inequalities to (5.5) together with (2.4) and obtain
Therefore the Hölder inequality for the time variable yields
Thus we obtain the required estimate.
Proof of Theorem 1.1. Part 1. We prove the unique existence of the solution for s ≥ 7/4. The case s < 7/4 and the continuous dependence on the data will be proved in later sections. We consider the complete metric space (Z s,σ , d) and the map Φ (see Proposition 4.1 and (5.1) for the definition). By Proposition 4.1, we can choose
If we take suitable T , then Φ becomes a contraction mapping on (Z s,σ , d). This yields the unique existence of the fixed point (u, A). This is the unique solution stated in the theorem. Precisely the following is yet to be checked. First, we check (u, A, ∂ t A) ∈ C(I; X s,σ ). Indeed we have (A, ∂ t A) ∈ C(I; H σ ⊕ H In this section we consider the following more complicated metric to refine the result on unique existence of the solution. We put
Here (q, r) = (6/(2s − 1), 3/(2 − s)). The space L q H 2−s,r is removed if s = 2. 
holds, where L = l S ∨ l M . If s = 2, the space X s−1,1+1/r in the estimate above is replaced by X 1,1+δ for sufficiently small δ > 0.
To prove this proposition, we need the following lemma which allows us to exchange
We state the lemma in general form although we use only (6.3) to prove Proposition 6.1. This is because we need (6.2) to prove the continuous dependence of the solution on the data in Section 7.
Lemma 6.1. Let s > 1/2, σ ≥ max{1, (2s − 1)/4, s − 2} with (s, σ) = (7/2, 3/2). Let v and v ′ be the solutions to (4.1) and (4.1) ′ , respectively. Then the following inequality holds:
Moreover, the following inequality holds for 3/2 < s ≤ 2:
Proof. In the beginning, we prove the first inequality of (6.2). Applying (2.7) to (5.2), we obtain
For the estimate of (H + φ − H ′ − φ ′ )v ′ , we need the following inequalities:
We can show (6.4) by the same method in the proof of Lemma 2.3. To prove (6.5) for s ≥ 2, we use Lemma 2.1. If 1/2 < s < 2, we also use duality. Therefore the first inequality of (6.2) has been established. The second inequality of (6.2) can be proved analogously. To prove (6.3), we use similar estimates with s replaced by s − 1, but we also need to use the estimate
instead of (6.4). This inequality is proved by the embedding L 6/(9−2s) ֒→ H s−3 and (2.4).
Proof of Proposition 6.1. Taking the difference of (3.14) and the corresponding equation for v ′ , we have
We convert this equation to the integral form by Lemma 3.3 regarding f ≡ 3 j=1 f j as the inhomogeneous term, and take the H s−3 -norm of the both-sides. Then we obtain
clearly follows from Lemma 3.2. We begin with the estimate of the inhomogeneous term. We have
If s = 2, we do not need H 2−s,r . We can show this inequality by the duality argument such as
where we have used (2.4) and Lemma 2.1. We next estimate f 2 . We have
again by the duality argument as follows:
For f 3 , we have
by the following estimates:
Therefore we obtain
The estimate for
is completed if we apply (6.3) to the right-hand side of (6.7). We also need the estimate for u − u ′ ; L ∞ H s−1 . By virtue of (6.3), we only
To estimate the first two norms, we use the trivial inequality u − u
is estimated by using (5.3), but the estimate of the second term of the right-hand side is slightly different. In this case we use the inequality
obtained by (2.4) and Lemma 2.1. By the Hölder inequality for the time variable we have
Collecting the estimates above, we obtain
The estimate for the Schrödinger part has been completed. We proceed to the Maxwell part. First we consider the case s < 2; later we mention how to modify the proof when s = 2. We begin with the estimate in L q H 2−s,r with s < 2. We put (q,r) ≡ (6/(4s − 5), 3/(4 − 2s)), which is an admissible pair. By Lemma 4.1, we have
where σ 1 = 1 + 1/r and (q,r) is an admissible pair. We should estimate the last term in the right-hand side. We decompose P (J − J ′ ) as in (5.5). Since s − 1 < σ 1 < s, we can chooser so that σ 1 − 1 + β(r) = s − 1. With this choice, we have
. This inequality holds provided s ≥ 5/3. We also have
Using these estimates together with the Hölder inequality for the time variable, we have
in the same way. Indeed these norms are estimated by the right-hand side of (6.10) with H 1+1/r ⊕ H 1/r replaced by
Next we mention the estimate in L 2 L ∞ ; the exponent (2, ∞) is the prohibited endpoint. However, for any admissible pair (q 0 , r 0 ) and any ε > 0, we have
Here we have used the Sobolev inequality for the spatial variable and the Hölder inequality for the time variable together with 0 < T ≤ 1. Therefore we have by Lemma 4.1 With such a choice, we have H 1+1/r ⊕ H 1/r ֒→ H 1+ε+1/r 0 ⊕ H ε+1/r 0 and
since the estimates (6.8) and (6.9) hold withr replaced byr 0 in the same manner. Thus we have obtained the required result for the Maxwell part when s < 2. For s = 2, we do not need
We only have to
are also bounded by the right-hand side of (6.11) for the sake of 
. Therefore Φ is a contraction mapping if we take sufficiently small T .
Remark . This proof is still valid if 7/4 ≤ s ≤ 2. Therefore the solution obtained in Section 5 actually belongs toZ s,σ for some l S , l M .
Continuous dependence on the data
In this section we prove the continuous dependence of the solution on the data, which is usually the most delicate part of the theory of well-posedness. Our method is essentially based on [7] . For a while, we assume the following: 
To prove the continuous dependence, it is sufficient to show that
To this end we also need
where (q, r) = (6/(2s
Lemma 7.1. We assume (A2) with s ≤ 2. Then the estimate
Proof. The required result is obtained analogously to the proof of Proposition 6.1. Therefore we again begin with the expression (6.6) with u = v, u ′ = v ′ . In the following, we can remove H 2−s,r and L q H 2−s,r if s = 2. First, we estimate f = 3 j=1 f j in the inhomogeneous term. We have
We have
Proof. By taking the difference of (3.15) with v = u and the corresponding equation for u ′ , we have
Regarding G ≡ 5 j=1 G j as the inhomogeneous term, we convert this equation to the integral form by virtue of Lemma 3.3, and take the H s−4 -norm of the both-sides. Then we obtain
We begin with the estimate of the inhomogeneous term. For G 1 , we have
where H |s−3|,r is removed if s = 3. To prove this, we should estimate
If s > 3, we can rewrite
After that, we use (2.4) and the Leibniz formula to estimate G 1,1 . If 2 < s ≤ 3, we also use duality. In both cases we have
. This is obtained by Lemma 2.1, together with duality if s < 3. For the estimates of G j , 2 ≤ j ≤ 5, we can use the estimates for F j , 1 ≤ j ≤ 5, in the proof of Lemma 3.4. Indeed we have
The Maxwell part is easy to treat. Indeed, the estimate (7.3) is still valid for s > 2; we also have Lemma 7.3. Let assume (A2). Let N(A, A ′ ) be defined by the following condition:
(2) If s > 2 and s = 3, let 1/r ≡ 1/2 − (1/2 − |s − 3|/3) + , σ 1 ≡ |s − 3| + β(r),
In any case we choose q so that (q, r) is an admissible pair. Then the following estimate holds:
Proof. Since 0 < T ≤ 1, there exists an admissible pair (q 0 , r 0 ) such that L q 0 H 3/r 0 +0,r 0 ֒→ L 2 L ∞ and that 1 + 1/r 0 < σ 1 . Therefore by Lemma 4.1, we have
where (q,r) is an admissible pair. We estimate the middle term of the right-hand side as in the proof of Proposition 6.1. We chooser so that 1/2 − 1/r ≥ (1/2 − (s − 1)/3) + and that σ 1 − 1 + β(r) ≤ s − 1. Then (6.8) and (6.9) still hold valid with A − A ′ ; H 1 in (6.9) replaced by A − A ′ ; H σ 1 . Therefore we can obtain the desired result.
Lemma 7.4. Let assume (A2) with 2 < s ≤ 3. Let s 1 = s − 1, and σ 1 be defined in Lemma 7.3. Then the estimate
holds, where
Proof. First, we prove the following inequality:
Here
). This is the same inequality as the assertion of Lemma 7.1. However we have assumed s ≥ 5/3, σ ≥ 4/3 in Lemma 7.1; (s 1 , σ 1 ) does not satisfy these conditions. Therefore we have to modify the proof. In the proof of (7.8), we should distinguish the assumption for (s, σ) and that for (s 1 , σ 1 ). We do not need s 1 ≥ 5/3; we need s ≥ 5/3 only to ensure the unique existence of the solution, and s 1 > 1 is sufficient to obtain (7.8). In the proof of Lemma 7.1, the assumption σ ≥ 4/3 is used to ensure the boundedness of ∂ t A; L 6 L 3 and ∂ t (A − A); L 6 L 3 by virtue of the Strichartz estimate.
The former norm is still bounded because even in the present case σ itself satisfies this condition. The latter norm cannot be controlled if σ 1 < 4/3, but it appears only once in the estimate of F 3 . Therefore if we replace (7.1) by the following inequality, we obtain the estimate for the Schrödinger part:
The estimate for the Maxwell part is similar to that in the proof of Proposition 6.1. Therefore (7.8) has been established. On the other hand, we have
by Lemma 7.3 and by Proposition 5.1 respectively. We obtain the desired result by collecting these estimates and using the inequality
, which is obtained by interpolation.
Lemma 7.5. Let assume (A2) with s > 3. Let s 1 = s − 1 and (s 1 , σ * ) satisfy σ * < σ and (A2)- (1) with (s, σ) replaced by (s 1 , σ * ). Then the estimatẽ
Proof. By Lemma 7.2, we havẽ
We have σ * > σ 1 for s > 3, where σ 1 is defined in Lemma 7.3. Therefore we can prove the lemma similarly to Lemma 7.4.
Proof of Theorem 1.1. Part 3. Here we prove the continuous dependence of the solution on the data. Let (u, A) and (u ′ , A ′ ) be the solutions of MS-C with data (u 0 , A 0 , A 1 ) and
Therefore we may assume that (u
and σ * are given in Lemmas 7.3 and 7.5. In both cases ε > 0. In the following, we take T > 0 sufficiently small. We summarize the estimates used in the proof. By Lemma 3. By Lemmas 7.1 and 7.2 together with (7.9) and (7.10), we also have Here we have used the integration by parts. By this expression, we find that ∂ j t λ ∈ C j (I;Ḣ 1 ∩Ḣ σ+1−j ) for j = 0, 1. We define (u L , φ L , A L ) as above. Clearly this satisfies MS-L, the initial condition and the Lorentz gauge condition. We can check that (u L , A L ) ∈ C j (I; H s−2j ∩ H σ−j ) for j = 0, 1. Moreover φ L ∈ C j (I; H σ−j ) for j = 0, 1.
Indeed φ L satisfies
by virtue of the condition φ
The right-hand side of (8.2) belongs to the desired space under the assumption for (s, σ). 
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