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THE MINIMUM NUMBER OF MINIMAL CODEWORDS IN AN
[n, k]−CODE AND IN GRAPHIC CODES
A. ALAHMADI, R.E.L. ALDRED1, R. DELA CRUZ, S. OK, P. SOLE´, AND C. THOMASSEN
Abstract. We survey some lower bounds on the function in the title based on
matroid theory and address the following problem by Dosa, Szalkai, Laflamme
[9]: Determine the smallest number of circuits in a loopless matroid with no
parallel elements and with a given size and rank. In the graphic 3-connected
case we provide a lower bound which is a product of a linear function of the
number of vertices and an exponential function of the average degree. We also
prove that, for p ≥ 38, every 3-connected graph with p vertices has at least as
many cycles as the wheel with p vertices.
1. Introduction
Consider a binary linear code C of length n and dimension k. A codeword of
C is called minimal if its support (non-zero entries) does not properly contain the
support of another nonzero codeword. This concept was considered independently
in code-based secret sharing schemes [4] and also in the study of the Voronoi do-
main of a code in the context of decoding [1]. Let M(C) denote the number of
minimal codewords of a code C. We consider the following natural question.
What is the minimum value of M(C) for a code C of given length and dimension?
Equivalently, what is the minimum number of circuits (minimal dependent sets)
in a binary matroid? If G is a graph, then the set of all subsets of edges may be
thought of as a vector space over the field with two elements where addition is
the symmetric difference. The cycle space Z(G) is the subspace generated by the
cycles. The cycle space of a graph G clearly forms a code called the cycle code of G.
When C is the cycle code of a graph the question amounts to finding the minimum
number of cycles this graph can have. In [2] this problem was essentially solved for
cubic 3-connected graphs. A graph can also be associated with a graphic matroid,
the matroid defined on the edge set of a graph such that the independent sets are
the sets forming a forest. Hence, the circuits of the graphic matroid are the edge
sets of the cycles in the graph. The more general question of finding the minimum
number of circuits in a matroid was raised in [9].
Let C[n, k] denote the set of all [n, k] codes with distance at least three (the
motivation for the last condition is to avoid Corollary 1 which is met for direct sum
of repetition codes). By analogy with [3] (where maximum values of M(C) were
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considered), we define
m(n, k) = min{M(C) : C ∈ C[n, k]},
as the minimum of M(C) over that set of codes. Similarly we define mg(n, k) by
restricting the set of codes considered to be cycle codes of graphs.
2. Matroid bounds
In the following, we translate results from matroids to codes by considering the
matroid of linear dependence of the columns of the parity-check matrix of the code.
Thus this matroid, when thought of as an [n, k]− code, has n points and rank n−k.
The circuits of the matroid correspond bijectively to the minimal codewords of the
code. The matroid is called simple if its has no loops (single element dependent
sets) nor parallel elements (two element dependent sets). This is equivalent to the
code having distance at least three. Such codes are sometimes called projective.
When the code is the cycle code of a connected graph on p vertices with q edges,
the minimal codewords correspond to cycles and the parameters of the cycle code
are [q, q−p+1] with dual distance equal to the edge-connectivity of the graph, that
is, the smallest number of edges that must be deleted in order to make the graph
disconnected.
Theorem 1. (Dosa, Szalkai, Laflamme [9]) Any matroid M of size µ and rank ν
has at least µ− ν circuits.
This implies the following.
Corollary 1. Any [n,k] code C satisfies M(C) ≥ k.
Below is a purely coding-theoretic proof of Corollary 1.
Proof:By [4, Lemma 2.1] we know that the M(C) minimal vectors span C, a
vector space of dimension k. Therefore elementary linear algebra ensures that
M(C) ≥ k. 
The inequality in Corollary 1 is an equality for repetition codes.
Theorem 2. (Dosa, Szalkai, Laflamme [9]) Any loopless matroid M of size µ and
rank ν has at least b
(
a+1
2
)
+ (ν − b)(a2) circuits, where a, b are the quotient and
remainder of µ by ν.
This, too, has a corollary for linear codes.
Corollary 2. Any [n, k]− code C of distance at least 2 satisfies
M(C) ≥ b
(
a+ 1
2
)
+ (n− k − b)
(
a
2
)
,
where a, b are the quotient and remainder of n by n− k.
For graphs this implies:
Corollary 3. Any 2-edge-connected graph with p vertices and q edges contains at
least
b
(
a+ 1
2
)
+ (p− 1− b)
(
a
2
)
,
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cycles where a, b are the quotient and remainder of q by p− 1.
The bound in Corollary 3 is tight. Consider for example a tree on p vertices
where each edge is replaced by three edges. This graph has q = 3(p− 1) edges and
contains 3(p− 1) cycles. For this graph the inequality in Corollary 3 is an equality
with a = 3 and b = 0.
Dosa, Szalkai, Laflamme [9] suggested to sharpen the bounds of Theorem 1 and
Theorem 2 for a loopless matroid without parallel elements. We first point out that
a result by Kashyap [12] on codes can be extended to matroids. Then we consider
graphic matroids.
3. Matroids with no loops and parallel edges
Theorem 3. Any loopless matroid M of size µ and rank ν without parallel elements
has at least µ cocircuits.
Proof:Consider the lattice L(M) of flats (maximal closed sets) of M. Let Wr be
the number of elements in L(M) of rank r (Wr is a so-called Whitney number of
the second kind).
Thus the number of cocircuits of M is equal to Wν−1.
By the result of Greene [10] we have
Wν−1 ≥W1,
where W1 is the number of elements in L(M) of rank 1 (points of L(M)). Equiv-
alently, it is the number of flats of M of rank 1. Since M is simple, we conclude
that W1 = µ. 
Corollary 4. (Kashyap [12]) Any [n,k] code C of dual distance at least 3 satisfies
M(C) ≥ n.
Note that our proof of Theorem 3 is purely combinatorial while Kashyap’s argu-
ments are geometric.
Corollary 5. Any 3-edge-connected graph with q edges contains at least q cycles.
The examples showing that the Corollary 3 is best possible also show that Corol-
lary 5 is best possible. However, Theorem 4 in the next section shows that the right
bound is a quadratic function of q if we exclude cutvertices.
4. Graph bounds
Recall that a connected graph is k-edge-connected, respectively k-connected,
if the smallest number of edges, respectively vertices, that must be deleted in order
to make the graph disconnected is at least k. (If any two vertices are joined by at
least one edge, then it is not possible to make the graph disconnected by deleting
vertices. In that case the requirement for being k-connected is that the graph has
at least k+ 1 vertices.) A 2-connected graph may have multiple edges whereas, by
convention, a 3-connected graph does not.
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Lemma 1. Let G be a 2-connected graph with q edges and p vertices. Let e be an
edge of G. Then G has at least q-p+1 cycles which contain e.
Proof:We proceed by induction on q + p. The smallest 2-connected graph is K3,
where p+ q = 3 + 3 = 6 and there is a cycle through any edge so the result is true
in this case. If G contains a vertex v of degree 2, then we replace v and its two
incident edges by one edge and use induction. If all vertices have degree at least 3,
then G contains an edge e′ distinct from e such that G− e′ is 2-connected. (This is
well known and easy to prove by the following argument: Let H be a 2-connected
proper subgraph of G which contains e. If H is chosen to be maximal under these
conditions, then it is easy to see that G has only one edge which is not in H.) By
the induction hypothesis, G− e′ has at least q− p cycles containing e. But, G also
has at least one cycle containing e, e′. Hence G has at least q − p+ 1 cycles which
contain e. 
The next result implies Corollary 3 although it has a slightly stronger hypothesis.
Theorem 4. Let G be a 2-connected graph with q edges and p vertices. Then G
has at least
(
q−p+2
2
)
cycles.
Proof:We use induction on q + p. Again, the result is clearly true for K3. If G
contains a vertex v of degree 2, then we replace v and its two incident edges by
one edge and use induction. If all vertices have degree at least 3, then G contains
an edge e such that G − e is 2-connected. By Lemma 1, G has at least q − p + 1
cycles which contain e. By the induction hypothesis (applied to G− e), the graph
G has at least
(
q−p+1
2
)
cycles which do not contain e. Hence G has at least
(
q−p+2
2
)
cycles. 
Example: The inequality of Theorem 4 is an equality for the following graph:
two vertices joined by q− p+ 2 edges along with p− 2 additional vertices of degree
2 inserted on the edges.
Remark: Theorem 4 implies Corollaries 3 and 5 immediately by induction on p.
For, if the graph under consideration is 2-connected, we apply Theorem 4. Oth-
erwise there is a cutvertex v, and hence we can write the graph as the union of
two graphs having precisely v in common. Then we apply induction to these two
subgraphs.
5. The smallest number of cycles in 3-connected graphs
Let fk(p, q) be the smallest number of cycles in a k-connected graph with p ver-
tices and q edges. One would think that if p is fixed, then the function increases
as a function of q. But it does not. Indeed, the wheel, defined below, shows that
f3(p, 2p− 2) is at most a quadratic polynomial of p. But f3(p, 3p/2) is superpoly-
nomial as proved in [2]. In this section we prove that, for p ≥ 38, every 3-connected
graph on p vertices distinct from the wheel has more cycles than the wheel on p
vertices.
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The wheel with p vertices is obtained from a cycle with p−1 vertices by adding
a vertex joined to all vertices of the cycle. That vertex of degree p− 1 is called the
center of the wheel. Two edges are called independent if they have no end in
common.
Let G be a 3-connected graph and e ∈ E(G). Barnette and Gru¨nbaum [6] and
Titov [19] considered the following operation.
(1) Delete e from G to get G− e.
(2) If some endvertices of e have degree two in G− e, then suppress them (i.e.
delete the vertex of degree two and add an edge between the two neighbours
of the deleted vertex) to get G4 e.
(3) If multiple edges occur in G4e, then replace them by single edges. (Recall
that a 3-connected graph has no multiple edges.)
The resulting graph is denoted by G e. If G e is 3-connected, then e is said
to be removable. If e is removable in G and f ∈ E(G) meets e at a vertex v of
degree 3, then the edge in G e corresponding to f after suppressing v will also be
denoted f .
The proof of the following lemma can be obtained by a slight modification of the
proof by Thomassen [21, Lemma 4.1].
Lemma 2. Let G be a 3-connected graph and let H be a proper subgraph which
is a subdivision of a 3-connected graph. Then G has a removable edge e such that
G− e contains H.
Jianji [11] proved the following.
Theorem 5. Let G be a 3-connected graph with p ≥ 5 vertices. If G is not iso-
morphic to the wheel on 5 or 6 vertices, then G has at least (3p+ 18)/7 removable
edges.
We shall also use the following fundamental result of Lova´sz.
Lemma 3. [14, Exercise 6.67] Let G be a 3-connected graph and e, f, g be three
distinct edges. Then G has a cycle containing all of e, f and g unless either G −
{e, f, g} is disconnected or e, f, g are all incident on a common vertex.
We recall the definition of cycle code (cycle space) of a graph. If G is a graph,
then the set of all subsets of edges may be thought of as a vector space over the
field with two elements where addition is the symmetric difference. The cycle space
Z(G) is the subspace generated by the cycles. If G is connected and has p vertices
and q edges, then the cycle space has dimension q − p + 1. If e1, e2 are edges of
G such that G has a cycle containing precisely one of these edges, then the cycles
containing both of e1, e2 generate a subspace which is a proper subspace of Z(G),
that is, it has dimension at most q − p.
Theorem 6. Let G be a 3-connected graph with p vertices, and let e1, e2 be inde-
pendent edges of G. Let G′ be obtained from G by replacing some edges other than
e1, e2 by multiple edges. If G−e1−e2 has a bridge, then that bridge is also a bridge
in G′− e1− e2 (that is, it is not made into a multiple edge.) Let q be the number of
edges in G′. Then the cycles in G′ containing both e1 and e2 generate a subspace
of the cycle space of dimension q − p.
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Proof: : The proof is by induction on q. The theorem is easily verified for the
smallest 3-connected graph which is the complete graph on four vertices. So assume
that q ≥ 7. For p = 5, the statement is easily verified because the only 3-connected
graphs on 5 vertices are the wheel, the complete graph K5 and K5 minus an edge.
So assume that p ≥ 6.
If the edge f is part of a multiple edge, then we apply induction to G′ − f . The
resulting cycle space has dimension q − 1 − p. By Lemma 3, G′ has at least one
cycle containing e1, e2, f . That cycle is not a linear combination of cycles in G
′−f .
So assume that G′ has no multiple edges, that is, G′ = G.
It is easy to verify the statement for the wheel with 6 vertices. So assume that
G is not that wheel. By Theorem 5, G has at least 6 removable edges. At least
four of these, say e3, e4, e5, e6 are distinct from e1 and e2.
We consider first the case where G has a removable edge f such that e1, e2 are
independent edges in G4f , and e1, say, is part of a double edge in G4f . That is,
f has an end v of degree 3 joined to the two ends x1, y1 of e1. Now we consider the
edge f ′ = x1v instead of f . Then f ′ is removable in G, and we can apply induction
to G4 f ′ because e1, e2 are independent in G4 f ′, and G4 f ′ has at most one
double edge, and that double edge is incident with e1. By induction, G4 f ′ has
(q− 2)− (p− 1) = q− p− 1 distinct cycles through e1 and e2. By Lemma 3, there
is a cycle in G through e1, e2 and f
′ and thus the cycle space of G has dimension
q − p as required.
We consider next the case where G has a removable edge f such that e1, e2
are independent edges in G 4 f , neither of e1, e2 is part of a double edge, and
G4 f − e1 − e2 has no double edge which becomes a bridge in G  f − e1 − e2.
Then the cycles in G 4 f containing both e1 and e2 span a space of dimension
q − p − 1, by the induction hypothesis. By Lemma 3, G has at least one cycle
containing e1, e2, f . Hence the cycles in G containing both e1 and e2 span a space
of dimension q − p.
Consider now the case where G has a removable edge f such that e1, e2 are
independent edges in G4 f , and G4 f has a double edge which becomes a bridge
e3 in G  f − e1 − e2. That is, f has an end v of degree 3 joined to the two ends
of e3. By induction, the cycles in G− v containing both e1 and e2 span a space of
dimension q − p− 2. By Lemma 3, G has at least one cycle C containing e1, e2, f .
It is easy to modify this cycle into a cycle C ′ containing e1, e2, f such that one of
C,C ′ contains e3 and the other does not. Adding C,C ′ to the space of dimension
q − p− 2 increases the dimension by 2.
So we may assume that, for each removable edge f , the edges e1, e2 have a
common end in G f . In particular, each of e3, e4, e5, e6 has an end of degree 3 in
common with one of e1, e2. Let ei = xiyi for i = 1, 2, 3, 4, 5, 6.
Consider now the case where e1, e2 are contained in a 4-cycle, say C : x1y1y2x2x1.
Let x be a vertex not in this 4-cycle C. By Menger’s theorem there are three
internally disjoint paths P1, P2, P3 from x to C, say to x1, y1, y2. (Internally disjoint
means that they have only x in common pair by pair.) Let P4 be a path in G−x1−y2
from x2 to P1 ∪ P2 ∪ P3. The resulting graph H is a subdivision of a 3-connected
graph H ′. If H is a proper subgraph of G then, by Lemma 2, G has a removable
edge f outside this subgraph. This contradicts the assumption that e1, e2 have a
common end in G  f . If H = G, then G = H = H ′ has five or six (hence six)
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vertices in which case it is easy to find the dimension of the space generated by the
cycles through e1, e2. So, we may assume that e1, e2 are not contained in a 4-cycle.
We say that a removable edge distinct from e1, e2 is internal if it joins two ends
of e1, e2 and external otherwise. As e1, e2 are not contained in a 4-cycle, there are
at most two internal edges and hence at least two external edges. Consider now
an external edge, say e3. Then e3 has an end x3 = x1 in common with e1 but no
end in common with e2. As e1, e2 have an end in common in G  e3, it follows
that x1 has degree 3 and is joined to one of x2, y2. Since this argument holds for
every external edge, and since e1, e2 are not contained in a 4-cycle, it follows that
there are at most two external edges. If follows that there are precisely two internal
edges and precisely two external edges. Thus the notation can be chosen such that
e5, e6 are the edges x2x1, x2y1 and the external edges are e3 = x1y3 and e4 = y1y4.
Since there are at least six removable edges, there are precisely six removable edges,
namely e1, e2, e3, e4, e5, e6. But, then e2 cannot be removable because x1, y2 have
degree 2 in the 3-connected graph G f , a contradiction which proves Theorem 6.

Corollary 6. Let G be a 3-connected graph with p vertices and q edges, and let
e1, e2 be independent edges of G. Then G has at least q − p cycles containing both
e1 and e2. In particular, G has at least dp/2e cycles containing both e1 and e2.
The bound q−p in Corollary 6 cannot be increased to q−p+ 1 as shown by two
independent edges in the wheel with p vertices where one of the edges is incident
with the center.
Lemma 4. Let G be a 3-connected graph on p vertices, and let e be an edge of G.
If both ends of e have degree precisely 3, then G has at least (dp/2e2 + dp/2e)/2 + 1
cycles containing e.
Proof: (by induction on p) We leave the cases p = 4, 5 and the wheel on 6 vertices
for the reader. Assume that p ≥ 6 and G is not the wheel on 6 vertices.
By Theorem 5, G has at least 6 removable edges. So G has a removable edge f
such that e, f have no end in common. Now G  f has at least p − 2 vertices so,
by induction, G f has at least (d(p− 2)/2e2 − d(p− 2)/2e)/2 + 1 distinct cycles
containing e. By Corollary 6, G has at least dp/2e cycles containing both e and f
so G has at least (dp/2e2 + dp/2e)/2 + 1 distinct cycles containing e. 
Lemma 5. Let G be a 3-connected graph on p vertices. If G is not isomorphic to
a wheel, then for each edge e, G has at least 3p− 14 cycles containing e.
Proof: Let ap be defined recursively by a4 = 4, a5 = 7 and ap = min(ap−2 +
dp/2e, ap−1 + 3) for p ≥ 6.
We prove, by induction on p, that G has at least ap distinct cycles containing e.
As ap ≥ 3p− 14 for all p ≥ 5, this implies the theorem.
The smallest 3-connected graph which is not a wheel is the complete graph with
5 vertices minus an edge. It has more than 7 = a5 cycles through every edge. The
same is also true for K5 itself.
So, we may assume that p ≥ 6. Let f 6= e be a removable edge of G. By Theorem
5, G has at least six removable edges. Thus f can be chosen in such a way that
either f is not incident with an end of e, or f is incident with an end of e which has
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degree > 3. Hence G f has at least p− 2 vertices when e and f have no common
end, and G f has at least p− 1 vertices otherwise.
Suppose that G f is a wheel. If e is not incident with the center of the wheel,
then G f has at least
(
p−3
2
)
+ 1 ≥ 3p− 14 cycles containing e. Assume therefore
that e is incident with the center v of the wheel. As G is not a wheel, G − v is a
2-connected graph which is not a cycle. Thus for each edge g 6= e incident with v,
G− v has three distinct paths between the ends of e, g other than v, so that G has
at least 3(p− 4) > 3p− 14 cycles through e. Therefore we may assume that G f
is not a wheel.
If e and f are independent, then by Corollary 6, G has at least dp/2e distinct
cycles containing both e and f . As G  f has at least ap−2 cycles containing e it
follows that G has at least dp/2e+ ap−2 ≥ ap cycles containing e. So assume that
e and f have a common end v. Hence G f has at least p− 1 vertices.
Since G is not isomorphic to a wheel, G− v is a 2-connected graph which is not
a cycle. Therefore G− v has at least three distinct paths between the ends of e, f
other than v. Thus G has at least three cycles containing e and f . By induction,
G f has at least ap−1 cycles containing e, and hence G has at least 3 + ap−1 ≥ ap
cycles through e.

Lemma 5 is close to best possible. In [16] the lower bound 3p − 14 is replaced
by 3p − 11 if p 6= 8 which is best possible. For p = 8 there is an example showing
that the correct bound is 12 = 3p− 12.
By combining Lemmas 2, 4, 5 we can prove that for large order, the wheels have
the minimum number of cycles among 3-connected graphs with the same order.
Examples show that this does not extend to 3-connected graphs with few vertices,
but we do not know the smallest order for which it holds.
Theorem 7. Let G be a 3-connected graph on p vertices. If p ≥ 38, and G is not
a wheel, then the number of cycles in G is greater than the number of cycles in the
wheel on p vertices.
Proof: Let wp = p
2−3p+3 be the number of cycles in the wheel on p vertices. We
define c4 = 7, c5 = 13. For each p ≥ 6, we let cp be the minimum of the following
three numbers:
(1) cp−2 + (dp/2e2 + dp/2e)/2 + 1
(2) cp−1 + 3p− 14
(3) wp
Using Lemmas 2, 4, 5, we prove by induction that every 3-connected graph on p
vertices has at least cp cycles.
As wp = wp−1 + 2p − 4 it follows immediately that cp = wp for p sufficiently
large. 38 is the smallest p for which this is true. A close inspection of the proof
shows that G has strictly more than wp cycles unless G is a wheel.

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6. A general lower bound on the number of cycles in 3-connected
graphs with p vertices and q edges
Thomassen [20] proved that the vertex set of a simple graph G (that is, a graph
without multiple edges) with minimum degree at least 12d can be divided into
two nonempty sets A,B such that the subgraphs G(A), G(B), induced by A,B,
respectively, have minimum degree at least d. Subsequently, Stiebiz [15] proved the
conjecture in [20] that the same conclusion holds if the minimum degree of G is at
least 2d+ 1 (and this is best possible).
Kostochka [13] and Thomason [17] independently proved that a simple graph
with p vertices and q edges contains a subgraph which can be contracted into a
complete graph with m vertices provided q is at least a constant times pm
√
logm.
Subsequently, Thomason [18] proved that the condition
q > (0.319...+ o(1))pm
√
logm
suffices (and this is essentially best possible).
Theorem 8. Let G be a 3-connected graph with p vertices, q edges and average
degree d = 2q/p. Then for each  > 0 and for sufficiently large d, the number of
cycles in G is at least b(3d/8)1−c!p/2.
Proof:We delete successively vertices of degree at most q/p from G until we get a
graph G′, say, of minimum degree d′ > p/q = d/2. By the result in [15] the vertex
set of G′ can be divided into sets A,B such that each of the graphs G′(A), G′(B)
have minimum degree at least d′/2 − 1 > d/4 − 1. Assume that A is no larger
than B, that is, A has at most p/2 vertices. By the result in [18], for sufficiently
large d, G(A) has a subgraph H which can be contracted into a complete graph
with m vertices where m > (3d/8)1−. That is, H contains m pairwise disjoint
connected subgraphs such that any two of these connected subgraphs are joined by
at least one edge. We choose H to be minimal with these properties. Then the
disjoint subgraphs are trees and any endvertex of each tree is joined by an edge to
another tree. Moreover, if x, y are any two distinct vertices in H, then H has at
least (m− 2)! paths from x to y.
Consider now a connected component C of G− V (H), and let C ′ be the graph
obtained from G by removing all the vertices not in H ∪ C and then adding edges
to H so that it becomes complete. We may assume that |V (H)| > 2, and hence C ′
is 3-connected.
We claim that C ′ has at least |V (C)| distinct H-paths, i.e. paths such that only
their ends are in H.
We prove this claim by induction on |V (C)| + |E(C)|. The claim is trivial for
|V (C)| = 1. Apply Lemma 2 to C ′, H and let e be the resulting removable edge.
Then it is easy to prove the claim applying induction hypothesis on C ′ − e since
there are at least two H-paths containing e.
As each of these H-paths can be extended to (m − 2)! distinct cycles in G, the
proof is complete. 
10 A. ALAHMADI, R.E.L. ALDRED1, R. DELA CRUZ, S. OK, P. SOLE´, AND C. THOMASSEN
7. Open problems
Open Problem 1. What is the smallest number that can replace 38 in Theorem
7 ?
Open Problem 2. Can the term p in Theorem 8 be replaced by a quadratic function
of p ?
The wheel shows that a quadratic function of p is the best we can hope for in
general. However, if the average degree d is large, say d > 100, then perhaps p
could be replaced by a cubic function. That would be best possible as shown by
the following example: Take a collection of disjoint copies of the complete graph
with d+ 1 vertices. Select a triangle in each of them and identify all those selected
triangles.
Open Problem 3. Does Theorem 8 extend to 2-connected graphs?
8. Tables
We have produced tables providing values (ranges of values) for m(n.k) and
mg(n, k) for small values of n, k. By decreasing values of k we look at the values of
m(n, k). The quantity m(n, k) becomes undefined when there are no codes of dual
distance ≥ 3 for these values of n and k.
The following Proposition is helpful in our computations.
Proposition 1. If m(n, k) = n, then for every integer T we have
m(n+ T, k + T ) = n+ T.
Proof: Let C be an [n, k]-code of dual distance at least 3 such that M(C) =
m(n, k) = n. Take the direct sum with an universe code of length T. Specifically
D = C ⊕ FT2 .
Thus D is an [n + T, k + T ]−code. Then M(D) = M(C) + T = n + T. Thus
m(n+ T, k + T ) ≤M(D) = n+ T, and by Kashyap bound the result follows. 
The following values are immediate.
• m(n, n) is undefined.
• m(n, n − 1) = n since M(C) = 3 for C = R⊥3 where Rm denotes the
repetition code of length m.
• m(n, n− 2) = n, for n ≥ 6 since there is a [6, 4] code C6 with dual distance
3 and M(C6) = 6, eg C6 = R
⊥
3 ⊕R⊥3 .
• m(n, k) is undefined for k ≤ 1.
Tables 1 and 2 show values and bounds for m(n, k) while Table 3 shows values
for mg(n, k) for 1 ≤ n ≤ 15. Lower bounds are given by the Kashyap bound while
upper bounds are obtained by explicit codes. The values were computed using
MAGMA [8]. We also used the graph generation program NAUTY of B. Mckay
[22] in the computations for Table 3. A blank entry means that m(n, k) or mg(n, k)
is undefined.
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n/k 1 2 3 4 5 6 7 8 9
3 3
4 4
5 5-6 5
6 6-7 6 6
7 7 7-8 7 7
8 8 8-9 8 8
9 9-12 9 9 9 9
10 10-14 10 10 10 10 10
11 11-14 11-15 11 11 11 11
12 12-15 12-15 12-13 12 12 12
13 13-15 13-16 13-14 13 13 13
14 14-15 14-16 14 14-18 14 14
15 15 15-24 15-25 15 15-22 15
Table 1. m(n, k) for 3 ≤ n ≤ 15, 1 ≤ k ≤ 9
n/k 10 11 12 13 14 15
10
11 11
12 12 12
13 13 13 13
14 14 14 14 14
15 15 15 15 15 15
Table 2. m(n, k) for 10 ≤ n ≤ 15, 10 ≤ k ≤ 15
n/k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
3
4
5
6 7
7
8 13
9 14 22
10 21 37
11 22 30
12 26 14 52
13 30 39 85
14 38 20 65 133
15 46 21 29 103 197
Table 3. mg(n, k) for 3 ≤ n ≤ 15
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