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a b s t r a c t
Drift analysis is a powerful tool to prove upper and lower bounds on the runtime of
randomized search heuristics. Itsmost famous application is a simple proof for the classical
problem how the (1 + 1) Evolutionary Algorithm (EA) optimizes linear pseudo-Boolean
functions. A relatively simple potential function allows to track the progress of the EA
optimizing any linear function.
In this work, we show that such beautiful proofs cease to exist if the mutation
probability is slightly larger than the standard value of 1/n.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
An innocent looking problem is the question howmany iterations the (1+1) Evolutionary Algorithm ((1+1) EA) needs
to find the optimum of a given linear function. However, this is in fact one of the problems that was most influential for the
theory of evolutionary algorithms.
While particular linear functions like OneMaxwere easily analyzed, it took a major effort by Droste et al. [3] to solve the
problem in full generality and to show that the (1 + 1) EA optimizes any linear function in O(n log n) steps. Their proof of
the result, however, is highly technical.
A major breakthrough spurred by this problem is the work by He and Yao [4,5], who introduced drift analysis to the field
of evolutionary computation. This allowed a significantly simpler solution of the linear function problem.More importantly,
drift analysis quickly became one of the most powerful tools for both proving upper and lower bounds on the runtime of
evolutionary algorithms. See, e.g., [5–8].
In a nut-shell, the drift analysis conducted byHe andYao is a potential function argument. For a suitable potential function
(usually called drift function), they show that in each iteration of a run of the (1+1) EA optimizing the given linear function,
also a certain improvement with respect to the drift function is obtained. By this, stopping-time arguments which were
difficult to obtain for the original function can be replaced by such arguments for the drift function.
However, the proof given by He and Yao [4,5] is still not easy. The difficulties include both finding a suitable drift function
and proving that this function has a positive drift in every search point.
Another great progress was made by Jägersküpper [9], who used a clever averaging argument avoiding the need to show
that from each search point on there is a positive drift. In consequence, he was able to use as the drift function, the natural
OneMax function, which simply counts the number of 1-bits in the bit string. This also allowed to determine reasonable
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values for the usually not explicitly given constants. More precisely, Jägersküpper showed that the expected optimization
time for any linear function defined on n-bit strings is bounded by (1+ o(1))2.02en ln(n).
In [1], a multiplicative drift theorem was proposed. It allows a simpler and more natural proof of the O(n log n) bound.
By combining this theorem with the drift computed by Jägersküpper [9], the authors could improve his upper bound to
(1+ o(1))1.39en ln(n).
All these results are obtained via the application of universal drift functions, that is, functions which serve as drift
functions for any given linear function.
Our results. In this work, we show that all proof approaches seen so far rely heavily on the mutation probability being
small. Already if the mutation probability is a small constant factor larger than the standard mutation probability of 1/n,
universal drift functions as used so far cease to exist.
More precisely, we give a simple mathematical proof that the classical additive drift method by He and Yao [4,5]
does not allow universal drift functions for mutation probabilities larger than 7/n. If we enhance this proof with a few
simple numerical computations (that can, e.g., be performed using the software product Maple), we see this effect already
for p ≥ 3.1/n if we set n = 100.
The simple multiplicative drift method of [1] (without adding the averaging argument of Jägersküpper) provably does
not allow linear universal drift functions for mutation probabilities larger than 2.6/n. If n ≥ 35, this results already holds
for p ≥ 2.2/n. We again present a numerical example showing that already for n = 150 and mutation probability larger
than 1.95/n, universal drift functions do not exist.
Finally, we prove that if we combine the Jägersküpper approach with the multiplicative drift method, linear universal
drift functions do not exist if the mutation probability exceeds 4/n.
In all three settings, our proofs show that in fact there is no linear drift function that works simultaneously for the two
standard test functions OneMax and BinVal.
Recent related results.Motivated by the results presented in this work, Leslie Goldberg and the first author [10] proved
that for any constant c the (1 + 1) EA with mutation probability c/n optimizes any linear function in time O(n log n).
Interestingly, this statement is deduced with drift analysis. However, as proven here in this work, their proof requires for
each linear function f and each constant value c a suitable drift function g(f , c), which depends on f and c. We call such
functions adaptive drift functions. The use of adaptive drift functions makes [10] a rather technical paper. Our work suggests
that this approach cannot be avoided.
Even more recently, Witt [11] has shown that for any constant c , the exact optimization time of the (1 + 1) EA with
mutation probability c/n is (1 + o(1))ec/cn ln n. This does not only improve our previously best known upper bound of
(1 + o(1))1.39en ln n for the runtime of the (1 + 1) EA with standard mutation probability 1/n proven in [2], but it also
improves the above mentioned result by Doerr and Goldberg by making the constants precise. Also Witt employs adaptive
drift functions. Again we note that our work shows that there is little hope for significantly easier proofs than the one
presented byWitt. It also showswhy this seemingly easy problem of how the (1+1) EA optimizes linear functions required
such a significant effort of various researchers until it could be solved in full generality.
Relevance of our result for other searchheuristics. The intention of our studies is in understandingwhy the – seemingly
simple – problem of how the (1 + 1) EA with general mutation probabilities optimizes linear pseudo-Boolean functions
required so much effort and why it could not be solved until very recently. Therefore, we consider in this work only this
particular algorithm, the (1+ 1) EA, on the particular function class of linear pseudo-Boolean functions.
We note that, while our results do not prove the non-existence of linear universal drift functions for other, possibly more
complicated heuristics, they indicate that the existence of such drift functions at least for larger mutation probabilities is
very unlikely, in particular for (1 + λ) evolutionary algorithms and (µ + λ) evolutionary algorithms (cf. the book [12] for
definitions).
With respect to other algorithms, including non-elitist evolutionary algorithms, we note that we currently have only a
very limited understanding of such algorithms.While particular test functions can be analyzed (cf. the recent work by Lehre
and Yao [13] on the impact of the balance betweenmutation rates and selection pressure, which actually uses drift analysis),
we are not aware of any runtime analyses for non-elitist evolutionary algorithms on broader function classes like the class
of linear pseudo-Boolean functions—which is the main interest of this paper. Again, the results of this work discourage us
to believe that such problems are solvable via universal drift functions.
2. Optimizing linear functions with the (1+ 1) EA
Before wemove on, let us briefly introduce some notation, which we use throughout the work. ByNwe denote the set of
positive integers and, accordingly, we set N0 := N ∪ {0}. If no further comments are made, nwill always denote the length
of the input, that is, the length of the bit strings in the considered search space. For convenience, we write [n] for N≤n, the
set of positive integers less than or equal to n. A bit string x ∈ {0, 1}n is denoted by xn . . . x1. This notation is inspired by the
linear function BinVal, which will be defined in the next subsection.
For every i ∈ N≤n let ei ∈ {0, 1}n be the i-th unit vector, that is, (ei)j = 1 if and only if j = i. By⊕we denote the bitwise
XOR operation on bit strings, that is, for all x, y ∈ {0, 1}n we have (x⊕ y)i = 1 if and only if xi ≠ yi. For a stochastic event A,
we denote by χ(A) the characteristic function of A, that is, χ(A) = 1 if A occurs, and χ(A) = 0 otherwise.
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2.1. Linear functions
In this work, all objective functionswe consider are linear andmost drift functionswe consider are linear or derived from
linear functions.
Definition 1 (Linear Functions). Let n ∈ N. A function f : {0, 1}n → R is called linear if there exist weights f1, . . . , fn ∈ R
such that for all x ∈ {0, 1}n it holds that f (x) =nj=1 fjxj.
We say that f has monotone weights if 0 < f1 ≤ · · · ≤ fn. Furthermore, we call f a drift function if f (x) = 0
for x = (0, . . . , 0) and f (x) > 0 otherwise. If f is a drift function, then necessarily all weights are positive.
It is easy to see (and has been argued in [3]) that upper bounds on the expected runtime of the (1 + 1) EA for the class
of all linear functions with monotone weights can be extended to the class of all linear functions with arbitrary weights.
Moreover, since our work deals with the limitations of drift analysis, the restriction to a smaller class of functions actually
strengthens our results. Therefore, from now on, we assume without loss of generality that all considered linear objective
functions have monotone weights. Note that we do not make this restriction for the weights of linear drift functions which
may still be arbitrary.
In the followingdiscussions, two linear functionswill play an important role. The first one, the so-calledOneMax function,
simply counts the number of ones in the bit string x ∈ {0, 1}n, that is,
OneMax(x) := |x|1 :=
n
j=1
xj.
The second function of particular interest is BinVal. It is defined by
BinVal(x) :=
n
j=1
2j−1xj ,
that is, it assigns to each bit string x the binary number it represents.
2.2. The (1+ 1) Evolutionary Algorithm
Our main interest in this work is to show that the currently best proof methods for determining the optimization time
of the (1 + 1) Evolutionary Algorithm optimizing linear functions fail if we use a mutation probability slightly larger than
the standard value of 1/n.
We denote by (1+ 1) EAp the (1+ 1) EA withmutation probability (or, equivalently,mutation rate) p ∈ (0, 1/2). Hence
mutation in this setting consists of flipping each bit of the single search point independently with probability p. See
Algorithm 1 for its pseudo-code.
1 Choose x(0) ∈ {0, 1}n uniformly at random;
2 for t = 1 to∞ do
3 Sample y(t) ∈ {0, 1}n by independently flipping each bit in x(t−1) with probability p;
4 if f (y(t)) ≤ f (x(t−1)) then x(t) := y(t);
5 else x(t) := x(t−1)
Algorithm1: (1+1) EAp: The (1+1) Evolutionary Algorithmwithmutation probability p forminimizing a pseudo-Boolean
function f : {0, 1}n → R. Typically, p depends linearly from n. As common in runtime analysis, a termination criterion is
not specified.
Let us comment on some features of the (1 + 1) EAp. It starts with a randomly chosen initial bit string x(0). Thus, on
average, we expect n/2 bits to be 0 and the other half to equal 1. In each iteration t ≥ 1 the (1+ 1) EAp performs two steps.
In the mutation step, the (1 + 1) EAp, generates a random mutation vector z(t) ∈ {0, 1}n such that Pr[z(t)i = 1] = p
mutually independent for all i ∈ [n]. Then, y(t) = x(t−1) ⊕ z(t) is the new candidate for the next search point. Therefore, a
mutation probability of 0 means that the (1 + 1) EA keeps its first search point forever and a mutation probability of 1/2
means that the (1+ 1) EA samples every search point uniformly at random.
In the selection step, the algorithm ensures that y(t) is accepted as a new search point only if it is at least as good as the
current solution. In this paper, we assume that we aim atminimizing the value of f . Consequently,
x(t) =

y(t) if f (y(t)) ≤ f (x(t−1)),
x(t−1) otherwise.
Clearly, there is no substantial difference between the minimization and maximization version of the problem. Consider
instead a modified version of the (1 + 1) EAp with the ≤ in Step 4 replaced by ≥. Now the optimization behavior of the
original algorithm on f is exactly the one of the modified algorithm on the function f ′ : {0, 1}n → R with f ′ : x → −f (x).
Clearly, f ′ does not have non-negative coefficients, but again we may invoke the arguments of [3] showing that the general
problem and the one with non-negative coefficients are equally difficult.
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The number of iterations T until the (1+ 1) EAp selects for the first time a bit string x such that f (x) is minimal is called
the optimization time of the (1+ 1) EAp.
In [3], Droste et al. have shown that mutation probabilities other thanΘ(1/n) lead to optimization times asymptotically
larger thanΘ(n log n).
Theorem 2 ([3]). Let α : N → R such that α(n) → ∞ for n → ∞. Then the (1 + 1) EAp with mutation probability
p = 1/(α(n)n) needs on averageΩ(α(n)n ln n) steps until it reaches the optimal value of a linear function with positive weights
and the (1 + 1) EAp with mutation probability p = α(n)/n needs on average Ω(α(n)n ln n) steps until it reaches the optimal
value of OneMax.
In the light of this result, we are mainly interested in mutation probabilities p = Θ(1/n). However, our results also hold
for larger mutation probabilities.
Let us consider the behavior of the (1 + 1) EAp for our two example functions OneMax and BinVal. As OneMax simply
counts the number of 1s in the bit string, the offspring y(t) is accepted if and only if |y(t)|1 ≤ |x(t−1)|.
The situation is completely different for the second example function BinVal. When optimizing this function, the
inequality 2i >
i−1
j=0 2j implies that the algorithm accepts a new bit string if and only if the highest-indexed bit that is
touched by the mutation is flipped from 1 to 0.
In spite of this different behavior, Droste, Jansen, and Wegener could prove in their seminal paper [3] that the expected
optimization time of the standard (1 + 1) EA (with mutation probability p = 1/n) is of the order Θ(n log n) for all linear
functions.
Theorem 3 ([3]). The expected optimization time of the standard (1+1) EA optimizing any linear function with positive weights
isΘ(n log n).
A more precise upper bound of (1+ o(1))2.02en ln nwas provided by Jägersküpper [9]. In [2], the authors of this paper
improved the bound to (1+ o(1))1.39en ln n and also gave a lower bound of (1+ o(1))en ln n.
While Theorem 3 originally has a complicated proof, it can also be proven via drift analysis, a method which we shall
introduce in the next section.
3. Drift analysis
Drift analysis was introduced to the field of evolutionary computation by He and Yao [4,5]. The method builds on a
more general result on martingales due to Hajek [14]. The main idea of He and Yao is the following. When analyzing the
optimization behavior of a randomized search heuristic, instead of tracking how the objective value becomes better, one uses
an auxiliary function, the so-called potential or drift function and tracks its behavior. The drift function is typically designed
in such a way that it is minimal if and only if the objective function itself is minimized. We give an example after the formal
description of the method.
3.1. Additive drift
The following additive drift theorem was introduced to the field of evolutionary computation by He and Yao.
Theorem 4 (Additive Drift Theorem [5]). Let

Z (t)

t∈N0 be a sequence of random variables over a finite state space S ⊆ R. Let T
be the random variable that denotes the earliest point in time t ∈ N0 such that Z (t) ≤ 0.
Assume that there exist δ > 0 and c > 0 such that
(i) E[Z (t) − Z (t+1) | Z (t) > 0] ≥ δ for all t and
(ii) Z (0) ≤ c.
Then E[T ] ≤ c
δ
.
This theorem is used to analyze the optimization time of the (1 + 1) EAp as follows. Given a function f and a mutation
probability p = c/n, let us denote by x(t)t∈N0 the series of the (random) search points (after selection) of one run of the
(1+ 1) EAp. We now try to find another function g such that
(a) {x | f (x)minimal} = {x | g(x)minimal} and
(b)

Z (t)

t∈N0 :=

g(x(t))

t∈N0 fulfills the requirements of Theorem 4.
The drift theorem then provides an upper bound for the expected time needed by the (1+ 1) EAp to minimize g . Condition
(a) ensures that the same upper bound holds for f as well.
Condition (b) is typically a little tricky to prove. It requires that, given some x ∈ {0, 1}n, we can expect that g becomes
smaller whenever f does. That is, g is drifting in the same direction as the objective function f itself. That is why we call g a
drift function for f .
He and Yao [4,5] showed that if f : {0, 1}n → R is a linear function x →nj=1 fjxj with weights 0 < f1 ≤ · · · ≤ fn and if
p = 1/n, then the drift function can be chosen as g : {0, 1}n → R, x → ln

1+⌊n/2⌋j=1 xj +nj=⌊n/2⌋+1 2 xj.
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With some effort they show the following. If y is the result of one iteration (mutation and selection) of the (1 + 1) EA1
starting in some non-optimal x ∈ {0, 1}n, then
E[g(x)− g(y)] ≥ δ/n (1)
for some constant δ > 0. Thus Theorem 4 yields that after an expected number of g(x)/(δ/n) = O(n log n) iterations, our
initial g-value of g(x) is reduced to 0. But g(y) = 0 implies f (y) = 0, that is, in expectation the (1 + 1) EA1 has found the
desired optimum of f after O(n log n) iterations.
It should be mentioned that He and Yao analyzed a variant of the (1+ 1) EA1 presented here. In this variant, a candidate
search point is only accepted if it is strictly better than the current optimum. However, it can be shown that their arguments
also work for the classical (1+ 1) EA1.
3.2. Multiplicative drift
Using drift analysis usually bears two difficulties. The first is guessing a suitable drift function g . The second, related to the
first, is proving that during a run of the (1+ 1) EA, f and g behave sufficiently similar, that is, we can prove some statement
like inequality (1). Note that this inequality contains information about f as well, namely implicitly in the fact that y is the
outcome of a selection step using f as fitness function.
Whatmakes showing that g as chosen in Section 3.1 is a suitable drift function particularly costly, is the logarithm around
the simple linear function g˜(x) =⌊n/2⌋j=1 xj +nj=⌊n/2⌋+1 2 xj.
This motivated the authors of [1] to formulate a different, multiplicative version of He and Yao’s drift method.
Theorem 5 (Multiplicative Drift Theorem [1]). Let S ⊆ R>0 be a finite set with minimum smin := min S. Let

X (t)

t∈N be a
sequence of random variables over S ∪ {0}. Let T be the random variable that denotes the first point in time t ∈ N for which
X (t) = 0.
Suppose that there exists a constant δ > 0 such that
E

X (t) − X (t+1) | X (t) = s ≥ δs (2)
holds for all s ∈ S and all t ∈ N such that Pr[X (t) = s] > 0. Then, for all s0 ∈ S,
E

T | X (0) = s0
 ≤ 1+ ln(s0/smin)
δ
.
The proof of Theorem 5 uses that, whenever g is a multiplicative drift function for some function f in the sense that
(i) {x | f (x)minimal} = {x | g(x)minimal} and
(ii)

X (t)

t∈N0 :=

g(x(t))

t∈N0 fulfills the requirements of Theorem 5,
then the function ln(1+ g) is a drift function in the classical sense of Section 3.1.
The opposite direction is not true. That is, if g is a linear function such that ln(1+ g) is a drift function for f in the sense
of Theorem 4, one cannot conclude that g itself is a drift function in the multiplicative setting of Theorem 5. However, it
is often possible to transfer information on multiplicative drift to some on additive drift. In Section 4.1, we shall obtain a
result on the non-existence of universal drift functions. We then transfer the proof ideas to the additive setting, as shown
in Section 4.2.
Let us note that the multiplicative drift theorem allows a fairly simple proof for Theorem 3. Let g : {0, 1}n → R, x →n
j=1 gjxj with gj = 1 for j ≤ n/2 and gj = 5/4 otherwise. Then g is a multiplicative drift function. This was shown in less
than one page in [1].
3.3. Distribution-based multiplicative drift
Typical applications of the two drift methods presented above use point-wise drift, that is, they require a good uniform
bound on the expected progress starting from every search point [4,5,1]. This is a relatively strong assumption, making life
difficult.
For example, it prevents us from taking the naturalOneMax function as a ‘‘universal’’ drift function for all linear functions.
For most search points x and most linear objective functions f , the following argument is true. By noting that one-bit flips
occur with constant probability and, conditional on that, flip each 1-bit to a 0-bit with probability 1/n in the classical
(1 + 1) EA, we obtain that the result y of one iteration satisfies E[|x|1 − |y|1] ≥ c|x|1/n for some constant c. This would
immediately yield an optimization time of O(n log n).
Unfortunately, there are fewexceptions that spoil the above proof idea. Let x := en = (1, 0, . . . , 0) and let f := BinVal be
the function to be optimized. Then already for amutationprobability of p = 1/n, we simply compute E[|x|1−|y|1] = Θ(n−2),
which is not sufficient to show a O(n log n) runtime bound.
In [9], Jägersküpper overcame these difficulties of point-wise drift. While he still avoids analyzing the actual distribution
of x(t) completely, he shows the following property, which in turn allows him to use a distribution-based drift approach.
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Jägersküpper’s crucial observation is that at any time step t , the more valuable bits are more likely to be in the desired
setting.
Theorem 6 ([9]). Let n ∈ N and let x(t) denote the random individual (distributed over {0, 1}n) after t ∈ N0 iterations of the
(1+ 1) EA1 minimizing a linear function f : {0, 1}n → R with monotone weights. Then
Pr[x(t)n = 0] ≥ · · · ≥ Pr[x(t)1 = 0] . (3)
This statement remains true if we condition on |x(t)|1 = k for any k ∈ [n].
Using this theorem, Jägersküpper was able to use OneMax as drift function and to show a lower bound ofΩ(1/n) for the
multiplicative drift of the random search point at time t for any linear function.
Proposition 7. Let n ∈ N, let f : {0, 1}n → N0 be a linear function and let g := OneMax. Let x(t) be the individual in the t-th
iteration of the (1+ 1) EA1 minimizing f . Then
E[g(x(t))− g(x(t+1)) | g(x(t)) = k] ≥ (e− 2)k
en
holds for all k ∈ N and t ∈ N0 with Pr[g(x(t)) = k] > 0.
Using this approach, Jägersküpper was not only able to give a more natural proof for the O(n log n) bound of the (1+ 1)
EA1 on the class of linear functions, but also gave the first meaningful upper bound on the leading constant. More precisely,
he showed that the expected optimization time of the (1 + 1) EA minimizing a linear function on n bits is at most
(1+ o(1))2.02en ln(n).
4. Non-existence of linear universal drift functions
In the previous section, we have seen for the different drift methods that, if we are considering the standard (1+ 1) EA
with mutation probability 1/n, we are able to define a linear function g such that g (or ln(1 + g), respectively) serves as a
drift function for all linear functions, independently of the particular weights 0 < f1 ≤ f2 ≤ · · · ≤ fn. In the following, we
call such a function g a linear universal drift function. We give a more precise definition below.
In this sectionwe prove themain result of this paper, namely that for each of the drift methods described above universal
linear drift functionswithmonotoneweights do not exist if themutation probability p exceeds a value of c/n for some small,
setting-dependent constant c .
Beforewe formulate the theorems, let us introduce the operator1p whichmeasures the progressmade by the (1+1) EAp
on a objective function f , measured by the drift function g .
Definition 8 (1p(g, f , x)). Let n ∈ N and let c > 0 be a constant. Let f and g be two functions on {0, 1}n. Let
x ∈ {0, 1}n. Let y ∈ {0, 1}n be sampled by flipping each bit of x independently with probability p = c/n. Then the random
variable1p(g, f , x) is defined by
1p(g, f , x) =

g(x)− g(y) if f (y) ≤ f (x),
0 otherwise.
If we are considering the multiplicative setting of Section 3.2, we say that g is a linear universal drift function if g itself is
linear and if E[1p(g, f , x)] > 0 for all linear functions f with monotone weights and all possible search points x ∈ {0, 1}n.
When we consider the additive setting of Section 3.1, the second condition translates to E[1p(ln(1 + g), f , x)] > 0. A
definition for the distribution-based setting of Jägersküpper will be given in Section 4.3.
Note that we do not require that1p is bounded away from 0 by a certain amount likeΘ(1/n). This would be necessary
to prove good bounds on the optimization time. Since we show that no linear universal drift function exists in this more
relaxed setting, we show that the previous methods are not applicable, even if we would accept worse runtime bounds.
4.1. Multiplicative setting
We first regard the non-existence problem in the multiplicative setting. We give a mathematical proof that linear
universal drift functions do not exist if the mutation probability p is larger than 2.6/n, assuming n to be sufficiently large.
Afterwards, we use numerical arguments to show that already for p = 1.95/nwith n = 150 no universal drift function can
exist.
The arguments obtained for the multiplicative setting in this subsection will also be the basis for additive setting in the
subsequent subsection.
In the multiplicative setting, a universal drift function for the class of all linear functions satisfies condition (2) of the
Multiplicative Drift Theorem (Theorem 5) in every single point of the search space.
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Definition 9 (Universal Point-Wise Drift). Let n ∈ N and p ∈ (0, 1/2). A drift function g on {0, 1}n is a universal point-wise
drift function for the (1+ 1) EAp on the class of all linear functions on {0, 1}n if it satisfies
E[1p(g, f , x)] > 0
for every linear function f on {0, 1}n with monotone weights and every point x ∈ {0, 1}n.
In themultiplicative setting, linear universal drift functions allowus to derive upper bounds on the expected optimization
time of the (1+ 1) EAp on the class of linear functions by applying the Multiplicative Drift Theorem. The next result shows
that this approach to obtain runtime bounds is not feasible for p ≥ 2.6/n.
Theorem 10. Let n ∈ N and p ∈ (0, 1/2) with p ≥ 2.6/n. Then there exists no linear universal point-wise drift function for the
(1+ 1) EAp on the class of all linear functions on {0, 1}n.
The proof of Theorem 10 is structured as follows. For fixed n ∈ N and p ∈ (0, 1/2), we assume that
g : {0, 1}n → R, x →
n
i=1
gixi
with g1, . . . , gn ∈ R is a drift function such that E[1p(g, f , x)] > 0 for all linear functions f on {0, 1}n with monotone
weights and for all x ∈ {0, 1}n. We need to show that p cannot exceed 2.6/n.
Note already here that since g(x) > 0 for all x ∈ {0, 1}n \ {(0, . . . , 0)}, we have gk > 0 for all k ∈ [n]. In Proposition 11
we derive a upper bound on
n
i=1 gi, the sum of the weights of g . A lower bound for
n
i=1 gi is given in Proposition 12 and
Corollary 13. As we shall demonstrate below, the combination of these three results yields to Theorem 10.
Proposition 11. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n with mink∈[n] gk = 1. Suppose that
E[1p(g,OneMax, x)] > 0 holds for all x ∈ {0, 1}n. Then, for all k ∈ [n], we have
n
j=1
gj <
1+ np− p
p
.
Proof. Let f = OneMax. Since f is symmetric (that is, invariant under permutations of the index set [n]), we may assume
without loss of generality that g1 = 1. We consider the search point x = e1. Clearly, f (x) = 1. The event f (x ⊕ z) ≤ f (x)
occurs if and only if
f (x⊕ z) =
n
j=1
(x⊕ z)j ≤ 1.
If z = 0 then E[g(x) − g(x ⊕ z)] = 0. Thus, we decompose the event (f (x ⊕ z) ≤ f (x) and x ⊕ z ≠ x) as follows. By A we
denote the event that z = e1, and for each j > 1 we denote by Bj the event that z = e1 ⊕ ej. Then,
χ

f (x⊕ z) ≤ f (x) = χ(A)+ n
j=2
χ(Bj).
Thus,
E[1p(g, f , x)] = E[g(x)− g(x⊕ z) | A] Pr[A] +
n
j=2
E[g(x)− g(x⊕ z) | Bj] Pr[Bj].
It is easy to verify that
E[g(x)− g(x⊕ z) | A] = g1,
E[g(x)− g(x⊕ z) | Bj] = g1 − gj,
Pr[A] = (1− p)n−1p, and
Pr[Bj] = (1− p)n−2p2.
Thus, since E[1p(g, f , x)] > 0, we have
0 < E[1p(g, f , x)] = (1− p)n−2p

(1− p)g1 + p
n
j=2
(g1 − gj)

,
yielding
0 < (1− p)g1 + p
n
j=2
(g1 − gj).
Thus,
p
n
j=1
gj <

1+ p(n− 1)g1 = 1− p+ np. 
We now prove a lower bound for the sum of the weights of g .
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Proposition 12. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n. Suppose that E[1p(g, BinVal, x)] > 0
holds for all x ∈ {0, 1}n. Then, for all k ∈ [n], we have
gk > p
k−1
j=1
gj.
Proof. Let k ∈ [n]. Let f = BinVal and x = ek. Let z ∈ {0, 1}n be the vector indicating which bits are being flipped, that is,
zj = 1 if and only if the j-th bit xj of x is flipped. Let A be the event that the k-th bit is the largest indexed flipping bit, that
is, the event A happens if and only if zk = 1 and zj = 0 for all j > k. Clearly, A equals the event that x⊕ z is accepted as the
new search point and in addition is different from x. Thus,
E[1p(g, f , x)] = E[g(x)− g(x⊕ z) | A] Pr[A].
It is easy to verify that
Pr[A] = p(1− p)n−k,
which is strictly positive. Therefore, since E[1p(g, f , x)] > 0, we conclude that
0 < E[g(x)− g(x⊕ z) | A] = gk − p
k−1
j=1
gj
and the statement follows. 
Corollary 13. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n with mini∈[n] gi = 1. Suppose that
E[1p(g, BinVal, x)] > 0 holds for all x ∈ {0, 1}n. Then, for all k ∈ [n], we have
gk ≥ max

1, (1+ p)k−1−1/p.
Proof. Let ℓ = ⌈1/p⌉. For 1 ≤ k ≤ ℓwe have 1+ pk−1−1/p ≤ 1 and the corollary holds since we already know that gk ≥ 1
for all k ∈ [n].
In case ℓ ≥ n, there is nothing left to prove, thus suppose that ℓ < n. Then, for ℓ+ 1 ≤ k ≤ n, we apply Proposition 12
and induction to get
gk > pℓ+ p
k−1
j=ℓ+1
(1+ p)j−1−1/p.
It is well-known that for all real values r > −1 and all 0 ≤ s ≤ 1 the inequality (1+ r)s ≤ 1+ rs holds. Here in our example
we have ℓ− 1/p ∈ [0, 1). Therefore, we can bound the first term in the expression above by
pℓ = 1+ (ℓ− 1/p)p ≥ (1+ p)ℓ−1/p .
For the second term, we make use of the fact that for all q ∈ R and all i ∈ N the i-th partial sum of the geometric seriesi
j=0 qi equals (qi+1 − 1)/(q− 1). We can thus rewrite
p
k−1
j=ℓ+1
(1+ p)j−1−1/p = p(1+ p)−1−1/p

k−1
j=0
(1+ p)j −
ℓ
j=0
(1+ p)j

= (1+ p)−1−1/p (1+ p)k − (1+ p)ℓ+1
= (1+ p)k−1−1/p − (1+ p)ℓ−1/p.
The corollary follows from summing both terms. 
Using the previous propositions, we can now show Theorem 10.
Proof of Theorem 10. Let n ∈ N and p ∈ (0, 1/2)with p > 2.6/n. Let ℓ := ⌈1/p⌉. Let g be a linear universal point-wise drift
function for the (1+ 1) EAp on the class of all linear functions on {0, 1}n. Since the property E[1p(g, f , x)] > 0 is invariant
under scaling of g and all gi’s are strictly positive, we may rescale g such that minj∈[n] gj = 1.
By Corollary 13 and Proposition 11 we have
1+ (n− 1)p > p
n
k=1
gk ≥ pℓ+ p
n
k=ℓ+1
(1+ p)k−1−1/p
= pℓ+ p(1+ p)−1/p
n−1
k=ℓ
(1+ p)k
= pℓ+ (1+ p)−1/p(1+ p)n − (1+ p)ℓ.
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We use the fact that pℓ = 1+ (ℓ− 1/p)p ≥ (1+ p)ℓ−1/p for ℓ− 1/p ∈ [0, 1) (see the proof of Corollary 13) and obtain
1+ pn− p > (1+ p)n−1/p
and therefore we have
1+ pn− (1+ p)1/ppn−1 > 0. (4)
For p ∈ (0, 1/2), the term (1+ p)1/p is monotonically decreasing with increasing p and therefore at least 9/4. Hence,
1+ pn−

9
4
pn−1
> 0
and therefore pn ≤ 2.6. 
Corollary 14. Let n ∈ N and p ∈ (0, 1/2) with n ≥ 35 and p ≥ 2.2/n. Then there exists no linear universal point-wise drift
function for the (1+ 1) EAp on the class of all linear functions on {0, 1}n.
Proof. In the proof of Theorem 10 we showed that for the existence of a universal point-wise drift function the pair n and p
have to satisfy (4), that is,
1+ pn− (1+ p)1/ppn−1 > 0.
Then, we gave a pessimistic lower bound on (1+ p)1/p by setting p to 1/2. Now, we know by Theorem 10, that p ≤ 2.6/n ≤
2.6/35. Hence, following the rest of the proof of Theorem 10 after (4) we see that pn ≤ 2.21. Another iteration of the same
argument yields the bound pn ≤ 2.2. 
We now prove another lower bound on the gi. It is stronger than Proposition 12, but more difficult to exploit.
Consequently, we will then use a simpleMaple 13 program to derive from Proposition 15 that already for p = 1.95/n with
n = 150 or n = 1000, no universal point-wise drift function exists for the (1+ 1) EAp on the class of all linear functions.
Proposition 15. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n. Suppose that E[1p(g, f , x)] > 0 holds
for all linear functions f on {0, 1}n with monotone weights and all x ∈ {0, 1}n. Then, for all i ∈ [n], we have
gi ≥

j<i
gj + (1− p)i−2
j>i
gj
p−1 + (n− i)(1− p)i−2 .
Proof. Let i ∈ [n] and x = ei. Let fj := 1 for j < i and fj := i for j ≥ i and set f : {0, 1}n → R, x → ni=1 fixi. Then
f (x⊕ z) ≤ f (x) if and only if either z = 0 (in which case g(x) = g(x⊕ z)) or one of the following two events occurs.
(A) The i-th bit xi is flipped and no bit xj with j > i is flipped (formally, z = ei ⊕ ej1 ⊕ ejk for some k < i and
j1, . . . , jk ∈ [i− 1]),
(Bj) z = ei ⊕ ej for some j > i.
We clearly have
E[1p(g, f , x)] = E[g(x)− g(x⊕ z) | A] · Pr[A] +

j>i
E[g(x)− g(x⊕ z) | Bj] · Pr[Bj]
with Pr[A] = p(1 − p)n−i and Pr[Bj] = p2(1 − p)n−2 for each j > i. Furthermore it holds that E[g(x) − g(x ⊕ z) | A] =
gi − pj<i gj and E[g(x)− g(x⊕ z) | Bj] = gi − gj. Thus,
0 ≤ E[1p(g, f , x)]
= p(1− p)n−i

gi − p

j<i
gj
+ p(1− p)i−2
j>i
(gi − gj)

.
Division by p(1− p)n−i and resorting yields
gi

1+ (n− 1)p(1− p)i−2 ≥ p
j<i
gj + (1− p)i−2

j>i
gj

. 
Combining the results of Propositions 12 and 15, we can numerically show stronger results than Theorem 10. To this end,
we employ the following iterative procedure.
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First, we initialize all values g(0)i := max{1, (1+ p)i−p−1}. In iteration k ≥ 1, we then update the values gi, i = 1, . . . , n
as follows.
g(k)i := max
g(k−1)i ,

j<i
g(k)j + (1− p)i−2

j>i
g(k−1)j
p−1 + (n− i)(1− p)i−2
 .
After each iterationwe compute
n
i=1 g
(k)
i . If for some kwehave that
n
i=1 g
(k)
i > 1/p+n−1, we knowby Proposition 11
that g cannot be a universal point-wise drift function.
Let us give an example. If we set p = 1.95/n and n = 1000 we see after 8 iterations of the algorithm, using a Maple 13
implementation, that
n
i=1 g
(8)
i > 1518 > 1512 > 1000/1.95 + 999. This shows that in the multiplicative setting there
are no linear universal point-wise drift functions for p = 1.95/n and n = 1000.
If one is interested in results for smaller n, it is possible to derive non-existence results via increasing the number of
iterations of the algorithm described above. For p = 1.95/n and n = 150 we see after 23 iterations thatni=1 g(23)i >
225.938 > 225.924 > 150/1.95 + 149, proving that in the multiplicative setting there are no linear universal point-wise
drift functions for the mutation probability 1.95/n and for n = 150.
4.2. Additive setting
We now transfer the results obtained in the previous subsection to the additive setting. In the additive setting the
question iswhetherwe can find a linear function g such that ln(1+g) serves as an additive drift function, that is, for all linear
functions f with monotone weights and all x ∈ {0, 1}n it holds that E[1p(ln(1+ g), f , x)] > 0, where1p(ln(1+ g), f , x) is
defined in Definition 8. We call such drift functions logarithmically scaled.
Definition 16 (Logarithmically Scaled Function). Let n ∈ N. Let g be a linear function on {0, 1}n. Then we call the
function ln(1+ g) the corresponding logarithmically scaled linear function.
By regarding the extremal setting from the previous subsection, now in the additive setting, we distill conditions on the
weights of a universal drift function. We prove that these conditions cannot be satisfied for p ≥ 7/n. Evaluating some of the
more complicated expressions withMaple, we show, e.g., that for n = 100 and p ≥ 3.1/n no universal drift function exists.
Theorem 17. Let n ∈ N and p ∈ (0, 1/2)with p ≥ max{7, 3(⌈gmin⌉ + 1)}/n. Then there exists no logarithmically scaled linear
universal point-wise drift function with minimal weight gmin := minj∈[n] gj for the (1+ 1) EAp on the class of all linear functions
on {0, 1}n.
We now show an analogue of Proposition 11 for additive drift.
Proposition 18. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear function on {0, 1}n with minimal weight gmin. Suppose that
E[1p(ln(1+ g),OneMax, x)] > 0 holds for all x ∈ {0, 1}n. We then have
p
n
j=1
ln(1+ gj) <

1+ p(n− 1) ln(1+ gmin).
Proof. Let k ∈ [n] such that gk = gmin. Let ∆ := 1p(ln(1 + g),OneMax, ek). By the same arguments as given in
Proposition 11 we derive that
E[∆] = (1− p)n−2p

(1− p) ln(1+ gmin)+ p
n
j=1
ln(1+ gmin)− ln(1+ gj)

and the proposition follows from E[∆] > 0. 
The following statement is an analogue of Proposition 12 for additive drift. Now the estimate is more complicated due
to the fact that the drift function is not linear.
Proposition 19. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear function on {0, 1}n. Suppose that E[1p(ln(1+g), BinVal, x)] >
0 holds for every x ∈ {0, 1}n. Then, for all k ∈ [n], we have
ln(1+ gk) >
k−1
j=1

I⊆[k−1] : |I|=j
pj(1− p)k−1−j ln

1+

i∈I
gi

.
Proof. Let x := ek and let∆ := 1p(ln(1+ g), BinVal, ek). As in the proof of Proposition 12 denote by z the mutation vector
and let A be the event that f (x⊕ z) ≤ f (x) and z ≠ 0. Then A occurs if and only if zk = 1 and zj = 0 for all j > k. Thus,
0 < E[∆] ≤ E[ln(1+ g(x))− ln(1+ g(x⊕ z)) | A] Pr[A],
where Pr[A] has shown to be positive in the proof of Proposition 12. Therefore,
ln(1+ gk) > E[ln(1+ g(x⊕ z)) | A].
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Given that zk = 1 and zj = 0 for all j > k, the values of z1, . . . , zk−1 bits are subject to independent, random mutation with
mutation probability p. The probability that j ∈ [k − 1] specific bits among these of flip equals (1 − p)k−1−jpj. Moreover,
given the index set I ⊂ [k− 1] of the j bits that flip, we have g(x⊕ z) = ln(1+i∈I gi). Hence, we have
E[ln(1+ g(x⊕ z)) | A] ≥
k−1
j=1

I⊆[k−1] : |I|=j
pj(1− p)k−1−j ln

1+

i∈I
gi

and the proposition follows. 
Corollary 20. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear function on {0, 1}n with minimal weight gmin. Suppose that
E[1p(ln(1+ g), BinVal, x)] > 0 holds for all x ∈ {0, 1}n. Then, for all k ∈ [n], we have
ln(1+ gk) >
k−1
j=1
k−1
j

pj(1− p)k−1−j ln(1+ gminj).
Proof. The proof directly follows from Proposition 19 since there exists
k−1
j

sets I ⊆ [k− 1] of size j and ln(1+i∈I gi) ≥
ln(1+ gminj) holds for each of them. 
We are now ready to prove Theorem 17.
Proof of Theorem 17. Let n ∈ N, let p ∈ (0, 1/2), and let g be a linear function with minimum weight gmin = minj∈[n] gj.
Suppose that np ≥ 3(⌈gmin⌉ + 1) and that∆ := ∆(ln(1+ g), f , x) > 0 for all linear functions f with monotone weights
and all x ∈ {0, 1}n.
By Corollary 20, we have for all k ∈ [n] that
ln(1+ gk) >
k−1
j=1
k−1
j

pj(1− p)k−1−j ln(1+ gminj).
Now, for j ≥ gmin + 2, we have
ln(1+ gminj) ≥ ln

1+ 2gmin + g2min) = 2 ln(1+ gmin).
Hence, we have
ln(1+ gk) >
k−1
j=1
k−1
j

pj(1− p)k−1−j ln(1+ gmin)+
k−1
j=⌈gmin⌉+2
k−1
j

pj(1− p)k−1−j ln(1+ gmin)
=

2− (1− p)k−1 −
⌈gmin⌉+1
j=0
k−1
j

pj(1− p)k−1−j

ln(1+ gmin).
Now, consider a binomially distributed random variable X with parameters k− 1 and p, then
Pr

X ≤ ⌈gmin⌉ + 1
 = ⌈gmin⌉+1
j=0
k−1
j

pj(1− p)k−1−j
and E[X] = p(k− 1).
Then, by the Chernoff bound, we have for all k ∈ [n]with k ≥ 2n/3+ 1 that p(k− 1) ≥ 2(⌈gmin⌉ + 1) and thus
Pr

X ≤ ⌈gmin⌉ + 1
 ≤ exp−p(k− 1)
8

≤ exp

−pn
12

.
Therefore,
ln(1+ gk) >

2− e−2pn/3 − e−pn/12

ln(1+ gmin)
for all k ≥ 2n/3+ 1 and since ln(1+ gminj) ≥ ln(1+ gmin) for all k ≤ 2n/3 we have
n
j=1
ln(1+ gj) =
⌈2n/3⌉
j=1
ln(1+ gj)+
n
j=⌈2n/3⌉+1
ln(1+ gj)
≥

2
3
n

+ 2− e−2pn/3 − e−pn/12 n− 2
3
n

ln(1+ gmin).
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Now, by Proposition 18, we have that
p
n
j=1
ln(1+ gj) < (1+ pn− p) ln(1+ gmin).
Therefore,
p

2
3
n

+ 2− e−2pn/3 − e−pn/12 pn− p2
3
n

≤ 1+ pn− p
and thus
1− e−2pn/3 − e−pn/12pn ≤ 3. (5)
For growing np the exponential terms tend to zero. Hence, there exists a threshold value of pn such that (5) is still satisfied.
We determine this value numerically (usingMaple 7) and find that if pn > 7 then (5) is violated. Thus, if pn ≥ 3(⌈gmin⌉+ 1)
then pn ≤ 7 and the theorem follows. 
For gmin = 1 and specific values of n ∈ N, instead of using the lower bound for ln(1 + j) from the proof of Theorem 17,
we can also compute this quantity numerically. We first show that this yields the non-existence of universal drift functions
for n = 100 and p ≥ 4/n. We recall that for gmin = 1 Proposition 18 and Corollary 20 yield
n
i=1
i−1
j=1
i−1
j

pj(1− p)i−1−j ln(1+ j) ≤
n
j=1
ln(1+ gj) ≤ ln(2)1+ np− pp . (6)
We useMaple to compute that for n = 100 and p ≥ 4/n the term on the left is bigger than 91, whereas the term on the right
is at most 86.
If one is interested in results for better bounds on p, it is useful to exploit Proposition 19 instead of Corollary 20. Let us
give a short example how to do this. For all n ∈ N and p ∈ (0, 1/2) Proposition 19 (with gmin = 1) implies that
ln(1+ g3) ≥ max{1, (1− p)p(2 ln(2))+ p2 ln(3)},
ln(1+ g4) ≥ max{1, (1− p)2p(2 ln(2)+ ln(1+ g3))+ (1− p)p2(ln(3)+ 2 ln(2+ g3))+ p3 ln(3+ g3)},
and, for general i > 4,
ln(1+ gi) ≥ max

1, (1− p)i−2p

j<i
ln(1+ gj)+ (1− p)i−3p2

j<i

k<j
ln(1+ gj + gk)
+ (1− p)i−4p3

j<i

k<j

ℓ<k
ln(1+ gj + gk + gℓ)+
i−1
j=4
(1− p)i − 1− jpji−1j  ln(1+ j)

.
We apply these equalities to p = 3/n and n = 4 to derive g1 ≥ 1, g2 ≥ 1, ln(1+ g3) ≥ 0.87, g4 ≥ 1.23 and thus,
4
i=1
ln(1+ gi) ≥ 2 ln(2)+ 0.877+ 1.23 ≥ 3.48 > 3.1 > ln(2)(4/3+ 3),
contradicting (6).
For p = 3.1/n and n = 100 we obtain, using the formulas given above in aMaple 13 implementation, that
n
i=1
ln(1+ gi) > 92.53 > 90.99 > ln(2)(100/3.1+ 99),
again contradicting (6).
Of course, the precision level can be increased by computing also for j ≥ 4 the values (1−p)i−1−jpjI={i1,...,ij}⊆[i−1] ; |I|=j
ln(1+ gi1 + · · · + gij) instead of simply taking
i−1
j=4 (1− p)i − 1− jpj
i−1
j

ln(1+ j). However, it is easily seen that this
precision comes at huge computational cost.
4.3. Distribution-based multiplicative drift
Finally, we study whether the distribution-based approach of Jägersküpper in [9] and in particular the application of
Theorem 6 does admit universal drift functions.
We show that this is not the case in general. More precisely, we show that there exist probability distributions satisfying
the requirements of Theorem 6 which do not allow universal drift functions for p ≥ 4/n.
To formulate this statement rigorously, we introduce the random variable 1p(g, f ,D), which denotes the change in
the potential function g caused by one iteration of the (1 + 1) EAp minimizing the function f with individuals distributed
according to a distributionD .
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Definition 21 (1p(g, f ,D)). Let n ∈ N and let p ∈ (0, 1/2). Let f and g be two functions on {0, 1}n. LetD : {0, 1}n → [0, 1]
be a probability distribution over {0, 1}n and let x ∈ {0, 1}n be drawn according toD . Let y ∈ {0, 1}n be sampled by flipping
each bit of x independently with probability p. Then the random variable1p(g, f ,D) is defined by
1p(g, f ,D) =

g(x)− g(y) if f (y) ≤ f (x),
0 otherwise.
Corresponding to the approach in [9], we study this drift for distributions that satisfy Condition (3) in Theorem 6.
Definition 22 (Right-Heavy). Let n ∈ N and let f be a linear function on {0, 1}n with monotone weights. A probability
distributionD over {0, 1}n is right-heavy if it holds for x drawn according toD and for all k ∈ [n] that
Pr

xn = 0
 |x|1 = k ≥ · · · ≥ Pr x1 = 0  |x|1 = k ,
i.e., given that the number |x|1 of ones in x equals k, the probability that the entry xn equals 0 is at least as large as the
probability that the entry xn−1 satisfies xn−1 = 0, and so on.
With these two notions at hand, we now specify the meaning of universal drift functions in the distribution-based
multiplicative setting of Section 3.3.
Definition 23 (Universal Distribution-Based Drift). Let n ∈ N and p ∈ (0, 1). A drift function g on {0, 1}n is a universal
distribution-based drift function for the (1+ 1) EAp on the class of all linear functions on {0, 1}n if it satisfies
E[1p(g, f ,D)] > 0
for every linear function f on {0, 1}n with monotone weights and every right-heavy probability distributionD over {0, 1}n.
If we compare 1p(g, f ,D) to 1p(g, f , x) from Definition 8, we see that these two notions are closely linked. The
distribution-based drift is the average (with respect toD) of the point-wise drift, that is,
E[1p(g, f ,D)] = Ex∼D

E[1p(g, f , x)]

,
where x ∼ D abbreviates ‘‘let x be sampled from {0, 1}n according toD ’’. The following statement is a direct consequence
of this observation.
Lemma 24. Let n ∈ N and p ∈ (0, 1/2). Suppose g is a universal point-wise drift function for the (1 + 1) EAp on the class of
all linear functions on {0, 1}n. Then g is also a universal distribution-based drift function for the (1 + 1) EAp on the class of all
linear functions on {0, 1}n.
Therefore, a non-existence result for universal distribution-based drift functions is stronger than the same result for
universal point-wise drift functions. Still, we show that even in the setting of Theorem 6 there are no linear universal drift
functions for p ≥ 4/n.
Theorem 25. Let n ∈ N and p ∈ (0, 1/2) with p ≥ 4/n. Then there exists no linear universal distribution-based drift function
for the (1+ 1) EAp on the class of all linear functions on {0, 1}n.
In the proof of Theorem 25, we restrict ourselves to the following collection of right-heavy distributions on {0, 1}n.
Definition 26 (DistributionsDk on {0, 1}n). Let n ∈ N and k ∈ [n]. We define the right-heavy probability distribution
Dk : {0, 1}n → [0, 1] by
Dk(x) :=

1/k if x = ei with i ∈ [k],
0 otherwise,
for all x ∈ {0, 1}n.
Let n ∈ N and p ∈ (0, 1/2). Let g : {0, 1}n → Rwith
g : x →
n
i=1
gixi
and g1, . . . , gn ∈ R be a drift function such that E[1p(g, f , x)] > 0 for all linear functions f on {0, 1}n with monotone
weights and all x ∈ {0, 1}n. Again, since g(x) > 0 for all x ∈ {0, 1}n \ {(0, . . . , 0)}, we have gk > 0 for all k ∈ [n]. We show
that then p cannot exceed 4/n.
The following proposition gives an upper bound for the sum of the weights of g . Here we denote for any k real numbers
g1, . . . , gk ∈ R their average value by
avg(g1, . . . , gk) := 1k
k
i=1
gi .
Proposition 27. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n such thatmink≤n avg(g1, . . . , gk) = 1.
Suppose that E[1p(g,OneMax,Dk)] > 0 holds for some k ∈ [n]. Then we have
n
j=1
gj < n− 1+ 1/p.
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Proof. The proof is similar to the one of Proposition 11. Let f = OneMax and let x be drawn from {0, 1}n according toDk.
Then for all i ∈ [k]we have Pr[x = ei] = 1/k. Thus, in the same line as in Proposition 11 we obtain
0 < E[1p(g, f ,Dk)] = 1k
k
i=1

(1− p)n−1pgi + (1− p)n−2p2
n
j=1
(gi − gj)

.
Hence,
0 <
k
i=1

(1− p)gi + pngi − p
n
j=1
gj

.
Resorting yields
kp
n
j=1
gj < (1+ np− p)
k
i=1
gi
and the proposition follows. 
A lower bound for the weights is given by the following result.
Proposition 28. Let n ∈ N and let p ∈ (0, 1/2). Let g be a linear drift function on {0, 1}n such thatmink≤n avg(g1, . . . , gk) = 1.
Suppose that E[1p(g, BinVal,Dn)] > 0 holds. Then we have
n
i=1
gi > 2n− 3/p.
Proof. Let f := BinVal and ∆ := 1p(g, f ,Dn). Let x be sampled from {0, 1}n according to Dn. Let z ∈ {0, 1}n with
Pr[zj = 1] = p independently for all j ∈ [n]. By the definition ofDn we have Pr[x = ei] = 1/n for all i ∈ [n]. Since ∆ = 0
unless f (x⊕ z) < f (x), we have
E[∆] =
n
i=1
1
n
Pr[f (ei ⊕ z) < f (ei)] E[g(ei)− g(ei ⊕ z) | f (ei ⊕ z) < f (ei)].
As outlined in the proof of Proposition 12, it holds that f (ei ⊕ z) < f (ei) if and only if both zi = 1 and zj = 0 for all j > i.
Thus,
E[∆] = p
n
n
i=1
(1− p)n−i E[g(ei)− g(ei ⊕ z) | f (ei ⊕ z) < f (ei)].
As in the proof of Proposition 12, we have that
E[g(ei)− g(ei ⊕ z) | f (ei ⊕ z) < f (ei)] = gi − p
i−1
j=1
gj.
Hence,
E[∆] = p
n
n
i=1
(1− p)n−i

gi − p
i−1
j=1
gj

.
Sorting the sums by the gi yields
E[∆] = p
n
n
i=1

(1− p)n−i − p
n−i−1
j=0
(1− p)j

gi.
By applying the formula for the geometric sum, we get
E[∆] = p
n
n
i=1

2(1− p)n−i − 1gi.
Let s := min{j ∈ N | (1−p)j < 1/2}. Note that the summands in the previous sum are negative for all i ≤ n− s and positive
for all i > n− s. We therefore let
D+ :=
n
i=n−s+1

2(1− p)n−i − 1gi,
D− :=
n−s
i=1

1− 2(1− p)n−igi,
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and obtain
E[∆] = p
n
(D+ − D−).
Since E[∆] > 0, this implies
D+ ≥ D−.
Note that the terms 1− 2(1− p)n−i are monotonically decreasing in i. Under the condition mink∈[n] avg(g1, . . . , gk) = 1,
the sum D− is minimized for g1 = g2 = · · · = gn−s = 1. Hence,
D− ≥
n−s
i=1
1− 2(1− p)n−i = n− s− 2
n−1
i=s
1− 2(1− p)i.
By again applying the formula of the geometric series, we get
D− ≥ n− s− 2p−1(1− p)s − (1− p)n.
Now, (1 − p)1/p ≤ 1/e < 1/2 implies s ≤ 1/p. Furthermore, we have (1 − p)s < 1/2 by definition of s. Thus, by omitting
the term (1− p)n, we obtain
D− ≥ n− 2p−1.
Thus, since D+ > D−, we have
n
i=n−s+1
(2(1− p)n−i − 1)gi > n− 2p−1.
Exploiting this inequality and the fact that 1 ≥ 2(1− p)n−i − 1 for all i ∈ [n], we get
n
i=1
gi ≥
n−s
i=1
gi +
n
i=n−s+1
(2(1− p)n−i − 1)gi
> (n− s)avg(g1, . . . , gn−s)+ n− 2p−1
≥ (n− p−1)min
k∈[n] avg(g1, . . . , gk)+ n

1− 2
pn

= 2n− 3p−1,
as claimed. 
Proof of Theorem 25. Let n ∈ N and p ∈ (0, 1/2). Let g be a linear universal distribution-based drift function for
the (1 + 1) EAp on the class of all linear functions on {0, 1}n. Clearly, we can rescale the weights gi of g such that
mink∈[n] avg(g1, . . . , gk) = 1. Then, by Propositions 27 and 28, we have
2n− 3p−1 <
n
i=1
gi < n+ p−1
and therefore np < 4. 
5. Conclusion
In this work we considered the state-of-the-art proof techniques used to show the O(n log n) bound for the optimization
time of the (1+ 1) EA optimizing linear functions.
We found that both the classical proof via additive drift as well as the more recent multiplicative method stop working
for mutation probabilities beyond c/n, where c > 1 is a small constant. This problem cannot be solved by defining the
weights gi of the drift function differently—we have shown that for any choice of g there is a linear function f such that the
drift E[∆(g, f , x)] is negative for some search point x. Similarly, also the Jägersküpper average drift method fails for larger
mutation probabilities c/n, c > 1 being a small constant.
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