Abstract. We present large-scale parallel direct numerical simulations of granular flow using a novel, portable software program for Discrete Element Method (DEM) simulations. Since particle methods provide a unifying framework for both discrete and continuous systems, we base the program on the ppm library [1] , which has already been demonstrated to provide transparent parallelization and state-of-theart parallel efficiency using particle methods for continuous systems. Adapting ppm to discrete systems, we report results from three-dimensional simulations of a sand avalanche down an inclined plane [2, 3] . All simulations use the particle interaction model by Silbert et al. [4], including Hertzian contact forces and elastic and viscoelastic deformations. We demonstrate the parallel performance and scalability of the new simulation program using up to 122 million particles on 192 processors, employing adaptive domain decomposition and load balancing techniques.
Introduction
Discrete Element Method (DEM) simulations constitute an important tool for the study of granular matter flows. Their fully resolved "atomistic" character allows to determine material properties [5] and effective macroscopic dynamics under minimal assumptions. This renders DEM simulations invaluable in the search for continuum theoretic descriptions of granular matter [6, 7, 3, 8] . DEM simulations have, for example, successfully been used to study the packing in a cylindrical container using up to 144 000 particles [9] . While such simulations are particularly well suited for the multiscale considerations [10] of linking the single-particle description to the continuum description, the size of the computationally tractable systems is frequently limited to a few hundreds of thousands of grains [11, 12] . This limitation currently hinders the use of fully resolved DEM simulations in studying the continuum limit of granular materials. One possible solution consists in using coarse-grained methods, such as the recently presented spot model [12] , in order to reach more realistic system sizes.
In the present work we take a different approach based on high-performance computing. We present an efficient parallel DEM implementation on the basis of the general-purpose, scalable, and portable Parallel Particle Mesh (ppm) library [1] . While the ppm library was so far mostly used for simulations using continuous particle methods, it also supports fully discrete particle simulations [13] . We have thus developed and implemented a specialized DEM client for the ppm library, taking advantage of method-specific optimizations. Within the ppm framework, the actual simulation client is written in a sequential way, using the parallelization primitives of the library. The library then automatically performs the parallelization, including domain decomposition, load balancing, communication scheduling, and distributed file I/O.
Previous approaches to parallel DEM simulations include an adaptation of the molecular dynamics code DL POLY [14] to DEM simulations [15] and a specialized parallel code for finite and discrete element simulations based on domain-decomposition and dynamic load (re-)balancing [16] . Due to the limited scalability of these codes, the sizes of the simulated systems were, however, below 500 000 particles.
Using the present implementation, we perform DEM simulations of frictional, viscoelastic spheres using up to 122 million particles on 192 processors. These simulations consider a sand avalanche down an inclined plane [17] and allow us to study front propagation speeds and moving layer characteristics.
Large-scale DEM simulations have a significant potential in many areas of research and technology, including the environmental sciences to, e.g., simulate land slides or avalanches [18, 11] , the study of complex self-organization phenomena as, e.g., in singing sand dunes [8] , and research toward answering open questions in the continuum modeling of granular matter [6] .
Grain interaction model
In order to realistically model sand and prevent spurious crystallization artifacts, we consider spherical grains with randomly perturbed radii. Each particle is represented by the location of its center r i , its radius R i , its mass m i , and its polar moment of inertia I i . The collision of a particle i with particle j is modeled according to Silbert et al. [4] (with the correction published later [19] ), generalized to varying radii. The contact forces have a normal component due to elastic deformation of the spheres and a tangential component due to viscous friction. We use the Hertzian contact pressure model. The normal elastic deformation of a contact is given by
with r ij = r i − r j the distance vector between the two particle centers and r ij = r ij 2 its length. The normal and tangential components of the slip velocity at the point of contact are
where n ij = r ij /r ij is the unit normal vector onto the contact plane, ω i the angular velocity of a particle, and v ij = v i − v j the relative velocity between the two particle centers. The evolution of the elastic tangential displacement u tij is governed by
and is integrated over the duration of a contact with initial condition u tij (0) = 0 at first contact. The normal and tangential forces acting on the particles then become:
where k n,t are the elastic constants in normal and tangential direction, respectively, and γ n,t the corresponding viscoelastic constants. The effective collision mass is m eff = m i m j /(m i + m j ). At each interaction time step, the elastic tangential displacement u tij is truncated in order to enforce Coulomb's law F tij 2 < µF nij 2 . Truncating the elastic displacement if this condition is violated amounts to the two spheres slipping against each other without inducing further deformations. The truncation is performed by scaling the tangential force as
and adjusting accordingly the stationary elastic displacement:
The total resultant force on particle i is then computed by summing the contributions of all particles j with which it currently interacts, thus:
where g is the acceleration due to gravity. The total torque acting on particle i is given by
We integrate the equations of motion using the second-order accurate leap frog scheme
where (r
) denotes the state of the i-th particle at time step n, and δt the time step size. The elastic tangential displacement of each particle-particle contact (Eq. 4) is integrated using the explicit Euler scheme with the same time step size.
Implementation using the PPM library
The present DEM implementation is based on the ppm library [1] , which provides an efficient and generic parallelization framework for numerical simulations using particle methods. The ppm library supports a wide range of static and adaptive domain decomposition schemes. These decompositions divide the computational domain into sub-domains with sufficient granularity to provide adequate load balancing. The concurrent presence of different decompositions allows to perform each step of the computational algorithm in its optimal environment with respect to load balance and the computation-to-communication ratio. For the actual computations, the individual sub-domains are treated as independent problems and extended with ghost layers to allow for communication between them. These ghost layers contain ghost particles that are copies of true particles that either reside on a neighboring processor, or account for periodic boundary conditions.
A ppm topology is defined by the decomposition of space into sub-domains with the corresponding boundary conditions, and the assignment of these sub-domains onto processors. Sub-domains can be assigned to the processors in various ways. The ppm-internal method assigns contiguous blocks of sub-domains to processors until the accumulated cost for a processor is greater than the theoretical average cost under uniform load distribution. The average is weighted with the relative processor speeds to account for heterogeneous machine architectures. In addition, four different Metis-based [20] and a user-defined assignment are available. Multiple topologies may coexist and library routines are provided to map particle data between them as described below.
In order to achieve good load balance, the SAR heuristic [21] is used in the ppm library to decide when problem re-decomposition is advised, i.e., when the cost of topology re-definition is amortized by the gain in load balance. Moreover, all topology definition routines can account for the true computational cost of each particle, for example defined by the actual number of its interactions, and the effective speeds of all processors.
ppm topologies implicitly define a data-to-processor assignment. Mapping routines provide the functionality of sending particles to the proper processor, i.e., to the one that "owns" the corresponding sub-domain(s) of the computational space. Three different mapping types are provided: -a global mapping, involving an all-to-all communication among processors, -a local mapping for neighborhood communication, and -ghost mappings to update the ghost layers.
The global mapping is used to perform the initial data-to-processor assignment or to switch from one topology to another (e.g. after problem re-decomposition for load balancing reasons), whereas the local mapping is mainly used to account for particle motion during a simulation. Communication is scheduled by solving the minimum edge coloring problem using the efficient approximation algorithm by Vizing [22] . Ghost mappings are provided to receive ghost particles and to send ghost contributions back to the corresponding real element.
For efficiency, all mapping types are organized as stacks. A mapping operation consists of four steps: (1) defining the mapping, (2) pushing data onto the send stack, (3) performing the actual send and receive operations, and (4) popping the data from the receive stack. This architecture allows data stored in different arrays to be sent together to minimize network latency, and mapping definitions to be re-used by repeatedly calling the push/send/pop sequence for the same, persisting mapping definition.
The evaluation of Particle-Particle (PP) interactions is a key component of DEM as the overall dynamics of the system are governed by local particle interactions. The ppm library implements symmetric and non-symmetric PP computations using a novel type of Cell lists [1] and Verlet lists [23] .
The present DEM implementation uses asymmetric PP interactions on the basis of Verlet lists [23] that are constructed in linear time using an intermediate Cell list. The size of the Verlet sphere is chosen slightly larger than the particle diameter to capture all possible contacts. In order to prevent an update of the Verlet list at every time step, we enlarge the Verlet sphere by a safety margin, called the skin. Thus, the interaction lists only need to be reconstructed once a particle has traveled more than the skin thickness. In our implementation we use the conservative lower bound
for the number of time steps between two list updates. Hereby, c denotes the size of the Verlet sphere including the skin, d max the diameter of the largest particle in the domain and max(v i ) the magnitude of the largest occurring particle velocity. The serial implementation of the Verlet list is at most 3 4 /4π ≈ 6 times faster than the corresponding Cell list. However, the parallel implementation of the Verlet list offers the additional improvement that the particles need only be mapped onto the processors after the Verlet list is updated. Between Verlet list updates the only required communication is the state of the ghost particles -the particular ghost mapping remains constant and is stored and used repeatedly until the next Verlet update.
Results for a sand avalanche
In order to simulate an avalanche down an inclined plane, we use the grain interaction model as described above, with the following parameter values: k n = 7849 N/m, k t = 2243 N/m, γ n = 3401 N/m, γ t = 3401.0 s −1 , and µ = 1. The reference system contains 635 780 grains with uniformly distributed radii between 1.00 and 1.12 mm placed in a computational domain of size 1800 × 8.6 × 250 mm. The grains are initially placed on a regular lattice with a void fraction of 0.47 and confined in horizontal and vertical direction by solid walls modeled by two layers of immobile grains. Periodic boundary condition are imposed in the span-wise y-direction. The radius of the Verlet sphere is c = 15 mm, and the time step size is 10 −6 s. These parameters require an update of the Verlet lists every 150 time steps.
All simulations are performed on the Cray XT3 computer at the Swiss National Supercomputing Centre (CSCS). This distributed memory machine has 1664 AMD Opteron processors at 2.6 GHz clock speed (5.2 GFlop/s peak performance). Each processor has 1 GB of main memory, and they are interconnected in a full 3D torus network topology through a 6-way Cray SeaStar network. The machine is running version 1.4 of the UNICOS/lc operating system, and all codes are compiled using the Portland Group Fortran 90 compiler, version 6.1-4 (64bit).
The performance of the simulations is tested for both a fixed-size and a scaled-size problem. In the fixed-size problem, the number of particles is kept constant, i.e., the work load per processor decreases with increasing number of processors. In the scaled problem, the particle number grows proportionally to the number of processors, resulting in a constant work load per processor. In each test, we measure the elapsed wall-clock time t ij for each time step j on each processor i = 1, . . . , N proc . To account for synchronous communication steps, we report the maximum of these times over all processors to compute speedup S and efficiency e:
where t (1) is the time on a single processor (linearly extrapolated if not measured), t ij (N proc ) is the time on N proc processors, N (1) is the problem size on a single processor, and N (N proc ) is the problem size on N proc processors. The performance of the code is shown in Figs. 1 and 2 for the scaled and fixed size problems, respectively. We observe a good speedup up to 192 processors and a parallel efficiency of 40% for both the scaled and fixed-size problem on 192 processors. The scaled problem uses up to 122 million fully resolved particles and takes less than 2.6 second of wallclock time per time step. One time step of the fixed problem with 635 780 particles takes 1 second of wall-clock time on a single processor and 0.011 seconds on 192 processors. For the ten-fold larger fixed-size problem, one time step takes 0.13 seconds on 192 processors, thus demonstrating the good linear scaling of the simulation code with particle number. Figure 3 shows snapshots from one of the avalanche simulations. The system is first equilibrated in the horizontal position for 400 000 time steps before the box is tilted and the right wall removed. The evolution of the avalanche is then simulated for 1.2 million time steps. The relatively low damping of the grains results in a spray-like front (Fig. 3b-c) . The front is bend upward and forms a jet as it impacts onto the lower wall (Fig. 3e-f ). 
Conclusions
We have presented an efficient parallel DEM implementation based on the ppm library.
Using the particle interaction model by Silbert et al. [4, 19] , the implementation has maintained a parallel efficiency of 40% on up to 192 processors of a Cray XT3 machine, and we have presented results from simulations using up to 122 million fully resolved, frictional, viscoelastic particles. This constitutes the first fully discrete application of the ppm library and, to our knowledge, the largest DEM simulations performed so far. A simulation with 630 000 particles takes less than one second per time step on a single processor. Since the present simulation code scales well with both the number of particles and the number of processors, this translates to less than 1 second per time step using 40.7 million particles on 128 processors, or 0.017 seconds per time step using 635 780 particles on 128 processors. We have applied the new code to the simulation of sand avalanches down an inclined plane. This system is frequently used as a model to study the macroscopic behavior of granular flows [2, 3] . Future work will include calibrating the model parameters by comparing the front propagation speeds to laboratory experiments of sand avalanches, and using the simulation code to help understand the global behavior of granular flows, including phenomena such as fingering [24] , shear zones [25, 26] , and generation of sound [8] . The large number of particles that can be treated by the present implementation will allow the extraction of macroscopic material properties [5] and the validation of the corresponding governing equations on the continuum level [7] . 
