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Abstract
This paper proposes a novel structural test model to capture information about ﬂows of data, control, communication and syn-
chronization of parallel and distributed applications interacting through both message passing and shared memory paradigms.
Our main focus is the data ﬂow among threads of diﬀerent processes, considering the operations of communication and syn-
chronization related to such ﬂow. This inter-process data-ﬂow represents a challenge to the tester, who must consider the
heterogeneity of programming paradigms and languages. The information captured by the test model is used by new testing
criteria, which improve the testing activity quality. The proposed model and criteria were applied to an object-oriented and
distributed application developed in Java. The results suggest that the model and the criteria are able to represent distributed
applications developed with message passing and shared memory paradigms. The main contribution of this paper is to present
a more ﬂexible test model capable of improving the structural test activity related to the data ﬂow on processes and threads
simultaneously.
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1. Introduction
Parallel and distributed applications have concurrent processes that interact using the message passing or
shared memory paradigms. Both paradigms can also be used simultaneously by such applications. A process,
for instance, receives a message and then requests the creation of threads to attend this message. This scenario
is usual in distributed applications on the Web, where servers receive requests from clients and generate threads
to attend them, and also in parallel applications, in which new threads of a parallel process are created to run in
multi-core processors.
Besides the sequential ﬂow inherent to the sequential applications, distributed applications have two other
dimensions related to communication and synchronization. One dimension represents the distinct processes that
interact with message passing and the other involves threads of a process interacting through shared memory.
Diﬀerent concurrent programming languages oﬀer support to this context and the most of them are structured
or object-oriented. These languages oﬀer speciﬁc primitives that impose distinct semantics to access data that are
local, remote and shared in processes and threads.
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In this context, distributed applications present interesting ﬂows of control, communication and synchroniza-
tion, directly aﬀecting the ﬂow of data accessed by processes and their threads. The shared memory paradigm
disassociates communication from synchronization, in which the communication occurs implicitly through the
deﬁnition and use of shared data. Explicit synchronization primitives are used to ensure the semantic when ac-
cessing shared data. Some examples of such primitives are lock/unlock, post/wait, and cond wait/cond signal. The
message passing paradigm establishes that communication and synchronization are associated and based on the
explicit use of primitives, such as send and receive. These primitives keep data ﬂow as well as synchronization
ﬂow among processes.
This context makes the parallel/distributed software development more complex, hence the Validation & Ver-
iﬁcation (V&V) activity. The testing of concurrent programs is an important mechanism associated with V&V,
which seeks to ensure quality by revealing unknown errors. However, non-determinism, deadlocks and diﬀerent
communication paradigms are features that make the testing activity for concurrent programs signiﬁcantly more
complex. Many testing problems with sequential programs have been reduced by the introduction of testing cri-
teria and the use of supporting tools. A testing criterion is a predicate to be satisﬁed by a set of test cases that can
be used as a guideline for the generation of test data. Structural criteria, for instance, allow the use of structural
aspects from the source-code to guide the selection of test-cases. They are usually based on a control-ﬂow graph
and the deﬁnition or use of program variables [1].
Previous works have proposed mechanisms to support V&V activities in the context of concurrent programs
[2], [3], [4], [5], [6] and [7]. These works explore diﬀerent aspects, such as programming paradigm, language and
static or dynamic approaches. However, the contributions consider only one paradigm in their test model, com-
promising the testing activity when the application uses paradigms of both message passing and shared memory.
In this scenario, this paper contributes presenting a new structural test model to capture information about
data, control, communication and synchronization from parallel/distributed applications that interact through both
message passing and shared memory paradigms. The main features of the test model are related to the data ﬂow,
since such ﬂow represents a grand challenge to the tester, who must consider the heterogeneity of programming
paradigms and languages. Our proposal decouples the test model from speciﬁc programming paradigms and
languages, and at the same time, considers diﬀerent and important aspects present in data communication for both
shared memory and message passing. This was made possible because our model is based on main concepts of
inter-process communication (IPC) rather than just on particular languages or one paradigm. This independence
makes it broader and improves the coverage of the structural test in distributed applications.
The information gathered by the test model is used in new structural testing criteria proposed to improve
the testing activity quality by means of the coverage of required elements. The model and criteria proposed were
applied to a distributed application developed in Java. Our results show how to represent the information extracted
from a source code in the model and how the required elements can be generated from this information.
The paper is organized as follows: Section 2 discusses the previous works; the test model and structural criteria
are described in Section 3; Section 4 discusses our results applying the test model and criteria to a Java distributed
application; the conclusions and future works are presented in Section 5.
2. Previous work
The structural testing criteria proposed in [6] are focused on concurrent programs with message passing in-
volving point-to-point, collective, persistent, blocking and non-blocking communication. In this message passing
communication paradigm, the exchange of explicit messages is responsible for both synchronization and commu-
nication. The latter establishes a data-ﬂow among distinct processes that do not share a common memory.
To provide support for the criteria, a structural test model extracts data from a source code and represents
them in a Parallel Control Flow Graph - PCFG. Examples of this data are nodes, intra and inter-process edges
(representing, respectively, control and communication ﬂows) and deﬁnition-use of variables. The inter-process
data-ﬂow considers the synchronization edges (s-edges) existent between send and receive nodes. The data recov-
ered from the source code are inserted in sets and used to create required elements, which establish the minimal
information that must be covered to satisfy a testing criterion. However, satisfying a testing criterion is not always
possible, due to the presence of infeasible elements. An element required by a criterion is infeasible if there is no
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set of values for the parameters, which represent the input and the global variables of the program that execute a
path and cover that element. The determination of infeasible paths is an indeterminate problem [6].
A new set of structural testing criteria for shared memory programs was proposed in [5], extending our pre-
vious work. In this new scenario the communication is implicit and decoupled from synchronization. Whereas
the synchronization occurs explicitly through synchronization primitives, as semaphores, the communication oc-
curs implicitly by means of shared variables deﬁned and used by distinct threads of a same process. In [5] the
C language with POSIX Threads (PThreads) is considered. The criteria are supported by a new structural test
model derived from the model proposed in [6]. In this new model the synchronization primitives are mapped
as senders or receivers and the implicit data ﬂow that exist among the distinct threads is recovered dynamically,
using the execution trace ﬁle. All possible deﬁnitions and use of global variables are ﬁrst statically extracted
from the source code; then the coverage of the deﬁnition clear paths among distinct threads is veriﬁed using a
post-mortem and dynamical approaches through a controlled execution. Therefore, a hybrid approach is used; it
employs static methods for the generation of required elements and dynamic methods to verify the coverage of
inter-thread deﬁnition clear paths that represent, in this case, an implicit communication.
S. R. S Souza et al. and F. S. Sarmanho et al., in [6] and [5], show promising results towards improving the
testing coverage in the programs, making it possible to detect typical errors in concurrent programs [8]. One
limitation of these works concerns data ﬂow among distinct processes/threads when dynamic variable allocation
occurs. In our previous research we did not consider variable dynamic allocation in the context of shared memory
programs. When the object-oriented paradigm is considered, another programming style containing features not
explored in our previous test models is used. The next section discusses how to solve this limitation.
Another signiﬁcant limitation of our test models is that they do not consider that a same concurrent program
can be composed of processes and threads. This programming style is common in distributed applications on the
Web, which are developed under an object-oriented paradigm and explore remote multi-core hosts.
3. Test model for concurrent programs
Our test model captures control, data, synchronization and communication ﬂows from concurrent programs. A
concurrent program is deﬁned by a set of np concurrent processes Prog = {p0, p1, . . ., pnp−1}. The model assumes
that np is ﬁxed and known at the initialization of the concurrent application. Each p process may be based on
diﬀerent or identical source codes and each one has a distinct address space.
Each p process is composed of nt concurrent threads Proc = {t0, t1, . . . , tnt−1} sharing a common address space.
The value of nt is also ﬁxed and known for each process. A t thread belonging to a p process is represented by a
CFGp,t and built using the same concepts as traditional sequential software [1]. The CFGp,t is composed of a set
of nodes Np,t and a set of intra-edges Ep,t, where the latter links two successive nodes in a πp,t path. Each node np,t
corresponds to a set of statements that are sequentially executed. A πp,t path in a CFGp,t is an intra-thread path
composed of a ﬁnite sequence of tuples, πp,t = (〈np,t1 , eu〉, 〈np,t2 , eu+1〉, . . . , 〈np,tm , eu+w〉), where (np,ti , np,ti+1) ∈ Ep,t and
eu is u − th event (or node executed) in this path. Events are required because a same node can be re-executed due
to a repetition structure. In order to exemplify this point, consider the path of thread a πp,a = (〈np,a1 , e1〉, 〈np,a2 , e2〉,
〈np,a3 , e3〉, 〈np,a1 , e4〉, 〈np,a2 , e5〉, 〈np,a3 , e6〉)) and the path of thread b πp,b = (〈np,b4 , e1〉, 〈np,b5 , e2〉, 〈np,b6 , e3〉, 〈np,b4 , e4〉,
〈np,b5 , e5〉, 〈np,b6 , e6〉). The nodes of threads a and b are executed twice in their respective paths due to a repetition
structure and the event associated with the node is responsible for distinguishing each execution in a path.
Following the proposal in [9], the primitives related to the communication and synchronization are represented
in a set entitled Nsync. These primitives are clustered and classiﬁed according to their semantics when inserted in
Nsync. The grouping of synchronization and communication primitives into clusters reduces the amount of infea-
sible edges, by allowing the establishment of edges only among primitives related to a same cluster. Classifying
primitives according to their semantics aggregates information about their behaviors, improving the quality of the
testing activity. A set F, where F = {f0, f1, . . . fnf−1} and nf indicates the amount of diﬀerent clusters, supports
cluster primitives (or functions) [9]. The semantics of the primitives are implemented by setting B = {′BS′, ′NS′,
′BR′, ′NR′, ′BSR′, ′NSR′}, for Blocking Sender, Non-blocking Sender, Blocking Receiver, Non-blocking Receiver,
Blocking Sender-Receiver and Non-blocking Sender-Receiver, respectively. A node in Nsync is, therefore, a triple
(np,ti , fg, bu), where the node n
p,t
i ∈ Np,t has a synchronization/communication primitive, fg ∈ F and bu ∈ B.
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The executions of each CFGp,t are interdependent due to synchronizations performed through synchronization
primitives. These synchronizations establish the order among the events in theCFGp,t. Interrelationships between
threads in a CFGp are represented by Epsync, which is composed of intra-process synchronization edges (n
p,ti
k , n
p,tj
l ),
where np,tik ∈ Nsync and n
p,tj
l ∈ Nsync. Formally, a PCFGp = (Np,Ep), where Np =
⋃nt−1
t=0 N
p,t represents the set of all
nodes of p and Ep = Epsync ∪⋃nt−1t=0 Ep,t represents the set of all internal edges of p.
Analogously, the interrelationships among distinct processes are represented by Esync, which is composed of
inter-process synchronization edges. An Esync is composed of edges (n
pi,t
k , n
pj,t
l ), where n
pi,t
k ∈ Nsync, n
pj,t
l ∈ Nsync
and i  j. Based on these concepts we can deﬁne PCFG = (N,E), where N =
⋃np−1
p=0 N
p is the set of nodes of Prog
and E = Esync ∪⋃np−1p=0 Ep is the set of edges of Prog.
After deﬁning Esync, it is possible to deﬁne an inter-thread path. Π = (πp1,t1 , πp1,t2 , πp2,t1 , . . . πpk ,tl , S) is an inter-
thread path of a concurrent execution of Prog, where S is the set of synchronization pairs executed, such that if
(〈npi,tkx , e〉, 〈npj,tly , eu〉) ∈ S , then (npi,tkx , npj,tly ) ∈ Esync. Observe that the synchronization pairs of S can be used to
establish a conceptual path {〈np1,t11 , eu〉, 〈np1,t12 , eu+1〉, . . . , 〈np1,t1i , eu+v〉, 〈kp2,t2j , eu+w〉, . . . , 〈np1,t1m , eu+x〉} or {〈kp2,t21 ,
eu〉, 〈kp2,t22 , eu+1〉, . . . , 〈np1,t1i , eu+v〉, 〈kp2,t2j , eu+w〉, . . . , 〈kp2,t2l , eu+x〉}. Such paths contain Esync edges among distinct
threads even though they belong to diﬀerent processes.
All dynamically and statically allocated data of p are represented in our model by a Dp data set. Dynamically
allocated data are represented statically by a label and associated with statements used since their creation. The
same can be done with statically allocated data, which can be represented by their identiﬁers. We can also deﬁne
a special subset of data, Dpshared ⊆ Dp, which corresponds to all data shared in p.
Some challenges arise when it is possible to reference other statically or dynamically allocated data through
a variable. In Java, variables can refer to primitive or object types, of which the latter is always a reference to
an object allocated dynamically. References may change at runtime and the same variable can point to diﬀerent
objects in memory during the execution of the program. Thus, it is not always possible to identify statically
(before the execution of a thread) which objects a variable will point to at runtime. However, possible objects can
be found by pointer analysis (also called alias analysis) [10]. By considering that our test model derives statically
required elements, a conservative approach is employed. In this approach all possible variables pointing to objects
are considered and, consequently, some infeasible required elements may be generated.
This situation impacts on the construction of Dpshared. In Java, for instance, it is possible to deﬁne a static
variable that can be shared by all threads. However, it is also possible to share an object by sending references
to Thread object before its startup, or by sending references at runtime through messages. In order to detect this
dynamic sharing, an eﬀective thread-escape analysis is necessary. An object is thread-escaping if it is reachable
from more than one thread and it is thread-local if it is reachable from at most one thread.
When an object pointed by a variable is changed (i.e. deﬁned), it is not always possible to know which object
is being deﬁned statically. This indeﬁnite deﬁnition might or might not overlap other previous object deﬁnitions.
Therefore, we followed a strategy similar to the one used by Orso et al [10] and made a clear distinction between
deﬁnitions:
• d-def (deﬁnite deﬁnition) is represented by pair 〈np,t, d〉, such that data d ∈ Dp is deﬁnitely deﬁned at node
np,t.
• i-def (indeﬁnite or possible deﬁnition) is represented by pair 〈np,t, d〉, such that data d ∈ Dp is possibly
deﬁned at node np,t.
A path πp,t = (〈np,t1 , eu〉, 〈np,t2 , eu+1〉, ..., 〈np,tk−1, eu+v〉, 〈np,tk , eu+w〉) is deﬁnition clear with respect to (w.r.t.) data d
from event 〈np,t1 , eu〉 to event 〈np,tk , eu+w〉 or edge 〈(np,tk−1, eu+v〉, 〈np,tk , eu+w〉) if 〈np,t1 , d〉 is d-def or i-def, and 〈np,tj , d〉
is not a d-def for j = 2, ..., k − 1. The concept of a deﬁnition clear path can be applied to inter-thread paths
when a message passing paradigm is considered [6]. Inter-thread definition-clear paths with the shared memory
paradigm are not applicable to our test model, according to the explanation in this section when s-c-use and s-c-use
associations are described.
In addition to traditional computation use (c-use) and predicate use (p-use) [1], we have deﬁned new possible
uses related to shared memory and message passing concurrent programs:
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• computational use (c-use) is deﬁned by pair 〈np,t, d〉, such that data d ∈ Dp is deﬁnitely or possibly used in
a computation statement at node np,t. The deﬁnite or possible use of d is a consequence of the last deﬁnition
of d, which can be an d-def or i-def.
• predicative use (p-use) is deﬁned by pair 〈(np,t1 , np,t2 ), d〉, such that data d ∈ Dp is deﬁnitely or possibly used
in a predicate statement at edge (np,t1 , n
p,t
2 ). As in the c-use, the deﬁnite or possible use of d is a consequence
of the last deﬁnition of d.
• message use (m-use) is deﬁned by pair 〈np,t, d〉, such that d ∈ Dp is deﬁnitely or possibly used in a message-
sender node np,t ∈ Nsync. m-use occurs when a message with data is sent from a thread to another, belonging
to a same or distinct process. Therefore, this data do not have a computational or predicative use, but a
message-use.
• shared computational use (s-c-use) is deﬁned by pair 〈np,t, d〉, such that data d ∈ Dpshared is deﬁnitely or
possibly used in a computation statement at node np,t. This use is distinct from the c-use because it considers
the implicit communication between threads, in which the pair of deﬁnition-use w.r.t d may occur in distinct
threads.
• shared predicative use (s-p-use ) is deﬁned by pair 〈(np,t1 , np,t2 ), d〉, such that d ∈ Dpshared is deﬁnitely or
possibly used in a predicative statement at (np,t1 , n
p,t
2 ). s-p-use occurs when the thread uses shared data in a
predicative statement.
4. Associations for data ﬂow testing
Similarly to the traditional testing, we have established pairs of deﬁnitions and uses of d. Three types of
associations have been deﬁned to test sequential data ﬂow:
• c-use association is deﬁned by a triple 〈np,t1 , np,t2 , d〉, such that 〈np,t1 , d〉 is a d-def or an i-def, 〈np,t2 , d〉 has a
c-use of d, and there is a deﬁnition clear path w.r.t. d from np,t1 to n
p,t
2 .
• p-use association is deﬁned by a triple 〈np,t1 , (np,t2 , np,t3 ), d〉, such that 〈np,t1 , d〉 is a d-def or an i-def, 〈(np,t2 ,
np,t3 ), d〉 is p-use, and there is a deﬁnition clear path w.r.t d from np,t1 to np,t2 .
The c-use and p-use associations consider, respectively, the computational and predicative uses of data after
they have been deﬁned in a same thread.
• m-use association is deﬁned by a triple 〈np,t1 , np,t2 , d〉, such that 〈np,t1 , d〉 is a d-def or an i-def, 〈n2, d〉 is m-use,
and there is a deﬁnition clear path w.r.t. d from np,t1 to n
p,t
2 . The m-use association considers the use of data
sent in a message after they have been deﬁned in the same thread.
These associations are in a unique thread, considering intra-thread paths. When using message passing com-
munication, the cases in which the deﬁnition and use occur in diﬀerent threads must be considered potentially
belonging to distinct processes. Taking into account that message passing can occur between threads in diﬀerent
processes or in threads of a same process, we have deﬁned the following associations related to message passing
communication:
• intra-m-c-use association is deﬁned by a tuple 〈np,tk1 , (np,tk2 , np,tl3 ), np,tl4 , d1, d2〉 such that 〈np,tk1 , np,tk2 , d1〉 is a
m-use association, (np,tk2 , n
p,tl
3 ) ∈ Epsync and 〈np,tl3 , np,tl4 , d2〉 is a c-use association.
• intra-m-p-use association is deﬁned by a tuple 〈np,tk1 , (np,tk2 , np,tl3 ), (np,tl4 , np,tl5 ), d1, d2〉 such that 〈np,tk1 , np,tk2 , d1〉
is an m-use association, (np,tk2 , n
p,tl
3 ) ∈ Epsync and 〈np,tl3 , (np,tl4 , np,tl5 ), d2〉 is a p-use association.
The intra-m-c-use and intra-m-p-use associations consider the m-use of data before they have been sent by
a message and then the respective c-use and p-use of the same data, after they have been received by the target
thread in a same process.
• inter-m-c-use association is deﬁned by a tuple 〈npi,tk1 , (npi,tk2 , npj,tl3 ), npj,tl4 , d1, d2〉 such that 〈npi,tk1 , npi,tk2 , d1〉 is
an m-use association, (npi,tk2 , n
pj,tl
3 ) ∈ Esync and 〈npj,tl3 , npj,tl4 , d2〉 is a c-use association.
• inter-m-p-use association is deﬁned by a tuple 〈npi,tk1 , (npi,tk2 , npj,tl3 ), (npj,tl4 , npj,tl5 ), d1, d2〉 such that 〈npi,tk1 , npi,tk2 ,
d1〉 is an m-use association, (npi,tk2 , npj,tl3 ) ∈ Esync and 〈npj,tl3 , (npj,tl4 , npj,tl5 ), d2〉 is a p-use association.
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The inter-m-c-use and inter-m-p-use associations consider the m-use of data before they have been sent by
a message and then the respective c-use and p-use of the same data after they have been received by the target
thread, in a distinct process.
When communication occurs through shared data, the deﬁnition and use of data are not necessarily in the
same thread. As the communication depends on synchronizations at runtime between threads, it is not always
possible to statically determine the associated deﬁnition clear paths. Considering our previous work in [5], we can
solve this situation using a post-mortem approach, which employs timestamps to determine the order of events of
communication and establish deﬁnition-use pairs related to the shared data. Considering these resources, we can
deﬁne the following associations related to the shared memory paradigm:
• s-c-use association is deﬁned by a triple 〈np,ti1 , np,tj2 , d〉, such that d ∈ DpShared, 〈np,ti1 , d〉 is a d-def or an i-def,
〈np,tj2 , d〉 is a c-use and i  j.
• s-p-use association is deﬁned by a triple 〈np,ti1 , (np,tj2 , np,tj3 ), d〉, such that d ∈ DpShared, 〈np,ti1 , d〉 is a d-def or
i-def, 〈(np,tj2 , np,tj3 ), d〉 is a p-use and i  j.
The s-c-use and s-p-use associations consider the c-use and p-use, respectively, w.r.t. shared data after an
implicit communication between two distinct threads of a same process.
Additional associations have been deﬁned for non-blocking sends and non-blocking receives, because these
primitives may lead to unsafe data operations [9]. An example of such operations would be a non-blocking receive
statement followed by a c-use without correctly checking whether the data have been received in fact. In this case,
the data could be outdated or not available yet.
Non-blocking message passing communication primitives present diﬀerent semantics according to the stan-
dard or language used. An important diﬀerence is observed when the beginning and the ending of the commu-
nication operation is disassociated from the beginning and the ending of the primitive in the source code. The
MPI standard, for example, considers that the MPI Irecv (a non-blocking receiver) only starts the non-block-
ing communication operation, which can be completed after the primitive has returned. In order to verify if the
communication in the background has been ﬁnalized, an MPI Test or MPI Wait primitive must be executed. The
MPI Test is a non-blocking checker and can return with or without the message, whereas the MPI Wait is blocking
and returns only when the message has arrived and is available. In this case, either the MPI Wait or the MPI Test
will receive the message, whereasMPI Irecvwill only start the communication. Other languages or standards may
consider that a non-blocking communication operation ﬁnishes together with the primitive. If the message from a
non-blocking receive is not available until the primitive returns, then the communication operation is ﬁnished and
another call to this receive must be executed if required. In this case such a non-blocking primitive will receive
the message, when it is available. Our test model supports these two semantics of non-blocking message passing.
We have deﬁned two subsets for nodes containing these primitives, namely Nwait nb ⊆ N for nodes that contain
a wait for a non-blocking primitive and Ntest nb ⊆ N for nodes that contain a non-blocking test for a non-blocking
primitive. By considering the non-blocking operations, the following associations can be deﬁned:
• ns-use association is given by a tuple 〈np,t1 , np,t2 , d, S〉, such that np,t1 is a non-blocking sender node, 〈np,t2 , d〉
is either a (d-def or i-def ) or a (c, p, m, s-c or s-p)-use and S is a set of all deﬁnition clear paths w.r.t. d
from np,t1 to n
p,t
2 . This association considers the deﬁnition or uses of data after they have been used by a
non-blocking send [9].
• nr-use association is given by a tuple 〈np,t1 , np,t2 , d, S〉, such that node np,t1 is a non-blocking receiver node,
〈np,t2 , d〉 is a (c, p, m, s-c or s-p)-use, and S is a set of all deﬁnition clear paths w.r.t. d from np,t1 to np,t2 . This
association considers all possible uses of data after they have been deﬁned by a non-blocking receive [9].
5. Structural testing criteria
Finally, we have introduced some structural testing criteria for concurrent programs:
• all-uses criterion: test sets must execute paths that cover all c-use, p-use, m-use , s-c-use and s-p-use
associations.
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/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ FS program − c l i e n t p r o c e s s ∗ /
/ ∗ main t h r e ad code ∗ /
/ ∗ p r o c e s s 0 , t h r e ad 0 ∗ /
/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ 00 ∗ / i n t numberOfProduc t s= I n t e g e r . p a r s e I n t ( a r g s [ 0 ] ) ;
/ ∗ 00 ∗ / Socke t s=new Socke t ( ” l o c a l h o s t ” , 4 000 ) ;
/ ∗ 01 ∗ / P r i n tW r i t e r ou t=new P r i n tW r i t e r
( s . g e tOu t pu tS t r e am ( ) , t rue ) ;
/ ∗ 01 ∗ / Buf f e r edReade r i n=new Buf f e r edReade r
(new I npu tS t r e amReade r ( s . g e t I n p u t S t r e am ( ) ) ) ;
/ ∗ 02 ∗ / ou t . p r i n t l n ( numberOfProduc t s ) ;
/ ∗ 03 ∗ / S t r i n g produced= i n . r e a dL i n e ( ) ;
/ ∗ 04 ∗ / System . ou t . p r i n t l n ( p roduced ) ;
/ ∗ 04 ∗ / s . c l o s e ( ) ;
Fig. 1. Main thread of the client process for the FS program.
/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ FS program − f a c t o r y p r o c e s s ∗ /
/ ∗ worker t h r e ad code ∗ /
/ ∗ p r o c e s s 1 , t h r e ad 1 ∗ /
/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ 00 ∗ / / ∗ v i r t u a l r e c e i v e from Thread . s t a r t ( ) ∗ /
/ ∗ 01 ∗ / s t a r t . awa i t ( ) ;
/ ∗ 02 ∗ / boolean f i n i s h e d= f a l s e ;
/ ∗ 03 ∗ / whi le ( ! f i n i s h e d ) {
/ ∗ 04 ,05 ∗ / i f ( ! m a t e r i a l . i sEmpty ( ) ) {
/ ∗ d e f . and usage o f ma t e r i a l ∗ /
/ ∗ 06 ∗ / ma t e r i a l . dec remen t ( 5 0 ) ;
/ ∗ 07 ∗ / pLock . l o ck ( ) ;
/ ∗ 08 ∗ / p r o d u c t s . i n c r emen t ( 5 0 ) ;
/ ∗ 09 ∗ / pLock . un lock ( ) ;
} e l s e {
/ ∗ 10 ∗ / f i n i s h e d= t rue ; }
/ ∗ 11 ∗ / }
/ ∗ 12 ,13 ∗ / / ∗ v i r t u a l send t o Thread . j o i n ( ) ∗ /
Fig. 2. Worker thread of the factory process for the FS pro-
gram.
/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ FS program − f a c t o r y p r o c e s s ∗ /
/ ∗ main t h r e ad code ∗ /
/ ∗ p r o c e s s 1 , t h r e ad 0 ∗ /
/ ∗ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗ /
/ ∗ 00 ∗ / Socke t s ; P r i n tW r i t e r ou t ;
/ ∗ 00 ∗ / Buf f e r edReade r i n ; i n t amount ;
/ ∗ 00 ∗ / Reen t r an tLock pLock=new Reen t r an tLock ( ) ;
/ ∗ 00 ∗ / Cy c l i c B a r r i e r s t a r t =new Cy c l i c B a r r i e r ( 2 ) ;
/ ∗ 00 ∗ / Se r v e r So ck e t s s=new Se r v e r So ck e t ( 4 0 0 0 ) ;
/ ∗ 01 ∗ / whi le ( t rue ) {
/ ∗ 02 ∗ / s= s s . a c c e p t ( ) ;
/ ∗ 03 ∗ / i n=new Buf f e r edReade r (new I npu tS t r e amReade r
( s . g e t I n p u t S t r e am ) ) ) ;
/ ∗ 04 ∗ / ou t=new P r i n tW r i t e r
( s . g e tOu t pu tS t r e am ( ) , t rue ) ;
/ ∗ 04 ∗ / S t o r a g e matFac to ry , matWorker ;
/ ∗ 04 ∗ / S t o r a g e p r o d u c t s=new S t o r a g e ( 0 ) ;
/ ∗ 04 ∗ / Worker worker=new Worker ( ) ;
/ ∗ 05 ∗ / amount= I n t e g e r . p a r s e I n t ( i n . r e a dL i n e ( ) ) ;
/ ∗ 06 ∗ / i f ( amount < 500) {
/ ∗ 07 ∗ / matFac t o ry=new S t o r a g e ( amount ) ;
/ ∗ 07 ∗ / matWorker=matFac toy ;
} e l s e {
/ ∗ 08 ∗ / matFac t o ry=new S t o r a g e ( amount /2+ amount%2);
/ ∗ 08 ∗ / matWorker=new S t o r a g e ( amount / 2 ) ; }
/ ∗ 09 ∗ / worker . s e tM a t e r i a l ( matWorker ) ;
/ ∗ 09 ∗ / worker . s e t P r o d u c t ( p r oduc t s , pLock ) ;
/ ∗ 09 ∗ / worker . s e t S t a r t F l a g ( s t a r t ) ;
/ ∗ 09 ∗ / S t o r a g e myMate r i a l=matFac t o ry ;
/ ∗ 10 ∗ / worker . s t a r t ( ) ;
/ ∗ 11 ∗ / s t a r t . awa i t ( ) ;
/ ∗ 12 ∗ / boolean f i n i s h e d= f a l s e ;
/ ∗ 13 ∗ / whi le ( ! f i n i s h e d ) {
/ ∗ 14 ∗ / i f ( ! myMate r i a l . i sEmpty ( ) ) {
/ ∗ 15 ∗ / myMate r i a l . dec remen t ( 1 ) ;
/ ∗ 16 ∗ / pLock . l o ck ( ) ;
/ ∗ 17 ∗ / p r o d u c t s . i n c r emen t ( 1 ) ;
/ ∗ 18 ∗ / pLock . un lock ( ) ;
} e l s e {
/ ∗ 19 ,20 ∗ / f i n i s h e d= t rue ; }
/ ∗ 21 ,22 ∗ / }
/ ∗ 23 ∗ / worker . j o i n ( ) ;
/ ∗ 24 ∗ / ou t . p r i n t l n ( p r o d u c t s . g e tQu a n t i t y ( ) ) ;
/ ∗ 25 ∗ / s . c l o s e ( ) ;
/ ∗ 26 ∗ / }
Fig. 3. Main thread of the factory process for the FS program.
• all-shared-uses criterion: test sets must execute paths that cover all s-c-use and s-p-use associations. This
criterion aims to reveal faults in the communication with the shared memory paradigm.
• all-intra-message-uses criterion: test sets must execute paths that cover all intra-m-c-use and intra-m-p-use
associations. This criterion aims to reveal faults in the communication of diﬀerent threads of a same process
with the message passing paradigm.
• all-inter-message-uses criterion: test sets must execute paths that cover all inter-m-c-use and inter-m-p-use
associations. This criterion aims to reveal faults in the communication of diﬀerent threads belonging to
distinct processes with the message passing paradigm.
• all-nodes-nt: test sets must execute paths that cover every node np,ti ∈ Nwait nb and np,ti ∈ Ntest nb at least
twice: the ﬁrst execution must assume that the message has reached the process after the execution of node
np,ti ; the second execution must assume that the message has reached the process before the execution of
node np,ti . Controlled execution mechanisms are employed to assure these two executions [9].• all-ns-uses criterion: test sets must execute paths that cover all ns-use associations.
• all-nr-uses criterion: tests set must execute paths that cover all nr-use associations.
6. Case study
This section illustrates how to collect data-ﬂow information from a distributed application in order to ﬁll in the
main sets of our new test models. Our case study considers a Java concurrent program, called FactorySim (FS),
which uses both message passing and shared memory paradigms to simulate the manufacturing of a ﬁnite amount
of items requested by a client (Figures 1, 2 and 3).
FS is composed of two processes: a Client and a Factory. Factory is composed of two threads responsible for
the production of the requested items whereas Client has only one thread. Client sends a message with the amount
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of requested items to the main thread of Factory. Then, Client waits to receive a reply from Factory containing
the total of produced items. PCFG is shown in Figure 4, where the commands associated with each node n are
referenced by comments / ∗ n ∗ / in the source-code of Figures 1, 2 and 3. The communication described above is
represented in PCFG by the following synchronization edges: (n0,02 , n
1,0
5 ) and (n
1,0
24 , n
0,0
3 ). The test model represents
the establishment of connections by virtual primitives. For instance, the socket creation primitive on the node n0,00
is identiﬁed by a virtual send; the primitive accepting the connection on the node n1,02 is identiﬁed by a virtual
receive. The pair (n0,00 , n
1,0
2 ) makes a sync edge (4). The same happens with the thread creation (n
1,0
10 , n
1,1
0 ) and
ﬁnalization (n1,113 , n
1,0
23 ) primitives.
The main thread of Factory receives the amount of items and then decides which strategy to use in relation
to the raw-material repository (Storage object). There are two possibilities to access the raw-material repository
(n1,06 to n
1,0
8 ): if amount of items < 500, then a unique raw-material repository is shared by the threads of factory;
otherwise, two distinct raw-material repositories are created, one for each thread, and the amount of raw-material
is divided into them.
Fig. 4. PCFG of the FS program. Some source-code nodes are not showed because they represent sequential ﬂows that are not relevant to the
criteria.
The second thread of Factory is created in n1,010 by the worker.start() primitive and labeled as worker in PCFG.
The start.await() primitive runs a barrier to synchronize the two threads of Factory (n1,011 and n
1,1
1 ). After crossing
the barrier, both threads start their production independently and concurring for the shared data.
An amount of raw material is removed from its repository and an equal amount of produced items is inserted
into the repository of manufactured items. This iterative activity is repeated while there is raw material to be
consumed. Accesses to the repository of manufactured items (a critical region) are properly protected from the
race-conditions by locks primitives; however, the accesses to the raw-material repository are not protected. This
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intentional defect is used to illustrate the ability of our testing criteria to reveal defects.
This program is small, but it is able to demonstrate a common situation of data sharing, which is diﬃcult to be
statically analyzed by structural testing tools. The raw-material repository is referenced by four diﬀerent pointers.
The Factory main thread references to this repository as matFactory and after as myMaterial. The worker thread
references this raw-material repository as matWorker and then as material. Besides this situation in which distinct
identiﬁers can access the same data in the memory, observe that such data may be shared or not by threads. If they
are shared, all identiﬁers will point to the same set of addresses in the memory. This speciﬁc situation can not
be statically obtained, therefore a conservative approach is adopted using the support of the d-def and i-def sets
described in the previous section.
Table 1 shows the sets generated from our test model, with information about the data ﬂow and synchronization
edges. From these sets, it is possible to derive associations, such as the s-c-use association 〈n1,07 , n1,015 , d14〉, where
d14 is the label to the raw-material repository referenced by bothmatFactory andmatWorker in the Factory process
and the inter-m-c-use association 〈n1,017 , (n1,024 , n0,03 ), n0,04 , d11, d5〉, where the amount of manufactured products is
sent from Factory to Client by a message (d11 is the data referenced by products in Factory and d5 is the data
referenced by produced in Client).
Table 1. Main sets with synchronization and data ﬂows of the test model for the FS Application.
Sets Values
d-defs: {〈n0,00 , d0〉, 〈n0,00 , d1〉, 〈n0,00 , d2〉, 〈n0,01 , d0〉, 〈n0,01 , d3〉, 〈n0,01 , d4〉, 〈n0,02 , d3〉, 〈n0,03 , d4〉, 〈n0,03 , d5〉, 〈n0,04 , d0〉, 〈n1,00 , d6〉, 〈n1,00 , d8〉, 〈n1,02 , d8〉,
〈n1,02 , d9〉, 〈n1,03 d9〉, 〈n1,03 , d10〉, 〈n1,04 , d9〉, 〈n1,04 , d11〉, 〈n1,04 , d12〉, 〈n1,04 , d13〉, 〈n1,05 , d10〉, 〈n1,05 , d7〉, 〈n1,07 , d14〉, 〈n1,08 , d15〉, 〈n1,08 , d16〉, 〈n1,09 , d12〉,
〈n1,010 , d12〉, 〈n1,012 , d17〉, 〈n1,017 , d11〉, 〈n1,020 , d17〉, 〈n1,023 , d12〉, 〈n1,024 , d13〉, 〈n1,025 , d9〉, 〈n1,12 , d18〉, 〈n1,18 , d11〉, 〈n1,110 , d18〉}
i-defs: {〈n1,015 , d14〉, 〈n1,015 , d15〉, 〈n1,16 , d14〉, 〈n1,16 , d16〉}
c-uses: {〈n0,00 , d1〉, 〈n0,01 , d0〉, 〈n0,02 , d3〉, 〈n0,03 , d4〉, 〈n0,04 , d5〉, 〈n1,02 , d8〉, 〈n1,03 , d9〉, 〈n1,04 , d9〉, 〈n1,05 , d10〉, 〈n1,07 , d7〉, 〈n1,08 , d7〉, 〈n1,010 , d12〉, 〈n1,015 , d14〉,
〈n1,015 , d15〉, 〈n1,017 , d11〉, 〈n1,023 , d12〉, 〈n1,023 , d13〉, 〈n1,025 , d9〉, 〈n1,16 , d14〉, 〈n1,16 , d16〉, 〈n1,18 , d11〉}
p-uses: {〈(n1,06 , n1,07 ), d7〉, 〈(n1,06 , n1,08 ), d7〉, 〈(n1,013 , n1,014 ), d17〉, 〈(n1,014 , n1,015 ), d14〉, 〈(n1,014 , n1,015 ), d15〉, 〈(n1,014 , n1,019 ), d14〉, 〈(n1,014 , n1,019 ), d15〉, 〈(n1,013 , n1,022 ), d17〉,
〈(n1,13 , n1,14 ), d18〉, 〈(n1,15 , n1,16 ), d14〉, 〈(n1,15 , n1,16 ), d16〉, 〈(n1,15 , n1,110 ), d14〉, 〈(n1,15 , n1,110 ), d16〉, 〈(n1,13 , n1,112 ), d18〉}
m-uses: {〈n0,02 , d2〉, 〈n1,024 , d11〉}
s-c-uses: {〈n1,015 , d14〉, 〈n1,017 , d11〉, 〈n1,16 , d14〉, 〈n1,16 , d16〉, 〈n1,18 , d11〉}
s-p-uses: {〈(n1,014 , n1,015 ), d14〉, 〈(n1,014 , n1,019 ), d14〉, 〈(n1,15 , n1,16 ), d14〉, 〈(n1,15 , n1,16 ), d16〉, 〈(n1,15 , n1,110 ), d14〉, 〈(n1,15 , n1,110 ), d16〉}
E1sync: (n
1,0
0 , n
1,0
16 ), (n
1,0
0 , n
1,1
7 ), (n
1,0
18 , n
1,0
16 ), (n
1,0
18 , n
1,1
7 ), (n
1,1
9 , n
1,0
16 ), (n
1,1
9 , n
1,1
7 ), (n
1,0
10 , n
1,1
0 ), (n
1,0
11 , n
1,0
11 ), (n
1,0
11 , n
1,1
1 ), (n
1,1
1 , n
1,0
11 ), (n
1,1
1 , n
1,1
1 ), (n
1,1
13 , n
1,0
23 )
Esync: (n0,00 , n
1,0
2 ), (n
0,0
2 , n
1,0
5 ), (n
1,0
24 , n
0,0
3 )
The required elements are generated based on the information in Table 1. For instance, the quantity of required
elements for some criteria are: 63 (all-uses), 15 (all-shared-uses) and 7 (all-inter-message-uses). The program
is executed and the traversed paths are collected so that the coverage of each required element can be evaluated.
Similarly to what occurs in sequential programs, some required elements are infeasible and must be analyzed and
determined by the tester.
The access to the raw-material repository by both threads was not made synchronously (Figure 2, node n1,015
and Figure 3, node n1,16 ), in order to verify the eﬀectiveness to reveal faults related to synchronization and commu-
nication. Consequently, if the raw-material repository is shared between the two threads of Factory, there will be
a race condition to the data, which may lead to inconsistencies. In a test model in data ﬂow that does not consider
the use of distinct references inﬂuencing the deﬁnition and use of data, the data sharing across multiple references
is ignored and can omit failures.
In the FS program, some data referenced by the matFactory label is assigned to myMaterial at node n1,09 .
Once the previous data ﬂow with relation to matFactory and matWorker in nodes n1,07 and n
1,0
8 may result in
data sharing between the threads, deﬁnitions in data referenced by them may lead to data consistence faults. In
Figure 2, the data referenced by the matFactory label are assigned to myMaterial at node n1,09 . In other words, in
a test case in which the number of products is greater than or equal to 500, threads do not share the raw-material
repository, therefore there occurs no fault. If the number of products is smaller than 500, both threads share the
same repository, which may lead to problems of data consistency. However, the fault can remain hidden due to
non-determinism.
This fault can be identiﬁed by the all-shared-use and all-uses criteria, which contain the s-c-use associations.
These criteria require the coverage of the associations, like 〈n1,015 , n1,16 , d14〉 (d14 is the label for the raw-material
repository), which reveals the fault when there is a test case with a number of requested products smaller than
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500. This fault is associated with implicit memory sharing between the threads caused by multiple references to
the same data.
The data ﬂow analysis that considers the relationship between the references and the data allows identifying
the sharing of data by threads, even using distinct references. Therefore associations between deﬁnitions and uses
not considered in previous test models can be covered.
7. Concluding remarks
The main contribution of this paper is related to V&V of distributed/parallel applications that communicate
and synchronize using both shared memory and message passing paradigms. The main focus is on the data
ﬂow that exists among threads of diﬀerent processes. We have related the aspects of control ﬂow and, mainly,
synchronization to this data ﬂow. Diﬀerently from other works, we have considered the sharing of memory data
by distinct threads using distinct references to these same memory data.
In order to oﬀer support to this V&V activity, a novel structural test model has been proposed to capture
information about data, control, communication and synchronization from distributed applications. The test model
considers communication and synchronization faults among threads and also faults related to sequential aspects
of each thread. The information captured by the test model is used for new testing criteria, contributing towards
the testing activity quality and focusing on the coverage of the required elements of each criterion.
Without loss of generality, the proposed model and criteria were analyzed in an object-oriented and distributed
application developed in Java. Our test model is not solely bounded to Java or OO programming, therefore it can
be used in other contexts, as C/MPI with PThreads. It is comprehensive and ﬂexible because it is primarily based
on the concepts related to the communication and synchronization of processes, which are orthogonal to most
concurrent languages.
The evolution of our research in this area is directed towards reaching the following objectives: 1) development
of a distributed supporting tool for the testing criteria (already started); (2) evaluation of the testing criteria with
distinct distributed applications, considering the support of a testing tool and a wider and deeper view and 3)
reduction of the test activity cost by improving the quality of the required elements generated for the criteria.
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