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The decohering environment of a quantum bit is often described by the coupling to a large bath
of spins. The quantum bit itself can be seen as a spin S = 1/2 which is commonly called the
central spin. The resulting central spin model describes an important mechanism of decoherence.
We provide mathematically rigorous bounds for a persisting magnetization of the central spin in
this model with and without magnetic field. In particular, we show that there is a well defined limit
of infinite number of bath spins. Only if the fraction of very weakly coupled bath spins tends to
100% does no magnetization persist.
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I. INTRODUCTION
In the very active field of coherent quantum control un-
derstanding the mechanisms of decoherence constitutes
a major goal. A two-level system or quantum bit is
the most elementary entity whose coherence is studied.
This small quantum system with two-dimensional Hilbert
space can be described as spin S = 1/2. The environment
causing decoherence may be built from various degrees of
freedom. In this study, we focus on a bath of spins. This
commonly considered model bears the name central spin
model (CSM) or Gaudin model in honor of Gaudin who
introduced it in the 1970s as one of the rare cases of in-
tegrable quantum many-body models1,2. Aside from this
attractive theoretical aspect of the CSM, it indeed de-
scribes a multitude of relevant experimental setups. An
important example is the electronic spin in a quantum
dot where the spin bath is formed by the nuclear spins
of the semiconductor substrate, for instance, GaAs3–5.
But, also the effective two-level description of the energy
levels in a nitrogen vacancy center in diamond coupled
to surrounding 13C nuclear spins6,7 can be based on the
CSM.
For its relevance in describing experimental data the
CSM has been also the subject of a multitude of theo-
retical investigations of which we can hardly provide an
exhaustive list. Persisting spin polarizations occur in the
classical version of the CSM8–12 or in approaches based
on the systematically controlled approximations of mas-
ter equations13–20. Many tools have been developed in
the last years comprising coupled cluster approaches21,22
and equations of motion23,24 as well as diagrammatic
approaches25,26. Heavy numerical approaches are able
to simulate baths of about 20 spins S = 1/2 for long
times27–30 by Chebyshev expansion or up to 1000 spins
for limited times31. The existing analytically exact solu-
tion via Bethe ansatz can also be used32,33, but its com-
plexity rises very quickly if experimentally relevant quan-
tities shall be studied so that only stochastic evaluations
are feasible for bath sizes of up to 48 spins34,35.
The caveat of all numerical approaches to the dy-
namics in the CSM and all approximate analytical ap-
proaches is that they cannot make statements, which are
a priori reliable, about very large spin baths and very
long times. Only a posteriori one may verify whether
the results are reasonable or not. In principle, analytic
results such as general master equations are not ham-
pered by constraints in time or system size. But, to our
knowledge no such approach can be evaluated exactly.
Generically, an expansion or approximation related to
a small parameter is involved such as the ratio Jk/b of
the exchange couplings Jk over the magnetic field b ap-
plied externally to the central spin or over some internal
polarization13–15,18,20. Hence, for small or even vanishing
magnetic fields no systematically controlled statements
are possible. Yet, this region is experimentally relevant
in spin noise measurements36–38.
Thus, it is very useful to dispose of rigorous results,
either to directly interpret experimental data or to gauge
the accuracy of the approximate methods. In spite of
the long standing history of the CSM it was only re-
cently noticed that the generalized Mazur inequality rig-
orously shows that persisting correlations are a generic
feature of the CSM if the distribution of couplings is
normalizable39. Interestingly, however, the physically
relevant case of a central electronic spin with hyper-
fine couplings to a bath of nuclear spins cannot be nor-
malized because an infinite number of bath spins cou-
ples to the central spin, though most of them only very
weakly3,8,9,11. In addition, the temporal fluctuations in
the CSM around the long-time limit and their evolution
has been subject of recent rigorous estimates in Ref. 40
where the issue of persisting correlations has not been
treated.
The goal of this study is three-fold. First, we present
rigorous bounds for very large baths and show that they
extrapolate reliably to infinite bath sizes if this limit
can be based on a normalizable distribution of hyper-
fine couplings. Second, we improve the bounds obtained
previously39. In zero magnetic field, the bounds are not
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2yet tight. Third, we extend the rigorous approach to fi-
nite magnetic fields applied to the central spin. Thereby,
we enlarge the applicability of the rigorous approach. By
comparison to numerical data, we illustrate that the rig-
orous bounds are tight in finite magnetic fields.
The paper is set up as follows. Next, in Sect. II, we
introduce the model and the employed method in some
detail. In Sect. III, we study the limit of infinite spin
baths. In Sect. IV, we show how the previous bounds can
be improved. In passing, we establish a useful identity
to compute static spin correlations for infinite spin bath
based on Gaussian integrals. Finite magnetic fields are
the focus of Sect. V and the paper is concluded in Sect.
VI. Technical aspects and the used expectation values are
given in the Appendixes.
II. MODEL AND METHOD
A. Model
The CSM is depicted in Fig. 1. A central spin interacts
with a bath of N surrounding spins. One may think of
the central spin to be an electronic spin, the spins of
the bath to be nuclear spins, and their coupling to be
the relativistic hyperfine coupling. We focus here on the
isotropic case with the Hamiltonian
H0 :=
N∑
k=1
JkS0 · Sk, (1)
where Jk denotes the respective coupling constant of the
kth bath spin. For simplicity, we consider here only
S = 1/2 bath spins. But this restriction can be relaxed.
Moreover, we assume that the Jk are pairwise different
to facilitate the mathematical treatment below.
Applying an external magnetic field with the field
strength h to the central spin leads to
H0(h) := H0 − hSz0 . (2)
In (2), we do not include the interaction between the
external magnetic field and the bath spins because the
magnetic moment of nuclei is typically three orders of
magnitude smaller than the electronic one. But such a
term could be considered in an extended study if needed.
The CSM belongs to the class of integrable Gaudin
models2, having N + 1 constants of motion
Hl =
N∑
k=0, 6=l
1
l − kSl · Sk, (3)
with k := −1/Jk and 0 := 0. Similarly, we also obtain
[Hl(h), Hp(h)] = 0 for Hl(h) := Hl − hSzl due to
[Hl(h), Hp(h)] = −[Hp, Hl] + h[Szl + Szp ,
1
l − pSl · Sp]
−h2[Szp , Szl ] (4)
and the invariance of inner products of vector operators
under rotations.
In quantum dots, the couplings behave as Jk ∝
|ψ(rk)|2 where ψ(rk) denotes the electronic wave function
of the electron or hole carrying the central spin at the site
of the kth nuclear spin3,8. For concreteness, we consider
the following physically reasonable set of couplings34,35
throughout our calculations
Jk = J exp
[
−k x
N
]
, (5)
where x := N/N0 indicates the ratio of the total num-
ber of bath spins N to the number of bath spins N0
within the localization radius of the wave function, see
Fig. 2. We refrain from fitting details of coupling dis-
tributions because we are interested in generic features.
The parameter x can be interpreted as controlling the
“spread” of the couplings Jk. The ratio between the
largest coupling J1 and the smallest coupling JN is given
by J1/JN = exp(x(1− 1/N)), i.e., small values of x cor-
respond to rather homogeneous distributions while large
values of x correspond to wide-spread distributions.
For further calculations below we define the following
moments of the couplings Jk
Σm :=
N∑
k=1
Jmk (6)
with JQ :=
√
Σ2 being commonly used as unit of energy.
Of course, the Σm can be easily computed for the cou-
plings in (5). But we will use the Σm generally below
because the bounds can be expressed in terms of the Σm.
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FIG. 1. (Color online) Scheme of the central spin model
(CSM) with couplings between the central spin S0 and the
surrounding bath spins Sk.
The coupling constants Jk themselves are in the range
of µeV8,41,42 which corresponds to temperatures of the
order of 10 mK which are considerably lower than exper-
imentally relevant temperatures5. Thus, we assume the
bath to be initially completely disordered so that a den-
sity matrix proportional to the identity ρ = 1/Tr[1] is
used as initial state of the bath throughout this paper.
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FIG. 2. (Color online) Example of the exponential coupling
distribution defined in (5) for N = 32 bath spins and x = 3.
B. Method
In the previous work Ref. 39, a general method was
presented to calculate lower bounds for the autocorrela-
tion function
A(t) := 〈Aˆ†(t)Aˆ(0)〉 = Tr
[
ρAˆ†(t)Aˆ(0)
]
, (7)
where Aˆ is the operator of interest in a system given by
the Hamiltonian H. The key idea is to project the op-
erator Aˆ onto conserved quantities, also called constants
of motion, as much as possible because these projections
do not evolve in time.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
t
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FIG. 3. (Color online) Example for the autocorrelation func-
tion A(t) defined in (7) with a well-defined limit A∞ =
limt→∞A(t).
If the limit limt→∞A(t) exists (for an example, see
Fig. 3), we can calculate the lower bound for the long-
time limit
A∞ := lim
t→∞
1
t
∫ t
0
A(t′) dt′ = lim
t→∞A(t). (8)
Note that there are cases where A∞ exists as defined in
(8) while limt→∞A(t) does not. For instance, a purely
oscillatory behavior of A(t) around an average value A
yields A∞ = A while limt→∞A(t) obviously does not
exist.
The lower bound for A∞ is given by
Alow = a
†
CN
−1aC , (9)
where the vector aC and the matrix N are given by
their respective elements aC,i := (Ci|Aˆ(0)) and Nim :=
(Ci|Cm). The Ci are the conserved quantities, i.e.,
[Ci, H] = 0 holds. The used scalar product of two op-
erators X and Y is defined by
(X|Y ) := 〈X†Y 〉 = Tr [ρX†Y ] (10)
We stress that contrary to the original formulation of
Mazur’s inequality43,44, the conserved quantities Ci do
not need to be orthonormalized. Only a matrix inver-
sion of N is required which can be performed with any
computer algebra program.
In the context of the CSM, we discuss the autocorrela-
tion function of the z-component of the central spin, i.e.,
Aˆ = Sz0
S(t) := 〈Sz0 (t)Sz0 (0)〉 . (11)
The expression (9) with Slow := Alow describes a lower
bound for the correlation function S(t) which becomes
tight if one included the complete set of conserved
operators39. In our application to the CSM, we try to
maximize this bound to make it as tight as possible.
Thus, we consider as many constants of motions as is
possible in practice. Two interesting aspects arise: (i)
which constants of motion contribute significantly to the
bound Slow and which do not; (ii) which constants of
motion contribute independently and which are linearly
dependent or close to this.
To judge how tight our bounds are we compare
them to numerical data from Chebyshev polynomial
expansions27–30 and to data from stochastic evaluation
of the Bethe ansatz formulas34,35. Indeed, the model
(1) is Bethe Ansatz solvable so that every exact eigen-
state can be fully defined in terms of a small set of Bethe
roots whose number is, at most, equal to the system size
N . Finding eigenstates in a numerically exact way then
boils down to finding particular solutions to a system of
N coupled quadratic equations45, a task which can be
rapidly carried out for any single arbitrary target state.
This allows one to use a simple Metropolis sampling al-
gorithm in order to approximate the observable-specific
spectrum, whose numerical Fourier transform gives us
back the time-evolved expectation value 〈O(t)〉.
4III. LIMIT OF INFINITE SPIN BATH
In this section, we deal with the isotropic CSM without
magnetic field and focus on large and infinite bath sizes.
Infinite bath sizes are taken into account via extrapola-
tion. We consider the exponential coupling distribution
(5) and the N + 1 constants of motion
Iz :=
N∑
j=0
Szj (12a)
Hzl := I
zHl =
N∑
j=0
Szj
N∑
k=0,6=l
1
l − kSl · Sk, l ∈ N
(12b)
for N bath spins, l ∈ {1, 2, 3, . . . N}. Note that the N+1
observables Hzl are linearly dependent; only N of them
are linearly independent11.
This large number of constants of motion exists thanks
to the integrability of the system1,2. As we will see below
the bounds are good, but not tight.
Thus, we also use a mathematically less rigorous route
which is based on the separation of times scales for large
baths. Instead of the correlation of the central spin one
considers the correlations of the Overhauser field given
by
B :=
N∑
k=1
JkSk. (13)
Assuming the central spin precesses very rapidly around
the Overhauser field relative to the motion of the Over-
hauser field itself one can approximate the long-time av-
erage of the central spin8 according to
〈S0(t)Sz0 (0)〉 ≈
〈
B(t) (B(t) · S0(t))Sz0 (0)
B2(t)
〉
(14a)
≈
〈
B(t) (B(0) · S0(0))Sz0 (0)
B2(0)
〉
. (14b)
where we used the conservation of the Hamiltonian S(t) ·
B(t) = S(0) ·B(0) in the second step. Furthermore, we
assume that the modulus of the Overhauser field B2 :=
|B|2 is conserved. This is a good approximation for large
baths8, but not rigorously correct (see Sect. IV A).
Then, we can exploit the isotropy of the system and
conclude
Bα(t) (B(0) · S0(0)) = δαβBx(t)Bx(0)Sβ0 (0) (15a)
= δαβ (B(t) ·B(0)) S
β
0 (0)
3
(15b)
= (B(t) ·B(0)) S
α
0 (0)
3
. (15c)
Finally, we obtain
〈S0(t)Sz0 (0)〉 =
1
3
〈
(B(t) ·B(0)) S0(0)Sz0 (0)
B2(0)
〉
. (16)
Focusing on the z component yields
〈Sz0 (t)Sz0 (0)〉 =
1
3
〈
(B(t) ·B(0))Sz0 (0)Sz0 (0)
B2(0)
〉
(17a)
=
1
12
〈
B(t) ·B(0)
B2(0)
〉
(17b)
=
1
12
S(B)(t)
S(B)(0)
. (17c)
Using the isotropy of the model again we restrict
ourselves to the autocorrelation function S(B)(t) :=
〈Bz(t)Bz(0)〉 of the z-component of the Overhauser field
and to S(B)(0) = (Bz|Bz). Applying (9) to Bz yields the
estimate
Slow,BB =
S
(B)
low
12S(B)(0)
(18)
which we call the field-field (BB) bound henceforth to dis-
tinguish it from the the spin-spin bound (SS) Slow,SS :=
S
(S)
low .
The quantities S
(S)
low and S
(B)
low are the lower bounds
calculated for the respective spin-spin and field-field au-
tocorrelation using (9). The required vector and ma-
trix elements have been calculated previously in Ref. 39.
We use them here to calculate lower bounds for various
bath sizes N for arbitrary, but fixed values of x using
(9). The results are shown in Fig. 4 for bath sizes up to
Nmax = 4096 for various values of x. They are compared
to data from Bethe ansatz.
It can be easily seen that results for up to Nmax = 4096
bath spins are sufficient for a reliable extrapolation to an
infinite spin bath N → ∞ for the spin-spin and for the
field-field bounds. This is one of our key results. Our
findings presented in Fig. 4 show that an increasingly
denser and denser distribution of couplings implies a fi-
nite thermodynamic limit. We stress, however, that this
does not apply for an increasing spin bath where the ratio
x/N is kept constant, i.e., where x increases proportion-
ally to N .
The observation of an existing thermodynamic limit
for given x applies for the spin-spin as well as for the
field-field bounds. But, the bounds for the field-field cor-
relation are remarkably tighter in comparison to the ex-
act Bethe ansatz results than those obtained from the
spin-spin correlations. Thus, we focus on the field-field
bounds below, even though the spin-spin bounds are rig-
orous bounds whereas the field-field bounds involve a
physically plausible, but approximate intermediate step.
Technically, we extrapolate the bounds in 1/N using a
cubic polynomial for x ≤ 50 and a quadratic polynomial
for x > 50. In addition, we only use data points com-
plying with N ≥ 8x to guarantee a minimal density of
the distributed couplings. The absolute accuracy of the
extrapolations is estimated to be about 10−8. This esti-
mate is obtained by (i) comparing extrapolations based
on polynomials of second, third and fourth degree, (ii) by
varying the number of data points by one or two, and (iii)
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FIG. 4. (Color online) Lower bounds for Slow calculated via
the spin-spin (SS) and via the field-field (BB) autocorrelation
for x ∈ [1, 2, 3, 4] and bath sizes up to Nmax = 4096. The
bounds are compared to results from the stochastic evaluation
of the Bethe ansatz (BA) equations for up to 48 bath spins.
by looking at the standard deviation of the fit parame-
ters. The extrapolations based on cubic polynomials are
included in Fig. 4 for the field-field bound and for the
spin-spin bound.
For comparison, data obtained by solving the algebraic
Bethe ansatz equations using Monte Carlo methods34,35
and reading off its long-term average are included in Fig.
4. Note that there are multiple data points for a given x
and N due to the dependence of the data on the starting
conditions. A linear fit of the Bethe ansatz data is dis-
played to obtain the limit N →∞. We decided for a lin-
ear fit because of the rather small set of data points and
their relative scatter. It can be easily seen that the rigor-
ous bounds for the spin-spin correlation do not exhaust
the full persisting correlations. The estimate (18) us-
ing the field-field correlation works remarkably well and
might even become exact. But this cannot be decided yet
for lack of accuracy. The accuracy of the Bethe ansatz
data is estimated to be about 5 %. This is also the range
of differences between S∞,BB and S∞,BA.
Figure 5 displays the extrapolated bounds relevant for
infinite spin baths as they depend on the spread value x.
One clearly sees that the persisting correlation tends to
zero for larger and larger spread. To understand better
how S∞(x) behaves we consider the simple estimate from
Eq. 11 in Ref. 39 given as
Slow =
1
4
Σ21
2Σ21 + 3(N − 1)Σ2
(19)
and insert
Σm = J
m N
mx
(1− exp(−mx)) (20)
resulting from (5) in the limit N →∞. This yields
Slow =
1
6x
(1− exp(−x))2
1− exp(−2x) (21)
which clearly shows the proportionality Slow ∝ 1/x.
Thus, we analyze our more elaborate results in Fig. 5
in a very similar way. By various fits we find that the
power law ∝ 1/x fits best, but not perfectly. Some slowly
varying corrections are present and we check them to be
logarithmic with arbitrary exponent Slow ∝ ln(x)α/x. It
turns out that α = 1 fits very nicely. Thus, we finally
test
Slog(x) =
A · ln ( xB )
x
(22)
and fit this formula to our data within the intervals x ∈
[xstart, 64]. The resulting parameters are listed in Table
I. Indeed, the two parameters do not change much and
appear to converge for increasing xstart. Additionally, the
fit included in Fig. 5 underlines the impressive agreement
so that we conclude that (22) describes the asymptotic
evolution with x correctly.
In this context, we draw the reader’s attention to the
heuristic argument by Chen and co-workers stating that
up to time t only those spins of the bath really con-
tribute to the dynamics which are sufficiently coupled11.
Therefore, there is an effective bath size Neff(t) defined
by tJNeff ≈ 1 implying x(t) ∝ ln(t). So our finding for
the asymptotic dependence (22) implies the very long-
time behavior S(t) ∝ ln(ln(t))/ ln(t). The dominant
inverse logarithm has been found previously in many
studies9,11,13–15 so that our result agrees and confirms
this point. In addition, it refines the previous claims on
the long-time behavior which did not include the nested
logarithm in the numerator.
As the key result of this section, we highlight the exis-
tence of persisting correlations in the CSM for the limit
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FIG. 5. (Color online) Data points: extrapolated bounds
S∞,BB(x) for an infinite spin bath. The solid line is a fit by
Slog(x) from Eq. (22) in the interval x ∈ [6, 64]. We also
included the extrapolated values S∞,BA(x) from the Bethe
ansatz data and S∞,SS(x) from the spin-spin bounds for x ∈
[1, 2, 3, 4].
TABLE I. Parameters of the fit Slog(x) in (22) to our data
S∞,BB(x) within the interval x ∈ [xstart, 64].
xstart A B
6 0.05345 ± 0.00009 0.1141 ± 0.0009
10 0.05426 ± 0.00007 0.1235 ± 0.0008
14 0.05473 ± 0.00004 0.1294 ± 0.0005
18 0.05498 ± 0.00003 0.1328 ± 0.0004
24 0.05519 ± 0.00002 0.1357 ± 0.0003
30 0.05531 ± 0.00001 0.1374 ± 0.0002
N → ∞ with a fixed x. The rigorous spin-spin bounds
obtained by using the extensive number of constants of
motion in the CSM do not exhaust the persisting correla-
tions as shown by the comparison to Bethe ansatz data.
But, the approximate estimate (18) using the field-field
correlation yields very promising results which appear to
be rather tight. They are used to discuss the extrapo-
lated thermodynamic values S∞,BB(x) for various x. We
analyzed the asymptotic values Slog(x) as shown in Fig.
5.
Our findings suggest that any normalized distribution
of couplings p(J) with
∫
p(J)dJ = 1 has a well-defined
limit N →∞. It is the infinite number of almost uncou-
pled spins in the exponentially parametrized couplings
(5) which spoils the persisting correlations.
At present, we cannot decide wether the field-field
bounds are still rigorous bounds since their derivation
involves a plausible, but approximate step. Hence, we
try to maximize the lower bounds from the rigorous spin-
spin correlation in the following section by taking further
combinations of conserved operators into account.
IV. IMPROVED BOUNDS FOR SPIN-SPIN
CORRELATIONS
In this section, we aim at improving the rigorous bound
for the spin-spin correlations in the CSM without mag-
netic field. The goal is to make these bounds as tight
as possible. We first identify relevant conserved quanti-
ties and present a method to determine exact analytical
expressions for arbitrary matrix elements. Finally, we
derive results for the limit of large baths N →∞.
A. Identifying relevant conserved quantities
In order to apply the method presented in Sect. II B,
one needs to know vector and matrix elements which are
scalar products of two operators A and B being sums
of products of spin operators. Hence, the scalar product
takes the form
(A|B) =
N∑
i=1
· · ·
N∑
k=1
Tr
[
ρSαi , . . . , S
β
k
]
Ji . . . , (23)
where we denote spin components {x, y, z} with Greek
indices for which the sum convention is used. The density
matrix ρ is proportional to the identity and normalized.
For sums over the spins
Sαk = 10 ⊗ · · · ⊗ σαk /2⊗ · · · ⊗ 1N (24)
Latin indices are used. Depending on the prefactors in
the conserved quantity, we may also sum over the cou-
pling constants Ji.
Since the Pauli matrices are traceless, at least two spin
operators, see (25a) below, need to act on the same spin k
in order to generate a non-vanishing contribution in (23).
It is also possible to contract more than two operators at
one site, see (25b),
N∑
k,j=1
Tr
[
ρSαk S
α
j
]
=
N∑
k=1
Tr [ρSαk S
α
k ] = 3N/4 (25a)
N∑
k,j,j′=1
Tr
[
ρSxkS
y
j S
z
j′
]
=
N∑
k=1
Tr [ρSxkS
y
kS
z
k ] = iN/8.
(25b)
Each sum over the site indices yields a contribution
proportional to N . Thus, each contraction yields a factor
N and so the most important contributions stem from the
terms with the maximum number of contractions. This
still holds if the scalar product also contains operators
such as
∑N
k JkSk so that the sum yields the moments
Σm. We assume that the couplings Jk are chosen from a
normalized distribution p(J) such that all moments exist.
Then Σm ∝ N holds. Therefore, it remains true that the
highest order in N results from the maximum number of
contractions. This is achieved if in each contraction only
7a minimum number of operators are contracted, hence,
the pairwise contractions (25a) yield the most significant
contribution in powers of N .
We aim at finding bounds for the autocorrelation func-
tion of Sz0 . Let us consider an arbitrary operator A com-
posed of products of m spin operators from the bath and
each of these spin operators is summed over the whole
bath. Then, the vector element (Sz0 |A) is proportional
to Nbm/2c because the maximum number of contractions
can only be formed from pairs of spin operators in A. If
there are an odd number of spin operators, i.e., m is odd,
one contraction needs to include three operators yielding
a factor N . This is why the largest integer bm/2c not
larger than m/2 defines the maximum power in N .
The maximum power in N of the norm (A|A) is Nm
because one can form m pairs of spins from the 2m spin
operators occurring in A†A. If m is even, i.e., m = 2k
with k ∈ N, we see that
Slow =
(O(Nbm/2c))2
O(Nm) (26a)
=
(O(Nk))2
O(N2k) = O(1), (26b)
This means that such an operator A provides a lower
bound which is relevant even for infinitely large bath. We
deduce from this consideration that such operators, i.e.,
operators with even number of summed spin operators,
yield finite contributions to the lower bounds even in the
thermodynamic limit.
If, however, m is odd with m = 2k + 1 (k ∈ N), we
have bm/2c = k and (A|A) = O(N2k+1). This results
in Slow =
(O(Nk))2 /O(N2k+1) = O(1/N), and hence
Slow → 0 for N →∞. We therefore conclude that lower
bounds using constants of motion with an even number
of summed spin operators stay finite for N → ∞ while
constants of motion with an odd number of summed spins
yield lower bounds which vanish for large N .
Furthermore, we stress that a relevant conserved quan-
tity needs to be a vector component in order to have a
non-vanishing overlap with Sz0 . This can be achieved by
multiplying scalar quantities with a vector component,
e.g., H0 with I
z as already done in Ref. 39.
Based on these criteria, we identify IzH2m−10 with m ∈
N and IzI2H0 as relevant conserved quantities. We use
the definition
I :=
N∑
k=0
Sk (27)
for the vector operator of the total momentum.
Merkulov et al. argued in Ref. 8 that the modulus of
the Overhauser field B2 =
∑N
k,l=1 JkJlSk · Sl is a con-
served quantity as well. We note, however, that B2 can
only be considered conserved in the approximation that
the long-time average of the central spin is relevant for
dynamics of the bath spins. Rigorously, using the inte-
grability of the CSM with Hl defined in (3) one can write
∑
l=1
HlJl =
∑
l=1
∑
j=0,6=l
1
l − j
−1
l
Sl · Sj (28a)
=
∑
l=1
∑
j=1,6=l
1
l − j
−1
l
Sl · Sj︸ ︷︷ ︸
=:ζ
+
∑
l=1
−1
2l
S0 · Sl︸ ︷︷ ︸
=:−η
,
(28b)
The first term ζ reduces to
ζ = B2/2− 3
8
Σ21 (29)
so that [H0, ζ] = [H0, B
2]/2. For the second term, we
find
[H0, η] =
i
2
∑
k=1
∑
l=1,6=k
(
JkJ
2
l − JlJ2k
)
αβγS
α
0 S
β
kS
γ
l , (30)
which does not vanish except for the particular case of
uniform couplings. Since the left hand side of (28a) is
conserved, the last equation implies that Q := B2 − 2η
is conserved so that one may use Q instead of B2 as
constant of motion. But, an explicit calculation reveals
that H20 and Q are identical up to a prefactor
(S0 ·B) (S0 ·B) = 1
4
B2 +
i
2
S0 · (B×B) (31a)
=
1
4
Q. (31b)
Therefore, the inclusion of Q does not yield any addi-
tional insight compared to powers of H0.
B. Computer aided analytics for finite spin baths
1. Method
The calculation of the analytical expressions for matrix
elements by hand becomes more and more tedious for
increasing number of spin operators. For this reason,
we resort to a computer-aided approach which we sketch
here. We consider scalar products of the form
(A|B) = Tr[ρA†B] (32)
where A and B contain sums over spin operators of the
bath weighted or not with the couplings Jk. In addition,
the magnetic field applied to the central spin may occur.
Then we know from the above arguments for contractions
that the general result is given in the form of a sum over
monomials consisting of powers of N , the moments Σm,
and the magnetic field h. We denote these monomials
by fi(J , h) where J stands for the set of coupling {Jk}
which defines the moments Σm. But we stress that the
8dependence of (A|B) on J enters via the moments Σm.
Thus, we start from the ansatz
(A|B) =
M∑
i=1
αifi(J , h). (33)
The number M and the precise form of possible mono-
mials can be estimated beforehand by general considera-
tions such as the units and the minimum and the maxi-
mum number of possible contractions. We illustrate this
point in a concrete example below. The task we hand
over to the computer is to compute the coefficients αi
which generally are fractions. Note that the coefficients
enter linearly in the equations of type (33). We imple-
ment an algorithm to calculate the traces needed to de-
termine scalar products for concrete, rather small baths
of up to six spins for M sets of couplings J . Two possible
approaches are outlined in Appendix B.
In this way, we obtain a system of M linearly indepen-
dent equations with M variables αi for M different ex-
plicit choices of J and magnetic field strengths h. Some
of the couplings may be set to zero which amounts to
considering smaller baths. This procedure yields the set
of M linear equations
M∑
i=1
αifi(Jm, hm) = Tr[ρA†B]m, m = 1, ...,M. (34)
The solution of this set of equations (34) yields the de-
sired coefficients αi. The results can be checked for ad-
ditional sets Jm, hm with m > M .
As an example we consider the non-diagonal matrix
element (Iz|IzH20 ) for h = 0. This element is quadratic
in H0 so that its monomials must have units quadratic in
energy. Furthermore, there are two operators Iz which
comprise sums over the bath, but not over the coupling
constants. If the spins in these two operators are con-
tracted, we obtain an explicit factor of N . Thus, the
potentially relevant monomials fi are NΣ2, Σ2 and Σ
2
1.
No other monomial matters. Considering three sets of
couplings J1,J2 and J3, we obtain three equations of
the form
α1(NΣ2)(Ji) + α2Σ2(Ji) + α3Σ21(Ji) = (Iz|IzH20 )(Ji).
(35)
For example, one can consider J1 = {1}, J2 = {1, 1} and
J3 = {1, 2}, yielding the results (Iz|IzH20 )(J1) = 2/64,
(Iz|IzH20 )(J2) = 14/64 and (Iz|IzH20 )(J3) = 33/64.
The resulting coefficients read as α1 = 3/64, α2 = −3/64
and α3 = 2/64. The appearance of the denominator
26 stems from the simple fact that (Iz|IzH20 ) is made
from products of six spin operators of S = 1/2. The
computer-aided calculations can be implemented such
that the numbers in the matrices and vectors are inte-
gers so that no rounding errors occur at all. The choice
of the sets of couplings J is arbitrary except that the
resulting equations must be linearly independent. We
emphasize that the applicability of this approach is only
limited by the runtime of the algorithm used to com-
pute the numerical results for the trace evaluations. For
further algorithmic details, the reader is referred to Ap-
pendix B.
2. Results for zero magnetic field
We apply the approach sketched above to calculate
the matrix and vector elements for IzH30 and I
zI2H0
as well as for IzH20 although we do not expect signifi-
cant improvements from the last operator, see Sec. IV A.
The required input of the matrix elements is listed in
Appendix C. We evaluate these elements for the expo-
nential distribution of couplings (5). In Figs. 6 and 7,
the lower bounds using only one conserved quantity are
shown. The asymptotic behavior for N → ∞ is clearly
discernible. In perfect agreement with our analytical rea-
soning in Sec. IV A, conserved quantities with even num-
ber of summed spins yield a finite lower bound, see Fig.
6, while quantities with an odd number of summed spins
vanish, see Fig. 7.
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FIG. 6. (Color online) Comparison of lower bounds using
single conserved quantities with an even number of summed
spins so that Slow remains finite for N → ∞. The coupling
distribution is given by (5). To show how tight the bounds
are, Chebyshev expansion data is included30,46. Upper panel:
x = 1; lower panel: x = 4.
The lower bounds obtained by combining several con-
served quantities are shown in Fig. 8. The dark gray
(blue) curve results from the three constants of motion
Iz, IzH0, and
IzQ := I
z
N∑
k,l=0;k<l
Sk · Sl, (36)
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FIG. 7. (Color online) Comparison of lower bounds result-
ing from single conserved quantities with an odd number of
summed spins so that Slow → 0 holds. The coupling distribu-
tion is given by (5) with x = 4. We point out that the lower
bounds for Iz and IzQ do not depend on the couplings at all.
The significance of the lower bound from IzH20 is rather low.
which corresponds essentially to IzI2. This set of ob-
servables was already used before39 where it was noticed
that the resulting rigorous bounds are not very tight.
For x = 1, we observe a significant improvement if either
IzH30 or I
zI2H0 is added to the set of conserved quan-
tities. But including IzI2 or IzH30 additionally yields
only a minor improvement of the lower bound compared
to numerical results obtained by Chebyshev polynomial
expansion27–30,46.
The numerical results are verified for small systems
by performing an exact diagonalization to determine all
eigenenergies and eigenstates which allow us to compute
the persisting correlation according to Eq. 2 in Ref.39.
The lower panel of Fig. 8 shows that the qualitative ob-
servations for x = 1 also apply to x = 4, i.e., for a much
larger spread of about exp(−4). But we note that the
improvement due to the constants of motion built from
higher powers of H0 is not so important anymore.
Turning back to Fig. 6, we see that the lower bounds
obtained by using the constants of motion IzH30 and
IzI2H0 alone seem to converge to the same value for
N →∞. Indeed, determining the leading orders in N of
the respective matrix and vector elements, we find
lim
N→∞
S
(IzH30 )
low = limN→∞
1
4
5
42 + 21NΣ2/Σ21
(37a)
lim
N→∞
S
(IzI2H0)
low = limN→∞
1
4
5
42 + 21NΣ2/Σ21
(37b)
which explains the observed behavior. Hence, in the vec-
tor space of operators IzH30 and I
zI2H0 can be assumed
to be parallel for N →∞.
In Fig. 9, the lower bounds obtained by using the ad-
ditional relevant conserved quantities are extrapolated
for 1/N → 0. For comparison the stochastically evalu-
ated data from Bethe ansatz are included as well. The
previously observed qualitative behavior is also found
in the thermodynamic limit. For larger x the rigorous
lower bounds are all fairly close. They are closer to the
Bethe ansatz data for smaller x. For larger x it appears
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FIG. 8. (Color online) Improved lower bounds Slow using
IzH30 (yellow) or I
zI2H0 (green) in addition to three con-
stants (blue) already considered in Ref. 39. The lower bound
stemming from the combination of all these conserved quanti-
ties is depicted in red. All curves are obtained for the coupling
distribution (5).
that some important relevant constants of motion are
still missing. We also note that S
(4)
low and S
(6)
low appear to
converge to the same value for N → ∞. This can be
understood by the above observation that IzI2H0 and
IzH30 are parallel in operator space for N →∞.
C. Analytical results for infinite spin bath
In the previous section, we saw a significant improve-
ment of the lower bounds upon including the constant of
motion IzH30 . Yet, the resulting rigorous bounds were
still far from tight. Hence, it suggests itself to generalize
IzH30 to arbitrary powers of H0. The question is to which
extent the inclusion of higher powers yields additional
information about the spin dynamics, which is linearly
independent of the conserved lower powers. Thus, we
consider conserved quantities of the form IzH2m−10 with
m ∈ N. But, because the evaluation of matrix elements
for IzH50 , let alone even higher powers ofH0, is limited by
the exponential increase of the runtime of the computer
algorithms, we resort to studying the matrix and vector
elements in the leading order in N . This approach has
two advantages. First, we can directly address the infi-
nite spin bath and, second, the calculations are decisively
simpler.
In Sec. IV A, we observed that the leading order in
N of a scalar product of operators is obtained by maxi-
mizing the number of contractions which directly implies
to compute all pairwise contractions. This finding cor-
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FIG. 9. (Color online) Extrapolated improved lower bounds
Slow. The lower bound obtained by using I
z, IzQ and I
zH0 is
labeled S
(3)
low. The bound S
(4)
low denotes the result from adding
IzH30 and S
(6)
low shows the bound obtained on inclusion of I
zH20
and IzI2H0. The couplings are distributed according to (5).
Results from stochastic Bethe ansatz are included as well as
the approximate lower bounds from the field-field correlations
(BB). The diamonds denote the bounds obtained from the
Gaussian approximation applied to constants of motion con-
taining high powers of H0. This approximation becomes exact
upon N →∞ (see main text).
responds to the observation by Cywin´ski et al. that the
pairing of spin operators leads to the leading order in
the diagrammatic expansion of the decoherence function
W (t) = 〈S†−(t)S+(t)〉26.
Since we only have to consider the pairwise contrac-
tions of equal components of spin operators we can do so
by Gaussian integrals. It is well known that the evalua-
tion of expectation values of products of variables which
follow Gaussian distributions amounts to the computa-
tion of all pairwise contractions47,48. Thus, we may treat
each spin in the bath as classical vector of which the
components are Gaussian distributed with variance 1/4
because we consider S = 1/2 and set ~ = 1. We empha-
size that we do not approximate the quantum spins by
classical vectors. But we compute the leading order in
N of traces over the Hilbert space of N quantum spins
using Gaussian integrals.
Concretely, we consider matrix elements of the form
(Iz|IzH2m0 ) with m ∈ N which cover also all combina-
tions (IzHm−n0 |IzHm+n0 ) = (Iz|IzH2m0 ) for n ≤ m due
to the Hermiticity of H0. To evaluate these matrix el-
ements, it is sufficient to treat B and Iz as Gaussian
distributed variables, but with a certain correlation be-
tween them. The details of the calculation are given in
Appendix A; the final result reads as
(Iz|IzH2m0 ) = (38)
(2m+ 1)!!
24m+2
(
NΣm2 +
2m
3
Σm−12 Σ
2
1
)
+O(Nm).
For the vector element (Sz0 |IzH2m−10 ) we obtain in an
analogous way
(Sz0 |IzH2m−10 ) =
1
24m
(2m+ 1)!!
3
Σm−12 Σ1 +O(Nm−1).
(39)
With the general formulas for the leading orders in N
of matrix and vector elements at our disposal, we can
proceed to combine an arbitrary number of constants of
motion of type IzH2m−10 and compute lower bounds ac-
cording to (9) in leading order of N , i.e., for infinite spin
bath. We find that Slow converges quickly as a function
of m → ∞ to an asymptotic value as shown in Fig. 10.
We conclude that higher powers of a conserved quantity
help to increase the lower bounds and make them tighter.
For instance, the inclusion of IzH30 makes sense. But the
effect is not very large and seems to decrease for larger
spread, i.e., for larger values of x.
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FIG. 10. (Color online) Convergence of S
(m)
low as a function
of m for the constants of motion {IzH0, . . . , IzH2m−10 } for
exponential couplings given by (5) and a bath size of N = 20.
Larger values of N do not change the curves significantly.
Hence we consider the set of 20 conserved quantities
{IzH0, . . . , IzH390 } using matrix and vector elements in
leading orders of N to compute the data points shown by
diamonds in Fig. 9. They can be extrapolated reliably
to N =∞ where the approximation of the leading order
in N becomes exact. We note a significant improvement
of the lower bound using this approach, in particular for
small x. For small systems and larger x (see lower panel
of Fig. 9), the leading order bound is lower than the
bound obtained in Ref. 39 using Iz, IzQ and I
zH30 . But,
it must be kept in mind that the formulas (38) and (39)
are justified only for large baths.
Summarizing, we note that the inclusion of IzH30 or
IzI2H0 in the set of conserved quantities yields a sig-
nificantly improved lower bound. Still, the resulting
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bounds do not exhaust the numerically data. Thus, fur-
ther searches for the missing important constants of mo-
tion are called for. Furthermore, we found that IzH30 or
IzI2H0 are almost parallel in the vector space of opera-
tors for large spin bath.
A technical key result is that the leading order in N of
scalar products can be obtained from Gaussian integrals.
This allowed us to derive a closed analytical expression
for the leading orders for matrix and vector elements rele-
vant for constants of motion of the form IzH2m−10 . Quan-
tities of this form seem to account for a significant part of
the persisting correlations. Still, even the extrapolated
bounds are not tight.
V. FINITE MAGNETIC FIELDS
Next, we study the influence of a finite external mag-
netic field h applied to the central spin on the spin-spin
correlation in model (2). Thus, there is no spin isotropy
anymore in contrast to the situation dealt with in the
previous sections. Therefore, only the Sz0 -S
z
0 correlation
can be expected to display a persisting portion. The cor-
relations for Sx0 as well as S
y
0 vanish for finite magnetic
field strength due to Larmor precession.
First, we provide an analytical lower bound allowing
for easy and fast verification of numerically obtained re-
sults. Then, we use the model’s integrability to improve
lower bounds and we extend our results to constants
of motion composed of quadratic and cubic powers of
H0(h). Finally, the best lower bounds are compared to
numerical results for small bath sizes to assess how tight
the bounds are.
A. Rigorous spin-spin bounds
On the basis of the three conserved operators H0(h),
Iz, and Hz0 (h) := I
zH0(h) we calculate lower bounds
depending on the strength h of the external magnetic
field. Note that H0(h) contrary to H0 overlaps with the
operator of interest Sz0 for h 6= 0. Instead of the afore-
mentioned technique of using spin operator contractions
for Sαi in order to calculate the required scalar products,
it is also possible to rewrite the conserved quantities in
terms of ladder operators S±.
Considering only Hz0 (h) leads to a lower bound Slow ∝
h−2 for h → ∞ at given fixed bath size. This is physi-
cally unreasonable since one expects a better and better
protection of the z-magnetization for a larger and larger
field. Hence we choose a set of two constants of motion
Hz0 (h) and H0(h). The resulting bound can be extrap-
olated for the exponentially distributed couplings (5) to
infinite number of bath spins yielding
S∞ =
ex
(
8h4x+ h2(6x− 4) + 3)
+ 8h4x+ h2(6x+ 4)− 3
2ex
(
16h4x+ 8h2(3x− 2) + 9x+ 12)
+ 2
(
16h4x+ 8h2(3x+ 2) + 9x− 12)
. (40)
Here we exploit the analytically accessible expressions for
Σm. In order to have well-defined limits of the Σm for
N →∞ we normalize Σ2 = J2Q = 1 by choosing
J :=
√
exp (2x/N)− 1
1− exp (−2x) (41)
in (5) and use it throughout this section. This corre-
sponds to using JQ as energy unit. We express the mag-
netic field strength h relative to this unit below. The
analytical result (40) can be used for quick and rough
checks of numerical results for variable spreads x.
In Fig. 11, we illustrate the very rapid convergence of
the bounds for increasing N for a fixed magnetic field
strength h. The influence of the bath size decreases
quickly for increasing h. The latter corresponds to the
physically motivated expectation according to which the
Overhauser field becomes less and less important for ris-
ing external magnetic field. Combining all three quanti-
ties Iz, Hz0 (h), and H0(z) leads to a bound that repro-
duces (40) in the infinite bath limit.
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FIG. 11. (Color online) Lower bounds and their dependence
on the magnetic field h for two finite bath sizes N = 9 and
N = 19 compared to the infinite bath limit for the exponential
couplings in (5).
The model’s integrability (4) provides us with N + 1
constants of motion Hl(h) which can be used for calcu-
lating lower bounds. If the operators Xi commute pair-
wise then any product XiXj commutes with any Xk or
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FIG. 12. (Color online) Lower bounds and their dependence
on the magnetic field h for two finite bath sizes N = 9 and
N = 199 computed for the constants of motion of type Hzl (h)
for the exponential couplings in (5). Clearly, the inclusion of
all constants of motion beyond Hz0 (h) does not provide sig-
nificant improvement, in particular for systems which are not
very small. The bounds deteriorate for larger fields indicating
that the considered constants of motion matter only for small
fields.
XkXl. Thus, the constants of motion H
z
l (h) := I
zHl(h)
commute pairwise and with any Hk(h) leading to 2N +2
conserved quantities at most. Using the scalar products
listed in Appendix C, lower bounds for two different bath
sizes N = 9 and N = 199 are calculated and shown in
Fig. 12. For each bath size we compare the lower bounds
obtained from Hz0 (h) with the ones obtained from N + 1
conserved quantities Hzl (h). Only in the range of low
magnetic field strengths and small bath sizes, there is
noticeable deviation between both results. Even for mod-
erate bath sizes of N = 199 the numerical data from one
and from N + 1 conserved quantities agrees perfectly.
We repeat this comparison for the set of two constants
of motion Hz0 (h) and H0(h) and the set of 2N + 2 con-
stants of motion Hzl (h) and Hl(h). As depicted in Fig.
13, exploiting the integrability has no significant impact
on the corresponding lower bounds for finite magnetic
fields. This observation leads us to the conclusion that
integrability is of minor importance in the case of finite
external magnetic fields. This finding extends the previ-
ous conclusion concerning the limited role of integrability
in absence of magnetic fields in Ref. 39.
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FIG. 13. (Color online) Comparison of the rigorous bounds
from two and 2N + 2 conserved quantities for bath size N =
199 and the exponential couplings in (5).
B. Improvement due to quadratic and cubic
powers of H0(h)
Without magnetic field we have shown in Sect. IV that
higher powers of conserved quantities yield a significant
improvement of the bounds. Thus, we test this idea also
in presence of magnetic fields. In particular for small
fields it is desirable to realize such improvement. Thus,
we consider the most relevant operators Hz0 (h) and H0(h)
and extend them by quadratic and cubic terms. Taking
into consideration the results from Sect. IV B, we assume
the operator IzH30 (h) to also have a notable impact on
the lower bound for finite magnetic fields. Since the op-
erator H30 (h) has a non-vanishing overlap with S
z
0 for
h 6= 0, we include it likewise. To complete the analysis,
we even include the operators IzH20 (h) and H
2
0 (h). By
means of the technique described in Appendix B 2, we
are able to calculate the scalar products of the operator
of interest Sz0 with all conserved quantities as well as all
necessary matrix elements of the norm matrix N.
The data in Fig. 14 shows that the inclusion of cubic
powers of H0(h) improves the lower bounds significantly.
We compared this result to results for smaller baths (not
shown) and again found a quick convergence in N for
finite fields h.
To further optimize the lower bound, we combine all six
conserved quantities and compare the results to numeri-
cal data46 computed with a precision of 10−4 by Cheby-
shev polynomial expansion27–30. The results in Fig. 15
display an excellent agreement of the bounds with the
numerical data for h ' 2JQ. Thus, our bounds are
already very tight for moderate and large fields. Note
that our results clearly show that the ratio h/JQ is the
13
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FIG. 14. (Color online) Comparison of different bounds gen-
erated by combining Hz0 (h) and H0(h) and a third conserved
quantity as denoted in the legend for bath size N = 999 and
the exponential couplings in (5).
relevant one determining the qualitative behavior of the
system. Previous studies often indicated that the ratio
h/Σ1, i.e., the magnetic field over the sum of all couplings
is decisive13–15,18. Only for smaller fields the bounds are
not very tight, although they still capture most of the
persisting correlation (note the offset on the ordinate of
Fig. 15). This observation agrees with what we had seen
in the previous sections dealing with the CSM without
magnetic fields.
Furthermore, finite magnetic fields suppress finite-size
effects so that moderately large spin baths are sufficient
to obtain data coinciding with data in the thermody-
namic limit.
VI. CONCLUSIONS
Understanding coherence and decoherence in quan-
tum many-body systems is an important issue to develop
quantum technology. Quantum coherent control is one of
its central issues. An important model in this field is the
central spin model because it describes the decoherence
of an elementary two-level system coupled to a large en-
vironment of spins, i.e, a bath of spins. Many numerical
and approximate approaches have been introduced. But
rigorous results are still rare, in particular those referring
to the long-time behavior39,40. Even the exact solvabil-
ity by Bethe ansatz is only of limited help because the
corresponding equations are extremely difficult to treat
for large bath sizes.
In this context, this paper provides a number of rig-
orous results which constitute important extensions or
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FIG. 15. (Color online) Comparison of the bounds generated
by combining all six conserved quantities (see legend of Fig.
14) to numerical data from Chebyshev polynomial expansion
for bath size N = 19 and the exponential couplings in (5).
improvements of previous findings39. These results can
serve as test bed for numerical and approximate ap-
proaches. In particular, they allow one to make reliable
statements about the long-time behavior of extremely
large spin baths which may easily comprise 106 spins or
more.
We have shown that a well-defined limit N →∞ (ther-
modynamic limit) exists if the moments Σm have well-
defined limits for N → ∞ for properly scaled energy
scale Σ2 = J
2
Q. This limit has hardly been studied so
far except in Ref. 30. We illustrated this for exponen-
tially distributed couplings between 1 and exp(−x) and
investigated the dependence on x of the lower bounds in
the thermodynamic limit. Clearly, the persisting corre-
lation vanishes for x → ∞. It implies that no coherence
remains at all if the central spin is coupled to spins of
which the couplings are almost all infinitesimally weak.
The rigorous lower bounds addressing directly the spin-
spin correlation are not yet tight for vanishing mag-
netic fields. So, one extension considers the approxi-
mate bounds derived from the field-field correlations of
the Overhauser field which appear to be tight indeed. So,
we deduced the x dependence of the persisting correlation
in this way and established its asymptotic behavior em-
pirically. It is found to be given by ln(x)/x. Using the
heuristic replacement x → ln(t), this implies a refined
long-time behavior with a nested logarithm not found
before9,11,13–15.
An alternative extension aims at making the the rig-
orous bounds tighter. We identified further relevant con-
stants of motion involving higher powers, for instance
IzH30 and I
zI2H0. Their inclusion indeed yields a signifi-
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cant improvement, but no tight bounds. To further inves-
tigate the effect of even higher powers we established an
efficient approach to compute the required scalar prod-
ucts in the thermodynamic limit via Gaussian integrals.
The evaluation of the resulting bounds reveals some im-
provement, but still the bounds are not tight. Thus,
we conclude that some important constants of motion or
products of constants of motion have still to be identified
so that further studies are called for.
Finally, we extended the rigorous approach to the ex-
perimentally relevant situation of a finite magnetic field
applied to the central spin. Due to the reduced symme-
try we may only study the persisting magnetization in
the direction of the magnetic field. We found that al-
ready a moderately large magnetic field of the order of
the characteristic energy JQ leads to tight bounds. This
confirms JQ as the relevant internal energy scale in com-
parison to applied external fields. A small number of con-
stants of motion suffices to yield remarkable agreement
with numerical data. For the two most relevant constants
of motion we could derive a simple analytical expression
which directly captures the N =∞ limit. Generally, the
finite-size effects are strongly suppressed as well so that
moderately large baths of about 100 spins yield bounds
which almost coincide with the thermodynamic limit.
In conclusion, the generalized Mazur inequality39,43,44
allows one to capture the long-time limit of the central
spin model. Thereby, the understanding of slow decoher-
ence in this widely employed model has been enhanced.
Application to other extended models is within reach.
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Appendix A: Analytical calculation of Gaussian
correlations
In the main text in Sect. IV C we showed that B and Iz
can be seen as classical Gaussian variables for the calcu-
lation of the leading order in the bath size N . This does
not apply to the central spin. So we need an additional
consideration first. This is provided by Eq. (31a) which
shows that H20 corresponds to B
2/4 except for a correc-
tion which involves the commutators of the components
of B. In Ref. 12 it was shown that this commutator con-
tributes in lower powers of N than the B2 term. Thus,
we can safely replace H2m0 by B
2m/4m in leading order
in N so that
(Iz|IzH2m0 ) = 〈(Iz)2B2m〉 /22m +O(Nm). (A1)
The right hand side of this expression is evaluated by
integration over the appropriate multivariate Gaussian
distribution
〈f(x)〉 =
∫
Rk f(x) exp
[− 12xTΩ−1x] dkx√
(2pi)kdet(Ω)
, (A2)
where the vector x is given by x = (Bx, By, Bz, Iz)T .
The covariance matrix Ω reads as
Ω =
σ
2 0 0 0
0 σ2 0 0
0 0 σ2 β2
0 0 β2 α2
 , (A3)
with the entries
σ2 = (Bz|Bz) = Σ2/4 (A4a)
β2 = (Bz|Iz) = Σ1/4 (A4b)
α2 = (Iz|Iz) = N/4. (A4c)
Integration over Iz yields
〈(Iz)2B2m〉 =
∫
R3
(α2σ4 − σ2β4 + β4(Bz)2)
σ7
√
(2pi)3
B2m·
× exp
[
− (B
x)2 + (By)2 + (Bz)2
2σ2
]
d3B.
(A5)
For the integration over B we use spherical coordinates
(B,ϕ, θ). The first two terms in (A5) are easy to treat
because they are rotationally symmetric. We use∫
R3
B2m+2 exp
[
− B
2
2σ2
]
sin θ dB dθ dϕ
=
√
(2pi)3(2m+ 1)!!σ2m+3. (A6)
The third term is integrated with the help of∫
R3
B2m+4 exp
[
− B
2
2σ2
]
cos2 θ sin θ dB dθ dϕ
=
1
3
√
(2pi)3(2m+ 3)!!σ2m+5. (A7)
Note that (A6) and (A7) can be derived by induction
in m. The expressions are a direct consequence of
Wick’s/Isserlis’ theorem. The double factorial (2k − 1)!!
counts the number of possibilities to split a set of 2k el-
ements into pairs, i.e., into two-point contractions47,48.
Combining these expressions yields
〈(Iz)2B2m〉 = (2m+ 1)!!σ2mα2
+
2m
3
(2m+ 1)!!σ2m−2β4. (A8)
The wanted Eq. (38) results from this expression by re-
placing the entries of the covariance matrix according to
(A4).
The analytical expression (39) for the leading order of
the corresponding vector element (Sz0 |IzH2m−10 ) can be
obtained in an analogous way.
15
Appendix B: Algorithms for the computer-aided
evaluation of scalar products
The method described in Sec. IV B requires the evalu-
ation of a scalar product for a given set of couplings J .
Two possible approaches are outlined here.
1. Spin algebra
One can implement the group structure of the Pauli
matrices in an object-oriented programming language.
Tensor products can be realized through a sequence con-
tainer (such as std::vector in C++), with the index i of
the container representing the i-th spin of the bath. The
product of two tensor products can be simplified accord-
ing to σασβ = δαβ1 + iαβγσ
γ . For the calculation of
the trace of the final tensor product, the algorithm im-
mediately discards the result because it vanishes if one
of the operators in the sequence container is not equal
to the identity matrix. Furthermore, we only need to
consider factors of (−1) and i in the tensor product-class
because we can sum the weighted results with possible
prefactors after calculating the trace due to the linearity
of the trace.
The group structure can either be implemented by en-
coding the Pauli matrices using primitive types (such as
a char-type) and imposing certain simplification rules or
by using templates to create the group structure which
significantly increases computational efficiency49.
The algorithm has been tested for specific scalar prod-
ucts of the form (Iz|IzH2m0 ) with m taking values up to
5 for N = 4 on an eight-core machine at 3.70 GHz with
a runtime of approximately 25 hours.
2. Hermitian matrices
Each quantum mechanical operator can be written as a
Hermitian matrix and each spin operator Sk is a matrix-
triple for the components Sαk as defined in (24). For one
central spin and N surrounding bath spins the Hilbert
space has dimension d := 2N+1. Thus, each Sαk is a
square matrix of dimension d. All operators used in Sect.
V are sums and products of the elementary spin operators
Sk so that we can easily generate the needed conserved
quantities by combining the appropriate sums of prod-
ucts of the Sk weighted by the respective prefactors such
as the couplings Jk.
For instance, the Hamiltonian (2) is a d × d square
matrix and can be generated by evaluating 3N matrix
multiplications of d × d matrices. Then one performs
3N + 1 matrix sums of d × d matrices. Here the factors
Jk are scalars to be multiplied with the matrices resulting
from the products S0 ·Sk. The technical implementation
requires extensive caching of the elementary spin oper-
ators Sαk and of the coupling constants Jk in order to
achieve fast computational processing and to avoid in-
creased computation time by repeated calculations.
This algorithmic approach was used to evaluate scalar
products up to (Iz|IzH60 (h)) for N = 6 and various sets
of couplings J as well as magnetic field strengths h on a
four-core machine at 3.70 GHz. The runtime to calculate
the most complex scalar product was about 20 seconds.
Appendix C: Various vector and matrix elements
The scalar products used throughout this paper are
listed here. For clarity and in order to follow the line
of arguments presented in Sects. IV and V we split the
scalar products into those with vanishing and those with
arbitrary magnetic field strength h. We also draw the
reader’s attention to the generalizations of the coupling
constants Jk and of the Σm in (6) to
J
(l)
j :=
1
l − j (C1a)
S(l) :=
N∑
j=0
j 6=l
J
(l)
j (C1b)
Q(l) :=
N∑
j=0
j 6=l
(
J
(l)
j
)2
, (C1c)
0 = 0, l = −J−1l and the identities Jj = J (0)j , Σ1 =
S(0), and Σ2 = Q
(0).
1. Vector elements for h = 0
a. Overlap elements with Sz0
(
Sz0 |IzI2H0
)
=
1
64
((5N + 3)Σ1) (C2a)(
Sz0 |IzH30
)
=
1
256
(5Σ1Σ2 − 4Σ3) (C2b)(
Sz0 |IzH20
)
=
Σ2
64
(C2c)
b. Overlap elements with Bz
(
Bz|IzI2H0
)
=
1
64
(
(5N − 7)Σ2 + 10Σ21
)
(C3a)(
Bz|IzH30
)
=
1
256
(
3Σ22 − 8Σ1Σ3 + 6Σ4
)
(C3b)(
Bz|IzH20
)
=
1
64
(5Σ1Σ2 − 4Σ3) (C3c)
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2. Vector elements for arbitrary h
(Sz0 |Hz0 (h)) =
1
16
Σ1 (C4a)
(Sz0 |Hzl (h)) = −
1
16
Jl, l > 0 (C4b)
(Sz0 |H0(h)) = −
h
4
(C4c)
(Sz0 |Hl(h)) = 0, l > 0. (C4d)
(Sz0 |Iz) =
1
4
(C4e)(
Sz0 |H20 (h)
)
= 0 (C4f)(
Sz0 |IzH20 (h)
)
=
1
64
Σ2 +
h2
16
(C4g)(
Sz0 |H30 (h)
)
= − 5
64
hΣ2 − h
3
16
(C4h)(
Sz0 |IzH30 (h)
)
=
3
64
h2Σ1 +
5
256
Σ2Σ1 − 1
64
Σ3 (C4i)
3. Matrix elements for h = 0
a. For IzI2H0
(
IzI2H0|IzI2H0
)
=
1
1024
(
(105N3 − 465N2 + 687N − 327)Σ2 + (210N2 − 200N + 118)Σ21
)
(C5a)
(
IzI2H0|IzH30
)
=
1
212
(
40Σ41 + (200N − 440)Σ21Σ2 + (−320N + 704)Σ1Σ3
+(75N2 − 320N + 413)Σ22 + (30N2 + 208N − 574)Σ4
) (C5b)
(
IzI2H0|IzH20
)
=
1
1024
(
40Σ31 + (60N − 132)Σ1Σ2 + (−30N2 + 32N + 46)Σ3
)
(C5c)(
IzI2H0|IzH0
)
=
1
256
(
(20N − 4) Σ21 +
(
15N2 − 36N + 21)Σ2) (C5d)(
IzI2H0|IzQ
)
=
1
256
(
(75N2 − 124N + 65)Σ1
)
(C5e)(
IzI2H0|Iz
)
=
1
64
((20N − 4)Σ1) (C5f)
b. For IzH30
(
IzH30 |IzH30
)
=
1
214
(
210Σ21Σ
2
2 + (105N − 317) Σ32 + (−18N + 642) Σ4Σ2 − 576Σ1Σ2Σ3
−12Σ21Σ4 + (48N + 128) Σ23 + 192Σ1Σ5 + (48N − 448) Σ6
) (C6a)
(
IzH20 |IzH30
)
=
1
212
(−60NΣ2Σ3 + 30Σ1Σ22 − 40Σ21Σ3 + 60Σ1Σ4 + 60Σ2Σ3 − 48Σ5) (C6b)(
IzH30 |IzH0
)
=
(
IzH20 |IzH20
)
(C6c)(
IzH30 |IzQ
)
=
1
1024
((−6N2 + 22N + 20)Σ3 + (21N − 75) Σ1Σ2 + 20Σ31) (C6d)(
IzH30 |Iz
)
=
(
IzH20 |IzH0
)
(C6e)
c. For IzH20
(
IzH20 |IzH20
)
=
1
1024
(
20Σ2Σ
2
1 + (15N − 29)Σ22 − 32Σ3Σ1 + (6N + 22)Σ4
)
(C7a)
17
(
IzH20 |IzH0
)
=
1
256
((−6N + 2)Σ3 + 6Σ1Σ2) (C7b)(
IzH20 |IzQ
)
=
1
256
(
(7N − 5)Σ21 + 3(N(N − 6) + 5)Σ2
)
(C7c)(
IzH20 |Iz
)
= (IzH0|IzH0) (C7d)
4. Matrix elements for arbitrary h
a. Integrability exploitation and first order quantities
(Hzl (h)|Hzl (h)) =
2
64
(
S(l)
)2
+
3
64
(N − 1)Q(l) + h
2
16
(N + 1) (C8a)
(Hl(h)|Hl(h)) = 3
16
Q(l) +
h2
4
(C8b)(
Hzl (h)|Hzp (h)
)
=
1
16
J (l)p
(
S(p) − S(l)
)
− 3
64
(N − 3)
(
J (l)p
)2
+
h2
8
, l 6= p (C8c)
(Hl(h)|Hp(h)) = − 3
16
(
J (l)p
)2
, l 6= p (C8d)
(Hl(h)|Hzl (h)) = −
h
8
S(l) (C8e)(
Hl(h)|Hzp (h)
)
= 0, l 6= p (C8f)
(Iz|Iz) = 1
4
(N + 1) (C8g)
(Hz0 (h)|Iz) =
1
8
Σ1 (C8h)
(H0(h)|Iz) = −h
4
(C8i)
b. For H20 (h)
(
IzH0(h)|H20 (h)
)
= − 3
64
hΣ2 − h
3
16
(C9a)(
H0(h)|H20 (h)
)
= − 3
32
Σ3 (C9b)(
H20 (h)|H20 (h)
)
=
5
32
h2Σ2 +
15
256
Σ22 +
3
128
Σ4 +
h4
16
(C9c)
c. For IzH20 (h)
(
IzH0(h)|IzH20 (h)
)
=
3
32
Σ1h
2 +
3
128
Σ1Σ2 +
1
128
Σ3 − 3
128
NΣ3 (C10a)(
H0(h)|IzH20 (h)
)
=
(
IzH0(h)|H20 (h)
)
(C10b)(
IzH20 (h)|IzH20 (h)
)
=
3
64
h2Σ21 +
5
128
h2Σ2(N − 1) + 5
256
Σ21Σ2 +
1
1024
(15N − 29)Σ22
− 1
32
Σ1Σ3 +
1
512
(11 + 3N) Σ4 +
1
64
h4(N + 1) (C10c)(
H20 (h)|IzH20 (h)
)
=
(
H0(h)|IzH30 (h)
)
(C10d)
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d. For H30 (h)
(
IzH0(h)|H30 (h)
)
= − 1
16
h3Σ1 − 5
64
hΣ2Σ1 +
1
16
hΣ3 (C11a)(
H0(h)|H30 (h)
)
=
(
H20 (h)|H20 (h)
)
(C11b)(
H30 (h)|H30 (h)
)
=
21
256
h4Σ2 +
105h2Σ22
1024
− 3
512
h2Σ4 +
105Σ32
4096
+
3
256
Σ23 +
3
256
Σ6 − 9Σ4Σ2
2048
+
h6
64
(C11c)(
H20 (h)|H30 (h)
)
= − 5
64
h2Σ3 − 15
256
Σ2Σ3 (C11d)(
IzH20 (h)|H30 (h)
)
=
(
H20 (h)|IzH30 (h)
)
(C11e)
e. For IzH30 (h)
(
IzH0(h)|IzH30 (h)
)
=
(
IzH20 (h)|IzH20 (h)
)
(C12a)(
H0(h)|IzH30 (h)
)
=
(
IzH0(h)|H30 (h)
)
(C12b)(
IzH30 (h)|IzH30 (h)
)
=
15
512
h4Σ21 +
21(N − 1)
1024
h4Σ2 − 3h
2Σ3Σ1
32
+
63h2Σ2Σ
2
1
1024
+
105N − 267
4096
h2Σ22 +
165− 3N
2048
h2Σ4 +
321Σ4Σ2
8192
+
105Σ21Σ
2
2
8192
− 9Σ1Σ2Σ3
256
+
Σ23
128
+
3NΣ23
1024
+
3
256
Σ1Σ5 − 7Σ6
256
+
3NΣ6
1024
− 3Σ
2
1Σ4
4096
− 9NΣ4Σ2
8192
+
(105N − 317)Σ32
16386
+
h6(N + 1)
256
(C12c)(
H20 (h)|IzH30 (h)
)
= − 5
128
h3Σ2 +
5
128
hΣ1Σ3 − 15
512
hΣ4 − 15hΣ
2
2
1024
− h
5
64
(C12d)(
IzH20 (h)|IzH30 (h)
)
=
5
128
h4Σ1 +
15
256
h2Σ1Σ2 − 5
256
(N + 1)h2Σ3 +
15Σ1Σ
2
2
2048
− 5
512
Σ21Σ3 +
15Σ1Σ4
1024
− 3
256
Σ5 − 15
1024
(N − 1)Σ2Σ3 (C12e)(
H30 (h)|IzH30 (h)
)
= − 3
128
h5Σ1 − 21
256
h3Σ1Σ2 +
1
16
h3Σ3 +
9
128
hΣ2Σ3
+
3hΣ1Σ4
1024
− 3
128
hΣ5 − 105hΣ1Σ
2
2
2048
(C12f)
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