Abstract-We consider the problem of optimizing the number of replicas for event information in wireless sensor networks, when queries are disseminated using expanding rings. We obtain closed-form approximations for the expected energy costs of search, as well as replication. Using these expressions we derive the replication strategies that minimize the expected total energy cost consisting of search and replication costs, both with and without storage constraints. In both cases, we find that events should be replicated with a frequency that is proportional to the square root of their query rates. We validate our analysis and optimization through a set of realistic simulations that incorporate non-idealities including deployment boundary effects and lossy wireless links.
I. INTRODUCTION
While the nodes in a sensor network can be operated in a continuous data gathering mode, this approach is not useful except for very simple applications. Continuous data gathering from all sensors is generally very inefficient if most of the sensed information is not essential, or if there are multiple sinks that may need to request different subsets of the sensed information at different times. In such contexts it is better to think of the sensor network as a decentralized data storage system (see [1] for an excellent survey of data-centric storage techniques). In such a data-centric storage approach, the sensed data can be either stored locally or at one or more remote locations within the network. Event information is obtained by sinks through queries that are issued on an on-demand basis.
In this work, we focus on the case of replicated event information stored at multiple storage points in the network in a randomized manner. Multiple replicas of an event (or in the case of large data items, pointers to where the original event information is stored) can be either placed carefully at predetermined locations or randomly. The former approach is exemplified by hashbased data centric storage techniques such as GHT [2] , DIM [3] , etc., and can be efficient since queries can be sent directly to the storage location. However, randomized storage of replicated information is justified in some scenarios when there is a high overhead for maintaining shared predetermined location information across the entire network (due to dynamics such as changes, movements and failures of nodes in the network). Randomized storage can also provide for a more load-balanced storage over time, and, in some cases, provide greater security by making it difficult to identify and target nodes containing critical information.
With unstructured, randomized storage, however, the querying nodes must resort to some form of blind search. We focus on expanding ring queries in which there are successive rounds of controlled floods with increasing TTL-values to detect the nearest copy of the queried information. While the tradeoffs we explore can be generalized to other search techniques, our motivation for focusing on expanding ring-based queries is that these have been relatively well studied [4] , [5] . In particular, we use the dynamic programming algorithm proposed by Chang and Liu [5] to perform optimal expanding ring searches.
Intuitively, the performance of a TTL-based expanding ring search improves with additional replicas. When there are more randomly placed replicas in a network, the likelihood that the event being searched for is located within a smaller number of steps, close to the sink, becomes higher. However, this reduction in the expected search energy cost comes at the expense of an increased energy cost for replication. Our goal is to minimize the total expected energy cost consisting of search and replication costs by carefully selecting the optimal number of replicas. We assume there can be limited storage at each sensor node in some networks. In such scenarios, the optimization must explicitly consider storage constraints. We therefore consider both constrained and unconstrained versions of this optimization problem. This paper is organized as follows. We first model the search cost of optimal TTL-based/exanding ring search in section II. While a constructive solution to optimal search is provided by modifying the dynamic programming algorithm developed by Chang and Liu [5] , we find that obtaining a closed form exact expression for the cost of the optimal search as a function of number of replicas appears to be intractable. We therefore first develop bounds on the optimal search cost. An upper bound is provided by an expression we derive for the step-by-step expanding ring search. We also derive a lower bound using a genie argument. We show that both bounds decrease inversely with the number of replicas, motivating an approximation for the expected optimal search cost.
We then present expressions for the expected replication cost for disk and square deployments in section III. Then, we combine these expressions to provide the total combined cost of search and replication as a function of the number of replicas and solve for the optimal number of replicas with and without storage constraints in section IV.
We validate our analysis through a set of simulations in section V. These simulations are performed using a realistic wireless network topology generator [9] . Although we find that the node placement distributions and optimal search sequences can be significantly different between simulations and analysis, we find that the corresponding expected search and replication costs are quite similar and that the optimal replication number obtained through analysis matches the simulation results quite closely. Finally, we present concluding comments in section VI.
II. MODELING SEARCH COST

A. Scenario, assumptions, notation
We consider a circular area with nodes deployed with a uniform random distribution. Each node can communicate with any other node that is placed within a radio range R, and it is assumed that the network is sufficiently dense so that all nodes within a distance kR of the sink can be reached in k hops. The nodes in the circular area are all located within L hops of the sink. When modelling the search cost we assume that the sink is located in the center of the region (we will relax these assumptions in the simulation study in section V.) We assume that there is always a copy of the information being queried for, within the network. We also assume that all replicated copies of this information are placed at random uniformly within the network. The sink issues the query in successively expanding rings according to a search sequence (we shall describe below how the optimal search sequence is derived using dynamic programming). The cost of querying and replication is modelled as being directly proportional to the number of transmissions incurred for each. Figure 1 illustrates a sample network for R = 1. The sink is denoted by an 'x' while the replicas of a particular event that is being queried for are denoted by a star. Say the expanding ring search is denoted by the query sequence {5, 10}, then the query is carried out in two steps. First all nodes within the first five hops (i.e. within a distance 5) are searched through a controlled flood. If the nearest copy of the replicated information is located within this distance (as in the figure), the search stops right at this point. Else, another flood covering the whole network within a distance 10 is issued. Table I summarizes the notation to be used in the analysis.
B. Nearest replica location distribution
We first derive the distribution of the nearest copy of an event when events are replicated randomly in the circular deployment area. This distribution is an important building block for the analysis as it aids in determining the optimal search strategy when events are replicated in the network.
The expected number of nodes within one hop of the sink is then a = πR 2 ρ, where ρ is the node density. The expected number of nodes that are exactly k hops away is a(k Cost of controlled flooding with a TTL value of k F (k|c)
Conditional tail probability of locating the nearest copy of the event beyond k hops, given that it is not located within c hops of the sink V (c)
Value function for the dynamic program nodes that are located within the circular region of L hops from the sink is then given as
Say n replicas of an event are created and placed randomly in the network (in addition to the original copy at the source sensor). Let X min (n) be the random variable representing the hop count of the nearest copy of the event from the sink. The probability that all (n+1) copies of the event information are located more than k hops away from the sink is then given by the expression:
(2) Figure 2 illustrates how this distribution varies with the number of replicas in a typical network. As may be intuitively expected this distribution shifts to the left (i.e. the nearest copy is located closer to the sink) as the number of replicas increases. This should result in a lower search cost with increasing replication size.
A related quantity that is of use in determining the optimal expanding ring strategy is the conditional probability that the nearest copy of the event is located more than k hops away given that it is known that it is not located within c hops. This is expressed as follows (assuming k ≥ c):
C. Optimal expanding ring search
Any expanding ring search can be characterized as a vector u = {u 1 , u 2 , . . . u m } that describes the sequence of successive TTL values for controlled flooding in each step. To ensure that the entire area is covered in the worst case, u m is set to L. For example, let u = {1, 5, 10} for a network where the maximum hop count is L = 10. Then the expanding ring search would proceed as follows: first the nodes within 1-hop are searched for the event through a controlled flood with TTL value of 1. If no copies of the event are located in this first step, then all nodes within 5 hops are searched for the event through a larger controlled flood. If still no copies of the event are located in the second step, then all nodes in the network (within 10 hops) are searched. If at any step at least one copy of the event is located, the search terminates successfully at that step.
We will assume that each transmission (and the corresponding receptions) incurs a unit cost. The cost of the controlled flooding incurred in the i th search step is given as:
For a given search sequence vector u, assuming there are (n + 1) total copies of the event in the network, the expected search cost is then
where P r{X min > u 0 } is defined to be 1 (since the search sequence starts with u 1 , and it is guaranteed that there is at least one copy of the event being queried somewhere in the network).
To minimize this search cost, the optimal TTL sequence must be obtained. Chang and Liu [5] have developed a dynamic programming solution to solve this problem. This dynamic program uses the following recursive property.
Let the value function V (n) be the minimum expected cost-to-go (over all choices of TTL values), given that the most recently used TTL value k did not locate the object. Then
In the case of multiple replicas, we use the tail distribution F (k|c) we obtained in equation (3) . The optimal search sequence u is obtained by recursively calculating the value function, and then tracking back through the choices made at each step to determine the optimal TTL value for each stage. This search sequence can then be used in equation (5) to determine the expected cost of the optimal strategy. However, this algorithmic approach does not yield a tractable closed form expression for this cost as a function of the number of replicas. We therefore first try to derive lower and upper bounds on the cost, before developing an approximate expression for the optimal cost based on the bounds.
D. Genie-assisted lower bound on optimal search cost
We first obtain a genie-assisted lower bound for the optimal cost. Imagine, before each query, we had a genie or oracle that gave the exact distance from the sink (in number of hops) to the nearest located copy of the event. Let us denote this exact distance by x min . Knowing x min before the query is issued, the best possible search strategy for the sink to apply is to set the first TTL value of the search sequence to this value, i.e. set u 1 = x min . Such a genie-assisted strategy is guaranteed to find the information in one step, with a cost of C f (x min ). Consider any other expanding ring sequence u ; if x min > u , the expected cost of that strategy must be higher than that of the Genie-assisted strategy because the nodes in the first ring will have to be covered twice or more in the search; if x min < u , then also the expected search cost will be higher because a greater number of nodes will have to be searched in the first ring. Hence the genie-assisted strategy is guaranteed to provide a lower bound to any expanding ring strategy.
The expected cost of the genie technique C s,lower can be derived as follows 1 :
Now,
The pdf for X min is then derived as
Now we can obtain the necessary expectations as follows:
Substituting equations (7) and (8) into equation (6), we get that
Proposition 1: The search cost of the optimal expanding ring strategy is lower-bounded by a function that decreases with the number of replicas n as 1 n+2 . Proof: Note that the Gamma function Γ(k) is a monotonically increasing function for k ≥ 2 that has the property 1 We have used a continuous probability domain approximation to obtain closed-form expressions here. We have verified through numerical simulations that the obtained expression for the lower bound matches the bound from the discrete version of the problem very closely.
that Γ(k) = (k − 1)! for any integer k ≥ 2. Then,
E. Upper bound on optimal search cost
We now derive an upper bound on the cost of the optimal search strategy. One simple search strategy that is found empirically to match the performance of the optimal strategy closely for large number of replicas n is the step-by-step expanding ring search, in which the search sequence is simply {1, 2, 3, 4, . . .}. The expected cost for this strategy is given as:
This expression can be closely approximated by a continuous integral:
Proposition 2: The search cost of the optimal expanding ring strategy is upper-bounded by a function that is proportional to 
F. Approximation for optimal search cost
Based on propositions 1 and 2, it is reasonable to model the search cost of the optimal strategy as being proportional to 1 n+2 . We thus obtain the following approximation for the search cost of the optimal expanding ring strategy:
In this approximation, c is a curve-fitted constant, that is seen to converge to a value close to 2.15 as the size of the deployment area increases (i.e. for large L), as shown in table II. Figure 4 compares the approximate search cost expression with the numerically optimal search strategy. We see a close match, particularly when the network is large and the number of replicas is relatively small.
III. MODELING THE REPLICATION COST
We are assuming that events are likely to be generated at any location in the network, and that they are replicated at the different locations at random. We assume Assuming sufficient node density, the number of transmissions required to move data between any pair of locations a distance d apart along the shortest path between them is approximately d/R. Thus the expected cost of creating any replica is given by the ratio of expected distance between any pair of points in the area and the radio range R. We present expressions for the expected distance between two points, for circular and square regions.
A. Circular area
For a circular region, there is a known geometric result referred to as disk line picking [6] , which gives the expected distance between any two points in a unit circle to be:
Using this result, we get the following expression for the expected cost of creating n replicas of the event information in a circular region of radius LR to be:
B. Square area
Similarly, for a square, the expected distance in the square of width wR is
From this, we get that
IV. OPTIMIZATION FORMULATION
We can formulate the problem of optimizing the number of replicas for each event as follows:
where
Here q i is the query rate for the i th of m events, n i is the number of replicas of event i, and S is the total network storage limit. For a circular region, the expressions for C search (n i ) and C replication (n i ) are as obtained in equations (9) and (10), respectively. We solve this problem using the method of Lagrange multipliers. The Lagrangian function for this inequality-constrained optimization problem can be expressed using a slack variable s as follows:
It can be shown that the objective function is convex; hence, the following first-order conditions are sufficient for global minimization:
i) When the constraint is inactive we can solve directly from equation (15), setting λ = 0:
ii) When the constraint is active, (i.e. s=0, λ ≥ 0), we get from equation (15):
λ is a constant that can be solved by substituting the above equation into equation (16), setting s = 0:
Substituting this back into (19), we get the following simplified expression:
To determine whether the constraint is inactive or active, it is sufficient to verify whether the sum of n * i obtained from equation (18) is less than S − m. If not, then equation (21) should be used to compute the optimal constrained n * i . A striking observation is that in both cases the optimal strategy is to have the replication number of each event to be proportional to the square root of the query. We note that this outcome is very similar to a result in unstructured peer-to-peer wired networks [8] , which also argues for replicating content with a rate proportional to the square root corresponding frequency of access. However, there are key differences between that work and ours, including the type of search analyzed (expanding rings in a wireless network with a geometrically defined 2-D structure versus random walk on an arbitrary wired network graph), and the absence of replication cost. Figure 5(a) shows the total cost of querying and replication C NET as a function of the number of replicas for different query rates for a single event. Figure 5(b) illustrates how the total cost may vary for the case of two events, as a function of the number of replicas for each event. Figure 5(c) shows the contours of this function, along with two sets of lines that represent different storage constraints. With the first storage constraint (a large value of S), there is sufficient storage available that the unconstrained optimal point A can be selected as the operating point, by allocating the corresponding optimal number of replicas for both events. However, under the tighter storage constraint 2 (smaller S), the original unconstrained optimal solution lies outside the feasible operation region. Hence, point B, which minimizes the function while maintaining storage feasibility, provides the optimal constrained solution in this case.
V. REALISTIC SIMULATIONS
A. Methodology
We use a realistic link layer model generator for wireless sensor networks [9] , which determines the location of each node and the packet reception rate (PRR) of each pair of nodes. Table III shows parameters for our wireless sensor network topology to simulate on (corresponding to a dense deployment of Mica 2 motes). Given the realistic topology, our simulator performs the following procedures at each round: 1) Randomly choosing a source node which is considered to have the original event information 2) Counting the actual replication cost for n replicas chosen randomly 3) Randomly choosing a querier node in the given node pool. 4) Counting the actual search cost using the optimal search strategy.
Our numerical results are computed based on 10000 rounds for each n value.
1) Counting the actual replication cost:
The replication is done not by flooding, but rather through individual unicast transmissions from the source to the requisite number of random replication locations. We use the ETX (expected number of transmissions with retransmissions) metric [10] to define the routing strategy for the unicast transmissions. Specifically, the transmission on the edge Fig. 6 . Experiment for the node number distribution from i to j costs β P RRi,j , where β is the cost of a single transmission, and P RR i,j is the packet reception rate from i to j, and a message between any pair of nodes in the network is routed along the shortest cost path between them. Here, we have assumed that acknowledgement packets (which are likely to be much shorter) are always received reliably. In the simulation results we count the actual replication cost by counting the actual total number of transmissions on the shortest unicast path and multiplying it by β.
2) Counting the actual search cost:
In order to find out the search cost, we need to find out the optimal search strategy. In order to use the optimal search strategy from the dynamic programming methodology [5] , we need to know the distribution of number of nodes with respect to the hop distance from the querying node. However, it is not easy to determine the hop-distribution in the realistic wireless topology considered in the simulations, where the links are lossy and asymmetric. Even for a given topology, the number of nodes of i th hop (for a single query event) is a random variable whose expectation is not easily obtained. Since we need to compute the distribution for any querying node in the network, it is particularly important to obtain an approximation that can be calculated simply. The approach we have taken is to look at the hop-distribution of the subgraph formed when all links with packet reception rates below 0.5 are blacklisted from the network. As a sanity check, we have compared the results obtained from this process with the average of the number of nodes at each hop from 100 simulation experiments where these are determined probabilistically in each run according to the PRR values at each edge. The two approaches show remarkably similar results (see figure 6) . the querying node at a distance of i hops. We use the following conditional tail distribution for the dynamic programming,(for k ≥ c):
Following the resulting optimal search strategy, the simulator floods a series of queries until it finds one of the copies of the event. Note that in our simulations, although two queries have the same TTL value, one query might find the event but the other might not, in the same network. It is because the coverage of first query is not necessarily same as that of the second one (because of the lossy wireless links).
B. Results
In our simulations, we relax several assumptions from the mathematical analysis, so that (1) the querier can be any node in the network, (2) the network topology is not necessarily circular (it is the square area for our simulation), and (3) there might be the boundary effect. With these relaxations, the actual optimal search sequence of a node might be different from that of another node when they are considered as a querier at each time. For example, the optimal search sequence of a corner node is {2, 8, 12, 15, 17, 19, 20}, while that of a center node is {2, 4, 6, 7, 8, 9, 10, 11} when there are two replicas of the queried event.
First of all, the theoretical values of our model are as follows; Fig. 8 . Comparison of analytical and simulated search costs as a function of replication size (Region 13 refers to the area of first row and third column when the whole region is divided into 3 rows and 3 columns, and so a querier is randomly selected only in region 13 for the simulation result of region 13.)
where the node density variable a ≈ 10 is obtained from the simulation (since this depends on radio and deployment settings), the value of L ≈ 10 is obtained from aL 2 = N = 1010, and c is obtained accordingly from table II. Therefore, assuming the query rate is 1, the optimal number of replicas is as follows by equation ( The optimal number of replicas from the simulation is found to be n * sim = 12 (see figure 10 . Figure 8 shows the optimal search cost of the simulation and our model, and figure 9 shows the replication cost. As we can see from these figures, our model meets the simulation results very well even with relaxed assumptions. The similarity of the results despite seeing very different hop distance distributions in the simulations suggests that the cost of the optimal search is quite robust to this distribution, particularly in the presence of replicas.
VI. CONCLUSIONS
We have shown how the number of replicas of event information can be optimized for expanding ring-based queries in sensor networks. We have found that a squareroot-proportional replication strategy provides optimal There are several directions in which these results can be extended. The analysis could be extended to other querying mechanisms, including structured storage, since there is a similar tradeoff between search and replication costs in many other settings. The analysis could also be extended to consider more irregular deployment areas, including three-dimensional deployments. We plan to develop distributed implementations which allow for optimal or near-optimal replication without global knowledge of the relative query rates for all events. We also plan to investigate the scaling behavior of querying in storage-constrained sensor networks.
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