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Abstract
The effects of heavy fields modulate the scalar power spectrum during inflation. We
analytically calculate the modulations of the scalar power spectrum from a heavy field
with a separable monomial potential, i.e. V (φ) ∼ φn. In general the modulation is
characterized by a power-law oscillation which is reduced to the logarithmic oscillation in
the case of n = 2.
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1 introduction
Inflation is a leading paradigm for describing the physics in the early universe [1]. Besides solv-
ing the flatness, horizon, and abundant topological relics problems in the hot big bang cosmol-
ogy, inflation can provide a natural mechanism to generate the primordial density perturbations
seeded the CMB temperature anisotropies and the formation of large-scale structures observed
today [2]. The primordial power spectrum of the curvature perturbation, which originated from
the quantum fluctuations deep inside the horizon during inflation, has been confirmed to be of
order 10−5 and nearly scale-invariant [3].
The inflation is supposed to be driven by a canonical scalar field with a flat enough potential
in the simplest version. The energy scale of inflation occurred in the very early universe is likely
to be extremely high, such as the GUT scale (∼ 1016 GeV). Up to now the Higgs is the unique
fundamental scalar field which was confirmed by experiments [4]. However there is a mass
hierarchy problem for Higgs field in the standard model of particle physics. Besides, identifying
Higgs boson as the scalar field that drove inflation will require a non-minimal coupling to
gravity, which keeps the integrity of the standard model of particle physics, yet extend the
“standard model” in gravity. In general, ones believe that a new theory beyond the standard
model is needed, and the inflation should be described in the framework of such a theory. For
instance, as is invoked by the low energy realization of string theory or supergravity, multiple
number of new degrees of freedom become relevant to the inflation. For the multi-field case
when the extra fields have masses much smaller than the Hubble parameter H during inflation,
it is thoroughly studied and discussed, for instance, in [5]. The quantum fluctuations from
these fields are generally coupled with each other even if there is no such direct coupling in
their potential. Therefore the curvature perturbation will not be conserved even after the
horizon-crossing, which can bring some extra k-dependence in the final result of primordial
power spectrum
In this paper, we switch to another limit in which there is a heavy field with effective mass
larger than the Hubble parameter during inflation. In such a two-field model, if the heavy
field is excited, either by a sudden kick or by some special shapes of the potential like those
in [6, 7], it will affect the evolution of curvature perturbation, and usually some oscillatory
feature will appear in the power spectrum as well as the bispectrum. The reason is that the
underdamped solution for the heavy field will interact with the inflaton field mainly via the
dynamical background. Here we we focus on the case with a heavy field whose potential takes
the general form
V (φ) =
1
n
m4−nφn, (1)
where n(≥ 2) is a constant, but not necessarily an integer. Such a potential might emerge
in string or supergravity theories. See, for example some concrete models in [8]. For n = 2,
the scalar field φ is always heavy if m  H; for n > 2, we can define an effective mass by
meff(φ) ≡
√
d2V (φ)/dφ2, and a “heavy” field with potential (1) means m4−nφn−2amp  H2 where
φamp is the oscillation amplitude of the φ field when it oscillates around its local minimum
φ = 0. We analytically calculate the corrections from the oscillation of the heavy field to the
primordial power spectrum of curvature perturbation, and find that a power-law modulation
of the power spectrum generically shows up. For example, we get a concise expression for an
1
integer n > 4 as follows
∆PR
P(0)R
∼
(
k
µk∗
) 5
2
s−3
µ−3/2 sin
[
C(s)
s
µ
(
k
µk∗
)s
+ phase
]
, (2)
where
s =
3n− 6
2n− 8 , (3)
C(s) is a function of s, µ ∼ meff(φ∗)/H is the dimensionless effective mass at φ∗. For n = 4
the oscillatory feature is highly suppressed, while the modulation for 2 ≤ n < 4 is almost the
same as that for n > 4 except the scaling laws of the envelop: µ1/2 (k/(µk∗))
−3 for n = 2 and
µ1/2 (k/(µk∗))
−39/4 for n = 3. Note that the result for n = 2 can be recovered by taking the
limit of s→ 0, and the power-law modulation with k0 is reduced to the logarithmic oscillation
modulation, like that in [9, 10],
∆PR
P(0)R
∼
(
k
µk∗
)−3
sin
(
2µ ln
k
k∗
+ phase
)
. (4)
The observational signals on the CMB anisotropies from the features in Eq. (2) has been already
analysed in [11], based on a completely different physical picture.
This paper is organized as followed. In section 2 we study the background evolution of
the heavy field φ with an arbitrary monomial potential of m4−nφn. After semi-analytically
solving the equation of motion for φ, we calculate the corrections to the Hubble and slow-roll
parameters. In section 3 we calculate the corrections to the equation of motion for the curva-
ture perturbation during inflation, and compute the primordial power spectrum of curvature
perturbation. For an arbitrary n, the corrections to the primordial power spectrum can be
expressed by some integrals, while for an integer n we can get the analytic expression by the
stationary phase method. Summary and discussion are given in section 4.
2 Background evolution and corrections to the slow-roll
parameters
In this paper we focus on the simplest case in which the heavy field does not directly couple to
the inflaton field φinf . The Friedmann equation takes the form
3m2PlH
2 =
1
2
φ˙2inf + Vsr(φinf) +
1
2
φ˙2 +
1
n
m4−nφn, (5)
where mPl = 1/
√
8piG is the reduced Planck scale, Vsr(φinf) is the potential of inflaton field
φinf which provides slow-roll inflation in φinf-direction. Here the power index n(≥ 2) for the
potential of φ field may not be an integer if we take, for instance, brane inflation into account.
For n = 4, the general potential of the heavy field should have taken the form of λφ4, but λ
can be absorbed into φ by a redefinition φ→ λ−1/2φ. Here we suppose that the energy density
of the heavy field φ is subdominant, and the Hubble parameter H is governed by the potential
energy of inflaton field, namely
H2 ' Vsr(φinf)
3m2Pl
, (6)
2
which is roughly a constant during inflation.
The heavy sector might be excited from its local minimum either by a sudden kick caused
by a turn [6], by a non-trivial initial condition [9], or by some specific potential shape [7]. Let
us leave aside the mechanisms of the excitation, but only focus on an initial deviation from
the vacuum denoted by a non-zero initial value φ∗ at time t∗. Then the heavy field φ start
oscillating around its local minimum. It is well-known that the energy density of a heavy scalar
field which is rapidly oscillating around the local minimum of V (φ) ∼ φn goes like, in [12],
ρφ ∼ a−6n/(n+2) (7)
which implies that the amplitude of the oscillation of such a heavy field decreases as
φamp = φ∗
(
a
a∗
)− 6
n+2
, (8)
It is convenient to introduce a dimensionless parameter to describe the fraction of the energy
density of heavy field in the total energy budget during inflation
Ωφ ≡
m4−nφnamp
3nm2PlH
2
(9)
which has the same scaling behavior as ρφ, namely
Ωφ = Ωφ∗a−6n/(n+2), (10)
where
Ωφ∗ =
m4−nφn∗
3nm2PlH
2
(11)
denotes the initial value of the energy fraction of field φ.
For n = 2, the mass of φ is a constant m, and φ is called a “heavy field” if m & H. For
general n, we define the effective mass of φ as the square root of the second derivative of V (φ)
with respect to φ,
meff(φ) ≡
[
d2V (φ)
dφ2
] 1
2
=
√
(n− 1)m4−nφn−2 (12)
which depends on the value of φ. Here the scalar field φ can be taken as a heavy field if
meff(φamp) > H. For simplicity, we can define a new dimensionless mass parameter µ by
µ ≡
√
m4−nφn−2∗
H
. (13)
For n = 2, µ is nothing but m/H. For n > 2, it is meff/H up to a numerical factor at the
beginning of oscillation. So for a heavy φ field, we need meff(φamp) & H, which, together with
(12) and (8), gives the e-folding number for φ staying heavy:
Nheavye .
n+ 2
3(n− 2) ln
[√
n− 1µ] , for n > 2. (14)
3
If the initial effective mass of φ is much larger than the Hubble parameter H, i.e. µ 1, a few
e-foldings for φ being heavy is expected. A useful relation from combing the definition of Ωφ∗
and µ gives
Ωφ∗ =
µ2
3n
(
φ∗
mPl
)2
. (15)
We can either keep Ωφ∗ or φ∗/mPl in our final result. The former one has better physical
meaning, while the latter one helps us to understand the correct µ-dependence when compared
with n = 2 case. The fact that the energy density of the heavy field is subdominant implies
φ∗  mPl/µ where µ 1.
Now we turn to solve the equation of motion for φ which takes the form
φ¨+ 3Hφ˙+m4−nφn−1 = 0. (16)
For n = 2, this is a linear second order differential equation, and its solution and forthcoming
physical results can be found, for instance, in [10]. In this paper we mainly focus on the case
of n > 2. In order to solve Eq. (16), we introduce a new coordinate x and a new variable f as
follows
x = a−
3(n−2)
n+2 , f = a
6
n+2
φ
m
. (17)
Then Eq. (16) becomes
d2f
dx2
− 2n
2
(n− 2)2
f
x2
+
(n+ 2)2
9(n− 2)2
m2
H2
fn−1 = 0. (18)
In some sense, the first term plays a role as “acceleration”. If the last term dominates over the
second term, f will oscillate. The minus sign in the second term indicates that it will damp the
oscillation. Once the second term dominates over the last term, the field φ will not oscillate
any more. Actually this is just what we expect. In the beginning, the field φ is heavy and
it oscillates around its local minimum. With the expansion of the universe, the amplitude of
oscillation damps, and the oscillation ceases when meff(φamp) . H. Here one can check that
the ratio between the last and the second term is nothing but m2eff(φ)/H
2 up to a numerical
factor. In the heavy-field approximation, Eq. (18) is simplified to
d2f
dx2
+
(n+ 2)2
9(n− 2)2
m2
H2
fn−1 ' 0. (19)
After lasting around Nheavye e-foldings, the “friction” term begins to dominate, and φ stops
oscillating. One thing we need to keep in mind is that as the oscillation of φ only lasts for a
limited period of time for n > 2, and the oscillatory features in the power spectrum/bispectrum
only exists for a specific segment of wave numbers. In this paper we focus on the period when
φ is heavy.
The first integral of (19) gives(
df
dx
)2
= C1 − 2(n+ 2)
2
9n(n− 2)2
m2
H2
fn. (20)
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To determine the integral constant C1, we need to connect df/dx with φ˙, which can be done
by recalling the definition of f and x,
df
dx
= − 2
n− 2a
3n
n+2
φ
m
− n+ 2
3n− 6a
3n
n+2
φ˙
mH
. (21)
For the initial conditions, we take φ(t∗) = φ∗, and φ˙(t∗) = 0, which in turn gives
C1 =
4
(n− 2)2a
6n
n+2∗
φ2∗
m2
+
2(n+ 2)2
9n(n− 2)2
m2
H2
fn∗ '
2(n+ 2)2
9n(n− 2)2
m2
H2
fn∗ , (22)
where we consider µ 1 in the last step. Now Eq. (20) can be written as(
df
dx
)2
' 2(n+ 2)
2
9n(n− 2)2
m2
H2
(fn∗ − fn). (23)
The solution of the above equation reads
x = C2 +
f√
C1
2F1
(
1
2
,
1
n
; 1 +
1
n
;
fn
fn∗
)
. (24)
where C2 is another integral constant which can be fixed by the initial condition as well. The
solution of Eq. (19) is the inverse function of (24), f(x), which is a periodic function in x-axis.
To get its period, we can calculate the the distance on the x-axis from f = 0 to f∗, and find
the period as follows
period = 4
f∗√
C1
2F1
(
1
2
,
1
n
; 1 +
1
n
; 1
)
= a
6−3n
n+2∗
12
µ
√
npi
2
|n− 2|
n+ 2
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
. (25)
After obtaining the period of f(x), just for simplicity, we suppose that this periodic function
be mimicked by a sinusoidal function, which gives an approximate solution for φ(a) with a
decaying amplitude as follows
φ(a) ' φ∗
(a∗
a
) 6
n+2
cos Ξ(a), (26)
where
Ξ(a) =
√
pi
2n
n+ 2
3|n− 2|
Γ(1/2 + 1/n)
Γ(1 + 1/n)
µ
[(a∗
a
) 3(n−2)
n+2 − 1
]
. (27)
We see that the envelop of the oscillatary amplitude of φ decreases as that given in (8), which is
obtained in [12] by a different method. Note that the frequency of the oscillation is proportional
to µ which is much larger than one. Therefore φ oscillates for many periods within one Hubble
time H−1, and this justifies our presumption that φ is heavy. Even though process to get the
solution (26) seems only valid for n > 2 apparently, it can however recover the case for n = 2.
Taking n = 2 + ∆ with the limit of ∆→ 0, we find
φ = φ∗
(a∗
a
)3/2
cos
(
µ ln
a
a∗
)
, (28)
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Figure 1: The difference between the numerical solution and semi-analytical solution for the
equation of motion (16) with n = 6 and µ = 100.
which is the same as that in [13]. Furthermore, in order to verify that our semi-analytical
solution is a quite nice approximate solution, we show the difference between the numerical
result and our semi-analytical solution to Eq. (19) for a special case n = 6 in Fig. 1.
Even though our semi-analytical solution is quite close to the numerical solution, taking a
derivative to it needs more caution. An appropriate way to get φ˙ is to go back to the first
integral (20) and (21) to get the algebraic relation with φ expressed in (26). Another algebraic
relation can be found in (16) that connects φ¨ to φ and φ˙. Straightforward algebraic calculations
yield the results:
φ˙(a) = ∓µHφ∗
√
2
n
(a∗
a
) 3n
n+2
√
1− cosn Ξ(a) + 18n
µ2(n+ 2)2
(
a
a∗
)6n−2
n+2
cos2 Ξ(a)
− 6
n+ 2
(a∗
a
) 6
n+2
Hφ∗ cos Ξ(a), (29)
φ¨(a) = −µ2H2φ∗
(a∗
a
) 6(n−1)
n+2
cosn−1 Ξ(a)− 3Hφ˙(a). (30)
Recall µ 1, we see the leading order in (29) is (1− cosn Ξ) in the square root and then φ˙ is
order of µHφ∗. Similarly, the leading order in (30) is the first term which is order of µ2H2φ∗.
This can also be seen from (26): As the frequency of φ(a) is roughly µ, every derivative with
respect to t will contribute a factor of µH. This fact is helpful for us to write down the equation
of motion for the curvature perturbation at the leading order contributed from the heavy field.
From the Friedmann equation (5), we calculate the corrections from the heavy field φ to
6
the Hubble parameter,
H2 = H20
{
1 +
sr
3
−√2srφinf,0 − φinf
mPl
+
ηsr
2
(φinf,0 − φinf)2
m2Pl
+ · · ·
+Ωφ∗
(a∗
a
) 6n
n+2 ∓
(a∗
a
)3 6√2n
µ(n+ 2)
cos Ξ(a)
√
1− cosn Ξ(a) + 18n
µ2(n+ 2)2
(
a
a∗
)6n−2
n+2
cos2 Ξ(a)
+
36n
µ2(n+ 2)2
(a∗
a
) 12
n+2
cos2 Ξ(a)
]}
, (31)
where
H20 =
Vsr(φinf,0)
3m2Pl
, (32)
is the constant part of Hubble parameter. Also, we define the slow-roll parameters for the
inflaton φinf,
sr =
m2Pl
2
(
V ′sr(φinf)
Vsr(φinf)
)2
, ηsr = m
2
Pl
V ′′sr(φinf)
Vsr(φinf)
, ξ2sr = m
2
Pl
V ′sr(φinf)V
′′′
sr (φinf)
Vsr(φinf)2
, (33)
which are all much smaller than one to sustain inflation. The corrections from the heavy sector
in (31) are proportional to Ωφ∗ as we expected. Taking the derivative of (5) with respect to t,
and using the definition of the slow-roll parameter,  = −H˙/H2, we have
 = sr +
φ˙2
2H2m2Pl
,
' sr + 3Ωφ∗
(a∗
a
) 6n
n+2
(1− cosn Ξ(a)). (34)
Similarly, we have
˙ ' ˙sr ± 3
√
n
2
Ωφ∗µH
(a∗
a
) 9n−6
n+2
cosn−1 Φ(a)
√
1− cosn Ξ(a), (35)
¨ ' ¨sr − 3
2
nΩφ∗µ2H2
(a∗
a
) 12n−12
n+2
[
3n− 2
n
cos2n−2 Ξ(a)− 2n− 2
n
cosn−2 Ξ(a)
]
. (36)
3 Modulations of the scalar power spectrum
The evolution of the curvature perturbation in the comoving sliceR is governed by the equation
of motion [14],
u′′k +
(
k2 − z
′′
z
)
uk = 0, (37)
where uk = zR, z =
√
2amPl, and the prime denotes the derivative with respect to the
comoving time τ ≡ ∫ dt/a. Using the definition of z, the above equation reads
u′′k +
[
k2 − 2a2H2
(
1− 
2
+
3˙
4H
− ˙
2
4H22
+
¨
4H2
)]
uk = 0. (38)
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In order to keep the leading order of the power spectrum of curvature perturbation the same
as that in standard single-field slow-roll inflation, we assume that the slow-roll parameter  is
still dominated by the slow-roll part from the inflaton, namely  ' sr which implies
Ωφ∗  sr. (39)
This condition allows us to simply replace all the ’s in the denominators by sr. Therefore,
˙
H
= −2ηsr + 4sr ± 3
√
n
2
Ωφ∗
sr
µ
(a∗
a
) 9n−6
n+2
cosn−1 Ξ(a)
√
1− cosn Ξ(a), (40)
¨
H2
= 362sr + 4η
2
sr − 28srηsr + 2ξ2sr
−3
2
n
Ωφ∗
sr
µ2
(a∗
a
) 12n−12
n+2
[
3n− 2
n
cos2n−2 Ξ(a)− 2n− 2
n
cosn−2 Ξ(a)
]
. (41)
The leading correction from the heavy field is the term proportional to µ2 contained in term of
¨/(H2). The reason is that for the heavy field the derivative with respect to t is order of µH,
where µ 1, and then the term with highest order of derivative makes the main contribution.
Here we focus on the modulation of the power spectrum of curvature perturbation from the
heavy field, and then the equation of motion of the curvature perturbation reads
u′′k+
{
k2 − 2
τ 2
[
1− 3
8
n
Ωφ∗
sr
µ2 (−k∗τ)
12n−12
n+2
(
3n− 2
n
cos2n−2 Ξ(τ)− 2n− 2
n
cosn−2 Ξ(τ)
)]}
uk = 0,
(42)
where
Ξ(τ) =
√
pi
2n
n+ 2
3|n− 2|
Γ(1/2 + 1/n)
Γ(1 + 1/n)
µ
[
(−k∗τ)3
n−2
n+2 − 1
]
. (43)
Assuming that the correction from the heavy field does not break the standard prediction of
single-field slow-roll inflation at the leading order, we require
Ωφ∗
sr
µ2  1 (44)
which is more restricted than that in Eq. (39).
Here the corrections are treated perturbatively, and then Eq. (42) can be solved by iteration
method1. At the leading order, Eq. (42) reads
u
(0)
k
′′
+
(
k2 − 2
τ 2
)
u
(0)
k = 0 (45)
whose solutions are
u
(0)
k,+ =
1√
2k
(
1− i
kτ
)
e−ikτ , u(0)k,− = u
(0)∗
k,+ , (46)
1The correction from the slow-roll corrections in the inflaton can be also treated perterbatively, and linearly
superposed to the corrections from the heavy field.
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where “*” denotes the complex conjugate. We use this solution to replace uk in the correction
terms in (42). We choose the standard Bunch-Davies vacuum [15] which implies that only the
positive-frequency solution u
(0)
k,+ is picked, and then Eq. (42) becomes
u′′k +
(
k2 − 2
τ 2
)
uk = ∆(τ)u
(0)
k,+, (47)
where
∆(τ) = −3
4
n
Ωφ∗
sr
µ2k2∗ (−k∗τ)
10n−16
n+2
(
3n− 2
n
cos2n−2 Ξ(τ)− 2n− 2
n
cosn−2 Ξ(τ)
)
. (48)
The solution to this inhomogeneous differential equation (47) is u
(0)
k,+ + u
(1)
k , where
u
(1)
k (τ) = iu
(0)
k,+(τ)
∫
dτ
∣∣∣u(0)k,+(τ)∣∣∣2 ∆(τ)− iu(0)k,−(τ)∫ dτ (u(0)k,+(τ))2 ∆(τ),
= −3
4
n
Ωφ∗
sr
µ2
ik∗
2k
{(
1− i
kτ
)
e−ikτI1(k, x)−
(
1 +
i
kτ
)
eikτI2(k, x)
}
, (49)
and
I1 =
∫
dx
(
1 +
k2∗
k2x2
)
x
10n−16
n+2
[
3n− 2
n
cos2n−2 Ξ(x)− 2n− 2
n
cosn−2 Ξ(x)
]
, (50)
I2 =
∫
dx
(
1− ik∗
kx
)2
x
10n−16
n+2 e2i(k/k∗)x
[
3n− 2
n
cos2n−2 Ξ(x)− 2n− 2
n
cosn−2 Ξ(x)
]
.
(51)
Here x = −k∗τ is defined as a dimensionless integration variable, and
Ξ(x) =
√
pi
2n
n+ 2
3|n− 2|
Γ(1/2 + 1/n)
Γ(1 + 1/n)
µ
(
x3
n−2
n+2 − 1
)
. (52)
The primordial power spectrum of the curvature perturbation R is
PR = k
3
2pi2
lim
τ→0
∣∣∣∣∣u(0)k + u(1)kz
∣∣∣∣∣ . (53)
Taking the resulf of (49), together with the solution in (46), we have
PR = P(0)R
{
1 +
3
2
n
Ωφ∗
sr
µ2
k∗
k
lim
x→0
Im [I1(k, x) + I2(k, x)]
}
, (54)
where
P(0)R =
H20
8pi2srm2Pl
(55)
is the power spectrum of the single-field inflation, and the corrections I1 and I2 can be expressed
by two integrals (50) and (51). Note that originally, (50) and (51) are indefinite integrals.
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However, adding a constant to either of them is acceptable because the constant can be absorbed
into the solution to the homogeneous equation, u
(0)
k , which in turn is determined by the Bunch-
Davies initial conditions. Thus we can replace the indefinite integral in (50) and (51) by definite
integrals from a positive x to +∞. Since there is a x→ 0 limit outside, it is also equivalent to
set the integral lower limit to 0. Therefore we are treating two definite integrals on the positive
half axis.
These integrals can be done numerically for any n > 2, even for non-interger n’s which is
common in brane inflation [8]. For an integer n, we can use binomial theorem to expand the
power of sinusoidal functions, and integrate I1 and I2 by the stationary phase method term by
term. We leave the details of calculation in the Appendix A, and only write down the final
results:
∆PR
P(0)R
=
Ωφ∗
sr
3 + sgn(4− n)
2n
√
pi
2
n+ 2
|n− 4|
(√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) 21n−30
4n−16
µ
1
2
(
k
µk∗
) 15n−6
4n−16

(
9
2
n− 3
)
1
2n
2n−2∑
j=bnc
(
2n− 2
j
)(
1
j − n+ 1
) 21n−30
4n−16
·
sin Θ(1)n,j − 2
(
1
j − n+ 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
)− n+2
2n−8
µ−1
(
k
µk∗
)− 3n−6
2n−8
cos Θ
(1)
n,j
−
(
1
j − n+ 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
)−n+2
n−4
µ−2
(
k
µk∗
)− 3n−6
n−4
sin Θ
(1)
n,j

−(3n− 3)
n−2∑
j=bn/2c
(
n− 2
j
)(
1
j − n/2 + 1
) 21n−30
4n−16
·
sin Θ(2)n,j − 2
(
1
j − n/2 + 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
)− n+2
2n−8
µ−1
(
k
µk∗
)− 3n−6
2n−8
cos Θ
(2)
n,j
−
(
1
j − n/2 + 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
)−n+2
n−4
µ−2
(
k
µk∗
)− 3n−6
n−4
sin Θ
(2)
n,j
 , (56)
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where bnc is the Gauss floor function that equals to the largest integer not larger than n, and
Θ
(1)
n,j(k) =
4n− 16
3n− 6
(
1
j − n+ 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) n+2
2n−8
µ
(
k
µk∗
) 3n−6
2n−8
+
n+ 2
3n− 6(2j − 2n+ 2)
√
pi
2n
Γ(1
2
+ 1
n
)
Γ(1 + 1
n
)
µ− pi
4
sgn(n− 4), (57)
Θ
(2)
n,j(k) =
4n− 16
3n− 6
(
1
j − n/2 + 1
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) n+2
2n−8
µ
(
k
µk∗
) 3n−6
2n−8
+
n+ 2
3n− 6(2j − n+ 2)
√
pi
2n
Γ(1
2
+ 1
n
)
Γ(1 + 1
n
)
µ− pi
4
sgn(n− 4). (58)
This is our main result. We will discuss this result for different cases individually in the following
part of this section.
3.1 n = 2 case
For n < 4, only the first terms in each squared brackets in (56) dominate because other terms
are all suppressed by some powers of 1/µ. For n = 2, the second summation series vanish, and
the first one has only one term which can be obtained by taking n = 2 + ∆ with ∆→ 0. Then
we find
PR = P(0)R
{
1 +
3
2
√
pi
Ωφ∗
sr
µ1/2
(
k
µk∗
)−3
sin
[
2µ ln
(
k
µk∗
)
+ phase
]}
. (59)
We see that the logarithmic dependence on k in the oscillation is the characteristic feature for
a quadratic heavy field φ.
3.2 n = 3 case
When n = 3, the potential should take the form of |φ|3. Simplifying Eq. (56) for n = 3 gives
∆Pn=3R
P(0)R
= −Ωφ∗
sr
21
√
5pi
211/2
(√
2pi
3
Γ(5/6)
Γ(3/4)
) 33
4
µ1/2
(
k
µk∗
)− 39
4
· sin
4
3
(√
2pi
3
Γ(5/6)
Γ(3/4)
) 5
2
µ
(
k
µk∗
)− 3
2
− 10
3
√
2pi
3
Γ(5/6)
Γ(3/4)
µ− pi
4
+ · · · . (60)
The following terms denoted by dots are suppressed by at least 2−33/4.
3.3 n = 4 case
Since the argument of the sinusoidal functions in the integrals of I1 and I2 are proportional
to x, which gives both the two integrals the form of
∫
dxxpeiκx. However, this integral does
not have any stationary point on the positive real axis, and it equals zero if we add a small
imaginary part to x when it approaches to +∞. So no oscillatory feature appears in the power
spectrum of curvature perturbation for a quartic heavy field.
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3.4 n > 4 case
In this case, by counting the powers of µ we see both the last terms in the square brackets
dominate. Then we have
∆Pn>4R
P(0)R
=
Ωφ∗
sr
√
pi
2
n+ 2
n− 4
(√
2n
pi
Γ(1 + 1/n)
Γ(1/2 + 1/n)
) 17n−38
4n−16
µ−
3
2
(
k
µk∗
) 3n+18
4n−16
·
−
(
9
2
n− 3
)
1
22n−1
2n−2∑
j=bnc
(
2n− 2
j
)(
1
j − n+ 1
) 17n−38
4n−16
sin Θ
(1)
n,j(k)
+ (3n− 3) 1
2n−1
n−2∑
j=bn/2c
(
n− 2
j
)(
1
j − n/2 + 1
) 17n−38
4n−16
sin Θ
(2)
n,j(k)
+ · · · ,(61)
In the series, the magnitude decreases as j increases. Therefore the leading term should be the
j = bnc and j = bn/2c terms in the first and the second terms in the bracket, and the posterior
terms are suppressed at least by 2−(17n−38)/(4n−16). We will discuss the cases with an even n or
odd n separately.
For an even n, bn/2c = n/2. At the leading order, since Θ(1)n,bnc = Θ(2)n,bn/2c, the modulation
to the power spectrum of curvature perturbation reads
∆Pn>4,evenR
P(0)R
=
Ωφ∗
sr
√
pi
2
n+ 2
n− 4
(√
2n
pi
Γ(1 + 1/n)
Γ(1/2 + 1/n)
) 17n−38
4n−16
µ−
3
2
(
k
µk∗
) 3n+18
4n−16
·
{
3n− 3
2n−1
(
n− 2
n/2
)
−
9
2
n− 3
22n−1
(
2n− 2
n
)}
· sin
4n− 16
3n− 6
(√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) n+2
2n−8
µ
(
k
µk∗
) 3n−6
2n−8
+
n+ 2
3n− 6
√
2pi
n
Γ(1
2
+ 1
n
)
Γ(1 + 1
n
)
µ− pi
4
]
+ · · · . (62)
For instance, for n = 6, we have
∆Pn=6R
P(0)R
= − 24300√
2pi7/2
Ωφ∗
sr
(
Γ(7/6)
Γ(2/3)
)8
µ−
3
2
(
k
µk∗
)9/2
· sin
[
8
pi
(
Γ(7/6)
Γ(5/6)
)2
µ
(
k
µk∗
)3
+
2
3
√
pi
3
Γ(5/6)
Γ(7/6)
µ− pi
4
]
+ · · · . (63)
The next-to-leading order terms are suppressed by at least a numerical factor 2−8.
For an odd n, bn/2c = (n − 1)/2, and then Θ(1)n,bnc 6= Θ(2)n,bn/2c. However, an additional
2(17n−36)/(4n−16) factor enhances the term involving Θ(2)n,n/2−1/2 compared to the term Θ
(1)
n,n, and
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therefore the modulation at the leading order is given by
∆Pn>4,oddR
P(0)R
=
Ωφ∗
sr
3(n− 1)
2n−1
√
pi
2
n+ 2
n− 4
(
2
√
2n
pi
Γ(1 + 1/n)
Γ(1/2 + 1/n)
) 17n−38
4n−16
µ−
3
2
(
k
µk∗
) 3n+18
4n−16
(
n− 2
n
2
− 1
2
)
sin
4n− 16
3n− 6
(
2
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) n+2
2n−8
µ
(
k
µk∗
) 3n−6
2n−8
+
n+ 2
3n− 6
√
pi
2n
Γ(1
2
+ 1
n
)
Γ(1 + 1
n
)
µ− pi
4
]
+ · · · . (64)
Omitting the numerical factor, we find that the modulations of power spectrum of curvature
perturbation for n > 4 has a universal form as follows
∆Pn>4R
P(0)R
∝ Ωφ∗
sr
(
k
µk∗
) 5
2
s−3
µ−3/2 sin
[
C(s)
s
µ
(
k
µk∗
)s
+ phase
]
, (65)
where “phase” is the phase term independent on k, s = (3n−6)/(2n−8), and C(s) is a function
of s with non-zero value at s = 0. Here we separate s in the denominator from the other part
of the argument in the sinusoidal function because we would like to write explicitly the first
order pole at s = 0 when n→ 2. For n > 4, we have s > 3/2.
From Eq. (65), we see that the argument in the sinusoidal functions is proportional to
a positive power of k. It indicates that the oscillation period (measured in k) will become
shorter as k increases. And the amplitude of the correction increases as k increases since
it is proportional to a positive power of k for n > 4. It is worth noting that even though
the amplitude of the oscillation grows up as k increases, it will not break the validity of the
perturbation theory because the oscillation lasts a finite number of e-folds. Recalling Eq. (14),
we have a lower limit and an upper limit on the wavenumber k in the oscillation stage, namely
µ−1 <
k
µk∗
< µ−1/s. (66)
Considering s > 3/2 for n > 4, we can see that the prefactor of the correction in (65) is
Ωφ∗
sr
(
k
µk∗
) 5
2
s−3
µ−3/2 <
Ωφ∗
sr
µ−2  µ−4, (67)
where Eq. (44) is used in the last step.
4 Summary and Discusion
In this paper we compute the modulation of the power spectrum of curvature perturbation from
a heavy field with a monomial potential ∼ φn and find that a power-law modulation generically
appears. As the perturbation mode k increases, the amplitude of the sinusoidal modulation
decreases for 2 ≤ n < 4, while increases for n > 4. For n = 4 there is no oscillating modulation.
For interger n’s, we have analytical results.
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In [10] the authors proposed that the oscillations of a heavy spectator field with a potential
m2φ2/2 can be taken as a good candidate for the physical clock in the early universe. Such
oscillations modulate the power spectrum of curvature perturbation as follows
∆Ps.c.R
P(0)R
∼
(
k
kr
) 5
2
q−3
sin
[
1
q2 − q2µ
(
2k
kr
)q
+ phase
]
. (68)
It is interesting that the above modulation looks the same as Eq. (65). In [10] the authors
concluded that q < 1 for inflation and q > 1 for a contracting phase in the early universe.
However, we provide a counter example: q ≥ 3/2 can be obtained for inflation in which the
power spectrum of curvature perturbation is modulated by the oscillations of a heavy field with
potential ∼ φn (n > 4). Therefore, if we find some signal featured by the above formula in
the future, whether it comes from the heavy field with an arbitrary monomial potential or just
from the quadratic standard clock picture in a contracting phase is indistinguishable.
Actually we believe that in principle it is impossible to distinguish the inflationary expansion
from the contracting phase by concerning the correlation functions of curvature perturbation.
Since H ≡ d ln a/dt > 0 for the expanding phase and H < 0 for the contracting phase, we
can distinguish the expanding phase from the contracting phase by measuring the sign of H.
However, in general, the n-point correlation function of curvature perturbation takes the form
〈ζk1ζk2 · · · ζkn〉 ∝ P n−1ζ , (69)
where Pζ ∝ H2. Therefore it is impossible to determined the sign of H by measuring the the
n-point correlation function of curvature perturbation.
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A Some integrals
Integral (50) is like ∫ ∞
0
dx xaeibx, (70)
after we expand the cosine function into exponentials. The integrand of (70) oscillates with
the same period severely, therefore we can add a small imaginary part to x and find that the
integral equals to zero on the full positive x-axis.
Integral (51) has a templet of
I(n, l, b) =
∫
dx x
10n−16
n+2
−le2iκx cosb Ξ(x), (71)
where l = 0, 1, 2 correspond to three terms in the bracket in (51), b = n− 2, 2n− 2 correspond
to two different types of cosine functions in (51), and κ ≡ k/k∗. We express the cosine function
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as a linear combination of exponential functions, then use the binomial series to expand it,
cosb Ξ =
1
2b
(
eiΞ + e−iΞ
)b
=
1
2b
eibΞ
(
1 + e−2iΞ
)b
=
1
2b
eibΞ
∞∑
j=0
(
b
j
)
e−2jiΞ, (72)
where (
b
j
)
=
b(b− 1)(b− 2) · · · (b− j + 1)
j!
(73)
are the binomial coefficients. If b is an integer, (72) will be truncated at (b+1)-th term because
all the terms later will be multipled by 0. If b is non-integer, (72) will become infinite series.
Using (72), we can represent (71) as
I(n, l, b) =
1
2b
∞∑
j=0
(
b
j
)∫
dx x
10n−16
n+2
−leiΛω(x), (74)
where
Λ ≡ (2j − b)
√
pi
2n
Γ(1/2 + 1/n)
Γ(1 + 1/n)
µ, (75)
ω(x) ≡ 2κ
Λ
x− n+ 2
3(n− 2)
(
x
3(n−2)
n+2 − 1
)
. (76)
Here Λ 1 because it is just µ multipled by a pure number, and iΛω(x) is therefore a rapidly
oscillating phase factor. This integral can be done by the stationary phase method. We will
mostly follow the discussions in [16]. Here ω′(x) = 0 gives the stationary point. If b > 2j, the
place with the stationary phase will be on the negative axis, which means an integral from 0
to +∞ gives zero. If b = 2j, ω(x) ∝ x, and the integral contributes to zero too, just as in the
n = 4 case. Only for b < 2j there is a positive stationary point lays in
xsp =
(
2κ
Λ
) n+2
2(n−4)
. (77)
This gives the result∫ ∞
0
dx x
10n−16
n+2
−leiΛω(x)
≈ x
10n−16
n+2
−l
sp e
iΛω(xsp)
∫ ∞
0
ei
Λ
2
ω′′(xsp)(x−xsp)2 ,
=
√
pi
2Λ |ω′′(xsp)|x
10n−16
n+2
−l
sp e
iΛω(xsp)+i
pi
4
sgn(ω′′(xsp))
[
1− erf
(
−xsp
√
−iΛ
2
ω′′(xsp)
)]
, (78)
where
ω(xsp) =
2(n− 4)
3(n− 2)
(
2κ
Λ
) 3n−6
2(n−4)
+
n+ 2
3(n− 2) , (79)
ω′′(xsp) = −2(n− 4)
n+ 2
(
2κ
Λ
) n−10
2(n−4)
, (80)
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and erf is the error function defined by erf(z) = 2√
pi
∫ z
0
e−t
2
dt. We notice that both ω(xsp) and
ω′′(xsp) are equal to zero for n = 4. It indicates that the integral in Eq. (71) equals zero for
n = 4. To step further let us focus on the argument of the error function, which gives
− xsp
√
−iΛ
2
ω′′(xsp) = −eisgn(n−4)pi/4
√
|n− 4|
n+ 2
√
k∗
2k
(
2
2j − b
√
2n
pi
Γ(1 + 1/n)
Γ(1/2 + 1/n)
µ−1
) n+2
4n−16
.
(81)
Forget the numerical factors, this argument is roughly µ(n+2)/(16−4n), which is much larger than
1 for n < 4, and much smaller than 1 for n > 4. Therefore, taking into account the imaginary
part, and expand the error function at large µ limit for n < 4 and at small µ limit for n > 4
respectively, we have
erf(−e−ipi/4#µ n+216−4n ) = −1 + µ
− n+2
16−4n√
pi
ei#
2µ
n+2
8−2n+ipi/4 + · · · , for n < 4; (82)
erf(−eipi/4#µ n+216−4n ) = − 2√
pi
#µ−
n+2
4n−16 eipi/4 + · · · , for n > 4. (83)
Here # represents the insignificent numerical factor in (81) that we would like not to write
down explicitly. If we only forcus on the leading order, the squared bracket in (78) is[
1− erf
(
−xsp
√
−iΛ
2
ω′′(xsp)
)]
=

2, for n < 4;
1, for n > 4,
=
3 + sgn(4− n)
2
. (84)
And this gives us the result for integral I(n, l, b) for n 6= 4,
I(n, l, b) ≈ 3 + sgn(4− n)
2b+2
√
pi
2
n+ 2
|n− 4|
(
k
µk∗
) 19n−22
4n−16
µ−1/2
∞∑
j>b/2
(
b
j
)(
2
2j − b
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) 21n−30
4n−16
(
2
2j − b
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
· k
µk∗
)−l n+2
2n−8
· exp
i4
3
n− 4
n− 2
(
2
2j − b
√
2n
pi
Γ(1 + 1
n
)
Γ(1
2
+ 1
n
)
) n+2
2n−8 (
k
µk∗
) 3n−6
2n−8
µ
+i
n+ 2
3n− 6(2j − b)
√
pi
2n
Γ(1/2 + 1/n)
Γ(1 + 1/n)
µ+ i
pi
4
sgn(4− n)
]
. (85)
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