Abstract. The aim of this paper is to study multidimentional β-continued fraction algorithm over the field of formal power series. In the case of the Modified Jacobi-Perron algorithm, we prove that it converges.
Introduction
In [4] , we studied multidimensional continued fraction algorithm over the field of formal power series. In the case of the Brun algorithm by using its homogenous version, we prove that it converges. In this paper, we study multidimentional β-continued fraction in the case of the Modified Jacobi Perron algorithm (MJPA), we prove that it converges.
The field of formal power series
In order to state our results, we need to introduce some basic notion of the field of formal power series. Let F q be a field with q elements of characteristic p, F q [X] the set of polynomials of coefficients in F q and F q (X) its field of fractions. The set F q ((X −1 )) is the field of formal power series over F q F q ((X −1 )) = {f = +∞ j=s f j X −j : f j ∈ F q , s ∈ Z}.
3. β-Continued fraction in F q ((X −1 )) Let β = (β i ) i∈Z with β i ∈ F q ((X −1 )) \ {0}, such that deg(β i ) i∈Z is a strictly increasing sequence of integers. β is called base sequence. Let
be the set of admissible digit strings associated to the sequence β. Lemma 1. Let β = (β i ) i∈Z be a base sequence and S the associated set of admissible digit strings. Then each ω ∈ F q ((X −1 )) admits a unique representation of the form
The above lemma justifies that we call (β, S) a digit system. Conversly, a formal power series associated to a given string in the digit system (β, S) is given by the evaluation map
If a representation ends in infinitely many zeros, it said to be finite, and the final zeros are omitted. If all the s i on the right hand side of the radix point are zeros, the representation is said to be an integer representation.
The set of all ω ∈ F q ((X −1 )) admitting an integer representation is called the set of β−integers. For ω ∈ F q ((X −1 )), we define the β−integer and the β−fractional part by
respectively. Now we are in a position to introduce our new algorithm, called β−continued fraction algorithm. The study of this algorithm is similar to the study of the usual continued fraction expansions. Let β = (β i ) i∈Z be a base sequence and let
We can define the β-continued fraction by the β-transformation T β on D(0, |β 0 |), which is given by the following mapping
For any base sequence β, the so-called β-continued fraction is introduced in [7] . A β-continued fraction is an expression of the form
where a 0 ∈ I(β) and a i ∈ H(β) for i ≥ 1. It is easy to prove that deg a i > deg β 0 for all i ≥ 1.
Remark 2. If β = (X i ) i∈N , then the transformation T β describe the regular continued fraction over the field of formal power series and has been introduced by Artin [8] .
Multidimensional continued fractions
Let B ⊂ E and T : B −→ B be a map. The pair (B, T ) is called a fibred system if there exists a finite or countable partition {B(P ) : P ∈ I} of B, where I ⊂ F q [X] n , such that the restriction of T to any B(P ) is an injective map. As E is a normed space, we assume that a system defines an algorithm of multidimensional continued fractions if for all P = (P 1 , . . . , P n ) ∈ I, there exists an (n + 1) × (n + 1) invertible matrix α(P ) = (C i,j ) with entries in F q [X] such that if y = T f where f ∈ B(P ), then
The map T is called a multidimensional continued f raction algorithm. For all 1 ≤ i ≤ n, if f ∈ B(P (1) ), then T i f ∈ B(P (i) ). The sequence P (1) , P (2) , . . . , P (n) , . . . is called the expansion of f by the algorithm T.
Let β(P ) = (B i,j ) be the inverse matrix of α(P ), we set
where 0 ≤ i, j ≤ n, then y = T s f if, and only if, ) are the convergents of f.
Definitions
In this section, we define a map T β which is arisen from β-MJPA.
for j < i ≤ n.
The matrix
that is, 
For (ϕ 1 , . . . , ϕ n ) = (0, . . . , 0), we define M the (n + 1) × (n + 1) unit matrix I n+1 . We put
where (ϕ
n ) = (ϕ 1 , . . . , ϕ n ). Since, we consider the columns of the matrix
n+1 which we use often. B i , 1 ≤ i ≤ n, will be numerator.
Evidently, 
. 
where
Since det M (1) . . . M (s) = ±1, which follows from (4), we see that B , we see that
(iii) i 2 = n + 1
From (5), we find that B 
and obtain following theorem.
Theorem 1. For any (ϕ 1 , . . . , ϕ n ) ∈ L n , we have
whenever T s β (ϕ 1 , . . . , ϕ n ) = (0, . . . , 0), for any 0 ≤ s ≤ s. Proof. We prove the theorem using the method of mathematical induction. For n = 1, we have from the definition, for (
On the other hand, for (
From (9) and (10), the assertion of theorem holds for s = 1. Now, we assume that the assertion of the theorem holds by s, and we will show that the assertion holds for s + 1. Note that κ(s + 1) is chosen by (ϕ
From (8),
Thus the assertion holds for s + 1, completing the proof.
is called the s-th convergent of ϕ = (ϕ 1 , . . . , ϕ n )
by the β-MJPA and M (1) . . . M (s) the matrices expansion by this algorithm. Morover the expansion by the β-MJPA is said to be finite or infinite if T s β (ϕ 1 , . . . , ϕ n ) = (0, . . . , 0) for some s ≥ 0 or T s β (ϕ 1 , . . . , ϕ n ) = (0, . . . , 0) for any s ≥ 0, respectively.
6. Convergence of A-Modified Jacobi-Perron algorithm over the field of formal power series Now, we give the main result.
In order to prove this theorem we need the following lemma
holds for any s ≥ 1.
Proof. We prove this result by using the mathematical induction on s. Note that
Since deg a
Moreover, if κ(1) = κ(2), we have
and if κ(2) < κ(1) ≤ n, we have
Then similarly, we have
Now we suppose the assertion of (Lemma 2) holds by s − 1. For s ≥ 2
Using the fact that deg a
By (6) and (7), we replace A Then, from the assumption of the induction,
completing the proof.
Proof. (of theorem 2). We see For each k, 1 ≤ k ≤ n, there exists an increasing sequence l k , l k < s, such that j(l k ) = k, one gets A 
