Numerous efforts have been devoted to investigating crash occurrence as related to roadway design features, environmental and traffic conditions. However, most of the research has relied on univariate count models; that is, traffic crash counts at different levels of severity are estimated separately, which may neglect shared information in unobserved error terms, reduce efficiency in parameter estimates, and lead to potential biases in sample databases. This paper offers a multivariate Poisson-lognormal (MVPLN) specification that simultaneously models injuries by severity. The MVPLN specification allows for a more general correlation structure as well as overdispersion. This approach addresses some questions that are difficult to answer by estimating them separately. With recent advancements in crash modeling and Bayesian statistics, the parameter estimation is done within the Bayesian paradigm, using a Gibbs Sampler and the Metropolis-Hastings (M-H) algorithms for crashes on Washington State rural two-lane highways. The estimation results from the MVPLN approach did show statistically significant correlations between crash counts at different levels of injury severity. The non-zero diagonal elements suggested overdispersion in crash counts at all levels of severity. The results lend themselves to several recommendations for highway safety treatments and design policies. For example, wide lanes and shoulders are key for reducing crash frequencies, as are longer vertical curves. 
INTRODUCTION
investigating associations between crash frequency and many crucial factors, such as traffic volume, access density, posted speed limit and number of lanes (see, e.g., Miaou and Lum, 1993; Miaou 1994 Miaou , 1996 Miaou and 2001 Fridstrøm et al., 1995; Johansson, 1996; Vogt and Bared, 1998; Vogt, 1999; Balkin and Ord, 2001; Zegeer et al., 2002; Pernia, 2004) . There also has been considerable interest in models that allow for excessive zeros, such as zeroinflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) regression approaches (see, e.g., Lord et al. 2005; Shankar et al., 1997; Garber and Wu, 2001; Lee and Mannering, 2002; Kumara and Chin, 2003; Miaou and Lord, 2003; Rodriguez et al. 2003; Shankar et al. 2003; Noland and Quddus, 2004; Qin et al., 2004) .
Due to computational and statistical advances, panel data (in which a cross-section of segments, intersections, etc. is observed over time) have become more amenable to rigorous analysis. In traffic crash analyses, there are a great many unobserved explanatory variables that affect frequencies and severities. Panel data can be used to deal with heterogeneity among individuals. To address the heterogeneity, many recent studies have used (univariate) panel count data models, such as random-effect negative binomial (RENB) and fixed-effect negative binomial (FENB) regression models (Kweon and Kockelman, 2000; Karlaftis and Rarko, 1998; Shankar et al., 1998; Chin and Quddus, 2003) .
Such past research endeavors, however, have neglected the role of unobserved factors across different types of counts (e.g., the number of fatalities and the number of debilitating injuries). Recognizing the need for such considerations, Ladron de Guevara and Washington (2004) investigated the simultaneity of fatality and injury crash outcomes. Bijleveld (2005) also examined the correlation structure between crash and injury counts. As expected, he found significant correlations. However, he did not control for any covariates. Multivariate models (of count data), like Ma and Kockelman's MVP (2006) or Li et al's MVZIP (1999) , can help correct for this.
This work models correlated traffic crash counts simultaneously at different levels of severity using a MVPLN specification, allowing for a very general correlation structure as well as overdispersion. Such specifications are challenging to estimate. Karlis (2003) developed an EM algorithm for an MVP model, and used Gibbs sampling, as well as Metropolis-Hastings algorithms, within an MCMC simulation framework.
In recent years, Bayesian methods have found several applications in traffic crash analysis. Christiansen et al. (1992) and MacNab (2003) developed hierarchical Poisson models for crash counts and surveillance data. Miaou and Song (2005) developed a Bayesian multivariate spatial generalized linear mixed model (GLMM) to rank sites for safety improvements using Texas' county-level crash data. And Liu et al. (2005) used a hierarchical Bayesian framework to estimate ZIP regression models and develop safety performance functions (SPFs) for two-lane highways. Pawlovich et al. (2006) employed a Bayesian approach to assess impacts of road design measures on crash frequencies and rates. And Washington and Oh (2006) developed a Bayesian methodology for incorporating expert judgment in ranking countermeasure effectiveness under uncertainty.
Bayesian estimation methods generate a multivariate posterior distribution across all parameters of interest, as opposed to the traditional maximum likelihood estimation approach, which emphasizes and offers only the modal values of parameters (and relies on asymptotic properties to ascertain covariance).
This paper introduces an MVPLN approach to simultaneously model injury counts by severity. A Gibbs sampler and a Metropolis-Hastings (M-H) algorithm are used to estimate the parameters of interest using Bayesian methods. For comparison purposes, a series of independent (univariate) Poisson models for injury counts also are estimated.
MODEL STRUCTURE AND ESTIMATION Mathematical Formulation
Univariate Poisson regression models cannot account for correlations for different levels of severity; instead, one needs multivariate count data models. For instance, in practice, omitted variables (such as driveway density and sight distances) may simultaneously affect all crash counts at different levels of severity for a particular roadway segment, thus introducing correlation. Several such models have been developed (see, e.g., Karlis, 2003; Arbous and Kerrich, 1951; King, 1989; Winkelmann, 2000; Kockelman, 2001; Tsionas, 2001) . However, these specifications support only a common unobserved error term among counts.
Here, the focus is placed on the correlated counts within individual roadway segments. Crash counts across roadway segments are assumed to be independent (e.g., there is no spatial correlation 1 ). The variance-covariance matrix of y can be expressed as below: 
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. Conditioning on β and Σ , the mean and covariance matrix of the marginal distribution of i y r can be obtained as follows: 
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. The length of β is From Equation (5), the variance-covariance terms, across counts, can be obtained as follows:
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The correlation between crash counts within segments is obtained as follows: Corr y y
where s l ≠ . This correlation is unrestricted and can be positive or negative, depending on the sign of 
where S φ is the S -variate normal distribution. This S -dimensional integral cannot be algebraically implemented in closed form for arbitrary Σ .
Estimating Parameters via MCMC
In order to illuminate crash rate relationships, the MVPLN model's unknown parameters need to be estimated. Chib et al. (1998) Press (1982) and Gelman et al. (2004) , the Wishart distribution is commonly used as a conjugate prior for the inverse of variance-covariance parameters. According to Press (1982) , the Wishart and normal distributions are very helpful for multivariate analysis. Suppose that the parameters ( ) , β Σ independently have the prior distributions: 
Using data augmentation 4 , the latent effects ε can be thought of as ("nuisance") parameters to be estimated. Therefore, the joint posterior density of Σ , ε , and β is written as follows:
Thanks to this technique, the parameters can be "blocked" as Σ , ε , and β , after which the joint posterior is simulated by iteratively sampling from the following three conditional distributions:
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Gibbs Sampler with Embedded M-H Algorithms
After manipulating the posterior equation (11), the posterior of 1 − Σ conditional on data and other parameters can be written as
where W f denotes the Wishart density with ν Σ degrees of freedom and scale matrix V Σ .
After manipulating Equation (12), this density can be written as a Wishart kernel with degrees of freedom n ν Σ + and scale matrix
In other words,
This is a known parametric distribution and thus can be sampled using a Gibbs sampler.
In order to sample ε from its posterior density ( ) 
where ( 
. Then, the proposal density is given by ( ) 
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DATA DESCRIPTION
The crash data sets used here were collected from Washington State through the Highway Safety Information System (HSIS). In order to examine traffic crashes patterns on rural two-lane roadways, this research considers crashes in the Puget Sound region. A random sample of 60% of all rural two-lane road segments in this region was used for model estimation. A total of 7,773 rural two-lane highway segments (with an average segment length of 0.0655 miles 7 and a total of 510 miles) are available for analysis. This sample contains 16 fatal crashes, 50 disablinginjury crashes, 180 non-disabling-injury crashes, 175 possible-injury crashes and 532 propertydamage-only (PDO). Table 1 reports summary statistics for the dependent and independent variables employed in the analysis. A variety of readily available variables are controlled for in the model, including design features, traffic intensity, location information, and roadway functional classification. Tables 2 through 6. Based on the posterior density of Σ , positive correlations between crash counts at different levels of severity within the segment do appear to exist, in a statistically significant way. The univariate models are a special case of the MVPLN, with off-diagonal elements of Σ equal to zero. Given the MVPLN predictions' added flexibility to represent such pattern, it is expected that they offer somewhat better predictions.
MODEL ESTIMATION AND RESULTS

Model Estimation
Interpretation of Results
The following discussion of results emphasizes disabling and fatal injuries (Tables 5 and  6 ), since these arguably are of greatest concern to agencies and policymakers. Moreover, the data on such outcomes are more likely to be reported and more reliably recorded than that for other crash outcomes (Blincoe et al., 2000) . Tables 2 through 4 provide crash count model estimates for the other three severity levels. The signs of most coefficients are consistent throughout the models, indicating robust directions of effect for most control variables.
Parameter estimates shown in Tables 2 through 6 suggest that roadway design plays an important role in predicting crash counts. For example, holding all other factors fixed, more severe injury crashes are expected on sharper horizontal curves, while wider shoulders tend to reduce rates of less severe crashes (perhaps by offering added maneuverability space for crash avoidance). Based on an average road segment's attributes and the MVPLN model's average parameter estimates, Table 7 provides estimates of percentage changes in crash rates as a function of various design details. For example, a 5-feet increase in (average) right shoulder width (from 2 to 7 feet) is predicted to result in 7.04% fewer crashes (total) per 100 million VMT. A 26.6% higher average annual daily traffic level (rising from 3757 to 4757 vehicles) is predicted to increase total crash count by 16.4% -while reducing the total crash rate by 5.51%. In this way, the MVPLN model results offer statistically (and practically) significant insights into crash counts' dependence on roadway design.
The magnitudes of the parameter estimates for the MVPLN specification are not directly comparable to those of univariate Poisson models (shown in Ma, 2006) or those of univariate negative binomial (UVNB) models (also shown in Ma, 2006) . The reason for this is that the MVPLN model accounts for correlations across crash counts (by severity), and is therefore somewhat different from the univariate cases. However, a comparison of parameter signs shows that sharper curves are associated with more fatal crashes in all three models (MVPLN, UVP, and UVNB). The rest of control variables are not statistically significant in both the UVP and UVNB models; however, some of these control variables remain showing a statistically significant effect on fatal crash occurrence in the MVPLN model. For example, speed limit is not statistically significant in the univariate models but is expected to increase fatal crash rates in the MVPLN model. Vertical curve length and segment grade show the same pattern of effects on disabling-injury crashes in all three models. For example, long vertical curves are predicted to reduce disabling-injury crashes, but steeper segments are associated more disabling-injury crashes. The coefficient signs for remaining control variables are not in agreement across all three models, indicating that specification choice is important to a proper understanding of crash count relationships.
Based on the description of the correlation effects earlier in the paper, we should expect the MVPLN specification to yield a superior crash prediction model because the crash counts by severity on the same segment of roadway are found to be correlated with one another as shown in Table 8 . Note that this is not a theoretical point, but rather an empirical one: in other words, where potential correlation exists, it should be modeled. Like the MVNB approach, our approach allows for overdispersion. The correlations may be caused by omitted variables (such as pavement quality, sight distance, driveway density, and surrounding land use), which can influence crash occurrence at all levels of severity. Essentially, higher crash rates of one type are associated with higher crash rates of other types. Negative correlations are not likely in models of crash prediction since crash likelihood for all crash types is likely to rise due to the same deficiencies in roadway design, or other unobserved factors.
In addition, out-of-sample predictions from both univariate and multivariate models are compared for the different groups. Table 9 suggests that the MVPLN model with MCMC draws predicts better than the univariate models (UVP and UVNB). This is because the MVPLN model addresses the issue of unobserved heterogeneity and allows for correlations among crash counts at all levels of severity.
CONCLUSIONS
Roadway safety is a major concern for the general public --and its transport agencies. Roadway crashes claim many lives and cause substantial economic losses each year. The situation is of particular interest on rural two-lane roadways, which experience significantly higher fatality rates than urban roads. There have been numerous efforts devoted to investigating crash occurrence as related to roadway design features, environmental conditions and traffic levels. However, almost all such research has relied on univariate count models; that is, traffic crash counts at different levels of severity have been estimated separately. The widely used univariate count data models neglect the interdependence of crash counts at different levels of severity for a specific segment of roadway.
This research simultaneously models correlated crash counts at different levels of severity using an MVPLN regression specification, which allows for a rather general correlation structure as well as overdispersion. With recent advancements in crash modeling and Bayesian statistics, parameter estimation is achieved within the Bayesian paradigm, using a Gibbs Sampler and Metropolis-Hastings algorithms.
Crash counts for over 7,773 homogeneous segments of rural two-lane Washington State roadways in the Puget Sound region in 2002 were used to estimate the model. Thanks to MCMC simulation techniques, the marginal posterior distributions of all parameters of interest were obtained, and estimation results from the MVPLN approach offered better predictions than those from univariate Poisson and negative binomial models.
As anticipated, the results lend themselves to several recommendations for highway safety treatments and design policies. For example, adding shoulder width is predicted to be highly cost-effective, in terms of the crash cost reductions over the long run.
The current MVPLN specification assumes no spatial correlation across roadway segments. Various unobserved variables may play very similar roles in determining crash frequency on adjacent roadway segments. The assumption of no spatial correlation is actually too strong in this case. These uncontrolled (or simply unobserved) factors may also render significant spatial correlations over time (see, e.g., Meliker et al., 2004; Pawlovich et al., 1998 .) Additionally, the high level of correlation between PDO and disabling crashes may indicate some ambiguity or weakness in severity classification schemes, if one believes that unobserved heterogeneity in omitted variables should generate significant correlation (e.g., in data sets with relatively few control variables available).
The framework of this research is established in its parametric assumptions. Parametric methods can be implemented using assumptions of underlying distributions and relationships. Misspecification of the distribution may lead to serious errors in subsequent data analysis. Semiparametric and nonparametric regression analysis relaxes these assumptions 9 (see, e.g., Gurmu et al., 1999; Wooldridge, 1999; Alfò and Trovato, 2004) . For example, Gurmu et al. (1999) developed a semiparametric approach to investigate overdispersed count data using a Laguerre series expansion of an unknown density function for unobserved heterogeneity.
The cost of relaxing such assumption requires more computation and, in some instances, a more difficult-to-understand result. The benefits of nonparametric methods include a potentially more accurate estimate of the regression function and often "exact" probability statements, regardless of the shape of the population distribution from which the random sample was drawn (Damien, 2005) .
The MVPLN model estimated here incorporates the safety effects of several roadway design and traffic features of interest to traffic and transportation engineers. However, several features of interest that are not available have been omitted from the model, including, for example, driveway density and sight distance. In addition, the model generally treats the effects of individual geometric design features as independent of one another and ignores potential interactions among them. Such interactions may exist (such as combinations of horizontal and vertical curvature on the same segment), and these should be examined in the future endeavors of this type. Number of observations 7,773 Note: Smaller, lighter font is used for parameters that do not differ from zero in a statistically significant way, based on the 95% (2.5-97.5) sample-based credible sets. Number of observations 7,773 Note: Smaller, lighter font is used for parameters that do not differ from zero in a statistically significant way, based on the 95% (2.5-97.5) sample-based credible sets. Number of observations 7,773 Note: Smaller, lighter font is used for parameters that do not differ from zero in a statistically significant way, based on the 95% (2.5-97.5) sample-based credible sets. 
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