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Decomposing Electronic and Lattice Contributions in Optical 
Pump–X-ray Probe Transient Inner-Shell Absorption Spectroscopy 
of CuO
Johannes  Mahla,b,  Stefan  Neppla,c,  Friedrich  Rothd,e,  Mario  Borgwardta,  Catherine  Saladrigasa,f,
Benjamin Toulsona, Jason Cooperg, Tahiyat Rahmana, Hendrik Bluhma,h, Jinghua Guoh, Wanli Yangh,
Nils Huseb,e, Wolfgang Eberhardte,h, and Oliver Gessnera
Electronic and lattice contributions to picosecond time-resolved X-ray absorption spectra (trXAS) of CuO at the oxygen K-
edge are analyzed by comparing trXAS spectra recorded with excitation wavelengths of 355 nm and 532 nm with quasi-
static, temperature-dependent XAS measurements. Laser-induced changes are largely reproduced by heating-induced XAS
modifications,  indicating that the trXAS spectra at  pump-probe time-delays  ≥150 ps are dominated by lattice heating
effects. In particular, for the 532 nm experiment at ~5 mJ/cm2 fluence, both the initial sample temperature and its dynamic
evolution  are  well  captured  by  a  one-dimensional  thermal  energy  deposition  and  diffusion  model.  The  thermal
conductivity k = (1.3±0.4) Wm-1K-1  derived from this model is in good agreement with the literature value for CuO powder
kpowder = 1.013 Wm-1K-1 and approximately an order of magnitude smaller than the smallest literature value kbulk = 18 Wm-1K-1
for bulk CuO. The findings are rationalized by surface morphology changes during the sample preparation by thermal
oxidation of Cu, as previously observed by atomic force microscopy (AFM). For 355 nm excitation, a quantitative analysis of
the experiments is hampered by the large temperature gradients within the probed sample volume owing to the small UV
penetration depth. Large discrepancies between estimated and measured temperatures in the 355 nm experiment are
tentatively assigned to the more challenging modelling conditions and, potentially, the existence of radiative relaxation
pathways. 
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1. Introduction
As research in the field of ultrafast X-ray science
progresses toward the use of high repetition rate
X-ray  free-electron  lasers1,2 and  high-order
harmonic generation (HHG) light sources,3,4 it is
crucial  to  understand  the  impact  of
corresponding  high-repetition  rate  excitation
processes on non-replenishing samples that are
typical  for  many  applications  in  materials  and
chemical sciences. Thermal excitations and their
X-ray  spectroscopic  fingerprints  play  a
particularly  important  role  as  they  are  a
ubiquitous,  mostly  unintended  consequence  of
virtually  all  photon  absorption  processes  in
condensed phase materials through coupling of
electronic  and  nuclear  motion.  Understanding
and,  in  many  cases,  mitigating  the  impact  of
thermal  excitations  on  ultrafast  X-ray
spectroscopy and scattering signals is crucial for
the success of a large range of experiments. This
applies,  in  particular,  to  dynamics  that  are
strongly  coupled  to  thermal  excitations5 and/or
that  extend  beyond  the  first  ~100 fs  after
photoexcitation where signal  contributions from
lattice  motion  due  to  electron-phonon  coupling
may become relevant.6 Despite their importance,
systematic  studies  of  the  relative  contributions
and  dynamic  trends  of  electronic  and  lattice
excitations  in  time-resolved X-ray  spectroscopy
data are scarce to date. Hayes et al. found that
photoinduced changes in the iron K-edge X-ray
absorption  spectrum  of  hematite  (α-Fe2O3),
recorded 100 ps after super-bandgap excitation
with 3.5 eV photons,  are entirely dominated by
lattice  heating  effects.7 Lin  et  al.  used
femtosecond  time-resolved  XUV  absorption
spectroscopy  to  investigate  photoinduced
dynamics in PbI2.8 The transient XUV spectra in
this  study  are  well  reproduced  by  lattice
temperature dependent changes for pump-probe
delays  greater  than  ~4 ps.  In  an  attosecond
time-resolved  XUV  transient  absorption
experiment  on silicon,  Schultze  et  al.  observed
lattice-motion induced band-gap modifications as
early as ~60 fs after photoexcitation.6 Evidently,
signal contributions due to lattice motion are an
integral part of time-resolved X-ray spectroscopy
that can have decisive impact on the feasibility
of  experiments.  It  is  essential,  to  characterize
these  contributions  and  to  understand  their
dynamics based on the underlying physics.
Here,  we  study  photoinduced  dynamics  in  the
transition metal oxide semiconductor CuO (cupric
oxide)  using  picosecond  time-resolved  laser-
pump/X-ray-probe  transient  absorption
spectroscopy  (trXAS).  CuO  is  a  p-type
semiconductor  with  possible  applications  in
photocatalytic  degradation  of  organic
pollutants,9,10 hydrogen production from water,11–
13 and as anode material in lithium batteries.14 In
many  of  these  applications,  CuO  is  used  in
conjunction with wide gap semiconductors, such
as ZnO and TiO2, to cover a large portion of the
solar  spectrum.  In  the  experiments  presented
here, a CuO film is studied that is generated by
thermal surface oxidation of a sheet of copper.
The  trXAS  experiments  are  performed  at  the
oxygen K-edge near ~540 eV using a previously
described  optical-pump/X-ray-probe  picosecond
trXAS setup at beamline 8 of the Advanced Light
Source (ALS).15 The pump pulse repetition rate of
127 kHz  is  comparable  to  the  current  100 kHz
design  target  for  the  first  stage  of  the  Linac
Coherent Light Source upgrade (LCLS II). Pump-
probe  experiments  are  performed  at  two
different photon energies of 2.33 eV and 3.49 eV
and complemented by quasi-static, temperature-
dependent  XAS  measurements  in  order  to
explore  the  relative  contributions  of  electronic
and lattice dynamics to the trXAS spectra.  Band
gap values for CuO have been reported across a
range  of  ≈1.0-2.1 eV,16–23 thus,  both  laser
wavelengths  induce  super-bandgap  excitations.
Relaxation to the conduction band minimum via
electron-phonon  coupling  occurs  on  timescales
much smaller than the 70 ps time resolution of
the  experiment.  Therefore,  the main difference
between  measurements  with  the  two  different
wavelengths  is  the  transfer  of  an  additional
1.2 eV into phonons before relaxation across the
band  gap,  i.e.,  a  potentially  higher  lattice
temperature  after  excitation  with  355 nm,
assuming  the  same  number  of  excitations  per
unit  sample  volume.  Thus,  comparing
measurements  for  both  excitation  wavelengths
with  the  same excitation  density  and  with  the
same total  excitation energy (photon energy  
excitation  density)  provides  insight  into  the
relative  impact  of  electronic  and  lattice
contributions to the trXAS spectra.
Relaxation  dynamics  are  monitored  across  a
pump-probe  time-delay  range  of  ~350 ns.  The
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photoinduced trXAS dynamics  are compared to
purely temperature-induced effects, acquired by
recording  quasi-static  XAS  spectra  with  the
sample  heated  to  temperatures  between  53˚C
and  145˚C. The  photoinduced  changes  in  the
CuO  oxygen  K-edge  trXAS  spectra  recorded
≥150 ps after photoexcitation with either 355 nm
or 532 nm are well reproduced by effects due to
increased lattice temperatures. The steady-state
temperature-dependent  XAS measurements  are
used  to  create  a  “temperature  ruler”  for  the
trXAS  data,  yielding  picosecond-time  resolved
lattice  temperature  trends.  Temperatures  for
both  excitation  wavelengths  at  comparable
pump laser fluences of ~5 mJ/cm2 exhibit initially
fast  relaxation  dynamics  that  slow  down  on  a
tens  of  nanoseconds  timescale  and  can  be
described  by  bi-exponential  decay  with  time
constants  of  ~10 ns  and  ~300 ns.  These
dynamics  are  well  reproduced  by  a  one-
dimensional  thermal  diffusion  model  that
explicitly  takes  into  account  the  depth-
dependent intensity distributions of both the UV/
vis pump pulses as well as the X-ray probe pulse.
Comparison  of  the  355 nm and 532 nm results
illustrates  that  a  detailed  modeling  of  these
depth-dependent intensity profiles is crucial for a
quantitative  understanding  of  the  physics
underlying  the  laser-induced  heating  and
subsequent  cooling processes and their  impact
on  the  recorded  trXAS  spectra.  The
measurements  yield  a  thermal  conductivity  of
the CuO film of k = (1.3±0.4) Wm-1K-1, which is in
good agreement with the literature value for CuO
powder (1.013 Wm-1K-1)24 and approximately an
order  of  magnitude  smaller  than  the  smallest
literature value for bulk CuO (18 Wm-1K-1)25. The
findings are rationalized by surface morphology
modifications during the sample preparation by
thermal  annealing,  which have previously been
documented  by  temperature-dependent  atomic
force microscopy (AFM).26
2. Experimental details
2.1  Sample  preparation  Copper sheet metal  is cut to
size and the surface roughened with sand paper
to create better adhesion of the CuO film grown
on the Cu substrate. This is followed by cleaning
with  micro-soap,  acetone  and  ethanol  in  this
order.  The  samples  are  then  transferred  to  a
furnace and heated to 500°C for 15 minutes in
normal  atmosphere.  During this  procedure,  the
sample  surface  oxidizes,  creating  a  layer  of
CuO.26–28 After  cooling,  the  sample  is  gently
wiped  with  an  ethanol-soaked  lint-free  tissue.
The  heating-cooling-wiping  cycle  is  repeated  a
total of five times. While the exact value for the
final  CuO film thickness is  unknown,  it  is  large
compared to the ~43 nm probing depth of the X-
rays (see section 2.3), since no significant count
rate fluctuation is observed while raster-scanning
the sample. Fig. 1a shows static X-ray absorption
spectra  acquired  in  total  electron  yield  (TEY,
blue)  and  total  fluorescence  yield  (TFY,  black)
mode at beamline 8.0.1.2 of the Advanced Light
Source  (ALS).  The spectra  agree well  with  TEY
measurements by Jiang et al., shown in red.29 For
comparison, the Cu2O spectrum by Jiang et al. is
also included (gray, dashed). The absence of the
main  Cu2O  resonance  feature  at  532.5  eV
indicates a high purity of the prepared CuO film.
The  slightly  better  agreement,  concerning  the
amplitude, between the TEY spectra compared to
the  TFY  spectrum  is  likely  due  to  saturation
effects  in  the  TFY  signal.30 The  latter  are
minimized by choosing a geometry with a normal
X-ray  incidence  angle  and  grazing  angle  X-ray
fluorescence  detection  (≈0° and  ~80°,
respectively,  relative  to  the  sample  surface
normal). Fig. 1b shows static TFY spectra from all
samples  used  for  time-resolved  measurements
presented  here,  demonstrating  very  good
reproducibility  of  the  sample  preparation  and
experimental  conditions.  All  spectra  are
normalized  to  the  same  increase  of  0  to  1
between pre- and post-edge signals. 
This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 3
Please do not adjust margins
Please do not adjust margins
ARTICLE Journal Name
2.2  Time-resolved  XAS  For  the  trXAS  experiment,  a
mobile  laser  pump  -  X-ray  probe  setup  is
employed at  beamline  8.0.1.2  of  the  ALS.  The
setup  and  its  operation  have  previously  been
described  in  detail.15 Briefly,  CuO  samples  are
excited  with  10 ps  full-width-at-half-maximum
(FWHM) laser pulses of either 532 nm (2.33 eV)
or 355 nm (3.49 eV) wavelength (photon energy)
and  interrogated  with  70 ps  long  X-ray  pulses
from  the  ALS.  Time-dependent  oxygen  K-edge
absorption  spectra  are  recorded  in  total
fluorescence  yield  (TFY)  mode  with  a  time-
sensitive  micro-channel  plate  detector.31 The
detector is capable of distinguishing TFY signals
from  individual  ALS  pulses, enabling  the
simultaneous  recording  of  trXAS  spectra  at
multiple  laser-pump/X-ray-probe  time  delays.
The laser system is synchronized to the ALS and
operated  at  ~127 kHz  repetition  rate.  A
comparison  of  trXAS  spectra  recorded  at
negative time delays with XAS spectra recorded
with  the  laser  beam  blocked,  shows  that  the
sample  has  fully  relaxed  between  successive
pump pulses.
Inside the vacuum system, the pump and probe
beams  are  combined  by  reflecting  the  laser
beam off a mirror with a hole in the center that
allows the X-rays to pass through. Spatial pump-
probe overlap is  achieved by performing knife-
edge scans for both beams using a photodiode
with carbon tape attached along horizontal and
vertical directions providing a straight edge. The
laser pointing is  adjusted with a piezo-actuator
controlled mirror mount to coincide with the X-
rays.  The  X-ray  and  laser  focus  spot  sizes  are
180  80 µm2 and  ~250  200 µm2
(horizontal  vertical,  FWHM),  respectively,
ensuring  that  the  probed  sample  area  was
homogeneously excited. Larger laser spot sizes
would unnecessarily increase the total deposited
energy (mJ) per shot at a given excitation fluence
(mJ/cm2),  leading  to  additional  sample  heating
and,  potentially,  damage.  The  laser  spot  sizes
were  approximately  the  same  for  both  laser
colors. Temporal pump-probe overlap is adjusted
using a biased photodiode with 30 ps response
time  and  a  digital  oscilloscope  with  1 GHz
bandwidth and 10 GS/s sample rate.
The ALS was operated in multi-bunch mode with
2 ns  bunch-to-bunch  spacing.  Thus,  individual
TFY spectra have pump-probe delays of ΔtN = tN-
t0 = Δt0 + 2 ns * (N-1), where  Δt0 is the pump-
probe delay of the first X-ray pulse after the laser
pulse  and N  = 1,2,3,… indicates  the  Nth X-ray
pulse  following  the  laser  pulse.  The  minimum
pump-probe delay is set to Δt0 = (150±30) ps for
all  measurements  presented  here.  The
simultaneous recording of trXAS spectra from an
extended X-ray pulse train enables the capture
of  dynamics  across  hundreds  of  nanoseconds,
4 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx
Fig. 1. (a) Comparison of static oxygen K-edge XAS spectra of CuO acquired TEY (blue) and TFY (black) mode with CuO and
Cu2O reference spectra from Jiang et al.29 (b) Static TFY spectra from all samples used for time-resolved measurements.
Spectra in a) and b) have been offset vertically for improved clarity.
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while for delays <2 ns, the pump-probe delay Δt0
can  be  varied  by  a  programmable,  electronic
delay line. Excited state spectra (“pumped”) are
compared  to  ground  state  reference  spectra
(“unpumped”)  by  creating  difference  spectra
ΔtrXAS for each pump-probe delay (ΔtrXAS(Δt) =
trXAS(pumped, Δt)  –  trXAS(unpumped)).  Any
given  pumped  spectrum  is  compared  to  an
unpumped  spectrum stemming  from the  same
ALS electron bunch, but acquired one round-trip
(656 ns) before laser excitation. This procedure
ensures  minimum  impact  of  bunch-to-bunch
variations in the ALS fill  pattern on the  ΔtrXAS
spectra.  Long-term  variations  of  the  bunch  fill
pattern  are  accounted  for  using  bunch  current
monitor  data supplied by the ALS.  Additionally,
photon  energy  dependent  variations  of  the
average incident X-ray flux are monitored via a
gold mesh placed in the X-ray beam downstream
from the last beamline optic.
The sample is raster-scanned with 250 µm/s scan
speed  and  a  500 µm  spacing  between
neighboring  lines.  The  main  reason  for  this
procedure  is  to  avoid  thermally  induced
conversion of CuO to Cu2O, which is particularly
noticeable  when  pumping  with  355 nm pulses.
High temperatures in conjunction with low partial
pressures of oxygen lead to a CuO to Cu2O phase
transition.3233 The effect is  more pronounced in
the 355 nm measurement, most likely due to the
smaller  penetration  depth  of  355 nm  light
compared to  532 nm photons,34 which leads to
higher transient surface temperatures under UV
exposure  (see  section  4).  The  scan  speed  is
chosen  such  that  upon  recording  of  an  XAS
spectrum  on  an  already  laser-scanned  sample
area,  no  contributions  from  the  intense  Cu2O
white line at 532.5 eV (Fig. 1a) is detected. Note
that the scanning procedure is essential to avoid
artifacts  due  to  overlapping  transient  features
from CuO and Cu2O.15
2.3  Selection  of  pump  laser  fluences Experiments  are
performed  using  pump  laser  photon  energies
(wavelengths)  of  3.49 eV  (λ=355 nm)  and
2.33 eV (λ=532 nm),  both of which are beyond
the band gap of CuO (≈1.0-2.1 eV16–23). For each
laser wavelength, measurements are performed
at  two  different  fluences,  2.7 mJ/cm2 and
4.6 mJ/cm2 at 355 nm and 1.7 mJ/cm2 and 4.8 mJ/
cm2 at 532 nm. Fluences are estimated based on
the assumption that the FWHM laser focus area
contains  ≈50%  of  the  pulse  energy.  The  two
higher fluence values are chosen such that both
the same fluence and the same total energy is
deposited  in  the  sample  at  each  laser
wavelength  (with  the  laser  spot  sizes
approximately  the  same  for  both  colors).  The
2.7 mJ/cm2 fluence at 355 nm is chosen such that
the  average laser  excitation  density  within  the
probed volume is expected to be comparable to
that  at  532 nm  and  4.8 mJ/cm2.  This  estimate
takes  into  account  the  wavelength  dependent
reflectivities  (11.3%  and  9.9%,  measured
independently) and absorbances (1/e penetration
depths 21.2 nm and 124.5 nm28,34) of the 355 nm
and 532 nm pump pulses,  respectively,  as well
as the X-ray penetration and escape depths at
the  angles  of  incidence  (0˚)  and  detection
(≈80˚).  The  1/e  X-ray  penetration  depth
undergoes  significant  changes  around  the
absorption edge from 320 nm below (<528 eV)
to  180 nm  above  (>543 eV)  the  edge.35 For
simplicity, the latter value (180 nm) is used as
the average penetration depth for the incoming
X-rays while the former (320 nm) is used for the
1/e  escape  depth  of  the  X-ray  fluorescence.
Multiplying the two exponential decay functions
that describe the X-rays entering and escaping
the CuO sample and including the entrance and
detection angles, leads to an effective 1/e X-ray
probing  depth  of  43 nm.  According  to  this
estimate,  the  excitation  densities  within  the
probed  volume  for  355 nm  and  532 nm  pump
pulses are comparable for a pump fluence ratio
F532nm/F355nm=  1.73,  which  is  very  close  to  the
experimental  ratio  4.8 mJ/cm2 /  2.7 mJ/cm2 =
1.78. The measurement with 1.7 mJ/cm2 fluence
at  532 nm  pump  wavelength  has  been
performed  as  an  additional  reference  point  to
gauge  the  impact  of  the  laser  fluence  on  the
response of the sample. 
2.4  Temperature-resolved  XAS  The  trXAS  results  are
complemented  by  temperature-dependent,
quasi-static  X-ray  absorption  spectra  (XAStemp)
recorded at ALS beamline 11.0.2. Temperature-
dependent  XAStemp spectra  are  recorded in  TFY
mode  using  a  photodiode  covered  with  an  Al
filter  suppressing  background  signal  from
ambient  light.  The  sample  is  mounted  on  a
button  heater  stage  to  control  the  sample
temperature  which  is  monitored  with  a
This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 5
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thermocouple on the front side of the sample. All
measurements  are  performed at  a   3 mTorr  of
oxygen  background  in  order  to  increase  the
temperature  at  which  the  phase  transition  of
CuO  to  Cu2O  starts  to  occur.3233 Temperature-
induced  difference  spectra  ΔXAStemp are
calculated by subtracting room temperature (RT)
spectra  from  spectra  acquired  at  elevated
temperatures  (ΔXAStemp(ΔT=T-RT)  =  XAStemp(T)-
XAStemp(RT)).  For  direct  comparison  of  the
ΔXAStemp(ΔT) and the ΔtrXAS(Δt) spectra, the RT
spectra  were  slightly  corrected  for  an  average
sample  warming  effect  induced  by  continued
laser  exposure  (RT=28°C instead  of  22°C,  see
section 4 for details).
3. Results
Fig. 2 illustrates the characteristic ΔtrXAS effects
of the CuO sample for various pump-probe time
delays using the 355 nm, 4.6 mJ/cm2 data set as
an example. Fig. 2a covers the full spectral range
of  the  measurement,  while  Fig.  2b  provides  a
magnified  view  in  the  range  of  the  first
resonance. The static XAS spectrum is overlaid in
gray  for  reference.  The  left  and  right  ordinate
labels correspond to the XAS and ΔtrXAS spectra,
respectively.  While the XAS units  are arbitrary,
they are the same for both the XAS and ΔtrXAS
spectra.  The blue (0.15 ns) and green (2.15 ns)
curves  correspond  to  data  from  the  first  and
second X-ray pulse after excitation, respectively.
In  order  to  investigate  smaller  differences  at
longer  pump-probe  delays,  where  the  ΔtrXAS
signals  are  smaller,  signals  from  multiple  ALS
bunches  are  averaged  for  this  figure.  The  red
curve  (8.15 ns)  is  an  average  of  three  pulses
(Δt=6.15-10.15 ns), the cyan curve (17.15 ns) of
six  pulses  (Δt=12.15-22.15 ns)  and  the  orange
(180.15 ns) of 81 pulses (Δt=100.15-260.15 ns).
For each of the averaged spectra, the indicated
delay is the mean delay of the averaged spectra.
The by far strongest effects are observed in the
region of  the first  resonance at  ≈530.1 eV (Cu
6 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx
Fig. 2. a) Overview of the 355 nm 4.6 mJ/cm2 trXAS data set. The reference spectrum (gray, left ordinate) is shown along with ΔtrXAS spectra
at several pump-probe delays (right ordinate). b) The lowest energy resonance at 530.1 eV displays the largest relative changes and will be
Fig. 4. a) Temperature-dependent difference spectra  ΔXAStemp  (colors, right ordinates) together with the reference spectrum XAStemp(22°C)
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eg29) which is shown in more detail in Fig. 2b. The
difference  spectra  exhibit  a  new  feature
emerging  at  the  low-energy  side  of  the  static
absorption  spectrum  (gray)  with  a  peak  at
~529.4-529.5 eV.  Concurrently,  signal  is
depleted near the static peak maximum with a
maximum  depletion  at  ~530.3 eV.  Within  the
scatter  of  the  experiment,  the ΔtrXAS  spectra
exhibit  an isosbestic point  at  ~529.9 eV, which
separates the signal enhancement and depletion
ranges.  At  first  glance,  the  difference  curves
resemble differentials of the static XAS spectrum,
which would be an indication that they may be
described by a simple shift of the XAS spectrum
upon photoexcitation, i.e., ΔtrXAS = α* [XASREF(E-
shift)  –  XASREF(E)].  However,  no  combination  of
the parameters α (fraction of reference spectrum
XASREF that is shifted) and ‘shift’  (magnitude of
shift in X-ray photon energy) can be found that
describes the difference spectra reasonably well.
This  is  mostly  due to  the  asymmetry  of  trXAS
signal  depletion  and  emergence,  readily
apparent in Fig. 2b.
As  a  first  metric  to  investigate  the  relaxation
dynamics of the photoexcited system, the area
underneath  the  positive  peak  of  the  ΔtrXAS
spectra  in  Fig.  2b  is  plotted  as  a  function  of
pump-probe delay in Fig.  3.  All  data sets have
been  recorded  during  the  same  beamtime
except for the 355 nm, 2.7 mJ/cm2 data. In that
case, an additional 355 nm, 4.6 mJ/cm2 scan was
performed to  ensure  it  matches  the  data  from
the previous experiment and inevitable changes
from  beamtime  to  beamtime,  such  as  slight
variations of the laser spot size, did not affect the
measured signals within the scatter of the data.
Each data point in Fig. 3 corresponds to a single
pump-probe delay,  i.e.  specific ALS bunch.  The
amplitudes and dynamic trends of the new low-
energy  feature  vary  for  different  excitation
wavelengths  and  fluences.  For  the  highest
fluences (4.6-4.8 mJ/cm2), however, they are very
similar for both 355 nm and 532 nm excitation.
Each of these two data sets display a transient
behavior  marked  by  two  decay  timescales  of
roughly  τ1=10 ns and  τ2=300 ns.  Evidently,  the
dynamic processes underlying the trXAS signals
cannot be characterized by a simple, first-order
rate  equation.  Instead,  a  more  complex
description  is  required  that  will  be  derived  in
section  4  within  the  framework  of  a  thermal
diffusion model.
Fig.  4  shows  the  results  of  the  quasi-static,
temperature-dependent  XAStemp measurements.
Fig.  4a shows the  room temperature  reference
spectrum acquired at 22°C in gray (left y-axis).
This  reference  spectrum  is  subtracted  from
spectra  acquired  at  elevated  temperatures  of
53°C,  77°C,  101°C and 145°C to  generate  the
color  coded  ΔXAStemp difference  spectra  as
indicated in the figure legend.  Fig.  4b shows a
magnified  view  of  the  region  near  the  Cu eg
resonance.29 The TFY yield axis on the left and
ΔTFY axis on the right of each panel correspond
to the lowest temperature spectrum (gray) and
the  higher  temperature  difference  spectra,
respectively.  A comparison of Fig.  2 and Fig.  4
reveals  striking  similarities  between  the
temperature-induced difference spectra ΔXAStemp
and  the  photo-induced  ΔtrXAS  data.  For  every
resonance  peak  of  the  XAS  spectrum  (530.1,
~535 and 539 eV),  a  positive  transient  feature
appears  at  its  low-energy  side  (529.65,  533.5
and  537.75 eV)  and  a  depletion  feature  at  its
high-energy  side  (530.3,  535.5  and  539.3 eV).
Both the positions and relative heights of these
features appear to be very similar in both types
of measurements. The second resonance around
535  eV  has  mainly  Cu4s  and  some  Cu3d
character29 and  consists  of  two  strongly
overlapping peaks. Correspondingly, the ΔXAStemp
spectra at higher temperatures exhibit a double
depletion feature, whereby the lower energy one
(534.8 eV)  is  likely  affected  by  the  positive
feature corresponding to the higher energy one
(536.2 eV). As in the case of the ΔtrXAS data, the
most  distinct  features  appear  in  the  spectral
range  near  the  Cu  eg resonance.  Interestingly,
the  ΔXAStemp spectra  also  exhibit  an  isosbestic
point  separating  the  positive  and  negative
difference signal for all measured temperatures.
It  is  located  at  ~530.0 eV,  very  close  to  the
~529.9 eV value for the ΔtrXAS curves.
4. Data analysis
XAStemp data  (Fig.  4)  were  recorded  with
significantly better energy resolution than trXAS
data and different trXAS data sets have slightly
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different energy resolutions as well.  In order to
facilitate  a  quantitative  comparison  of  all
observed  difference  spectra,  the  energy
resolution  mismatch  is  compensated  by
identifying the ground state XAS spectrum with
the  lowest  energy  resolution  (532 nm,
4.8 mJ/cm2, further on referred to as XASref), and
convoluting  all  other  data  sets  with  Gaussian
functions  that  effectively  impose  a  common
energy resolution on all ground state spectra, i.e.
the unpumped trXAS reference spectra and the
room  temperature  reference  spectrum  of  the
XAStemp data set. The analysis is restricted to the
energy  region  between  528.25  and  531.75 eV
around the Cu eg peak at 530.1 eV. This region
contains  the  strongest  difference  features  and
small  differences  in  the  energy  scaling  across
more  extended  NEXAFS  ranges  make  a
quantitative  comparison  across  larger  energy
ranges challenging. Due to the asymmetric peak
shape,  the  convolution  changes  the  peak
position as well. Therefore, for each ground state
spectrum,  two free  fit  parameters  are  used to
match  it  to  XASref,  the  FWHM of  the  Gaussian
convolution function and a rigid shift of the entire
spectrum.  In  order  to  prevent  artifacts  due  to
small  peak  height  variations,  all  spectra  are
scaled to the same Cu eg peak height of 1. The
FWHM, energy shift  and scaling values derived
using the ground state spectra are then applied
to  both  the  ground  and  corresponding  excited
state  spectra  to  calculate  the  ΔtrXAS  and
ΔXAStemp difference  spectra.  Fig.  5a  shows  the
ground  state  reference  spectrum  XASref (gray,
left  ordinate)  along  with  ΔtrXAS  difference
spectra for both excitation wavelengths, 355 nm
in blue and 532 nm in green, and two pump laser
fluences each at a pump-probe delay of 150 ps
(right ordinate). Fig. 5b shows a magnified view
of  the  energy  range  used  for  the  fit  (528.25-
531.75 eV). While all data sets show qualitatively
similar  trends,  the  best  quantitative  match  is
found between the 355 nm, 4.6 mJ/cm2 and the
532 nm, 4.8 mJ/cm2 data sets. These comparable
difference  spectra  together  with  the  matching
peak areas and similar decay behavior illustrated
in Fig. 3 strongly suggest that the observed XAS
dynamics  are  primarily  defined  by  the  laser
fluence, not the photon energy. In contrast, the
excitation  density  within  the  probed  volume
appears  to  play  a  less  prominent  role,  as
evidenced by the significant differences between
the  traces  associated  with  the  355 nm,
2.7 mJ/cm2 and 532 nm, 4.8 mJ/cm2 data sets in
both  Fig.  3  and  Fig.  5.   In  other  words,  the
deposited energy per unit area rather than the
number of excitations per unit volume correlates
most  strongly  with the  observed transient  XAS
response,  which  is  a  strong  indication  that
thermal  effects,  rather  than  electronic
excitations, generate the dominant contributions
to the ΔtrXAS data.
In  order  to  test  this  hypothesis,  a  detailed
comparison  between  the  two  highest  fluence
ΔtrXAS  data  (355 nm,  4.6 mJ/cm2 and  532 nm,
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4.8 mJ/cm2) and the  ΔXAStemp data is performed
for each pump-probe time delay. The results are
used  to  generate  time-dependent  sample
temperature  profiles  for  the  two  trXAS
measurements,  which  are  interpreted  with  the
aid  of  a  thermal  diffusion  model.  As
demonstrated below, the model reproduces the
non-trivial dynamic trends indicated in Fig. 3 and
provides access to time-dependent surface- and
bulk-temperatures  as  well  as  the  thermal
conductivity of the sample.
In a first step, a linear interpolation of the XAStemp
spectra  measured  at  22°C,  53°C,  77°C,  101°C
and  145°C  is  performed in  1°C  steps  in  order
estimate  the  shape  of  the  spectra  on  a  finer
temperature  grid.  Spectra  for  temperature
values >145°C are estimated by a corresponding
extrapolation using the  101°C and 145°C  data.
ΔXAStemp spectra similar to Fig. 4 are generated
for all interpolated and extrapolated data beyond
28°C by subtracting the (interpolated) reference
spectrum at 28°C from the higher temperature
spectra.  The  slightly  elevated  reference
temperature  (compared  to  the  nominal  22°C
room temperature)  is  chosen  to  account  for  a
slight  increase  in  average  temperature  during
the trXAS measurements that is determined with
a thermocouple. The 28°C spectrum is also used
to  determine  the  convolution  parameters
described above to match the energy resolution
of  the  temperature-dependent  and  time-
dependent spectra.
Two different fit procedures are applied to derive
the time-dependent temperature profiles of the
sample  volumes  probed  by  the  trXAS
measurements.  The  first  method  is  easier  to
implement,  but  partly  neglects  inhomogeneous
temperature effects, which are fully included in
the second method. In the following, we discuss
the results achieved by both methods in order to
illustrate  which  effects  need  to  be  taken  into
account and which approximations are applicable
when modeling thermal effects in trXAS spectra
of condensed phase samples.
In the first method, the fit routine determines the
temperature  T for each time delay Δt, for which
the absolute difference between the ΔXAStemp(T)
and the ΔtrXAS(Δt) spectra (integrated over the
energy range of the Cu eg resonance) is minimal.
Fig. 6a shows the result of this fit procedure for
the  532 nm,  4.8 mJ/cm2 data  set  at  a  pump-
probe  delay  of  150 ps.  Depicted  are  the
ΔtrXAS(150 ps) spectrum (green) and the best fit
(red) corresponding to the curve ΔXAStemp(101°C)
= XAStemp(101°C) – XAStemp(28°C). The residual of
the fit is shown as a dashed, black curve. Fig. 6b
illustrates the convergence of the fit. The black
trace is derived by integrating the absolute value
of the residual across the energy range 528.25-
531.75 eV  for  all  interpolated  ΔXAStemp(T)
spectra.  The  minimum  position  corresponds  to
the best fit shown in Fig. 6a. The best fit quality
varies  for  different  time  delays  and  the
corresponding  residual  curve  (as  shown in  Fig.
6b)  gets  flatter  for  longer  time  delays.
Nevertheless,  the  fit  always  converges  to  a
single  temperature  to  best  reproduce  the
measured  ΔtrXAS(Δt)  spectrum.  Note  that  the
temperature  T is the only free parameter of the
fit for this method. For any fixed values of T and
Δt,  the  amplitudes  of  the  ΔXAStemp(T)  and
ΔtrXAS(Δt)  spectra  are  determined  by
normalizing  the  Cu eg peak  heights  of  the
XAStemp(28°C) and the ground state trXAS spectra
to 1. 
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Performing this fit for all pump-probe time-delays
leads  to  the  time-dependent  temperature
estimates displayed in Fig. 7. Fig. 7a shows the
results  for  the  355 nm,  4.6 mJ/cm2 data  (blue
diamonds), Fig. 7b the corresponding results for
the  532 nm,  4.8 mJ/cm2 data  (green  circles).
Similar to the traces shown in Fig. 3, the dynamic
trends are marked by a fast initial decay within
10s of nanoseconds, followed by a much slower
relaxation  on  100s  of  nanosecond  timescales.
The  data  are  interpreted  with  the  aid  of  a
thermal diffusion model represented by the solid
curves in Fig. 7.
The  model  is  based  on  the  assumption  that  a
certain amount of thermal energy is deposited by
the  pump  pulse  within  a  near-surface  volume
and  then  propagates  further  into  the  bulk  by
thermal diffusion. Heat transport by convection is
neglected, since the experiment is conducted at
a  pressure  <5x10-9 mbar.  A  simple  estimate
shows that radiative heat loss is negligible, too.
According to the Stefan-Boltzmann law, the total
radiated power of a black body at 120°C is ~1.4
kW/m2. Using a FWHM laser beam size of roughly
250x250 µm2 and  a  pulse  energy  of  3 µJ,  the
fraction of the pulse energy radiated within the
first 300 ns is 7x10-6, which is negligible within
the  precision  of  the  experiment.  Even  when
allowing  for  substantially  higher  temperatures
within  the  first  150 ps  before  the  first  probe
pulse  arrives,  the  order  of  magnitude  of  this
estimate would be unaffected. Heat conduction is
modeled as a one-dimensional diffusion process
along the surface normal, z. For CuO, the optical
penetration  depths  of  21 nm (λ=355 nm)  and
125 nm (λ=532 nm)28,34 as well as the effective
X-ray probing depth of 43 nm35 (see section 2.3)
are  three  to  four  orders  of  magnitude  smaller
than the FWHM of the laser spot (150-250 µm).
Furthermore, the diameter of the area probed by
the X-ray beam is  only  about  half  of  the laser
spot  size.  Therefore,  the  excited  and  probed
sample  volumes  can  be  thought  of  as  thin,
concentric disks. The characteristic temperature
gradients  in  and  around  the  probed  sample
volume  are  thus  orders  of  magnitude  larger
along  the  surface  normal  compared  to  radial
directions parallel to the surface. Consequently,
heat  transport  within  the  sample  may  be
modeled by diffusion along an insulated cylinder
with no lateral heat loss as described by36,37,38
dQ
dt
=−k∗A δT (t , z )
δz
. (1)
Here,  dQ is  the  amount  of  thermal  energy
transferred through a cross-sectional area A per
time dt, k is the thermal conductivity and T is the
temperature profile as a function of time  t and
depth  z relative  to  the  sample  surface.  The
thermal conductivity is assumed to be constant
for  simplicity  and  because  slight  temperature
dependencies would be negligible  compared to
the  overall  precision  of  the  analysis  presented
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here. The temperature distribution at time zero
T(t=0,z) is proportional to the derivative of the
depth-dependent laser intensity Ilaser(z) = exp[-z/
δlaser(λ)], where  δlaser is  the  laser  penetration
depth. The  amplitude  of  the  resulting
exponential  function  is  the  initial  temperature
increase  after  laser  excitation  at  the  surfaceΔT(t=0,z=0). This boundary condition leads to
T (t=0 ,z )=
(1−R )∗PE∗exp(−z /δlaser )
2∗ρ∗A∗c (T )∗δlaser
+T ref .(2)
where  A is the FWHM laser spot size,  PE is the
laser pulse energy,  R(λ) the sample reflectivity,
δlaser(λ) the   1/e  laser  penetration  depth,  ρ thesample density and c(T) its specific heat capacity.39
The sample equilibrium temperature  Tref = 28°C
is added to the laser induced temperature jump
to  convert  to  an  absolute  temperature  scale
T(t=0,z).  Using  eqn. (2)  and  the  experimental
parameters  given  above,  the  initial  surface
temperature  estimates  are  T(0,0)532nm  =  157°C
and  T(0,0)355nm  = 747°C for 532 nm (4.8 mJ/cm2)
and 355 nm (4.6 mJ/cm2) excitation, respectively.
The  subsequent  thermal  diffusion  process  is
modeled  numerically  by  an  iterative  computer
simulation.  Based  on  an  initial  temperature
profile  T(t=0,z)  according  to  eqn.  (2),  it
calculates the amount of heat  dQ transferred to
and  from  each  volume  element  A*dz within  a
short  time  step  dt using  eqn.  (1).  The  slightly
modified thermal  energy distribution is used to
calculate  a  new  temperature  profile  T(t+dt,z),
which in turn is employed to calculate the depth-
dependent  heat  transfer  rates  during  the  next
time step and so on. Typical time and depth step
sizes are dt = 10 ps and dz = 3 nm, respectively.
Convergence  of  the  simulation  is  tested  by
varying these step sizes and ensuring that  the
results  are  not  affected  within  the  overall
precision of the method.
For  the  first,  basic  temperature  analysis
presented  in  Fig.  7,  the  effective  temperature
Teff(t) probed by the X-ray pulse is estimated by
multiplying  the  simulated  temperature  profile
T(t,z) with the probe intensity distribution IX-rays(z)
~ exp[-z/δX-rays] and integrating the result over z.
Here,  δX-rays is  the  effective  1/e  X-ray  escape
depth  described  in  section  2.3.  The  free
parameters  varied  during  the  fit  are  the
amplitude of the initial temperature distribution
T(t=0,z=0), i.e., the initial surface temperature,
and  the  thermal  conductivity  k.  The  best  fit
results,  shown  as  solid  curves  in  Fig.  7,
correspond to thermal conductivities of  k355nm  =
(0.16±0.06) Wm-1K-1,  k532nm  =  (1.3±0.5) Wm-1K-1
and initial surface temperatures of T(0,0)355nm  =
(188±20)°C,  T(0,0)532nm  =  (120±11)°C. While  a
substantial  difference  in  the  initial  surface
temperatures is to be expected for the two laser
colors  due  to  the  factor  of  ~6  difference  in
absorption  depths,  the  thermal  conductivities
should ideally be the same within the precision of
the method. In order to improve the temperature
dynamics  estimates  and  to  get  a  better
understanding of factors affecting the precision
of  the  fit  results,  a  second  more  advanced
temperature  modeling  and  dynamics  fit
procedure is applied.
A key challenge is that the XAStemp spectra are
acquired  at  a  single  temperature  each  that  is
constant throughout the entire sample, while in
the  trXAS  experiments  temperatures  vary
significantly  within  the  probed  sample  volume.
The first, basic method described above hinges
on the assumption that an effective temperature
Teff can be defined for the probed volume by a
weighted  average of  an  extended  temperature
profile  and  that  the  measured  ΔtrXAS(t)
spectrum  emerging  from  this  volume  is  well
represented  by  the  corresponding  ΔXAStemp(Teff)
spectrum  measured  with  a  homogeneous
temperature  Teff across  the  entire  sample.
However,  the  temperature  dependence  of  theΔXAStemp spectra  is  nontrivial  (see  Fig.  4)  and,




w i Δ XAStemp (T i ) /∑
j
w j of  the
probed sample volume does not have to be well
approximated  by  the  corresponding  difference
spectrum ΔXAStemp(Teff) measured at the average
temperature  T eff=∑
i
w i (T i ) /∑
j
w j.  The  quality
of  the  approximation  is  expected  to  depend
strongly on the range of temperatures within the
probed volume. For the 532 nm data, the optical
penetration depth (125 nm) is significantly larger
than the X-ray probing depth (43 nm), leading to
a  relatively  homogeneous  temperature
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distribution  within  the  probed  sample  volume
and the approximation is expected to hold fairly
well.  In  contrast,  for  355 nm  excitation,  the
penetration depth (21 nm) is much smaller than
the X-ray probing depth, resulting in a strongly
inhomogeneous  temperature  distribution  within
the probed volume, at least for short pump-probe
delays.  In  this  case,  the  approximation  is
expected to break down.
In order to avoid potential  shortcomings of the
effective “homogeneous” temperature approach,
a  modified  “inhomogeneous”  fit  procedure  is
applied  that  explicitly  takes  into  account  both
the  time-  and  depth-dependent  temperature
profiles  as  well  as  the  complex  correlation
between local  temperatures  and  correspondingΔXAStemp profiles.   Starting  with  a  thermal
conductivity  value  k and  an  initial  surface
temperature  T(0,0),  the  2D  matrix  T(t,z)  of  a
time- and depth-dependent  temperature  profile
is calculated using the numerical model based on
eqn.  (1).  This  provides,  in  particular,  a
temperature  distribution  TN(z)  at  the  time  of
arrival  of  each  probe  pulse  N,  i.e.,
TN(z)=T(tN=t(bunch  N),  z).  The  simulated
spectrum  ΔtrXASsim(E,  tN)  for  each  bunch  N is
then calculated as the weighted average of the
ΔXAStemp(E,  TN(z))  spectra  using  the  X-ray
intensity distribution IX-rays(z) ~ exp[-z/δX-rays]  as the
weight function:
∆trXAS¿ (E ,tN )=∑
z




During  the  fit  procedure,  the  values  of  k and








|∆trXAS¿ (E ,tN)−∆ trXAS (E ,tN)|
for  all  energies  E within  the  range  528.25  -
531.75 eV and for all times tN  is minimized. This
inhomogeneous  fit  procedure  leads  to  best  fit
values  of k355nm  =  0.29−0.07+0.11  Wm-1K-1,  k532nm  =
(1.3±0.4) Wm-1K-1 for the heat conductivities and
T(0,0)355nm  =  (230±28)°C,  T(0,0)532nm  =
(123±10)°C for the initial  surface temperatures
at the two excitation wavelengths. Uncertainties
correspond  to  one  sigma  standard  deviations
computed from the fit residuals according to eqn.
12 in reference  40. As expected, the values for
532 nm are very similar  to the results  derived
with the homogeneous, effective temperature fit
model,  while  the  values  for  355 nm  differ
considerably.
Fig. 8 shows a comparison of the results from the
two  modeling  procedures  for  both  excitation
wavelengths.  Gray circles are the result  of  the
homogeneous,  single  effective  temperature  fits
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(same as data points in Fig. 7) while the black
solid  lines  result  from  the  inhomogeneous  fit
routine. In order to illustrate the effect of varying
the  thermal  conductivity  parameter  k in  the
inhomogeneous fit routine, two dotted lines are
added,  corresponding  to  the  temperature
transients computed with half (blue) and double
(green) the best fit value of k, while keeping the
surface  temperatures  T(0,0)  constant.  The  red
solid lines indicate the time-dependence of the
surface temperatures,  T(t,0), from the global fit
model. The most significant difference between
the  different  models  is  the  much  higher  initial
surface temperature for 355 nm in the global fit
model. The large differences between the depth-
averaged  temperatures  (gray,  black)  and  the
reconstructed surface temperatures (red) for the
355  nm  data  are  rooted  in  the  mismatch
between the short UV absorption depth of CuO
and the  comparably  larger  X-ray escape depth
described above. This mismatch is illustrated in
more  detail  in  Fig.  9a,  which  shows  the
temperature distribution at time zero (gray line)
and for the first nine probe pulses (colored lines)
after 355 nm excitation, reconstructed with the
global fit model. Fig. 9b shows the corresponding
trends for the 532 nm data. For comparison, the
X-ray  escape  profile,  offset  by  the  sample
equilibrium temperature and scaled to the initial
surface temperature, is overlaid as a solid black
line. Note the different ranges of z-values in Fig.
9a and 9b. As expected from the different optical
penetration  depths,  the  temperature  profiles
have much higher gradients and spread across a
larger range of values for the 355 nm compared
to  the  532 nm  experiment.  We  note  that  the
appearance  of  significantly  higher  surface
temperatures  in  the  355  nm compared  to  the
532  nm  experiment  is  independently
corroborated  by a  more  efficient  conversion  of
CuO to Cu2O upon UV excitation of the sample
compared to the visible excitation. This leads to
the emergence of an additional signal in the CuO
XAS spectrum at  the  location  of  the  ~532  eV
white  line  of  the  Cu2O spectrum (see Fig.  1a),
which needs to be suppressed by a faster raster
scan speed in the 355 nm experiment compared
to the 532 nm experiment and by scanning every
sample  spot  only  once.  Thus,  the  striking
similarities  between  the  observed  temperature
dynamics  for  355 nm  and  532 nm  excitation
displayed in Fig. 7 and 8 to some degree conceal
significant differences in the underlying physical
phenomena that need to be recovered through
careful analysis and modeling. 
5. Discussion
The  results  presented  above  strongly  suggest
that  the  photoinduced  changes  in  the  XAS
spectra  of  CuO  beyond  ~100 ps  pump-probe
delay  are  dominated  by  thermal  effects.  This
observation is in agreement with the results  of
Hayes et al.7 and Lin et  al.8 for  super-bandgap
excited  α-Fe2O3 and PbI2, respectively. Lin et al.
excited ~70 nm thick polycrystalline films of PbI2
(deposited  on  50 nm  thick  silicon  nitride)  with
400 nm  radiation  and  probed  the  induced
dynamics  with  femtosecond  time-resolved  XUV
absorption  at  the  I  4d  level  (~50 eV8).  They
found  good  agreement  between  the
photoinduced  XUV  absorption  change  after
40 – 100 ps  and  a  temperature-dependent
absorption  change  induced  by  heating  the
sample  from 20°C to  120°C.  A  complementary
ultrafast  electron  diffraction  experiment  by the
same  group  corroborated  the  finding  that
temperature effects start to dominate the pump-
probe difference spectra after ~4 ps.8 Hayes et
al.  performed  oxygen  and  iron  K-edge  trXAS
measurements on 20 nm thick films of hematite
(α-Fe2O3,  deposited  on  100 nm  thick  silicon
nitride) excited with 400 nm and 351 nm pulses,
respectively.7 The Fe K-edge ΔtrXAS spectrum at
100 ps pump-probe delay is well reproduced by aΔXAStemp spectrum  generated  by  subtracting
steady-state  XAS  spectra  recorded  at  ~30°C
from  one  acquired  at  ~230°C.  Corresponding
theoretical  modeling  of  the  spectra  using
multiple  scattering  calculations  confirmed  that
the dominant effects in the ΔtrXAS spectrum are
indeed due to thermal effects with contributions
from  both  thermal  disorder  and  lattice
distortions.7
The  study  presented  here  reproduces  a
predominance  of  lattice  temperature  induced
effects in picosecond trXAS for another transition
metal  oxide  semiconductor.  In  addition,  it
provides  further  insight  into  the  temporal
evolution  of  lattice  temperature  profiles  after
laser  excitation  on  an  absolute  temperature
scale  with  a  temporal  sensitivity  and  a  spatial
selectivity  on  the  order  of  10s  of  picoseconds
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and 10s of nanometers, respectively. The results
presented in Fig. 7 and 8 indicate that the heat
transport  dynamics  may be approximated by a
one-dimensional  diffusion  model  as  previously
employed  in  picosecond  time-resolved  electron
diffraction  studies  of  laser-heated  metal
surfaces.36 However, the comparison of the trXAS
results  for  355 nm and  532 nm excitation  also
reveals that a quantitative interpretation of the
underlying  physics  requires  detailed
understanding  and  modeling  of  the  relation
between the temperature distribution within the
sample  and  the  resulting  X-ray  spectroscopic
signatures.  In  order  to  understand  and  predict
thermal  effects  in  time-dependent  X-ray
absorption spectra, it should be ensured that the
X-ray  probing  depth  is  small  compared  to  the
penetration  depth  of  the  optical  excitation.
Otherwise, signal contributions from regions with
significantly  different  temperatures  need  to  be
disentangled.  This  effect is documented by the
significant  fit-model  dependence  of  both  the
reconstructed temperature profiles as well as the
thermal  conductivity  k in  the  355 nm
experiment.  In  contrast,  the  corresponding  results  for
the 532 nm measurements are largely model-independent. 
Additional  evidence that  the 532 nm experiment  is  better
understood  on  a  quantitative  level  is  provided  by  a
comparison  of  the  fit  results  with  surface  temperature
predictions  based  on  eqn.  (2).  The  calculated  surface
temperature  after  absorption  of  a  532 nm  pump  pulse  is
T(0,0)532nm(calc) = 157°C, which agrees reasonably well  with
the  outcome  of  the  global  fit  T(0,0)532nm(fit) =  123°C.  In
contrast, the corresponding values for 355 nm excitation are
T(0,0)355nm(calc) =  747°C,  T(0,0)355nm(fit) =  230°C,  i.e.,  the
calculated and reconstructed temperature jumps differ by a
factor  of  ~3.6.  The  reason  for  this  large  discrepancy  is
currently  unknown.  One  contributing  factor  may  be  that,
despite our best efforts, the convolution methods described
in  section  4  could  provide  an  inaccurate  modeling  of  the
ΔtrXAS response if the sampled region exhibits a
steep-gradient  temperature  distribution.  Another  potential
issue is  that  the  ΔXAStemp spectra for temperatures
above 145°C have been estimated based on a
linear  extrapolation  of  the  measurements  at
101°C  and  145°C,  which  is  most  likely
increasingly  inaccurate  with  increasing
temperatures.  Interestingly,  however,  Hayes  et
al.  also  observed  a  significant  discrepancy
between the estimated temperature rise in their
hematite sample based on the absorbed photon
energy  (~470°C)  and  the  steady-state
temperature  rise  needed  to  reproduce  the
photon-induced  change  in  X-ray  absorption
(200°C).7 In  this  case,  temperature  gradients
should  not  play  a  major  role  due to  the  small
sample  thickness  of  only  20 nm.  Note  that  in
both  cases,  the  hematite  experiment  using
351 nm excitation  and  the  CuO  experiment  at
355 nm  excitation,  the  temperature  rise
estimated  by  a  complete  conversion  of  the
absorbed laser pulse energy into heat is  much
larger than the measured temperature increase
based  on  a  comparison  to  steady-state
temperature-dependent  ΔXAStemp spectra.  A
possible  contributor  to such an effect could be
the appearance of radiative relaxation channels
that  would  effectively  make  some  of  the
deposited photon energy unavailable for  lattice
heating.
Given  the  challenges  associated  with  the  quantitative
analysis  of  the  355 nm  experiment,  we  restrict  a  more
detailed  discussion  of  the  fit  results  to  the  532  nm
measurement. The good agreement between the observed
and reconstructed temperature dynamics illustrated in Fig.
7b, between the absolute temperature values derived from
the absorbed laser pulse energy and the dynamics fit, as well
as  the  model-independence  of  the  fit  results  for  532 nm
excitation suggest that heat transport within the CuO sample
is  well  represented  by  a  thermal  diffusion  constant  k =
(1.3±0.4) Wm-1K-1.  Literature  values  for  the  thermal
conductivity  of  CuO  vary  across  almost  two  orders  of
magnitude from 1.013 Wm-1K-1 24 to 18 Wm-1K-1 25, 33 Wm-1K-1
41 and  78 Wm-1K-1.42 We  note,  however,  that  an  extensive
literature  search  did  not  yield  any  original  reference  that
would describe the experiments used to derive any of these
values.  Thus,  it  is  not  entirely  clear  whether  the  large
variance  is  primarily  the  result  of  different  sample
preparation  techniques  or  of  uncertainties  in  the
measurements.  Notably,  however,  the  smallest  value,
reported by Samsonov24 is the only one for which the sample
form  is  indicated  as  powder.  Given  that  this  value  is
remarkably close to the one derived here and that all other
literature values are more than an order of magnitude larger,
it  appears  that  the  thermal  conductivity  of  the  CuO  film
prepared in this study most closely resembles that of a CuO
powder.
At first glance, this result may be surprising as the sample is
prepared  by  annealing  a  solid  sheet  of  copper.  Note,
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however, that the CuO sample consists of  a relatively thin
film  at  the  Cu  surface  and  the  oxidation  process  is  likely
accompanied  by  significant  changes  in  the  surface
morphology. Gong et al. annealed sputtering deposited thin
films of copper in air at temperatures between 200°C and
400°C  and  studied  the  resulting  surfaces  using  X-ray
diffraction  (XRD),  Raman  spectroscopy,  and  atomic  force
microscopy (AFM).26 They concluded that, below 300°C, Cu is
oxidized  to  Cu2O  and,  upon  further  temperature  increase
≥300°C, CuO is formed. In particular, the AFM images reveal
substantial surface morphology variations during the phase
transitions.  During  the  Cu2O  formation,  the  surface
roughness increases from ~10s to ~100s of nanometer while
grains  of  Cu2O form and  coalesce  to  typical  grain  sizes  of
~150 nm. At 400°C, CuO forms in lamellar secondary grains
with a thickness of ~5 nm, which are distributed within the
larger  Cu2O  grains.  Based  on  these  observations,  it  is
conceivable that the CuO film prepared here by heating of a
Cu  surface  in  air  to  500°C  is  also  marked  by  a  nano-
structured  morphology  rather  than  a  crystalline  bulk
structure. In this case, the thermal conductivity of the film
may be expected to lie closer to the value for a CuO powder
than a crystalline bulk sample. Further characterization
of the CuO film using alternative techniques may
provide additional insight in this regard.
6. Conclusion and outlook
Photoinduced changes in the oxygen K-edge X-
ray  absorption  spectrum of  a  thin  film of  CuO
have been studied by picosecond time-resolved
XAS  and  complementary  steady-state
temperature-dependent  XAS.  The  results  show
that for pump-probe delays ≥150 ps, the trXAS
spectra  are  dominated  by  lattice  temperature
induced  effects  for  both  355 nm  and  532 nm
excitation.  The  laser-induced  heating  and
subsequent  sample  cooling  dynamics  at  pump
laser fluences of ~5 mJ/cm2 are well described by
a one-dimensional  thermal diffusion model that
explicitly  takes  into  account  the  depth-
dependence  of  both  the  optical  excitation  and
the  X-ray  probing.  A  comparison  of  the
measurements  with  different  pump  laser
wavelengths shows that a detailed modeling of
these  depth-dependent  profiles  is  crucial  for  a
quantitative  understanding  of  the  thermal
dynamics  in  terms  of  the  material  properties.
Vice-versa,  predicting  the  impact  of  thermal
excitations on future trXAS studies will require a
correspondingly well-developed understanding of
the  sample  properties  and  nanoscale  intensity
profiles  of  pump-  and  probe-pulse  intensities.
The thermal conductivity of the CuO sample used
in  this  study,  k = (1.3±0.4) Wm-1K-1,  is  in  good
agreement  with  the  literature  value  for  CuO
powder,  kpowder = 1.013  Wm-1K-1,24 and
approximately  an  order  of  magnitude  smaller
than the smallest literature value for bulk CuO,
kbulk = 18 Wm-1K-1.25 This  underlines  the
importance  of  proper  sample  characterization
during the planning phase of a trXAS experiment.
A  prediction  of,  for  example,  how fast  thermal
excitations  in  the  CuO  film  may  be  removed
between  pump-pulses  of  a  high  repetition-rate
trXAS  experiment  would  lead  to  a  far  too
optimistic estimate if it were based on the bulk
properties of cupric oxide. Note, however, that a
predictive  understanding  of  thermal  dynamics
and  their  spectral  fingerprints  and  is  not  only
important  to  mitigate  sample  damage  and
unwanted  signal  contributions  but  also  to
perform  experiments  where  photoinduced
thermal excitations are the actual trigger for the
dynamics  under  investigation.5 The  results
presented here demonstrate that a quantitative
modeling of thermal  effects in trXAS spectra is
possible but also that it requires great dedication
to detail  regarding  the  material  properties  and
experimental  conditions  of  the  pump-probe
experiment  to  make  quantitatively  accurate
predictions.
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