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This paper was originally written in the Speech Signal Processing course taught by Drs. Koffi and Petzold
in spring 2021. The course enrolled engineering and linguistics majors with the goal of using speech
synthesis in language documentation and revitalization. This paper was accepted for publication because
it makes an important contribution to speech synthesis by demonstrating how syllables that do not occur
in an utterance can be synthesized through concatenation. Additionally, it provides insights on
synthesizing nasal/nasalized vowels. Each student in the course was given an utterance consisting of
four to five words to study. They extracted various correlates from each segment of the utterances and
performed various speech synthesis tasks such as writing codes, splicing and bonding segments for
concatenative syllable synthesis demonstrations.
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SPEECH DIGITALIZATION, CODING, AND NASAL(IZED) VOWEL SYNTHESIS:
DEMONSTRATION WITH BETI, A CRITICALLY ENDANGERED LANGUAGE1
SCARLET DUSOSKY
ABSTRACT
It is estimated that 40% of world languages are endangered and that some will go
extinct in the near future. There is not enough funding nor interest to preserve all of
them. In response to this crisis, experts are experimenting with speech synthesis in the
hope of reviving some of them. Their goal is to digitalize these languages and use
processing methods similar to those used for Siri and Alexa. This paper highlights the
challenges and opportunities in doing so. Beti, (ISO: 639-3-eot), a critically
endangered language spoken in Côte d’Ivoire, West Africa, is used in this
demonstration. The topics covered include speech digitalization, acoustic phonetic
feature extraction, and speech coding. The techniques for synthesizing nasal and
nasalized vowels are given careful attention because nasal and nasalized vowels
constitute formidable challenges for speech synthesis.
Key Words: Speech Synthesis, Formants, Formant Bandwidth, Window Filter, Pre-emphasis
Filter, Beti, Language Endangerment, Vowel Nasalization, Voice Bank
1.0 Introduction
UNESCO (the United Nations Educational, Scientific, and Cultural Organization) has
estimated that at least 40% of known languages are severely endangered (Koffi 2021). Some
of these languages have been disappearing due to “cultural genocide,” that is, a practice of
removing a culture without killing its people. The language, practices, and other features of
the culture become illegal or otherwise impossible to practice (Permanent Forum, 2008). Beti
(ISO-639-3-eot) is a critically endangered language spoken in the Cote de Ivoire. As of the
year 2000, there were less than 200 known speakers in the region, and since 1967 there have
been no monolingual native speakers (Koffi and Petzold, 2022). This paper uses current
knowledge of formants and speech synthesis to concatenate a realistic, human-sounding
utterance. Eventually, the goal is to create fully synthesized speech for the purpose of studying,
teaching, and eventually reviving endangered languages on the brink of extinction. The
demonstrations in this paper are done with the Betine phrase [ɔ́ ɲa gāná nɛ̄mjɛ]̃ .2 Various
measurements are made of each segment. Codes are written to highlight aspects of speech
synthesis. An important aspect of the paper is the demonstration of how segments can be
concatenated (spliced and bonded) to recreate a new syllable that does not occur in the
utterance.

1
This paper was originally written in the Speech Signal Processing course taught by Drs. Koffi and Petzold in
spring 2021. The course enrolled engineering and linguistics majors with the goal of using speech synthesis in
language documentation and revitalization. This paper was accepted for publication because it makes an
important contribution to speech synthesis by demonstrating how syllables that do not occur in an utterance can
be synthesized through concatenation. Additionally, it provides insights on synthesizing nasal/nasalized vowels.
2
Each student in the course was given an utterance consisting of four to five words to study. They extracted
various correlates from each segment of the utterances and performed various speech synthesis tasks such as
writing codes, splicing and bonding segments for concatenative syllable synthesis demonstrations.

Published by The Repository at St. Cloud State, 2022

1

Linguistic Portfolios, Vol. 11 [2022], Art. 6

Linguistic Portfolios – ISSN 2472-5102 –Volume 11 – 2022| 83

2.0 Spectrograms
Spectrograms are indispensable tools in speech synthesis. They refer specifically to a
visual representation of the sound waves, usually of spoken utterances. Modern software
packages such as Praat have made it so that even people with limited computer literacy and no
programming background can view, modify, and utilize spectrograms and the formants
measured within them. Below are the spectrogram images and measured formants and
bandwidth of an audio clip from the Etoile Creation Story recorded by Louise Amahatala.3

Figure 1A: Spectrogram of Utterance-Part1

Figure 1B: Spectrogram of Utterance-Part 2

3

See Koffi and Petzold (2022) for background information about this speaker and other aspects of the Beti
language and speech synthesis.

https://repository.stcloudstate.edu/stcloud_ling/vol11/iss1/6
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Figure 1C: Spectrogram of Utterance-Part 3

3.0 Measurements
In the spectrograms above, we can see several formants. A formant, generally, refers
to one of several measurable speech characteristics that can be used to identify a phoneme (the
smallest unit of distinguishable sound in a word). More specifically, F0 relates to the pitch of
the utterance, F1 mouth aperture, i.e., how wide the speaker opens his/her mouth, F2 the
horizontal movement of the speaker’s tongue, F3 the roundness of the speaker’s lips. The
physiological correlate of F4 is unclear but it has been posited that it may correlate with the
length of the vocal tract (or laryngeal cavities) or the size of the speaker’s head. For this paper,
we will follow Ladefoged, who noted an inverse relationship between the F4 measurement and
the size of the speaker’s head. Speakers with bigger heads have smaller F4 values, while those
with smaller heads have bigger F4 measurements.
Each formant is associated with a specific bandwidth. In the specialized literature,
formant bandwidths are shortened as “bandwidths.” They are believed to be directly related to
their respective formants, but there is not a cut-and-dry definition. Bandwidths are related to a
“set of loosely related acoustic phenomena” (Koffi and Petzold 2022). For speech synthesis
purposes, we can apply the following generalizations:
1. Smaller bandwidths are preferable to larger ones.
i. Vowel formants are more visually prominent when their respective bandwidths
are narrow.
ii. Listeners generally prefer the sound of smaller bandwidths.
2. Bandwidths correlate with heat/energy loss. This means that all four bandwidths
correlate somehow with intensity but they are measured in Hertz.
3. According to Klatt, the bandwidth ranges are as follows:
i. Bandwidth 1: [40,500] with a mode of 50
ii. Bandwidth 2: [40,500] with a mode of 70
iii. Bandwidth 3: [40,500] with a mode of 110
iv. Bandwidth 4: [100,500] with a mode of 250
It is also important to note that, for this demonstration, we are working with a woman’s
voice. Bandwidths have been better researched in men’s voices than women’s, and because
of this historical oversight, the bandwidths of women’s voices are less well understood, and
many researchers believe them to be more random. The measurements in Table 1 attest to the
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apparent randomness of the bandwidths of each phoneme in the Beti utterance produced by
Louise, the female language consultant.
Segment
ɔ́
ɲ
à̰
s
ṵ́
ɡ
ā
n
á
j
ɛ́
n
ɛ̀
m
j
ɛ̄

F0
172
173
173
1684
160
179
174
163
132
200
228
229
221
219
222
216

F1
526
367
545
1173
476
665
758
518
956
369
557
409
471
333
392
461

F2
1033
1321
1616
2423
1386
1795
1779
1855
1588
2449
2008
1721
2190
1627
2446
2000

F3
2553
2428
1619
3720
2560
2720
2679
2780
2503
3364
2610
2952
3034
2963
3278
2935

F4
3470
3650
3693
4824
3687
4252
3768
4147
3522
4228
3542
4131
3982
3649
4143
3934

B1
38
223
149
1502
101
227
138
122
330
84
180
254
189
172
214
108

B2
68
1068
393
705
2248
348
275
183
345
150
2416
561
253
409
145
336

B3
339
1871
126
731
1273
120
699
133
914
135
980
119
170
1123
112
156

B4
391
101
1604
585
73
1046
759
247
160
361
434
170
456
116
261
373

Intensity
68
69
71
70
67
68
73
67
58
76
77
76
75
74
74
75

Duration
164
200
177
208
240
356
81
160
115
134
100
92
105
140
69
105

Table 1: Measurements Summary

4.0 Finding Pitches and Formants in MATLAB
A very important step in speech synthesis is to collect measurements such as those
displayed in Table 1. Using a program such as MATLAB and writing one’s own code to
determine the formants of a phrase can be very accurate but it is also more time-consuming
and requires coding knowledge. There are two different sets of codes involved in determining
formants in MATLAB. The pitch is determined through a fairly straightforward process
wherein the WAV file is downsampled to decrease the number of variables to be examined.
Then the distance between measurements is selected manually. MATLAB has a shortcut for
finding the F0/pitch from there, but since we want the average pitch, the mean of that
measurement needs to be calculated. The code used to find the pitch of the last [ɛ̄] in this
utterance is as follows:

Figure 2: Pitch Finding Code

For speech synthesis, the files containing the audio recordings need to be downsampled.
We found that downsampling to 10000 Hz produces more accurate results. The code for finding
the formants is a little more complicated. Two codes have been tested and are known to work
for this purpose. Which is used depends on taste and patience. For this project, the slightly
more involved option was used because it produced more accurate results.

4

Ordinarily, since [s] is a voiceless segment, Praat should render “an …” when a measurement is attempted.
However, in this case, a measurement of 168 Hz is given.

https://repository.stcloudstate.edu/stcloud_ling/vol11/iss1/6
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The first step is to put the data through a window filter and a pre-emphasis filter. The
first limits the scope of the data generally, and the latter cuts out the highest and lowest tones
of the recording in hopes of limiting static and incidental noise. The code for the pre-emphasis
filter was written as follows:

Figure 3: Pre-emphasis Code 1

In a program such as Praat, the window and pre-emphasis filter are both determined by
an algorithm. However, in MATLAB, the coding used here was given specific parameters
tailored to the speech instance.

Figure 4: Pre-emphasis Code 2

Once the scope of the data is selected, the other variables for the loop are defined and the loop
is initialized. A loop is when a segment of code is repeated until a specific variable is met –
this prevents redundancy in the code, which could overload the processor, causing lagging and
errors. In this case, when “mm ≥ 5 kend” will become greater than “length (2),” and so the loop
will end. The code below (Figure 5) sends the sound clip through the pre-emphasis filter and
determines where measurements will be taken within the loop.
From there, a loop is created to measure all the formants without cluttering the code
with unnecessary lines. The second to last segment of the loop ensures that at least four
formants are measured. However, it does not prevent the program from finding five or more
formants. These “extra” measurements can be removed by using a different processing window
or changing the pre-emphasis filter.

Published by The Repository at St. Cloud State, 2022
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Figure 5: Looping Code

5.0 Comparison of Results Between Praat and MATLAB
Below are the measurements obtained from coding in MATLAB compared to the
measurements found in Praat. The ones in Praat were collected by following specific
commands. Codes were written in MATLAB to extract the specific measurements for the
vowel /ɛ/̃ found in the word “nɛ̀mjɛ.̃ ”

https://repository.stcloudstate.edu/stcloud_ling/vol11/iss1/6
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F0 (pitch)
F1 (mouth aperture)
F2 (tongue movement)
F3 (lip position)
F4 (head size)

Praat
216 Hz – higher-pitched
characteristic of a female
voice
461 Hz - almost closed
mouth
2000 Hz – front tongue
placement
2935 Hz – unrounded lips
3934 Hz – smaller head

MATLAB
216 Hz – higher-pitched
characteristic of a female
voice
276 Hz – closed mouth
1121 Hz – central tongue
placement
3929 Hz – unrounded lips
3795 Hz – smaller head

Table 2: Comparison between Praat and MATLAB

These measurements reveal important similarities and differences. According to the
standard IPA vowel chart, the phoneme /ɛ/̃ is an open mid-front vowel produced with
unrounded lips. Therefore, it should have an F1 between 400 Hz and 600 Hz, an F2 of 1400
Hz to 1600 Hz, and an F3 above 2600 Hz. F4 is uncertain as we aren’t entirely sure what it
correlates with. Moreover, /ɛ/̃ is a phoneme that is not found in English. Overall, both sets of
measurements are similar, especially F0 and F4. The differences in F1 are especially
noteworthy. The measurement found in MATLAB shows that /ɛ/̃ is produced as a high vowel
(the mouth is closed) whereas Praat indicates /ɛ/̃ is a mid-vowel. This discrepancy may be
caused by the nasalization of the vowel. Indeed, nasalization often causes the F1 values of
vowels to be lower. A lower F1 means that the vowel has undergone raising. For nasalized
vowels, MATLAB seems to produce better results than Praat. However, the F2 measurements
would have us to believe that /ɛ/̃ is a back vowel, which is not true. It is a front vowel and the
results in Praat depict it accurately. Praat also shows that /ɛ/̃ is an unrounded vowel. MATLAB
shows the same but the measurement it yields for F3 cannot be trusted because such a high
value is generally associated with F4. This demonstration suggests that one should be careful
when trying to synthesize nasal or nasalized vowels. Formant synthesis does not appear to be
the best approach. To resolve this problem, in some cases, one may have to resort
concatenation, i.e., to phone splicing and bonding, as described in 7.0.
6.0 Script/Coding of Concatenated Synthesized Phrase
The purpose for collecting measurements such as those in Table 1 is to be better able
to accurately synthesize speech for critically endangered languages without the need of a voice
bank. Theoretically, at least, speech synthesis can be done without voicebanks. However, in
reality, experts are not yet at a point where speech can be synthesized with only formant,
duration, bandwidth, and intensity measurements. Most current models use voicebanks made
up of syllables which are concatenated to create words and sentences. The code below is used
to synthesize (recreate) a syllable, and then compare it to the original syllable in the recording.

Published by The Repository at St. Cloud State, 2022
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Figure 6: Synthesis Code

Note that Fs is equivalent to the sampling rate of the original syllable. One issue with
doing things this way is that it can result in some rather unusual or rushed speech. For instance,
the original recording was 3344 msec. After cutting long pauses, the file resulting from this
code is only 2080 msec long. This doesn’t look like a large difference on paper, but to the
human ear it sounds odd, and learning to speak a language without the proper pauses and
prosody won’t result in a fully revived language. One way to help combat this is to add
“natural” pauses between words or, in the case of this project, clauses. Having the pauses at
somewhat random intervals could also allow for repeated instances to sound more human, as
when a person repeats something, they do not always pause for the same amount of time. The
code for inserting pauses at random intervals could look something like this:

Figure 7: Pause Insertion Code

7.0 Synthesizing Nasal and Nasalized Vowels
The previous discussions allow me to tackle a thorny issue in speech synthesis, that is,
the concatenation of non-existing syllables by splicing and bonding segments together. This
method may be more useful when using related languages’ voicebanks to make up a syllable
in the language of interest if that syllable does not appear in the recording that one made. The
goal here is to recreate the syllable [nɛ]̃ which does not appear in the text. Yet, this syllable is
needed to demonstrate how to synthesize a nasal or nasalized vowel. It should be noted that

https://repository.stcloudstate.edu/stcloud_ling/vol11/iss1/6
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the syllable [nɛ]̃ does not appear in the utterance [ɔ́ ɲa gāná nɛ̀mjɛ]̃ . It is created by splicing
[ɛ]̃ from [jɛ]̃ and bonding it to [n]. So, even though [nɛ]̃ does not appear as a syllable in the
utterance, it can be recreated through concatenative synthesis. The code for doing so is as
follows:

Figure 8: Nasal Synthesis Code

In the original phrase [ɔ́ ɲa gāná nɛ̄mjɛ]̃ assigned to me, there are two occurrences of
the /n/ sound to choose from. The first is found in [gāná] and the second in [nɛ̄mjɛ]̃ . Naturally,
it is best to choose the /n/ in the second word because the vowel [ɛ]̃ will occur with it. This
leads me to highlight the largest issue with phone concatenation. Connecting two segments
that are not originally connected and making them sound like they belong together takes a good
deal of editing. The process is time consuming because one has to pay close attention to the
environments in which the sounds occur. Then one must splice the two sounds, and then
concatenate them. This is the process that I followed to recreate the syllable [nɛ]̃ . I sliced [n]
from [nɛ̄mjɛ]̃ . I also spliced [ɛ]̃ from [jɛ]̃ . Thereafter, I concatenated [n] and [ɛ]̃ together to
recreate a new syllable [nɛ]̃ that did not appear in the portion of the utterance assigned to me.
The result is displayed in the two waveforms below:

Figure 9A: Original Utterance

Figure 9B: Concatenated Recreation

To the naked ear, the “original utterance” and the “concatenated recreation” sound
similar. However, Figures 9A and B are not exactly the same. The only reason why this sound
clip worked was because the phonemes had similar pitches and volumes. Moreover, the
concatenated recreation worked because the two segments were produced by the same speaker.
Even so, there is a slight drawback because the “concatenated utterance” is produced with a
slight terminal pitch rise (an upspeak intonation). This demonstration highlights the great
potential that speech synthesis offers. A syllable that does not appear in a recording can be
recreated from scratch by splicing and bonding phonemes together. This is certainly not a
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recommended course of action. Ideally, one would have a large voicebank that contains all the
syllables so that the person doing the speech synthesis does not feel the need to recreate
syllables from scratch by splicing and concatenating phones. However, recreating syllables
may be necessary when the recording does not contain certain syllables, even though such
syllables exist in the language. It is tedious work, for sure, but it may be worth it in order to
build a robust system that can read all the words in the language and even new words that one
may want to add to the lexicon of the language.
8.0 Summary
The perfect method for synthesizing endangered languages has not yet been discovered,
but progress is being made. With the advent of machine learning and increasing access to
speech technology tools, it will not be long before solutions are found. Better speech synthesis
means that under-documented languages and languages on the brink of extinction can be
revived. There is still plenty to do before speech synthesis can be made widely available. But
courses such as this one are steps in the right direction. By bringing expertise in linguistics,
engineering, and computer science together, and by exposing students to the plight of
endangered languages, enthusiasm is generated, and knowledge is accrued. Trials and errors
now will lead to success in the near future. The demonstrations on synthesizing nasal vowels
are proof that a lot remains to be done. Yet, a lot has already been achieved for Beti through
this one course. Cross disciplinary courses such as this one need to continue because expertise
from engineers and computer scientists will complement linguistic expertise to get the job done
faster. The need is great and there is great urgency because thousands of languages are on the
brink of extinction.
ABOUT THE AUTHOR: Scarlet Dusosky is a recent graduate of the Linguistics program at
St. Cloud State University. She has a long-standing interest in etymology and grammar from
her childhood, including basic speech synthesis. She can be reached at
scarletdusosky@outlook.com.
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