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Abstract 
We present a method to extract a time series (Number of Active Requests (NAR)) 
from web cache logs which serves as a transport level measurement of internet traffic. 
This series also reflects the performance or Quality of Service of a web cache. Using 
time series modelling, we interpret the properties of this kind of internet traffic and 
its effect on the performance perceived by the cache user. 
Our preliminary analysis of NAR concludes that this dataset is suggestive of a 
long-memory self-similar process but is not heavy-tailed. Having carried out more 
in-depth analysis, we propose a three stage modelling process of the time series: (i) 
a power transformation to normalise the data, (ii) a polynomial fit to approximate 
the general trend and (iii) a modelling of the residuals from the polynomial fit. We 
analyse the polynomial and show that the residual clataset may be modelled as a 
FARIMA(p, d, q) process. 
Finally, we use Canonical Variate Analysis to determine the most significant defin- 
ing properties of our measurements and draw conclusions to categorise the differences 
in traffic properties between the various caches studied. We show that the strongest 
illustration of differences between the caches is shown by the short memory param- 
eters of the FARIMA fit. We compare the differences revealed between our studied 
caches and draw conclusions on them. Several programs have been written in Perl and 
S programming languages for this analysis including totalqd. pl for NAR calculation, 
fullanalysis for general statistical analysis of the data and armamodel for FARIMA 
modelling. 
I 
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Introduction 
Over recent years the internet has become an essential tool for communication and 
data transfer. As is the case for most computer related services, users constantly re- 
quire faster, more flexible and more reliable performance from their internet transfers 
and, in order to provide for these requirements, a greater understanding of the traffic 
is needed. 
However, the study of internet traffic has been a cause of some contention in the 
research world. Theories bounce backward and forward suggesting various underlying 
distributions and models for the data but there is still much uncertainty as to the 
nature of internet traffic. 
It is not our intention to simply add another theory to the ever growing list, instead 
we take a slightly different view of internet traffic and draw conclusions specific to 
our data. These conclusions may be different from those made elsewhere, but are not 
intended to prove or disprove existing research, but instead present a new perspective 
which we hope could be used to enable more accurate provisioning in web caches. 
This new perspective is more closely related to the internet user's view of the 
traffic than the underlying machine view. We do not study each tiny item of data in 
detail, but instead, we study the data at a fairly high level, monitoring its behaviour 
over long timescales. By examining the data in this way, some of the properties of 
13 
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detailed packet level traffic are filtered out, but we are able to study the Quality of 
Service (QoS) perceived by the internet user and we hope our studies will help to 
provide ways in which this QoS can be improved. 
This project involves both a statistical analysis of data and computer programming 
which is a significant part of the work. This is an interdisciplinary project of applied 
statistics in internet traffic modelling. 
The purpose of this project is not only to model, but also to examine the sta- 
tistical properties of internet traffic. From these properties we make some practical 
conclusions about the traffic. We present a model which could be used either to better 
understand or to simulate internet traffic and we hope that our conclusions will prove 
useful for the future development of internet performance. 
In Chapter 1 we give an overview of web caching, its purpose and workings, the 
protocols used to transfer data and the ways in which these transfers can be measured. 
We then detail the web caches from which we obtain data. We diagram some of their 
links to other caches, describe their purpose and highlight differences and similarities 
between them. We further describe the measurement periods from which our data is 
taken and some general properties of those datasets, such as the average number of 
file requests received. We have made many measurements on various aspects of each 
cache, its log files and its connection to the internet and these measurements are also 
described in Chapter 1. 
In Chapter 2 we provide an overview of some of the theory behind the methods 
employed in our analysis. To begin with we comment on the data source, web cache 
log files and present a preliminary analysis of these datasets. We also justify our 
extraction of a new time series in order to measure web cache traffic, explain how this 
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series is calculated and present a statistical analysis of the data. 
We introduce the ideas of long-range dependence, asymptotic self-similarity, heavy- 
tailed distributions and present our findings when applying these methods to our data. 
Our discoveries use a combination of methods, some of which are not used in other 
literature to our knowledge. Our data bears both similarities and differences to other 
research and we define a new property called asymptotic aggregation-similarity in 
order to define the properties of our data. 
Chapter 3 discusses our attempts to explain the differences between parameter 
estimates for different caches. Our intention was to find factors related to physical 
properties of the caches that could be incorporated into an experimental design anal- 
ysis. We explain some of our investigations into the properties of the caches as well 
as properties of the networks. Despite these investigations we are unable to find a 
physical explanation for the statistical differences between these parameter estimates. 
We therefore explain that modelling internet traffic must be performed in a suitably 
flexible way to account for these differences. 
Chapter 4 provides details of our main achievement: the modelling of Number of 
Active Requests. We explain our transformation of this data to mould it into a form 
to which time series models can be applied whilst still retaining important statistical 
properties. This manipulation includes a power transformation and polynomial trend 
approximation of the data. Having subtracted this polynomial from the transformed 
dataset we present an analysis both of the polynomial trend and the residual dataset 
which remains after this trend has been removed. We then explain the process of 
FARIMA modelling and apply it to the residual dataset, mentioned. 
The 5th Chapter draws together our parameter estimates and the findings from our 
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modelling when we apply Canonical Variate Analysis (CVA) to our variables. From 
this study we show that the dominant measurements are the FARIMA parameters. 
We examine the CVA results and draw conclusions. 
The generation of the data and its analysis is performed by a combination of 
Perl and S programs which are briefly commented on in Chapter 6. Each of these 
programs is mentioned in Appendix C and some explanation is given with regard 
to the purpose of each program, its input and output. Diagrams of the program 
structures show the interconnection between some of the programs and other diagrams 
show the algorithms employed in the programs. 
Finally Chapter 7 presents our conclusions and interpretation of our analyses. 
We suggest that the properties of cache traffic are strongly influenced by the user 
communities subscribing to them and, perhaps, by their parental links to other caches. 
We use canonical variate analysis to show that there are differences between university 
cache traffic and the more general national and international cache traffic we study. 
We also include a dictionary of cache terms, a log file example, our programs and 
tables of numerical results. 
Chapter I 
Cache and Internet Background 
There are many books and articles that explain the internet and computer networks, 
several of which also discuss the issue of web caching. Two main sources used to 
support the explanations in this section are the tutorial by Ross (1999) and the book 
by Gralla (1998). 
In this chapter we give an overview of the relevant background to this project and 
include in Appendix Aa 'Dictionary of Cache Related Terms' which we hope will 
be a useful accompaniment. Terms explained briefly in the dictionary are printed in 
italic throughout the text, when first used. 
1.1 Web Caching and The Internet 
The growth of the internet over the years has highlighted two main problems in 
accessing web files. Firstly, the number of requests that are made for files that are 
stored on a particular origin server are frequently far too great to be coped with by 
that one server. 
Also, the internet users requesting a file may be a great distance from the origin 
server storing the requested file. This clearly extends the time of the file transfer 
17 
18 
which, in turn, reduces the number of simultaneous connections available from the 
origin server. 
1.1.1 Web Caching 
Web caching provides a solution to server overload problems and also allows users 
to access distant files more quickly. Caching can take place on a small scale for 
individuals and/or a large scale for multiple users. 
Rather than requesting a web file from the origin server, an internet user is able 
request the file from a web cache or proxy server. The proxy server will obtain the 
required file (possibly from the origin server) and store it for future use. Therefore, 
the next time that file is requested from the proxy, the origin server is not contacted: 
the cache simply returns the saved version of the file. 
Over time, as the cache fills up with files, old or stale files are removed or over- 
written by more popular files, or by fresh copies of the same file. However, a web 
cache will verify that the files it supplies are the most up-to-date versions and obtain 
updated versions if necessary for each request. 
Every file that is successfully cached (i. e. saved and requested again from the 
cache) is called a hit and every cache hit reduces the demand placed on the origin 
server. Also, since caches can be placed close to areas with a demanding internet 
community, the needs of that community can be met more quickly. 
Web caches are usually placed on extremely fast networks. These networks allow 
the cache users to quickly obtain requested files and allow the cache to quickly obtain 
new or updated files. The 'speed' of a network connection between two locations may 
be equivalently thought of as the 'distance' between those locations. In this sense, 
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web caches bring web files 'closer' to users. 
Web caches are used on a large scale with huge national caches supplying vast 
communities, medium scale with local caches serving a particular area or organisa- 
tion and on smaller scales. The smallest scale caches are those which form part of 
an individual's web browser (browser caching), these simply ensure that frequently 
accessed pages, such as the user's homepage, are delivered more quickly. 
1.1.2 Cache Networks 
Whilst web caches work well as individuals, many web caches are networked to other 
web caches to further reduce demand on each individual cache, see Bilchev et al. 
(1999). 
Essex University, for example, has two networked web caches which share the web 
requests made by university users. Caches on the same network may work individually 
or, more commonly, they may have sibling or parental links to each other. A sibling 
link is a local network or internet link between two or more cache servers of the same 
level. A cache may issue a file request to its sibling before seeking the file from its 
origin. The sibling caches are 'equals' performing a similar task. Parental cache links 
connect a web cache to a higher level cache and are usually configured in one of two 
ways: i) A small scale local cache may use a larger and therefore more comprehensive 
cache as a parent to issue requests for its non-cached files or (ii) a cache may use a 
parent cache to supply a particular type of file. For example, a UK cache might have 
parents in different countries to supply files from that country. A diagram of parental 
and sibling links is shown in Figure 1.1 and of sibling links using a Transmission 
Control Protocol (TCP) switch in Figure 1.2. 
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Parental Link 
Parent 
If file has 
expired or is not 
in cache, higher 
levelcacheis 
consulted 
Cache 
Sibling Link 
Optional Higher 
LevelServer 
If file has expired or is not in cache, 
the siblings are consulted first 
before consulting the origin server 
or higher level caches 
User makes 
request to 
proxy 
(cache) 
server 
serM 
Figure I. I: Parental and Sibling links diagram 
User makes 
request to proxy 
(cache) server 
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Siblinp, Link 
TCP Switch 
Optional Higher 
LevelServer 
If file has expired or is not in cache, next level cache 
is consulted, siblings do not communicate and may 
hold duplicate information 
; -Iwfmiýh 
User makes request to proxy 
(cache) server, TCP switch 
filters the request into either the 
least busy cache or to each 
cache in turn 
Figure 1.2: Sibling links with a switch diagram 
1.1.3 Web Caching Methods 
Web caching is not on a subscription only basis. A scheme of caching methods is 
given in Figure 1.3. Some internet users choose to configure their web browser to 
use a particular cache, this method is called explicit caching and it corresponds to 
the path 11,3, (6,7), 8,121 in Figure 1.3; the numbers in round brackets indicate an 
optional path. Others deliberately make all requests to the origin server, i. e., follow 
path 11,4,11,121. However, it is more common for an Internet Service Provider (ISP) 
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Figure 1.3: Caching Methods. Explicit caching follows path 11,3, (6,7), 8,121, direct 
requests follow path 11,4,11,121, forced explicit caching follows path 11,2, BLOCK, 
10,12,1,3, (6,7), 8,121, transparent caching follows pathjI, 2,5, (6,7), 9,10,121 
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or network administrator to insist on the use of web caching in one of two ways. Some 
ISPs block internet requests so that users can only access the internet by setting their 
browser to use a cache (this is called forced explicit caching and corresponds to the 
path 11,2, BLOCK, 10,12,1,3, (6,7), 8,12}). Alternatively, many ISPs intercept all users' 
web requests and redirect them to the cache (transparent caching corresponds to the 
path j1,2,5, (6,7), 9,10,12j). We see then that although users may not explicitly choose 
to use web caching, most users do in some form. Without web caching, the internet 
would most probably grind to a halt. 
Some details are omitted from this section but we should, however, point out that 
there are exceptions and special cases to web caching. For example, secure web pages 
cannot usually be cached, but these details have little bearing on our work. 
1.2 Data Týransfer and Networks 
In order to properly study web cache datasets, we also need to know something of 
the networks and protocols they use. 
TCP and IP 
For the purpose of web cache data transfer a very brief overview of Internet Protocol 
(IP) and Transmission Control Protocol (TCP) is required; un-necessary details are 
omitted. 
Broadly speaking TCP governs the way in which network and internet data can be 
broken down into smaller parts called packets and reassembled. IP routes the packets 
through the internet or network. We should mention that TCP is not the only protocol 
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used for transmission of data, but it is the one concerned with web caches. In order 
to transfer a file over the internet it must first be broken into packets, the packets are 
transmitted to the destination (many packets may be transmitted at once), and the 
file is reassembled at the destination. 
One remaining topic regarding the protocols that needs to be understood in order 
to make sense of this study is the TCP handshake. TCP is a reliable protocol be- 
cause the receiver must acknowledge each packet that has been received. Therefore, 
data transfers are completed without loss since lost packets (i. e. those that are not 
acknowledged as successfully received) are re-transmitted. The procedure of sending 
and acknowledging transfers is known as the TCP handshake and is diagrammed in 
Figure 1.4. 
1.2.2 Bandwidth and Latency 
The speed at which a file transfer can take place is mainly governed by two factors. 
The first is the amount of data which can be sent through the network per time 
interval, and the second is the time taken for a packet to be placed onto the network, 
taken off a network or any additional delay which might be met by a packet. The 
former is governed by bandwidth. Bandwidth is the speed at which data flows on a 
given data path and is usually measured in kilobits per second (kbps). Therefore a 
network with higher bandwidth is able to transport a higher volume of traffic or a 
greater number of packets in a given time. The additional time taken may be termed 
latency. 
There is more than one definition of latency, but for the purposes of this thesis we 
hold to the definition used in our paper (Keogh-Brown et al., 2001), where latency 
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Client Server 
Connection Request 
Acknowledge Request 
Acknowledge the 
Acknowledgement 
................................................................ TCP Connection Established 
By 3-way Handshake: 
File transfer now begins. 
.................................................................. 
Packets Sent 
Acknowledge Packets 
Packets Sent 
Figure 1.4: TCP 3 Way Handshake 
is defined as the shortest possible time that a transfer can take through a particular 
network path regardless of the packet's size. For example, this minimum time is a 
combination of a number of factors including the limitations of the network cable, 
the time taken for the user's modem to put the data onto the link, any queue at a 
router etc. 
Clearly the speed at which data can be transferred between a web cache and user 
varies according to the type of network connection between the two (latency and 
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bandwidth) and the size of file requested. 
1.3 Web Caches Studied 
The web caches we use for our analysis are administered by three main organisations: 
NLANR (National Laboratory for Applied Network Research), the University of Essex 
and Queen Mary, University of London. Our main study is based on long-term traces 
from eleven web caches, nine of which are administered by NLANR. 
A brief overview of the hierarchical position of these web caches is given in Table 
1.1. 
These parent and sibling links are used subject to many conditions defined by the 
cache administrator, but the table should give the general configuration. A diagram 
of these links is available in Figure 1.5. 
The NLANR caches are situated in the United States as follows: 
* bol and bo2 (bo. us. ircache. net) are situated in Boulder, Colorado 
* pa (pa. us. ircache. net) is situated in Palo Alto, California 
o pb (pb. us. ircache. net) is situated in Pittsburgh, Pennsylvania 
e rtp (rtp. us. ircache. net) is situated in Research Triangle Park, North Carolina 
e sd (sd. us. ircache. net) is situated in San Diego, California 
9 sj (sj. us. ircache. net) is situated in MAE-West San Jose, California 
9 stp (startap. us. ircache. net) is situated in STARTAP the international connec- 
tion point in Chicago, IL 
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Cache Parents Siblings 
Queen Mary JANET NONE 
Essex NONE Essex 
NLANR bol cache. nectec. or. th NLANR bo2, pb, sd, sv 
and uc 
NLANR bo2 cache. nectec. or. th NLANR bol, pb, sd, sv 
and uc 
NLANR pa None NLANR pb 
NLANR pb web cache 1. free. net www-proxy. ruu. nl, NLANR 
bol, bo2, sd, sv and uc 
NLANR rtp None NLANR bol, bo2, pb, sd, 
and sv 
NLANR sd None NLANR bol, bo2, pb, sv 
and uc 
NLANR sj None None 
NLANR stp None NLANR pb 
NLANR sv www-proxy. mq. edu. au, NLANR bol, bo2, pb and 
cache l. nzix. waikato. ac. nz , sd 
hit. hijau. com. my, 
cachej window. net 
Table 1.1: Caches studied and their links 
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Figure 1.5: NLANR Sibling Links Diagram 
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e sv (sv. us. ircache. net) is situated in Silicon Valley, California (FIX-West) 
For completeness we should mention that the uc cache (uc. us. ircache. net) situated 
at Urbana- Champaign, Illinois is a sibling to the caches studied. However, some uc 
logs were unavailable for download during our measurement period so we have not 
analysed logs from uc. 
Although the NLANR caches are administered by the same organisation, the user 
communities and rules governing the caches' service vary. The NLANR stp and sj 
caches serve as network caches on internet or network exchange points. Their brief 
job description is to cache files transferred through the network exchange points on 
which they are situated. For the other NLANR caches, the setup is slightly different. 
Individual users wishing to subscribe to the NLANR caching service may query the 
sd cache. Otherwise, the cache administrator of the organisation wishing to subscribe 
to the caching service may choose to use any two of the remaining NLANR caches 
(bol, bo2, pa, pb, rtp, sv, uc). It is reasonable to assume that the choice of cache 
would be made according to locality of the web cache or the parental links of that 
cache. 
For example cache. nectec. or. th is the parent cache of bol and bo2. It is the cache 
provided by the Network Technology Laboratory which is the home of ThaiSarn, the 
first Thailand Cache. For this reason Thailand (. th) files are requested from bol and 
bo2's siblings. Similarly sv has parents www-proxy. mq. edu. au (Maquarie University 
cache in Sydney), cache 1. nzix. waikato. ac. nz (caching project at Waikato University, 
New Zealand), hit. hijau. com. my (Malaysian cache), cache. j window. net (Japan Cache 
Project). As a result sv is often referred to as the sibling for files:, au = Australia, nz 
= New Zealand (Aotearoa), aq = Antarctica, jp - Japan, kr = Korea (South), sg 
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- Singapore, vn = Viet Nam, Aw = Taiwan, lk = Sri Lanka, my = Malaysia, hk = 
Hong Kong. Finally, pb's parent cache at FREEnet (Russian Network for Research, 
Education and Engineering) makes it a specialist for mainly European-type sibling 
requests such as those from, ch = Switzerland, dk = Denmark, fr = France, uk = 
United Kingdom, nl = Netherlands, de = Germany fi = Finland, At = Italy, no = 
Norway, pl = Poland, at = Austria, cz = Czech Republic, sk = Slovak Republic, 
. cr = Costa Rica, ru = Russian Federation, su = USSR 
(Former), es = Spain gi 
Gibraltar, gp = Guadeloupe. 
The University of Essex cache is one of two web caches serving university of Essex 
computer users. These two caches are configured in round-robbin sharing formation. 
This cache has used the JANET cache network as a parental cache in the past, but 
no longer utilises this link. The JANET cache network is a caching service provided 
jointly by Manchester University and Loughborough University for the UK Academic 
Research Community. 
The Queen Mary cache is the single web cache serving Queen Mary, University 
of London and is linked to the JANET cache network. However, the choice of situ- 
ation under which this link to JANET is utilised is determined by the Queen Mary 
Web Cache Administrator. Although Queen Mary is connected to the JANET cache 
network and benefits from its caching service, we have been informed that there are 
conditions, defined by the cache administrator, under which the connection to JANET 
is not utilized. These conditions have not been explained to us, but were mentioned 
as a possible hinderance to our attempted "Flight Delay" measurements to which we 
will refer later. 
An early impression of the amount of custom received by each cache and some 
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Cache Hit-rate % Average Requests 
Per Day 
Queen Mary 826,044 
Essex 36.05 2,095,534 
NLANR bol 17.49 179,853 
NLANR bo2 16.31 197,849 
NLANR pa 42.49 399,697 
NLANR pb 21.27 1,004,530 
NLANR rtp 28.51 1,618,619 
NLANR sd 21-85 625,004 
NLANR sj 28.06 278,335 
NLANR stp 20.65 
- - - 
127,772 
NLANR sv ý 8 . 6-2 1,795,244 
Table 1.2: Hit-Rate and average number of requests per day for each cache 
measure of its service is displayed in Table 1.2 which details the average number of 
requests received per day and the percentage hit-rate (or supply of cached files) for 
each cache. Hit-rate is not available for Queen Mary since this University has more 
strict controls than our other sources with regard to the type of data it is prepared 
to release. As a result, the column of data from which hit-rate can be calculated for 
Queen Mary was not released to us. 
As Table 1.2 shows, Essex University is the largest of our caches receiving, on 
average, more than 2 million requests per day. sv, rtp and pb are the next largest 
caches, each receiving over 1 million requests per day and interestingly, their hit- 
rate decreases with the number of requests received. However, generally, we cannot 
conclude that hit-rate and number of requests received are directly connected. For 
example, the largest hit-rate (pa, 42.5%) comes from the 5th smallest cache. 
For completeness we should point out that values in Table 1.2 are calculated from 
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Cache Name Start of First Request End of Last Request 
Queen Mary 21/10/2001 26/5/2002 
Essex 14/l/2002 12/6/2002 
NLANR bol 1/l/2002 22/6/2002 
NLANR bo2 1/l/2002 16/4/2002 
NLANR pa 1/l/2002 28/5/2002 
NLANR pb 2/l/2002 29/5/2002 
NLANR rtp 1/l/2002 28/5/2002 
NLANR sd 1/l/2002 7/4/2002 
NLANR sj 1/l/2002 21/6/2002 
NLANR startap 
- 
1/l/2002 15/6/2002 
r NLANR sv 
i 1/l/2002 21/3/2002 
Table 1.3: Measurement periods of cache datasets 
the datasets used for our main analysis and to which we will refer throughout this 
thesis. The precise periods of data collection for our study are in Table 1.3. 
The measurement periods used were selected according to the longest continuous 
traces we could obtain for each cache. On occasions we were unable to obtain all 
data from all caches on certain days (sometimes because they were not available, 
sometimes due to download problems or errors uncompressing the data). As we shall 
comment later, our studies focus on 5 day (Sunday midnight to Friday midnight) 
periods. We examined the physical properties of the NLANR cache and found that 
each cache had similar memory, disk size, processor speed; we detail our efforts to 
distinguish differences between caches in Chapter I 
A description of how these log files are used is contained in the statistics chapters 
later 
Chapter 2 
Statistical Background 
2.1 Data 
2.1.1 The Cache Log Files 
The datasets used in our research to measure internet traffic at web caches come 
from web cache log files, hereafter log files or logs. The logs are stored in common 
log format which is technical jargon to describe the type of attributes stored on each 
request, the order, format and units of measurement. The log files are divided into 
rows and columns of data where each row represents a single web request and each 
column an attribute of that request. The attributes we study are explained in section 
2.1.2. For an example of a log file and a brief explanation of the attributes, see 
Appendix B. 
Log files are difficult to obtain, partly due to the sensitive nature of some of the 
data they contain; for example, in their original form, log files display a record of 
the user requesting the web files and the URL of the accessed files. Therefore log 
files have to be sanitised (or anonymised) before they are released for examination. 
Furthermore many log providers are only willing to release either very short traces or 
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sets of traces which do not run consecutively. We are very grateful to those who have 
kindly provided long comprehensive traffic datasets for this study. (NLANR, Queen 
Mary, University of London and the University of Essex). 
2.1.2 Raw Data 
We consider only numerical columns applicable to our analysis. These columns are 
Request Time, Elapsed Time and File Size. 
Request Time or Timestamp, measured in seconds since January lst 1970 with 
millisecond resolution, is the time at which the cache ceases transmission of the file 
request, we also call this the request End Time. Elapsed Time, measured in millisec- 
onds, is the duration of the file transfer. File Size, measured in bytes, is the size of 
the transferred file. 
Request Time, is simply a set of times at which file requests were fulfilled by the 
cache. As such they are merely an approximately linear set of time points and are 
not interesting in raw form for analysis. 
The other two numerical data items, Elapsed Time and File Size, are more inter- 
esting and further examination of their properties is made. 
The logs usually contain a single day's web requests, but in some cases, this can 
represent as much as 600MB of data or 4.5 million requests: too large for a reasonable 
insight into the data structure. We therefore begin studying the smaller files in an 
attempt to discover a suitable dataset for modelling. 
A visualisation of Elapsed Time by a straightforward "time series" plot and au- 
tocorrelation plot reveals its inconsistent nature (see Figure 2.1). The data used in 
these plots is taken from consecutive week days from the same cache and are typical 
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examples of raw cache log data. 
The contrast between the plots is evident. The top left plot of Elapsed Time 
exhibits large rectangular clusters of bursts and a significant autocorrelation between 
values (top right). The second row of plots correspond to the following day but show 
just a few isolated bursts in the series plot and no significant correlation between 
values. 
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Figure 2.1: Elapsed Time data series and sample autocorrelation (ACF) plots for two 
consecutive days (NLANR sj, 23rd and 24th April 2002) 
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Plots for File Size occasionally show similar inconsistencies with significant corre- 
lation one day and no correlation the next, though the correlation, when present, is 
weaker. We have examined various lengths of time period for all of the caches, but 
the inconsistencies shown in the plots remain through all timescales and all caches. 
Therefore it is reasonable to think that these inconsistencies are not the result of 
some 'freak' event which affects one particular log file on one particular date, but 
rather are a commonplace event without simple explanation occurring with relative 
frequency in the data. Furthermore, Elapsed Time and File Size do not seem to be 
related. Although both show changes in burstiness from one time period to the next, 
these changes occur independently in the File Size and Elapsed Time data. 
To sum up our preliminary examination of the raw data at this stage, we have 
a dataset which is too large to be effectively modelled, which exhibits inconsistent 
statistical properties between caches and time periods. Therefore, even if we could 
manipulate the data and find an analytical model for a particular dataset, this model 
would almost certainly be inapplicable to the same cache at a different time period, 
and would be similarly inapplicable to other caches. The study of the cache data in 
its raw form would not lead to any practical conclusions on internet traffic. 
In the next section we introduce a function of these variables which we analyse 
further in depth, and we comment on some papers (most related to our new variable) 
which consider the treatment of internet and network data. 
2.1.3 Number of Active Requests 
In response to the rejection of the raw logs, we propose a new time series which 
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9 Effectively summarises the traffic properties of very large log files in a manage- 
able time series 
* Exhibits consistent statistical properties between different caches and different 
time periods 
9 Takes into account every single request 
The new dataset called Number of Active Requests or NAR(t), t=0,1,2,. .., n, 
is a discrete time series. NAR(t) is the number of file requests that are undergoing 
transfer from a web cache at time t. 
In order to define this quantity mathematically, we introduce two indicator func- 
tions f and g as follows 
1 if x>0 
0 otherwise 
g(x) 
1 ifx<O 
0 otherwise 
Furthermore, let R,, i=1, ..., N, 
be the time at which request i was completed (N 
is the total number of requests in a period of time), also let Ej, i=N, be the 
elapsed time or duration of request i. For simplicity we assume that these quantities 
are measured in the same time units, although this is not the case in the logs. 
Definition 2.1.1 (Number of Active Requests). The time series defined as 
NAR(t) = EN -f (& - Ei - t) - g(g. - t) 
i=l 
is called Number of Active Requests (NAR). 
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Figure 2.2: Diagram of Number of Active Requests Calculation. End Time - Start 
Time = Elapsed Time 
We expound the meaning of this equation as follows (see also Figure 2.2). The 
function g calculates the number of requests that have not yet been requested at 
time t. The function f calculates those requests that have been completed at time 
t. Therefore by subtracting these two quantities from the total number of requests 
N, we obtain the number of active requests at time t. This explanation is in no way 
related to the algorithm used to calculate NAR and is included only as a mathematical 
definition. The implementation of this calculation is necessarily more complicated and 
is done using a different method for fast processing of large files. For implementation 
details see the explanation of our Perl program totalqd. pl, or the program itself on 
the disk both in Appendix C. 
There is a physical overhead in computation of this time series which is governed 
by the speed of computer running the program and size of log files. However, the 
NAR time series is able to take a theoreticafly unlimited number of web requests 
and allow a statistician to select the granularity or frequency of measurement, length 
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Figure 2.3: NAR Plot for NLANR rtp Figure 2.4: NAR Plot Queen Mary cache 
cache 7-13 January 2002 7-13 January 2002 
of measurement period, and thus size of time series. For our purposes, we always 
calculate NAR at one second intervals. Time series plots of a week long NAR for 
two different caches are shown in Figures 2.3 and 2.4. The rtp data (left) does not 
exhibit as many active requests at peak times as the Queen Mary data (right). 
However, it remains active almost all of the time, whereas Queen Mary is fre- 
quently inactive. Both caches show daily peaks with much shorter peaks at weekends, 
although the pattern of daily peaks is more clearly shown in the Queen Mary plot. 
The rtp plot is typical of NAR activity in NLANR caches, where a NAR value of zero 
is rare. Similarly the University of Essex cache remains active at all times, though the 
daily trends are less visible. Queen Mary has the most clearly defined daily pattern 
of the caches we have studied. 
Generally, we observe for all the caches considered, that the NAR variable presents 
local trends and has periods of low and periods of high values, but overall looks 
stationary. In Section 2.2, we present its preliminary statistical analysis, but first we 
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discuss the traffic data used in other work, which is related to ours. 
2.1.4 Other Datasets 
Marron et al. (2002) study internet data in perhaps the most similar way to our studies 
that we have seen. Traffic flows, where the length of a flow is the time from the start 
of the first packet transmission to the end of the last, are considered. Flow lengths 
are plotted on the horizontal axis in the order in which they occur with horizontal 
length proportional to flow length, and are plotted vertically according to a random 
shift element. These plots are similar to our Figure 2.2, when rotated through 90 
degrees, where the lines indicating requests are ordered randomly. The idea behind 
this visualisation is to distinguish the short transfers (mice) from the long flows (ele- 
phants) causing the heavy-tailed nature of the data distribution. The authors agree 
with the popular theory that long flows also lead to long-range dependence of the 
data (significant correlation at large lags), and illustrate that the heavy tail of the 
data distribution is attributable to a very few elephants. 
Although no conclusion section is featured in the paper, the authors show that 
random sampling of heavy-tailed data does not produce a representative sample since 
elephants are easily omitted and that sub-sampling such data to produce a represen- 
tative sample would be a very difficult task. They make no suggestion as to a method 
whereby representative samples could be obtained. 
These traffic flows, though not viewed as a time series, correspond exactly to 
the internet data which our NAR time series measures. This therefore suggests that 
it would be unwise for us to sub-sample the data and that all web requests should 
therefore be considered in our study. 
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Although it is not our desire to enter into the heavy-tailed / non heavy-tailed dis- 
tribution debate, it is worth mentioning that the authors conclude that sub-sampling 
is difficult because there are "few elephants", therefore these elephants do not occur 
in the sub-samples. However, they also conclude that the data is heavy-tailed. 
This paper serves to support our use of all web requests in our studies and, al- 
though we do not have a method to successfully sub-sample the data, we are able to 
show that a shorter (computationally manageable) dataset which is representative of 
the original series can be obtained via aggregation. 
In a recent study Ryu et al. (2001), a new method for timing out TCP flows is 
proposed. Timeouts feature frequently in our cache logs, and therefore in our NAR 
series, though the paper commented on here is a packet level study. The proposed 
method is adaptive, and is designed to preserve long flows of TCP packets which have 
a good throughput, to break up flows which suffer long delays, and to try to produce 
more persistent flows of packets. 
They propose the algorithm MBET (Measurement-based Binary Exponential Time- 
out) to produce more persistent packet flows. The algorithm does break up some 
longer flows (15%) but the alternative strategy to using MBET to reduce delays 
would be to introduce a blanket reduction in timeout which would break up more 
long flows than MBET. This algorithm, if implemented on a large scale, is intended 
to improve the QoS perceived by users and might serve to reduce the Elapsed Time 
of transfers, in which case it would affect our NAR series. This reduction would most 
probably reduce polynomial area (as explained in Sections 4.1.2 and 4.1.3) which is 
an important parameter of cache business in our research. 
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The authors go on to comment on the statistical properties of internet flows sug- 
gesting that flow arrivals are more bursty than previous models allow for, and do 
not follow the Poisson arrivals assumption. Flow shape (also referred to as intra-flow 
packet dynamics) exhibits complex patterns such as multi-fractals, which may contra- 
dict previous assumptions of Poisson or Uniform intra flow packet arrivals. They also 
state that the correlation between flow arrivals, duration and throughput is negligible, 
therefore these properties may be viewed as independent. 
The negligible correlation may not be relevant to our work: it would depend 
whether this property is preserved in the transport layer (from which we obtain our 
NAR series). However, this paper seems to illustrate that theories continue to bounce 
back and forward suggesting long-memory and self-similarity with heavy-tailed dis- 
tributions against those which suggest lognormal or exponential distributions. Packet 
level studies such as this may have a bearing on transport level studies such as ours. 
However, since many authors studying internet traffic at the same level cannot agree 
on the statistical properties of the data, it is difficult for us to know which direction 
to follow. 
Clearly, any alteration in protocol which changes the way in which web pages 
are cached may affect the NAR series. It is for this reason that we mention the 
following. A recent internet analysis paper by Shi et al. (2002), studies the workload 
and caching implications of personalised web content. Personalised web content has 
increased in use over recent years. The web site studied is the NYUHome site which 
is declared to be a medium sized personalised web site. Such web sites allow users 
to customise the information that is available through their personal web site and to 
obtain information specific to themselves (such as email). The NYUHome site makes 
43 
20 different channels of information available through 5 broad categories: Home, 
Academics, Research, News and Files. 
The authors took measurements from the NYUHome server over a two week period 
measuring content such as arrival time of request, document requested, source IP 
address, user ID, departure time of response, size of document and more. From this 
they were able to measure the time taken to transfer data, to measure how much of 
the data could be shared by caching, and analyse the time taken to generate these 
personal documents. In addition they measured the network connection between 
server and users, the (broad) location of users and the distribution of request sizes. 
They suggest that caching of personalised content is currently poor, but that 
this could be improved if 'sharable' content such as news, sports, movies, weather 
etc. were cached (although weather, for example, is only sharable between users of 
similar location). In this way, the authors suggest that between 30% and 66% of the 
transmitted bytes in their study could be cached. They also suggest that the interval 
between successive requests for data that cannot be shared is such that 'sophisticated 
pre-fetching policies' could be used to speed up transfers. They found that- client 
popularity (the popularity of the ID associated with a particular user) follows a Zipf 
curve and suggest that, on this basis, the access patterns of the users making the 
most requests can be predicted reducing delay in their transfers. 
Their paper covers a wide area of topics related to personalised web content but 
shows how, with the development of the internet, the content and traffic of web 
servers may change in the future. Many of these personalised pages will not feature 
in our traffic because they are difficult to cache, however, if caching strategies alter to 
accommodate them, the resulting traffic may change. File popularity and hit-rate, for 
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example, may change as personalised web content fills the cache. It may be, therefore, 
that the results of our study remain valid for a limited time depending upon changes 
in caching strategies in the future. However, if studies of personalised content can 
be carried out separately from other cached web files, then studies such as ours can 
be used together with personalised web content studies in order to understand the 
more complicated traffic that will be produced by mixing personalised and traditional 
types of web traffic. 
2.2 Preliminary Data Analysis 
2.2.1 Long-Memory and Self-Similarity of NAR 
We start this section recalling some definitions which are further used in the statistical 
analysis of the Number of Active Requests. 
Definition 2.2.1 (Second Order Stationary Process) - Let X= {Xj, X2 } 
be a discrete-time random process, Xt E R, tET= 11,2 .... 
}, with finite mean 
E(Xt) =p and finite variance VarýXt) =u2. 
X is called a second-order stationary process if the covariance depends on the lag 
only, Cov(Xt, Xt+, ) = 7, for any tET and for r=1,2,3,. . .. 
In addition, we denote by p, the autocorrelation function of lag -r 
pT 
'Yr 
, where -yo =a2 'YO 
and by f (A) the power spectral density 
1 (-to +2 EOO 'YrCOS/\7), (2.2.2) 2-7r 
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where AE [-7r, 7r] is the frequency in radians. Further in this text a second-order 
stationary random process will be simply called a stationary process. 
Definition 2.2.2 (Aggregated Process). Let X= jXj, X2 .... 
} be a random sta- 
tionary process. A new process defined as 
X(M) X(M) M),..., X(M) .... 
I, 
11 
X2( 
t (2.2.3) 
where 
X(M) -1( tm Xtm-m+l + Xtm), m=1,2,..., (2.2.4) 
is called an aggregated process with the aggregation parameter m. 
(M) The new series is second-order stationary with covariance function -yr and vari- 
ance o,,,,. The way to calculate these quantities is given in Cox (1984). He also 
presents definitions of stationary short-range and long-range dependent processes. 
Definition 2.2.3 (Short-Range Dependent Series). A stationary process IXt} 
is called short-range dependent if it satisfies the following equivalent conditions 
00 
=O -y, is convergent; 
2. f (0) is finite; 
U2 U2 m 
/M 
M-000 
(M) 
7 
(M) 
= y(M) 2 ) 0,1,2,..., where p. k M; or p. M--#OO 
7- 
/U 
The aggregated process IX(')} tends to second order pure noise as m --+ oo. t 
An example of a short memory process is the stationary ARMA(p, q) process with 
finite p and q. This process will be mentioned later. However, the category which is 
more appropriate to our data is that of long-range dependent processes. 
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Definition 2.2.4. [Long-Range Dependent Series] A stationary process {Xtj is called 
long-range dependent, if it satisfies the following equivalent conditions 
(i) EZO -y, is divergent; r= 
(H) f (A) is singular at A=0; 
MU2 
m ---* oo as m --+ oo. 
Beran (1994) gives two equivalent conditions for a long-memory process in terms 
of the autocorrelation function and of the spectral density function. The conditions 
are 
(a) lim p(-r) = cp-r-0, E (0,1). 
(b) lim f (A) = Cf JAI-3,6 E (0,1) Aýo 
Constants c,, and cf are related to each other; their forms are given in Theorem 
2.1 of Beran (1994). 
Conditions (a) and (b) are related to (i) and (ii) of Definition 2.2.4 given by Cox, 
whose condition (iii) is presented by Beran as 
(c) a2) CM-13,3 E (0,1), where c is a constant. m M--+00 
Parameters 0 and J are in a linear relationship with the so called Hurst parameter 
H used in another important property of random processes, namely self-similarity. 
As it is shown in Beran (1994), 0=2- 2H, 6= 2H - 1. 
This parameter relates the long-memory property to the self-similarity one. There 
are various approaches to self-similarity; Beran (1994) gives the following definition. 
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Definition 2.2.5. Let jXt, tE T} be a stochastic process with continuous time pa- 
rameter t. fXtj is called self-similar with sel similarity parameter H, if for any f- 
positive stretching factor c, the rescaled process with time scale ct, f c-HXt}, is equal 
in distribution to the original process {Xt}. 
This definition is not useful for our data for two reasons: first it assumes continuous 
time, while our observations are taken over discrete time points; second, it would be 
very difficult to check the condition of equality in distribution. 
Many authors interested in self-similarity in communications systems simply state 
that a process {Xtj is self-similar if it has the same autocorrelation function as the 
aggregated process IX(-)}; see, for example, Crovella and Bestavros (1995). Tsy- t 
bakov and Georganas (1998) follow the definition given in Cox (1984) for discrete-time 
series, which follows. 
Definition 2.2.6. Let {Xt, tE T} be a discrete-time process with the correlation 
function given by 
1 
7.2-0 + (T _ 1)2-0] 
for 0c + 1)2-, 
0 
-2 : (0,1). (2.2.5) 
Then p(-)(, r) = p(r) and a' = o-'m-fl and the process is called exactly second- M 
order self-similar with self-similarity parameter H=1- 22 
It also means that the process jXtj and the aggregated process {X(')l have t 
identical correlation structure. However, the form of p(-r) is assumed to be as in 
(2.2.5). Hence it holds for Fractional Gaussian Noise, a long-memory Gaussian process 
with zero mean and finite variance. So, this definition cannot be directly used for the 
NAR data either. 
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Figure 2.5: NAR Correlogram for NLANR Figure 2.6: Periodogram plot for NLANR 
rtp, cache week beginning 7th January rtp cache week beginning 7th January 
2002, maximum lag = 50000 2002' 
In Figures 2.5 and 2.6, we show an example of the autocorrelation function and 
periodogram for the NAR process. The slow autocorrelation decay in Figure 2.5 
illustrates the Definition 2.2.4 long-memory criterion (i) and condition (a) with a 
small value of 3. Criterion (ii) is exhibited by the periodogram. plot in Figure 2.6. 
As the frequency approaches zero, the values of the periodogram increase rapidly 
suggesting a pole in the spectrum at zero. Criterion (iii) or (c) is quantified later 
in our examination of the Hurst parameter via the variance method. This method, 
calculates the variance of each aggregated series and estimates the decay of that 
variance with the aggregation parameter m. The Hurst estimates obtained via this 
method suggest the slow decay required by a long-memory process. There is evidence 
to suggest therefore that our data is a long-range dependent series, also called long- 
memory process or a process with strong dependence. 
A question that might reasonably follow from this conclusion might be "Is the 
NAR series self-similar? ". 
an (11 02 03 04 03 Frequency 
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(a) (b) (c) 
Figure 2.7: Correlogram of NAR for NLANR sv cache for week beginning 15th Jan- 
uary 2002. (a) m=1, maximum lag = 50,000, (b) m=100, maximum lag = 500, (c) 
m=1000 maximum lag = 50 
If we examine the sample autocorrelation function (see Figures 2.7, (a), (b), (c)), 
we discover that aggregation approximately preserves general shape of the function. 
The plots suggest that the following property holds 
p(m)(7) ý' P(MT) (2.2.6) 
rather than p(-) (7-) = p(, r) as in the Definition 2.2.6 of self-similaritY. We observe 
that this property is maintained throughout all our data. Hence the NAR process 
cannot be self-similar in the sense of this definition. 
The property p(-) (7-) -- p(m7-) means that the autocorrelation function of the 
aggregated series X(') (with the aggregation parameter m) at lag T is approximately t 
equal to the autocorrelation function of the original series Xt at lag m-r. 
This approximate relation holds for all of the caches mentioned in this thesis at all 
of the timescales and aggregation levels m we have studied. Although no formal proof 
of this relation is stated here, the property 2.2.6 has been examined experimentally 
over all caches at many different lags and aggregation levels and has been shown to 
hold without exception. Therefore, it is our belief that this property holds universally 
for NAR data from the caches we have studied and it certainly holds for all of the 
n 
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Figure 2.8: Aggregated NAR Plot, Figure 2.9: Aggregated NAR Plot, 
m=1000, for NLANR rtp cache 7-13 Jan- m=1000, for Queen Mary cache 7-13 Jan- 
uary 2002 uary 2002 
datasets, timescales and lags from which the calculations in this thesis are taken. 
Furthermore, the property 2.2.6 does not appear to be merely an asymptotic 
property of NAR data, but it holds for small levels of aggregation as well as for larger 
levels. 
This is not a property that we have seen described elsewhere. We therefore give 
a formal definition as follows. 
Definition 2.2.7 (aggregation-similarity). We call a second-order stationary pro- 
cess with long-memory satisfying condition 2.2.6 an aggregation-similar process. 
We have already shown the way in which the properties of autocorrelation are 
preserved through aggregation, we can also show similar preservation through time 
series plots. Although the aggregation factor m= 1000 is very large, Figures 2.3 and 
2.4 have a clear resemblance to Figures 2.8 and 2.9 respectively. This suggests that the 
original and aggregated datasets, though different in size, have similar distribution. 
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The aggregation-similarity property is extremely useful for the time series analysis. 
It allows the calculation of the sample autocorrelation function of a small lag, of 
the aggregated series, instead of the cumbersome calculation of this function for 
the very large lag of the original series. Also, further examination and analysis of 
the aggregated series rather than the original one is justified. This is particularly 
important when dealing with such big datasets as found in telecommunications. 
As mentioned in Definition 2.2.4 earlier, the long memory parameter 0 is related 
to the so called Hurst parameter H by 3=2- 2H. For long-memory processes 
E 1), hence HE (1,1), and we can write 2 
2H-2 P(T) CT 
7-400 
(2.2.7) 
As H --+ 0.5, we expect rapid decay of the autocorrelation function. H=0.5 corre- 
sponds to an independent series. 
At the opposite end of the scale, as H --+ 1, the autocorrelation function decays 
very slowly and becomes constant for H=1. Hence, the closer the value of H is to 
1, the stronger the correlation is of the series for large lags. 
The long-memory effect, leading to the Hurst parameter was first examined by 
Hurst (1951) in reference to measurements of level of the Nile river for the years 
622 to 1281. He noticed a long-term behavior of the data with long periods of high 
water levels followed by long periods of low water levels. Overall the series looked 
stationary, while at short time scales there were local trends and cycles. In recent 
years, this kind of behaviour is widely present in teletraffic data. 
2.2.2 Estimation of the Hurst Parameter 
In this section we present three methods of estimation of the Hurst parameter. 
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Method 1: Non-Linear Autocorrelation Fit 
From expression (2.2.7), it is reasonable to expect that the sample autocorrelations 
ý(, r) for sufficiently large r can be used to estimate H. We use the model cr 211-2 
and apply a non-linear least squares fit to the sample autocorrelations which yields 
estimates of c and H. 
We use aggregated series X(') in order to speed up the asymptotic behavior of 
the autocorrelation function. Also, X(I) is a smaller, more manageable size dataset. 
If, as expected, the data is aggregation-similar, then we can use the aggregated series 
for analysis, knowing that it has similar statistical properties to the original series. 
Because of the re-scaling property of our data (?? ), the sample autocorrelation func- 
tion for say -r = 107 000 in the original series should correspond to the estimate for 
7= 10 in the aggregated dataset with m= 1000, this makes the calculations very 
fast. Our aggregation program xm. pl is explained in Appendix C. 
The mean and its variance of the non-linear least squares estimates of H of the 
aggregated series for m= 1000 for all the caches considered here are given in Table 
2.1. 
What can be said about the usefulness and reliability of this method of Hurst 
estimation? 
* Produces more stable estimates of H as m varies than other methods 
o It is very easy to calculate 
* Makes use of the aggregation-similarity property 
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Cache Mean Hurst Estimate Variance of Hurst Estimate 
Queen Mary 0.836 0.0005 
Essex 0.814 0.0008 
NLANR bol 0.750 0.0025 
NLANR bo2 0.764 0.0013 
NLANR pa 0.750 0.0029 
NLANR pb 0.750 0.0019 
NLANR rtp 0.813 0.0012 
NLANR sd 0.843 0.0015 
NLANR sj 0.751 0.0044 
NLANR stp 0.764 0.0018 
NLANR sv 0.788 0.0014 
Table 2.1: Mean Hurst estimates for caches and their variances 
Method 2: Linear Autocorrelation Fit 
This method, detailed in Beran (1994), also called the log-log correlogram, is based 
on the theory referred to in Method 1, but takes logs of either side of formula (2.2.7) 
giving 
logp(, r) ; zýý log c+ (2H - 2) log r. (2.2.8) 
The estimate ft is then calculated from the linear least squares estimate of the 
slope 2H -2 of the plot 
logjý(, r)j against logr. 
However, the results of this method of Hurst estimation for our data are very 
unreliable. In practice, we find that the estimate of H does not stabilise as quickly 
as for the non-linear method and sometimes, once it has stabilised, the estimates are 
unreasonable. 
We give some examples of this unreliability. Figures 2.10 and 2.11 below show a 
linear autocorrelation fit to a two week NAR dataset from the NLANR cache bol 
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Figure 2.10: Linear Autocorrelation fit: Figure 2.11: Linear Autocorrelation fit: 
, rn = 100, maximum lag = 100 m= 100, maximum lag = 1000 
with aggregation level m= 100 and maximum lag equal to 100 and 1000 respectively. 
The first picture corresponds to an autocorrelation fit to the original dataset with lag 
10,000. The Hurst estimate from this fit is ft = -0.294 which is clearly incorrect. 
The estimation improves for larger lags to provide an estimate of H between 0.75 
and 0.85, but this estimate still varies with increasing aggregation and increasing lag. 
The dependence of ft on m and 7- makes this estimation method an unwise choice for 
estimation of H from our data, 
Method 3: Variance Method or Variance Plot 
This method given in Beran (1994) uses the fact that for long-memory processes, the 
variance of the mean decays with the sample size more slowly than for the uncorrelated 
data, 
2H-2 
var(X) ý- ak (2.2.9) 
1 Ek whereg =k i=l Xi and a>0. 
2 
log lag log lag 
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The Method Follows the Steps: 
1. For different integers k, 2<k< n/2 and a number, say nk, of subseries of 
length k, calculate sample means X, (k),.,; Z2 (k), ... 
X,, (k) and the overall mean 
nk 
X (k) = nk 1E Xj (k) (2.2.10) 
j=l 
2. For each k calculate the sample variance of the sample means gj(k), (j = 
nk): 
nk 
s2 (k) = (nk -1) -1 1: (Xj (k) -X (k) 
k=l 
3. Use s2 (k) as an estimate of Var(g). This gives '92 (k) - ak 
2fl-2. 
That is logs'(k) ý- loga + (2ft - 2) logk 
For large k we expect the points in the plot of log s'(k) against log k to be 
scattered around a straight line with negative slope 2ft - 2. However, as we see in 
Figure 2.12 a straight line is not a good fit. 
We implement this method with a combination of Perl and S programs (included in 
Appendix C). In practice, we find that the variance method takes time to stabilise, but 
produces a reasonable estimate of H, and works well with a lesser level of aggregation 
m than the linear autocorrelation method. However, the variance method Hurst 
estimate does not remain stable with increasing m. It is common for the variance 
method to converge towards the non-linear Hurst estimate with increasing m, but to 
deviate with further aggregation. 
We now examine plots of these three methods for comparison in Figure 2.13. Of 
these three methods, the non-linear autocorrelation fit is the only one that provides 
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cm 
Figure 2.12: Variance Method Hurst Plot for NLANR bol Cache. Aggregation level 
m=4800 
a consistent estimate of H which is relatively invariant to changes in aggregation 
and maximum lag of the autocorrelation. The consistence is maintained for all NAR 
datasets considered here. The other two methods are successful for some datasets, 
but the inconsistencies and variability in some cases make it difficult to trust those 
estimation methods in general. We therefore select the non-linear autocorrelation fit 
as our preferred method of initial Hurst estimation. 
We do use other methods of Hurst estimation, but these are part of FARIMA 
modelling which is detailed later. 
log k 
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Figure 2.13: Comparrison plots of three Hurst estimation methods for NLANR bol 
14th-20th January 2002 
2.2.3 Tail Of The NAR Probability Distribution 
The web traffic data follow highly skewed distributions with long, often heavy tails. 
The tail represents burstiness of the data, an important property distinguishing this 
data from many other time series considered in the statistical literature. The bursti- 
ness is a significant feature for any planning of internet service. 
The probability distribution of network traffic has been studied for some time, 
and investigations into the type of distribution and the property of the tail have been 
examined extensively, particularly in the mid 1990s. However, over the last couple of 
years, a debate over these distributions has begun, not least due to the revolutionary 
claims of Downey (2001). 
The distribution which seems most natural for the traffic data is the discrete 
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Poisson distribution. However, this was discarded recently as not representing the 
burstiness property well enough. 
Crovella et al. (1998) and others including Marron et al. (2002), Ryu et al. (2001), 
Cunha et al. (1995), suggest that the file size variables found in internet traffic ex- 
hibit a heavy-tailed distribution. Downey (2001), however, claims, using datasets 
previously declared to be heavy-tailed, that they are lognormal. 
Since the NAR time series is different from those studied elsewhere, we do not 
enter into this debate, simply present our findings and the findings of others that are 
applicable to our data. 
The probability distribution of the NAR data is skewed (see Figure 2.14). How- 
ever, if we examine the body of the distribution shown in Figure 2.14, it is clear from 
the small scale of the vertical axis on the probability histogram that a significant pro- 
portion of the data does not feature in the slim body of the plot. Since NAR cannot 
take negative values, this suggests that a reasonable proportion of the data falls into 
the tail of the distribution. This raises the question 'Is our NAR data heavy-tailedT 
Crovella and Taqqu (1999) present some theory and estimation methods for the 
tail index, a, of heavy-tailed probability distributions. We include their definition. 
Definition 2.2.8 (Heavy-Tailed Distribution). A random variable X follows a 
heavy-tailed distribution (with tail index a) if 
P(X > x) e-ý cx-' as x --+ oo, 0<a<2. (2.2.12) 
where c is a positive constant, the ý- implies that the ratio of the two sides tends to 1 
as x --+ oo. This distribution has infinite variance and, if a<1, it has infinite mean. 
The Pareto distribution is an example of a heavy-tailed distribution, Weibull and 
lognormal are not heavy-tailed but, with certain parameter values, they have heavier 
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Figure 2.14: Sample Probability distribution for NLANR bol cache, 21-25 January 
2002 
tails than the exponential distribution. Although we assumed that NAR has finite 
variance and finite mean, we have attempted to apply the estimation methods of 
Crovella and Taqqu (1999) to our own data. Many authors claim that the internet 
traffic data follow a heavy-tailed distribution. Examining this property for our data 
seems important not only because of the burstiness of the traffic but also to distinguish 
NAR from other traffic variables considered in the literature. 
The method is called "simple", but ensuring effective results is often more com- 
plicated. From (2.2.12) it follows that a heavy-tailed distribution has the property 
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that, for large x, 
d(log F(x)) 
a, (2.2.13) d(log x) '- 
where d(. ) stands for the derivative, P(x) = P(X > x) is the complementary cu- 
mulative distribution function. The method uses the linear form of the property 
log F(x) ý- log c-a log x. 
Linear behavior on the upper tail in the plot of log P(x) against log x may be 
considered evidence of a heavy-tailed distribution. The suggested technique for a 
estimation from this plot is to select a minimal value xO above which the plot appears 
to be linear, and then to estimate the slope for points greater than xO, this slope 
provides the estimate of a. 
Although the method seems simplistic, the choice of xO is not, and the estimation 
is in part due to human judgement without a mathematical guide. In practice, we 
found this estimation method yielded quite different estimates of a depending on our 
choice of xO. This may as well be due to the fact that the NAR data might not 
have a heavy-tailed distribution. Also, since it has been our aim to find a consistent 
statistical model for our data we would prefer to avoid introducing the inconsistency 
of human judgement at this stage, we therefore consider other methods. 
Hill (1975) considered an estimator of a as a function of the k largest time series 
elements and defined it as the converged value Of 'Hk, n 
k-I 
Rk, 
n 
E(109X, 
n-i) - 
109X(n-k))) (2.2.14) 
k 
i=O 
where the values X(j) are the data values ordered according to size, X(j) being the 
largest data value. The Hill estimator is plotted against increasing values of k, and 
if this estimator stabilises, that stable value provides an estimate of a. 
61 
We have attempted to use this method, but the estimator rarely stabilised to a 
sufficient degree to provide a usable value of & for NAR data. This may be another 
indication that our series is not heavy-tailed. 
Crovella and Taqqu (1999) introduce another method to calculate the so-called 
scaling estimator of a. The scaling estimator is designed to choose an acceptable 
interval for which to apply the Complementary Distribution method. We do not 
detail the algorithm employed in this method, however, we should point out this 
method is applicable in datasets where the observations may be assumed to be i. i. d. 
Our data, however, exhibits strong correlation. We therefore tried randomising the 
data (as suggested by the authors), but were unable to find a consistent a estimate. 
Interestingly, the three methods used by Crovella and Taqqu (1999) for this data gave 
very different estimates of a. The methods applied to our data sets also suggest a 
distribution with no heavy-tail. 
We tried fitting a number of skewed distributions to our data via non-linear least 
squares, these included Pareto (heavy-tailed), Weibull, Lognormal, Wald, Gamma 
and F distributions. However, whilst some of these provide a good fit to parts of the 
distribution, none accurately fit both the body and tail of the distribution. 
Feldmann and Whitt (1998) suggest using a hyperexponential distribution (which 
is a combination of a number of exponential distributions) rather than Pareto. A 
good fit to the whole data set is very difficult to obtain. The traffic data do not seem 
to follow any of the known distributions. However, we are mainly interested in the 
tail index. We found that an exponential function 
be-ax, 
where x> xO > 0, b<1, a is the tail index, xo is chosen as a point at which the 
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probability mass function attains maximum, gives a very good estimation of the tail 
of the unknown CCDF. 
To calculate the tail index of the NAR data, we use the built-in S-plus method 
hist specifying a probability histogram. 
Using the exponential function, we obtain a noticeablY better fit to the tail of 
the NAR data than using the distributions mentioned earlier, an example is given in 
Figures 2.14 and 2.15. However, the shape of the NAR distributions differ slightly 
CCDF 
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Figure 2.15: Sample CCDF and the exponential Fit, dotted line are fitted values; 
NLANR bol cache, 21-25 January 2002 
between different caches and different weeks and some of these distributions are easier 
to fit than others. Figure 2.16 shows an example of the more awkward shape which 
is difficult to find an accurate fit for its tail. We should point out that xO can occur 
20 40 bu 50 100 120 
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Figure 2.16: Example NAR data (NLANR sd cache, 10-14 Feb 2002) a dataset which 
is difficult to fit a distribution tail to. 
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at various points in the distribution and, as a result, we ignore anywhere between 
approximately 5% and 70% of the distribution by omitting the data before the peak. 
Table 2.2 gives the estimates of b and a, as well as the percentage of the data used 
for the tail fit, that is the percentage of all x> xO. The estimates were calculated 
for 24 five-day weeks for one of the caches considered. The very different values of 
the ignored part of the sample mass function indicate how variable the weeks are and 
how difficult it is to find any known distribution fitting to these datasets. Similar 
behaviour occurs for all the caches we examine, see tables of results given in Appendix 
D. 
This situation is not ideal. Clearly we would like to find a method that behaves 
consistently for the various caches and time scales. This eventually led to the mod- 
elling presented in Chapter 4, but before pursuing this modelling we attempted to 
find another series which might complement our study of NAR. 
2.3 Other Internet Traffic Representations 
In an attempt to find another series that might contribute more information to our 
internet traffic study, we considered two new variables: Queue Residency (QRES) 
and Average Queue Residency (AVQRES). A detailed discussion of these series and 
our treatment of them is presented in Keogh-Brown et al. (2001). 
QRES is a time series calculated using a similar algorithm to NAR, except that the 
output value at each time point t is the total remaining duration of all active requests 
at time t. We also calculated AVQRES = QRES / NAR, the average remaining 
duration for all active requests at time t. These new datasets illustrate the quality 
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Week b a % of Distribution 
Used in Fit 
1 0.95 0.94 0.75 
2 1.00 0.94 0.93 
3 0.81 0.93 0.51 
4 1.00 0.87 0.66 
5 1.00 0.88 0.78 
6 1.00 0.87 0.74 
7 1.00 0.84 0.56 
8 1.00 0.88 0.73 
9 1.00 0.86 0.68 
10 1.00 0.84 0.41 
11 1.00 0.83 0.68 
12 1.00 0.87 0.46 
13 1.00 0.96 0.75 
14 1.00 0.93 0.64 
15 1.00 
1 
0.93 0.69 
16 0.67 0.97 0.57 
17 0.41 0.96 0.40 
18 1.00 0.90 0.36 
19 0.70 0.96 0.72 
20 1.00 0.89 0.69 
21 1.00 0.92 0.50 
22 0.73 0.94 0.61 
23 1.00 0.93 0.69 
24 1.00 0.94 0.73 
Table 2.2: Exponential fit parameters for NLANR bol cache 
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of service which can be expected by users who have active requests at time t. QRES 
and AVQRES are similar to the "estimated remaining download times" provided 
sometimes for internet downloads. 
This provides a picture of internet traffic as follows 
9 NAR: Illustrates the number of simultaneous connections in the cache at time 
t. 
9 QRES: Illustrates the performance of the cache with regard to the total time 
remaining for all transfers. 
9 AVQRES: Reflects the performance of the cache and quality of service per- 
ceived by the users in terms of the average expected waiting time for completion 
of file transfer. 
These series exhibit similar statistical properties to NAR, both are strongly related 
to NAR, QRES by a strong linear relationship with correlation coefficient greater than 
0.9 and AVQRES with a hyperbolic relationship. 
Hence we decided to focus further analysis on the NAR only. 
Chapter 3 
Cache and Network Properties 
Relationship to NAR 
3.1 Inconsistency In Parameter Estimates 
Having examined NAR data from several caches, estimating Hurst parameter, per- 
forming. distribution tail fits and obtaining many plots and parameter estimates, in- 
consistencies in NAR datasets between apparently similar caches began to emerge. It 
became necessary to seek an explanation for these inconsistencies before continuing 
with further statistical analysis. 
In Chapter 2 we examined the following properties of the times series 'Number of 
Active Requests'. 
1 long-memory (long-range dependence). As Table 2.1 shows, NLANR rtp, sd, 
sv, Queen Mary and Essex caches have slightly larger H estimates than the 
other caches, but generally the Hurst parameter varies between approximately 
0.75 and 0.85. These estimates suggest that all caches exhibit significant long- 
memory, and we therefore expect strong correlation at large lags in all NAR 
datasets. 
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2 aggregation-similarity. The presence of aggregation-similarity is evident in all of 
the correlograrns for all caches at all of the time scales we have studied. The 
property p(-)(, r) ý p(") does not appear stronger in one cache or timescale 
than another. This could be related to the similar Hurst estimates mentioned 
in (1) above. 
3 Tail of the distribution (burstiness). The a estimates for the caches are quite 
similar, see values of a given in Appendix D. The largest and least spread 
estimates occur for pb, rtp, sd, sv and Queen Mary. Each of these has an 
estimate of a close to 1 and receives a large volume of requests. However, 
Essex receives the largest volume of requests and the estimates of a are spread 
between 0.8 and almost 1. All other caches have a estimates spread between 
approximately 0.8 and 0.95. The smaller a is, the heavier the tail, however, 
these values do not suggest that the distributions of the data are heavy-tailed. 
The autocorrelation fit yielded two estimates: a constant c and the Hurst param- 
eter for various levels of aggregation m. The exponential fits yielded parameters b 
and a. These exponential fits were, as already mentioned, applied from the density 
function's peak, so the location of this peak yielded another parameter. In addition 
to these parameters, more common measurements such as mean, variance, percentiles 
etc. were also performed. 
Whilst all of these parameters vary within caches at various times, it became 
evident that some cache datasets yielded consistently different parameter estimates 
from others. Clearly we do not expect identical traffic properties between caches, but 
it would be unwise to ignore significant differences in long-memory or distribution 
tail between datasets and to model all time series in an identical way without first 
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considering the cause of these differences. For example, the Figures 3.1 and 3.2 show 
two particularly different autocorrelation plots for the same week (11th - 16th March 
2002) in the bol and pa caches 1. It may be worth pointing out that, regardless of the 
significant difference illustrated here, where the bol data has H=0.72 and pa has 
H=0.81, overall the average Hurst estimate for these two caches (tabulated earlier) 
is the same to 3 decimal places. We need to consider therefore the possibility that 
there are differences between caches which we would like to identify and, if possible, 
explain. 
We also considered that, if an explanation for the differences exhibited in the 
traffic could be found and expressed in terms of certain cache factors, then it might 
be possible to incorporate those factors in the final statistical model related to an 
experimental design. For example, differences shown between NLANR pa and bol 
might be explained by the difference in the number of requests they receive. 
Below we give an overview of the main cache and network properties considered 
as plausible factors which might cause the variability in the data. 
'Both datasets are aggregated by a factor m=100, equivalent to the autocorrelation of the original 
lag 30,000, for a five day (Monday to Friday) week. 
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3.1.1 Physical Properties 
Physical parameters of the cache such as memory, disk size, processor speed vary very 
little and do not reflect the differences in parameter estimates. As tabulated in Table 
1.2, the number of requests received by the cache differs greatly from a few hundred 
thousand to over 2 million requests per day. However, it is quite common for caches 
with very different numbers of requests to exhibit similar statistical properties in the 
NAR. For example, NLANR bol, pa and pb have similar Hurst estimates (given in 
Table 2.1), despite pb receiving nearly six times as many requests per day as bol, 
whilst sd exhibits quite a different Hurst estimate from bol, pa and pb although it 
is much closer in size to bol and pa than pb is. 
We have also discovered that other physical cache configuration properties, such 
as timeouts and maximum cachable object size do not seem to differ greatly between 
the caches we studyl. 
We have written several Perl programs to extract and categorise the behaviour of 
each cache, details of which are contained in Appendix C and Chapter 6. 
By studying the use of the parental or, sibling links (where these links exist) be- 
tween caches, we notice that only a tiny proportion of requests (with the exception 
of the Essex University cache) use these parental or sibling links and no clear conclu- 
sions can be drawn from this data regarding the statistical differences between NAR 
datasets from the parameters mentioned so far. 
The country codes associated with the web files were also studied (via our Perl 
script n1szipfauto. pl, see Appendix C and Chapter 6). It seemed reasonable that a 
cache receiving requests for a large number of foreign files might behave differently 
'Cache configuration information is not available from all caches, but from all NLANR caches. 
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from, say a US cache dealing with the more popular files such as corn or net etc. As 
mentioned in Chapter 1, some caches specialise in handling files with certain country 
codes, for example NLANR sv specialises in Australian / New Zealand files. An 
extreme dominance of the files such as. com, net, edu makes it difficult to differentiate 
the caches in this respect. However, we discovered that the popularity of these country 
codes seems to follow Zipf's law. Several researchers, Shi et al. (2002), Marshall and 
Roadknight (1998), and Cunha et al. (1995), have fitted Zipf popularity curves to 
internet data. According to Zipf's law, the popularity of the i" most popular file or 
country code is given by the expression 
1 (3.1.1) 
We fit this popularity curve to our data via non-linear least squares. Figure 3.3 shows 
the fitted curve and the popularity line for each country code in order of popularity 
(for the 30 most popular country codes). 
Although we were able to approximate the country code popularity curve for 
all NLANR caches no explanation was found for the statistical differences between 
NAR datasets. As with many of our cache comparisons, this study was not able to 
distinguish any significant differences between the caches. 
3.1.2 Network Properties 
Our main studies of the cache networks' properties concentrated on latency, band- 
width and flight delay. We used the tools "Pathchar" developed by Van Jacobson of 
Lawrence Berkeley National Labratory's Network Research Group and "Netdoppler" 
(windows software) available from WildPackets to study the former two. Latency in 
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Figure 3.3: Fit of Zipf curve to country code popularity for NLANR bol cache 
this sense agrees with our earlier definition and is the shortest possible round-trip- 
time through the network. It would be logical to expect that the speed at which data 
can be transferred to and from each cache will govern the length of time that requests 
remain active and therefore also affect the value of NAR at a given time point. In- 
terestingly, our studies suggested that a significant increase in latency was reflected 
in an increased NAR in the cache but the reverse relation did not necessarily hold. 
A possible explanation for this is that a significant delay in a major network path 
connected to a cache will slow down file transfers to and from that path increasing 
0 10 20 30 
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the build-up of traffic (and therefore the NAR) at the cache. An increase in NAR 
can be caused by a delay in any of the major network paths to and from that cache 
and so has many possible causes as the cache has many possible network paths. 
This explanation highlights the problem that we cannot measure all major network 
paths to and from each cache and so we could not use latency or bandwidth to explain 
the statistical properties of NAR. 
Flight delay was calculated, via a Perl script (computer program timReq. pl, see 
Appendix C and Chapter 6), as the difference between the Elapsed Time of the 
transfer as perceived by the cache and the cache user. We measure the file transfer 
perceived from the cache user's computer and subtract from this Elapsed Time per- 
ceived by the cache. This time difference indicates the "flight delay" between user and 
cache. This measurement clearly reflects the speed of information exchange between 
cache and cache user. However, the implementation of taking a sufficient number of 
measurements at each cache would be a project by itself, and its success is prevented 
in practice by the configuration of some of the caches (which prevent a programmer 
from being certain that a cache will be used to obtain a requested file). This method 
is also subject to the same limitations as the latency and bandwidth measurements. 
In an attempt to resolve some of these difficulties and gain a more representative 
sample, we tried taking measurements of just the network hops closest to the cache. 
Theoretically, the closer hops would carry a greater proportion of the traffic to the 
cache. However, this idea was quickly rejected as it became evident that the networks 
close to the cache were very high performance and delays etc. seem to occur in the 
less efficient smaller local networks rather than the larger efficient network backbones 
used by caches. 
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The calculated parameter estimates of various statistical properties do not seem 
to depend on any of the considered physical cache properties and were impossible to 
examine for the network properties. We did not find any significant correlation of the 
statistical parameter values with these factors. 
Hence, those factors are not taken into account further in the search for a general 
statistical model of NAR presented in the next chapter. We transform the NAR series 
and find a polynomial fit to the new data. We model the residuals as a FARIMA series. 
Further, we examine such parameter values as the transformation constant, the area 
under the polynomial, short and long-term behaviour parameters of the residuals and 
some other attributes of the NAR variable helpful in assessing the cache performance 
and also in grouping the caches. 
Chapter 4 
Statistical Modelling of NAR 
4.1 TI-end Approximation 
For consistency, and to be able to compare the caches, we need to treat datasets from 
different caches and different times using the same statistical methods. Ideally, we 
would like to apply a known time series model to our data for analysis and possi- 
bly prediction. Then the values of the model parameters would give us the needed 
information about the cache performance. 
We noticed that our datasets follow skewed distributions, with various tail heavi- 
ness and various slimness of the main body of the distribution. We also noticed that 
some datasets appeared to have more than one peak in the distribution suggesting 
bi-modal properties, but again these properties were not present in all NAR datasets. 
The burstiness of the data as well as multi-modality make the modelling very difficult. 
Hence an appropriate data transformation seems necessary. 
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Transformation 
Power transformations introduced by Box and Cox (1964) are often used to convert 
data to an approximately normally distributed set. This transformation, however, 
does not allow for zero values in the data, which may well occur in a NAR series. 
Hence we opted for the more versatile transformation introduced by Yeo and Johnson 
(2000) which could be used for datasets taking non-negative values, and negative, if 
required. 
The Yeo-Johnson transformation with parameter A is defined on x as follows: 
(x+l). \-l 
A 
v)(AIX) 
log(x + 1) 
-[(_X+1)2-. \-ll 
2 -A 
- log(-x + 1) 
if A 54 O, x >0 
ifA = O, x >0 
ifA 54 2, x <0 
if A=2, x <0 
(4.1.1) 
In order to calculate the optimum value of A for transformation to near normality 
we maximise the log likelihood function 
1,, (Olxl,. .., x,, 
) =-n log(27r) - !I log(or 
2)_ 
1 En 
JIV)(A, Xi) 70.2 ttJ2 
+ 1) I: n 1 sgn (xi) log (I xi i= 
where 0= (A, p, or 2)1, it and 0,2 are the mean and variance of the transformed data 
and sgn(x) denotes the sign of x. 
Although our data set consists of strongly correlated values, we find this method 
of calculating the estimate of A useful. The symmetry of the transformed data is 
much improved. The S program yeo-johnson is included in Appendix C can be used 
to perform this transformation. 
Up to this point, we have been able to select freely whether to use the full NAR 
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Figure 4.1: Non-Transformed NAR Plot 
for NLANR rtp cache, 28th Jan -1 Febru- 
ary 2002 
F 
F 
Figure 4.2: Transformed NAR Plot for 
NLANR rtp cache, 28th Jan -1 February 
2002 
dataset or an aggregated version, knowing that the two datasets have similar prop- 
erties and that, whilst the full dataset gives a more complete picture, the aggregated 
dataset permits faster calculations. Furthermore, some of the data sets include long 
periods of zero-values (no active requests) which may be caused by a server crash. 
The transformation applied to zero is the identity transformation and so, in case of 
server crashes, exaggerates the inactive (zero) periods in the NAR time series. How- 
ever, by aggregating, say by factor m= 1000, even a single request will prevent the 
timeseries taking value zero for a complete 1000 second period. Therefore transformed 
aggregated datasets represent the series properties better. 
Plots of an aggregated (m=1000) NAR and its transformation for a5 day week 
are included in Figures 4.1 and 4.2. 
The large upward bursts in Figure 4.1 contrasts with the more centered trans- 
formed data in Figure 4.2. The autocorrelation and distribution plots for the trans- 
formed data are displayed on the left of Figure 4.4 in the next section. The shape of 
1 02 fA0 ii 12 19 
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the correlogram for the transformed data is similar to that of the original, however, 
some datasets, such as the Queen Mary NAR, are altered more by the transformation 
than others (possibly because the distribution of Queen Mary is very skewed because 
of the long inactive periods). The transformed correlograms tend to show similar or 
stronger correlation than the original, the strength of correlation seems to increase as 
the difference between transformed and original dataset increases. 
The transformed dataset still has trends and periods according to each day's 
activity. We would like to remove these trends and periods to ensure that the fitted 
time series model is as accurate as possible, whilst at the same time, as simple as 
possible. 
4.1.2 Polynomial Fit 
In order to remove local trends and periodicities from the transformed data we first 
approximate these trends, then subtract them from the series. 
We attempted this approximation in two ways, firstly by applying the S-plus 
smoothing method supsmu. The method detailed in the S-plus Guide to Statistics 
by the company Mathsoft Inc., uses locally weighted regression to build a smoothing 
function pointwise (and is one of several such smoothing methods in S-plus). The 
smoothing fit approximates the data quite well, however, it has a tendency to under- 
estimate peaks and overestimate troughs, the latter is due to its being constrained 
to be positive, leading to poor approximation of long periods of low activity. Fur- 
thermore, although we have access to the fitted values, "supsmu" is a non-parametric 
piecewise method and so does not return any parameters from which the fitted values 
could be studied later, so some aspects of the traffic have been lost. 
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It is worth mentioning here that the removal, where possible, of long inactive 
periods (zeros) from the data, by aggregation of NAR which was mentioned earlier, 
becomes more important now as the very low troughs caused by zeros in the data 
would pull down the approximation function and decrease goodness of fit. 
The second method which we finally adopted is a polynomial fit. Yajima (1998) 
considered a polynomial regression 
yt = '30 
+ Olt + '32t2 +... +3, 
t, + et, t=1, 
..., n, 
where 30 ...... 
3, ER and et is a stationary process with long-memory. 
In matrix notation (4.1.3) can be written as 
xo+E, 
where y= (yl,..., Y,, ),, 0= (00, c=E,, )' and matrix X is of the 
form 
1222 
nn 
Let E denote the covariance matrix of c, then the Best Linear Unbiased Estimator 
(BLUE) and the Least Squares Estimator (LSE) of 0 are, respectively, given by 
ý= -1 
and 
(X IX 
80 
The nx n- dimensional matrix E is unknown. Estimation of this huge in dimension 
matrix is a cumbersome task, and may not necessarily lead to a good estimate. Hence, 
the LSE estimator is much preferred. Yajima's concern was an efficiency of the LSE of 
0 compared to the BLUE of 3. The efficiency expressed as a ratio of the determinants 
of normalised asymptotic covariance matrices of ý and of 4 depends on the polynomial 
degree v and on the estimate of the Hurst parameter H of the long-memory process 
E. 
Yajima (1998) as well as Beran (1994) calculated the efficiency for various values 
of H and low degree polynomials (v = 0,1). The results indicate high efficiency of 
LSE in these cases. We expect it to be lower for large v, however the advantage 
of practical calculation of LSE compared to BLUE is so high that we decided to 
estimate 0 using the Least Squares method. We have attempted to calculate the 
efficiency estimator for our chosen v= 20, however we have been unsuccessful due to 
the massive overhead required for this calculation with a polynomial of such a large 
degree. 
We applied the least square estimation of the polynomial regression coefficients 
to the transformed NAR series, that is to yt xt) using the S program polyfitting 
detailed in Appendix C. 
We found that this method provides a better approximation to the data than the 
smoothing method, and the fitted values can be reproduced easily from the estimates 
of the parameter vector (Oo.... 10"). 
The selection of a degree, v, is not obvious. The number of periods depends on 
the length of time interval studied, but also varies between caches. We also notice 
that studying quantities such as the Mean Square Error (MSE) of the fit is not fully 
81 
satisfactory as some areas of the time series are more bursty than others and these 
more bursty areas cannot be fitted very well by a smooth curve with a small MSE. 
Having examined polynomial fits of various degree to the datasets from all caches, 
we discovered that a polynomial of a very high degree was required to successfully 
approximate datasets for all caches. For the comparability of the model parameters 
for all considered caches, we fix the degree v. We found that v= 20 was a good 
choice. 
Our choice of dataset is almost predetermined for us as we shall now illustrate. 
Although there are variations between different caches and timescales, we needed to 
find a balance in which the aggregation of the data was sufficient to retain strongly 
similar properties to the original, but so the precision is not so detailed as to confuse 
the polynomial fit. The NAR often differs between weeks, giving a multi-modal 
distribution which might make modelling different weeks with one model difficult. 
The data generally exhibits daily peaks with very much less activity at weekends so 
we decided to fit the polynomial to five day (Monday to Friday) datasets. Adding 
weekends normally worsens the fit to the week days. In addition, we discovered that 
the burstiness and length of the datasets aggregated by small aggregation levels m 
yielded very poor polynomial fits, whereas those more highly aggregated produced a 
good approximation. This behaviour is reasonable as we would expect the aggregated 
datasets to converge towards the trend in the data with increasing m. 
We finally decided to fit the polynomial to five-day datasets aggregated by m 
1000. An example polynomial fit for a five-day week and the residuals et are shown 
in Figure 4.3. 
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Figure 4.3: Polynomial fit to five day week for NLANR rtp and the residuals, 28th 
January - 1st February 2002, data aggregated by m=1000 
The polynomial seems to represent the trend well and the residuals are seat- 
tered around zero. The sample autocorrelation function and the histogram for the 
transformed NAR series yt, t=1,..., n, aggregated by m= 1000, and also for the 
residuals are shown in Figure 4.4. The errors indicate significant correlation for large 
lags. We examine this property in Section 4.2. 
The properties of our data have now been divided into two forms for further study: 
a polynomial, and the residuals which form a stationary, zero mean time series with 
long-memory. We perform a preliminary analysis of the polynomial first. 
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Figure 4.4: Autocorrelation and histogram for NLANR rtp transformed data and 
polynomial residuals data, 28th January - 1st February 2002 
4.1.3 Polynomial Analysis 
The fitted polynomials for each week vary with regard to number of peaks and troughs, 
but we can analyse these characteristics by considering the neighbouring maxima and 
minima of the polynomial. A diagram of distances between neighbouring maxima 
and minima is shown in Figure 4.5. These distances, labelled (a) to (e), reflect the 
differences between the peaks and troughs or active and inactive periods of NAR. 
In addition to these maxima and minima we calculate the area under the fitted 
curve. This quantity should express how well the cache deals with the traffic. We 
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Figure 4.5: Illustration of the neighbouring polynomial maxima and minima. Dis- 
tances (a) to (e) illustrate the polynomial extremities 
should be careful to avoid thinking that this area directly represents the amount of 
requests received by the cache. For example, a slow cache receiving a few requests per 
second and taking several seconds to supply each request could have a similar area 
under the curve to a cache which receives several requests per second, but delivers 
many of them in less than one second: Number of Active Requests is more a measure 
of cache performance than amount of cache traffic received. 
By studying the differences between the neighbouring maxima and minima of the 
polynomial, together with the area under the curve we can gain an impression of the 
burstiness and of the level of activity maintained by the cache: Le whether the cache 
cu:: 3 QD 
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has some periods much busier than others or remains fairly active at all times. We 
can also assess the overall business of the cache. We include long term studies (for 
many weeks) of these two quantities in the form of box and whisker plots for the 
absolute value of the differences in extrema of the polynomial, for each week, and a 
plot of the values of the area under the curve, see Figures 4.6 and 4.7. We see that, 
as the spread of maxima and minima increases, the level of cache activity increases 
also. 
(U 
'0 c 
Co 
tu 
Week Number 
Figure 4.6: Solid line represents area under polynomial, box and whisker plots rep- 
resent the absolute value of the differences in neighbouring extrema. Queen Mary 
cache over full measurement period 
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Figure 4.7: Solid line represents area under polynomial, box and whisker plots rep- 
resent the absolute value of the differences in neighbouring extrema. University of 
Essex cache over full measurement period 
An example of a high activity (high area) NAR series together with its polynomial 
fit are contained respectively in Figures 4.8 and 4.9. Corresponding low activity 
examples from the same cache are shown in Figures 4.10 and 4.11. The high activity 
plots correspond to week number 20 on the box and whisker plot 4.6 and the low 
activity plot corresponds to week number 21, the area under the polynomials for 
these two weeks are 907 and 377 respectively. Both the NAR and transformed NAR 
plots take consistently larger values for the high activity week than the low activity 
10 20 
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week. 
Further study will be made later of these polynomials together with the residuals, 
but we turn now to the time series modelling of the residuals. 
The methods used to model this dataset are discussed in Section 4.2. However, 
we should first mention that, although an aggregation factor of m=1000 provided an 
ideal length (432 data points) dataset for polynomial approximation, this series is too 
short for adequate residual time series modelling. 
We know that the m=100 and m=1000 aggregated datasets have very similar 
properties, however, the m=100 dataset is 10 times as long, resulting in a series of 
length 4320 data points for a 5-day week. Hence we use the polynomial fit 
AAA 
A 00+ Olt +02t+... +, 3 20t20, 
where ý= (fio, fil, ..., 
&)' are the LS parameter estimates obtained for the m= 1000 
aggregated data, to approximate the trend of the m= 100 aggregated data for the 
same days. Figure 4.12 shows this approximation and the new residuals for the same 
cache dataset as in Figure 4.3. 
This re-scaled polynomial provides us with a residual time series of length 4320, 
which is ideal for time series modelling. It is this dataset to which we will refer in 
the next section. We denote this new residual time series by Zt, t=1, - .., 4320. 
4.2 Analysis Of the Regression Residuals 
Since our time series appears to have long-memory, we can immediately reject the tra- 
ditional short memory time series models such as Autoregressive processes (AR(p)), 
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Figure 4.12: Polynomial fit to five day week for NLANR rtp and the residuals, 28th 
January - 1st February 2002, data aggregated by m=100 
Moving Average (MA(q)), Autoregressive Moving Average (ARMA(p, q)) and Autore- 
gressive Integrated Moving Average (ARIMA(p, d, q)) where p and q denote orders of 
the series and d is the difference parameter, which for ARIMA processes takes integer 
values. We are then left to consider the fractional time series models such as Frac- 
tional Gaussian Noise (FGN), Fractional Brownian Motion (FBM) and Fractional 
ARIMA (FARIMA(p, d, q)); where d is a fraction. 
We can immediately reject the suggestion that the data follows a FBM as it is 
a continuous time stochastic process. Moreover, differencing the residuals, that is 
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calculating Zt - Zt-1, reduces the long-memory property causing the autocorrelation 
function to decay to zero in the short term. Differencing a FBM should, by definition, 
produce FGN, retaining the strong correlation and long-memory. Hence, we can 
eliminate FBM from our choice of models. 
Applying an FGN model to the data is also avoided as it does not allow us to 
model the short memory attributes as we would like. 
4.2.1 FARIMA Processes 
We assume that Zt is a discrete time process with zero mean, that is E(Zt) = 0, t 
0, n. 
FARIMA processes are a generalisation of the standard ARIMA(p, d, q) process 
introduced by Box and Jenkins (1970) where d, the degree of differencing, is no longer 
restricted to integer values, but may take any real value in the range (-0.5,0.5). The 
FARIMA(p, d, q) process jZtj, where p, q=0,1,2.... and dE (-0.5,0.5) is defined 
by the difference equation 
(D(B)AdZt = O(B)at 
where 
(D(B) =1- 01B - 02B 
2_... 
- OpBP (4.2.2) 
and 
E)(B) =1- 01B - 
02B 2_... _0 qB 
q (4.2.3) 
are polynomials of order p and q respectively in terms of the backward-shift operator 
B, where BZt = Zt-1. Ad = (1 - B)d is called the fractional differencing operator 
and {atj is a white noise process with constant variance 0,2 a' 
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This definition of FARIMA(p, d, q) was proposed by Granger and Joyeux (1980) 
and Hosking (1981). 
The fractional differencing operator can be expressed by the infinite sum 
,(d) 00 
Ad = (1 - 
B)d = 
1: (-B) kE LOkB k, (4.2.4) 
k=O k k=O 
where 
(-l)kr(l + d) 
r(l + k)r(I +d- k) 
(4.2.5) 
and F(x) denotes the gamma function. Hence, formula (4.2.4) is a generalisation of 
the binomial extension of (1 - B)' for real d. The FARIMA(p, d, q) process explains 
both the short-term and the long-term dependence of a time series. Equation (4.2.1) 
can be written as 
AdZ =W tt 
where TVt is an ARIMA(p, 0, q) process (ARMA(p, q) process) defined as 
Wt = 
e(B) 
at. 
-(D(B) 
(4.2.6) 
It can be interpreted as that passing Zt through the fractional difference operator A' 
gives an ARMA(p, q) process. 
Equation (4.2.1) can also be written as 
zt = 
E)(B) 
Wt* (4.2.7) 
-1)(B) 
where Wt* is a fractional ARIMA(O, d, 0) defined as 
A-d 
t at. (4.2.8) 
Hence, a FARIMA(p, d, q) process Zt can be obtained by passing a FARIMA(O, d, 0) 
through and ARMA(p, q) filter. 
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FARIMA(O, d, 0) is called Fractionally Differenced Noise (FDN). The parameter 
d determines the long-range behaviour, and is related to the Hurst parameter by 
d=H- 1 
2' 
On the other hand, the parameters of an ARMA(p, q) process, p and q, represent 
the short-range correlation structure of the series. Hence FARIMA(p, d, q) is a par- 
simonious model representing both kinds of dependencies, short and long term, of a 
stochastic process. This fact is used in estimating parameters p, q and d. 
Hosking (1981) proved the following theorem. 
Theorem 4.2.1 (Hosking, 1981). Let Zt be a FARIMA(p, d, q) process. Then 
1. Zt is stationary if d<1 and all the roots of the equation (D(x) =0 lie outside 2 
the unit circle; 
2. Zt is invertible if d> -1 and all the roots of the equation O(x) =0 lie outside 2 
the unit circle. 
If Zt is stationary and invertible, with spectral density f (A) and correlation 
function p(7-), then 
IiM A2df (A) exists and is finite; A-0 
lim kl -2d Pk exists and is finite. k-oo 
4.2.2 FARIMA Modelling 
There are a number of stages required to effectively model a FARIMA process. We 
implement this method of modelling in an S program script given in the Appendix C 
(see also the programming chapter), and detail the theory behind it below. 
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As already mentioned, a FARIMA process has two powerful components which 
enable versatile modelling of time series: the fractional differencing operator which 
relates to the long-memory of the series and the short memory autoregressive and 
moving average polynomials. 
The procedure for identification and estimation of a FARIMA(p, d, q) model was 
proposed by Hosking (1981) and later applied by Xue (1999) and Xue et, al. (1999) 
for some internet traffic data. 
The steps of the procedure are as follows. 
Step 1 Estimate d in the FARIMA(O, d, 0) model 
AdZt = at. 
Step 2 Define TVt = AZt. 
Step 3 Identify p and q and estimate the 4) and E) parameters in the ARMA(p, q) 
model 
ýD(B)Wt = E)(B)at. (4.2.9) 
Step 4 Define 
TV; - = 
4)(B) 
zt ýý-(-B) ' 
Step 5 Estimate d in the FARIMA(O, d, 0) model 
AdW* 
t= at. 
Step 6 Check for convergence of the d, 4) and 0 parameters; if not converged go to 
Step 2. 
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We use the S-plus built-in procedure called arima. fracdiff to obtain estimates of 
p, d, and q. This method is, however, sensitive to initial values of the parameters, 
which it requires. Hence we followed steps 1-3 to get the best prior values of p, d and 
q, which we further implement in the arima. fracdiff. 
An initial value of parameter d needed in Step 1 may be calculated from the 
asymptotic behaviour of the autocorrelation function of a FARIMA(O, d, 0) process 
Beran (1994) page 64, 
d) 
2d-1 
F- -r , as r --+ oo. 
(4.2.10) 
((d)) 
In fact, our initial estimate of the Hurst parameter H in formula (2.2.7) of section 
2.2.2 may well serve for calculating an initial value of d, say do, from the relation 
do = ft - 51, 
Having do we may approach Step 2. 
Fractional differencing of Zt, according to (4.2.4) gives 
00 00 
W =AdZ = tt EWOýZt = 
EWkZt-ki 
k=O k=O 
where Wk, given by (4.2.5), are calculated at the estimate do. 
The calculation of TVt involves the unobserved valuesZO, 
Z-1, Z-21 
-- -- Some au- 
thors suggest that the values ZO, Z- 11 Z-2 7 ... 1 
Z-m) for some M be estimated using 
autoregressive backward prediction and that values Zt for t less than -M be re- 
placed by zero (or the process mean). We have attempted this method of modelling, 
but found it was simpler and more effective to re-label the values Z1, Z2.... Zjj+j as 
Z-M' Z-M+,,..., Zo respectively and then apply fractional differencing. 
Examples of the effect of fractional differencing on the sample autocorrelation 
function are shown in the following Figures 4.13 and 4.14. 
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Figure 4.13: First Example of an effect of fractional differencing on sample Autocor- 
relation function, NLANR stp cache 18th - 22nd March 2002 
Once fractional differencing has removed the long-memory, the next stage of mod- 
elling can commence. We now perform Step 3, that is we fit an ARMA model to the 
fractionally differenced series Wt. 
ARMA modelling via maximum likelihood estimation is a time consuming process 
since not only the value of parameters 01, ... ) OP7 
01) 
... ) 
Oq are unknown, but the 
numbers of these parameters p and q are also unknown. 
We cannot perform maximum likelihood estimation without knowing the number 
of parameters to fit, but we cannot decide on the order of the system without having 
a fitted model for examination. This hurdle can be overcome by use of an information 
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Figure 4.14: Second Example of an effect of fractional differencing on sample Auto- 
correlation function, NLANR stp cache 13th - 17th May 2002 
criterion. As in Xue (1999), we apply the Akaike Information Criterion. 
As originally stated in Akaike (1974) in the form used in Voss and Feng (2002), 
the Akaike Information Criterion (AIC) for an ARMA model with given p and q is 
defined as 
AIC = nlog(ý2) + 2k, 
where 
n 
t=1 
(TVt - TVLARMA)2 
n 
TYLARMA are the fitted ARMA values found via maximum likelihood estimation for 
the given p and q, k= p+q is the number of independently adjusted parameters. The 
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S program we have written to perform this calculation provides a more accurate model 
than the built in AIC in the arima. mle method supplied in S-plus. The Minimum 
AIC Estimate (MAICE) is the model which best fits our data with the fewest number 
of fitted parameters. 
So, fitting an ARMA(p, q) model, requires fitting the model for various p and q 
until we find the model with lowest AIC value. However, since for each chosen pair 
(p, q), maximum likelihood estimation of the parameters 01, ... ) Opý 
Ols 
... ) 
Oq must be 
performed, clearly this method of modelling is computationally expensive. 
Therefore in order to obtain parameter estimates more efficiently, we first calculate 
the AIC for values of p=q until the AIC reaches a minimum. In doing this, we utilise 
the result from Hannan and Rissanen (1982) that 
ý=4 --+ max(po, qO), almost surely 
which states that the value of p=q which minimises the AIC contains one of the 
true parameter values po and or qO. Therefore, having calculated the values of p=q 
that minimise the AIC we can then test further to see if reducing p or q continues to 
decrease the AIC. 
This method enables us, instead of trying all pairs (p, q) up to the true order, 
to perform maximum likelihood estimation on pairs (p, q) = (1,1), (2,2), (3,3).... 
until the value AIC reaches a minimum for pair (1max 7 
1max) 
- 
We then try all com- 
binations (lntax, i) and (i, 1max), i=0, .... 
1max to find the order (po, qO) of MAICE. 
This procedure's final output are the estimates of a parsimonious ARMA(p, q) model 
parameters, that is po, qO, 
ýj.... 
1 
40) ý1, 
---, 
Oqo- 
From equation (4.2.9), we calculate the at series. If this series appears to be white 
noise, the ARMA fit has been successful. 
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Using armamodel we have estimated the parameters of the short memory ARMA 
model. The p, q, D and E) in the ARMA model should correspond to the p, q, 4) and 
E) in the FARIMA model. However, since the Hurst parameter estimate is based on 
asymptotic properties of the series and because of the rounding and approximations 
used in the fractional differencing process, the estimated ARMA parameters will need 
to be refined in order to provide the best FARIMA(p, d, q) model fit. As a result, we 
apply the prior parameter estimates from our S program armamodel to the built in 
S-plus method a7ima. fracdiff. Table 4.1 gives results for the sd cache, for which we 
have p=1, q=1. Estimates for all other caches are presented in Appendix D. 
Goodness Of Fit 
When we perform maximum likelihood estimation to find the FARIMA parameters, 
we need some method to test the goodness of fit. Various methods based on the 
analysis of residuals are often used in time series model diagnostics. 
Suppose model (4.2.1) has been fitted with estimates d, (ý and 6. We refer to the 
quantities 
dt = 
(D(B) Ad zt (4.2.12) O(B) 
as the FARIMA residuals. 
From the definition of a FARIMA process (4.2.1), we see that at is a random white 
noise process. A correctly specified model will have ht close to white noise. 
Having applied the FARIMA program to all weeks of all cache datasets, the vast 
majority were selected to be FARIMA(1, d, 1) processes using the AIC. We have found 
that'FARIMA(l, d, 1), provides the most consistent accurate models and, as the order 
p=1, q=1 is most commonly selected by the AIC, it is our chosen FARIMA model 
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0 0 d 
0.67 -0.51 0.12 
0.51 -0.52 0.25 
0.72 -0.36 0.18 
0.40 -0.26 0.49 
0.34 -0.20 0.48 
0.88 -0.19 0.01 
0.72 -0.36 0.09 
0.71 -0.38 0.21 
0.73 -0.30 0.17 
0.73 -0.40 0.15 
0.69 -0.43 0.19 
0.64 -0.42 0.29 
0.71 -0.38 0.22 
0.72 -0.37 0.18 
0.70 -0.38 0.19 
0.74 -0.32 0.17 
0.79 -0.24 0.14 
0.74 
E 
-0.30 0.18 
0.71 -0.37 0.19 
-0.28 0.14_ 
Table 4.1: Parameter Estimates of 0,0 and d for NLANR sd Cache for 5-day weeks 
1 100 
for all weeks over all caches. 
Typical plots of our data modelling which compare the original data to the fitted 
model and illustrate the residual dt series randomness and bell shaped distribution 
are given in Figures 4.15 to 4.17 (outliers have been removed from the distribution 
plot to provide a more clear illustration of the shape of the distribution). 
Original 
Fitted 
1: 9 
Figure 4.15: Polynomial residuals (Zt) and fitted FARIMA data for sv cache, 25th 
February - 1st March 2002 
All at residual datasets from all caches share very similar properties. Each at 
dataset contains a small number of outliers which may be very large by modulus 
(frequently over 1,000) and these outliers tend to shift the mean of the residuals away 
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Figure 4.16: Time series and autocorrelation plots of residual ett series with the largest 
outliers removed for sv cache, 25th February - 1st March 2002 
from zero. The distribution plots are therefore centered around the non-zero mode, 
they are still bell-shaped but with very large kurtosis. The autocorrelation is almost 
always indistinguishable from zero beyond lag 1, occasionally a cache takes a very 
slightly significant sample correlation value at lag 2 but these values, though just sig- 
nificant, are very small. However, though caches could be broadly grouped or isolated 
from the others in terms of some parameters we have mentioned in this thesis, we 
are unable to draw any distinctions in terms of their &t values (even in weeks that 
Value of t 
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Figure 4.17: Probability distribution histogram and normality plots (with series mean 
0) for residual &t series with the largest outliers removed for sv cache, 25th February 
Ist March 2002 
contained server crashes). All dt series, though not normal show no significant corre- 
lation and appear to be white noise. This indicates a good fit of the FARIMA(I, d, 1) 
model for all weeks and all caches since the residuals from the fit seem to be purely 
random. 
Now that we have explained the methods we use to model internet traffic, we 
present a review of related research, its similarities and differences from our NAR 
model. This overview helps to show how our approach fits with and complements 
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some existing research. 
4.2.3 Other Research 
Since we cannot consider all related research, we instead select just a few related 
papers. We begin by considering two papers concerned with the simulation of internet 
traffic, then mention some papers which concentrate on modelling internet traffic or 
some other aspect of internet traffic. 
Bilchev et al. (1999), present and discuss a tool for simulating the behaviour 
of internet traffic in a network of caches. Since simulation is the aim rather than 
modelling, the toolbox uses mathematical models which lend themselves well to fast 
use in simulations. The simulated traffic produced is similar to that observed in web 
caches and the files requested are designed to exhibit similar popularity characteristics 
to those in web cache logs. 
Our modelling section suggested that, although we transform the data, the irreg- 
ular daily trend is well approximated by a polynomial of a high degree. The authors 
approach differs from ours; they use a trend function based on sinusoid. Also we 
found that the stochastic component added to the trend is well approximated by a 
FARIMA(p, d, q) process which is a long-memory series and differs from the short 
memory Brownian Motion proposed by the authors. One explanation for these dif- 
ferences might be that, where we have sought to find an accurate model of the traffic 
at all caches, and now seek to distinguish the factors which influence these models, 
Bilchev et al. (1999) wanted their simulated data to retain internet file popularity 
characteristics and were more interested in distinguishing differences between caches 
of different hierarchical position rather than distinguishing between caches in general. 
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Although there are differences in our underlying traffic models, the work completed 
on the cache modelling toolbox could be used in conjunction with our NAR models 
to produce a long-memory simulated cache modelling toolbox. Alternatively our data 
could be used to adapt the toolbox simulation so that caches of the same hierarchical 
position could exhibit different traffic. 
In his paper (Barenco, 2001), my Queen Mary colleague Martino Barenco presents 
a stochastic model to simulate a long-range dependent packet series. The simulation 
assumes that packet trains of variable length commence according to a Poisson process 
and can overlap or even start at the same time. He shows that, by this method, a long- 
range dependent series can be produced and makes suggestions as to how this model 
might be developed and conclusions and confidence bounds drawn for the correlation 
of the series. 
This series, though approached in the reverse direction to our NAR series (sim- 
ulation rather than modelling), is related to our time series. We have drawn no 
conclusions regarding the arrival rate of requests into the NAR series but, if these 
arrivals could be approximated by a Poisson process and the duration of web requests 
reproduced, then it would be possible to produce a synthetic NAR series. However, 
while the debate continues regarding Poisson / non-Poisson arrivals and heavy / non- 
heavy-tailed file sizes, it would be difficult to satisfy the various viewpoints with a 
single simulation tool. 
Downey (2003) proposes a method by which TCP performance can be modelled. 
Whereas we have studied a single traffic measurement, NAR, and estimated various 
parameters to aid our understanding, Downey takes many physical measurements 
which contribute to the transport of packets. He proposes a heavily parameterised 
105 
model and ways in which these parameters can be calculated from server measure- 
ments. He modifies the GNU wget method (for generating web requests directly from 
the unix command line) to measure internet packet transfers (using a method similar 
to our flight delay, applied in the program timereq. pl to measure file transfers, see 
appendix C). From this, packet measurements are obtained, and used to draw con- 
clusions on various aspects of TCP. Downey proposes methods (some of which cannot 
be verified) to calculate: 
e Size and variability of Round-aip-Time 
9 Initial and subsequent congestion windows 
* Bottleneck bandwidth 
o Buffer size at the sender 
e Frequency and performance impact of dropped packets 
Steady-state behaviour and throughput (congestion avoidance, buffer limiting, 
self-clocking). 
Using these values he proposes an algorithm whereby the transition between vari- 
ous states of TCP can be simulated, elapsed time and rtts reproduced, together with 
TCP congestion windows to calculate TCP transfers similar to those observed in real 
traffic. 
It is subject to the same constraints which caused us to reject the flight delay 
measurements: it is specific to transfers from Boston University, but may still provide 
an interesting insight into the underlying behaviour of the transport of data. 
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Downey suggests that this work could be developed to incorporate prediction of 
TCP performance rather than just modelling. The ability to predict the properties of 
web transfers would not be very useful to our study as, even if bursts or falls in activity 
could be predicted, the cache would not be able to prepare for this dynamically. The 
benefit of understanding NAR is that a cache administrator could re-configure or 
purchase a cache which is most able to cost effectively provide a reasonable quality 
of service given the properties of the NAR data it receives. 
However, studies like this provide a new angle from which to view internet and 
network traffic. Since some authors attribute some of the self-similarity of traffic to 
TCP, then a view of TCP such as that provided in this paper may prove helpful 
in answering some of the debated points regarding self-similarity and heavy-tailed 
distributions. Downey currently sides with the non-heavy-t ailed distribution camp 
and assumes lognormal distributions in his paper. 
In his paper Xue (1999), applies FARIMA(p, d, q) modelling to ethernet traffic 
datasets. This is a packet level study of network traffic and therefore studies traffic 
in a more detailed way than our NAR time series, but over a much shorter time scale. 
This paper provided some of the inspiration for our FARIMA modelling of the 
residuals mentioned earlier in this thesis. However, the author uses an autoregressive 
backcast of the data which we also attempted, but found to be unhelpful with regard 
to fitting a FARIMA to our data. 
The datasets used in this paper have a similar Hurst estimate to our NAR time 
series of approximately 0.8, however, because the NAR variable contains large upward 
bursts it required a preliminary transformation and detrending before the FARIMA 
model could be fitted. The NAR dataset is quite different in that it is calculated 
107 
from web caches, not from ethernets and is a measure of web transfers which are 
much longer in duration than the on off bursts in ethernet traffic. However, Xue 
states that a FARIMA model with p 1, q=1 was found to provide the best fit to 
the data he studied and that the orders of these models stay the same for different 
periods of measurement. For our FARIMA modelling, we also found that a model 
with p=1, q=1 was generally the best, and the orders are fairly invariant over 
time and between caches. So despite the difference in dataset and application of the 
modelling, the resulting the AR and MA parameter orders of the FARIMA models 
of our study and his are similar. 
Most commonly, statistical literature on web traffic deals with parameter estima- 
tion. Marshall and Roadknight (1998) analyse the statistical properties of cache log 
data and draw conclusions about the cache properties included in the later paper by 
Bilchev et al. (1999). Because Marshall and Roadknight (1998) make study of the 
users whilst our research focuses on a study of the cache some of the discoveries are 
not directly related to our NAR series. However, they suggest areas in which our 
work might extend to seek explanations for the inconsistencies between caches. 
The plot of the number of requests received by a web site against the popularity 
of that site is declared to follow Zipf's law. This is an interesting discovery but has 
little bearing on our traffic model as we study the traffic activity of the cache and so 
are not as interested in the sites from which files are obtained. We do, however, use 
a similar method when studying the popularity of country codes. 
The authors also attempt to separate out the robot requests (i. e. those requests 
which are not made directly by the user but are automated requests). However, they 
had difficulty obtaining large reliable robot request samples to model. This robot 
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traffic might be influential on our NAR time series as it would result in large bursts 
of traffic (since a single request would generate further requests in quick succession 
rapidly increasing NAR). However, since this dataset cannot be studied in the long 
term from sanitized logs, we are unable to incorporate it into our work. This means 
that, for our analysis, we assume that every file has been requested in the same way 
(i. e. deliberately requested by a user) we take no account of bursts that might be 
explained by robot requests. 
The authors also suggest that request rates produced by communities of cache 
users follows a Poisson distribution and that the smallest users therefore have little 
effect on the traffic and can be ignored when building a model of user behaviour. 
However, our NAR time series makes no distinction between the communities of 
users it serves, instead it reflects the cache's activity level in response to all users. 
Although the discoveries of their paper are used in order to produce the simulated 
cache traffic in Bilchev et al. (1999), they do not have much effect on the simulated 
traffic activity pattern. Instead, the traffic activity pattern produced is designed to 
follow a composite model of sinusoid trend and stochastic component (as mentioned 
in our earlier description of Bilchev et al. (1999)). The simulated traffic used to 
produce that activity pattern is designed to satisfy the properties of requests detailed 
in the paper by Marshall and Roadknight (1998). Our data study focuses on the 
activity pattern alone and not on the properties of requests detailed in Marshall and 
Roadknight (1998). 
Crovella et al. (1998) consider the probability distributions of file sizes and trans- 
mission times in the World Wide Web. They suggest that transmission times of web 
transfers (equivalent to Elapsed Time in web cache logs) have infinite variance and 
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are heavy-tailed. However, they suggest that file size distributions (equivalent to Size 
in logs) have a heavier tail. 
The authors propose that the heavy-tailed distribution of file sizes results in self- 
similarity in traffic measurements per unit time. The kind of traffic measurement 
mentioned would broadly satisfy our definition of NAR which does, as expected, 
exhibit self-similar properties, though we have not shown our data to exhibit heavy- 
tailed probability distributions and our data is not self-similar but aggregation-similar. 
It is thought that multimedia files contribute to the weight of the tails, but that other 
types of files (such as text) may themselves be heavy-tailed. The authors go on to 
explain how the weight of these heavy tails contribute to the amount of network delay 
and burstiness in the traffic data. 
A study of Unix file systems is also made, which suggests that such file systems 
exhibit heavier tailed file size distributions than files on the web. 
Their paper, written before the paper by Marshall and Roadknight (1998), also 
shows that the popularity of web files follows Zipf's law, on which we have already 
commented. 
Leland et al. (1994) discuss the statistical properties of ethernet traffic datasets. 
Detailed study of packet transfers were made over a long period, although short traces 
receive the greatest analysis. The authors categorise the degree of self-similarity in 
ethernet traffic datasets measuring the number of packets transferred per time unit. 
In addition, they show, by way of time series plot, that zooming in to the datasets 
reveals that similar traffic properties are exhibited through different time scales. This 
broadly agrees with our findings for NAR except that we observe the aggregation- 
similarity property. The authors also apply aggregation to the data and suggest 
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that the Hurst parameter remains quite consistent through aggregation. The Hurst 
parameter estimation methods used are the RIS statistic and Whittle's approximate 
MLE. 
Further, they suggest that viewing a packet train passing through the ethernet, 
there are times when the channel is transmitting data (on periods) and times when 
it is not (off periods). The authors agree with previous research that the distribution 
of the lengths of active / inactive periods are heavy-tailed. It is also stated that the 
Hurst parameter H is related to the heavy tail parameter a of the active / inactive 
periods via the relation H= (3 - a)/2 and that as the burstiness increases, the 
self-similarity increases, and so too H. 
This conclusion seems reasonable with regard to the data studied. We have also 
observed burstiness in our NAR data however, its distribution does not exhibit a 
heavy tail. There is quite a difference between the inactive times of the caches we 
study (for example, the Queen Mary cache exhibits very long inactive periods, the 
Essex cache is rarely inactive), but these inactive periods do not suggest significant 
differences between caches. So this is another illustration of how our data differs from 
some of the traffic series' studied elsewhere. 
The authors suggest that Fractional ARIMA models are useful for modelling 
short one hour traces of data, but are computationally too expensive for longer term 
datasets. However, utilising the aggregation-similarity of the data through aggrega- 
tion we have been able to fit a Fractional ARIMA model to the resulting residual 
dataset (after transformation and a polynomial fit) of 5-day traces. We also found 
that a good approximation can be obtained using quite parsimonious models. 
The authors also state that the utilisation or business of the ethernet link is 
ill 
reflected in the size of the Hurst parameter, i. e., ethernets with the greatest activity 
exhibit the largest estimate of H. This finding is not evident in our NAR data. The 
area under the polynomial trend approximation reflects business directly, but does 
not show strong correspondence to the long-memory or self-similarity estimates of 
any caches studied. Again, we see how our NAR series differs from many previously 
studied traffic datasets. 
Downey (2001) reviews previous research including Crovella and Bestavros (1995), 
Crovella et al. (1998) and Leland et al. (1994), and further examines their datasets. 
In addition to these datasets, further data is obtained on the contents of UNIX file 
systems by Gordon Irlarn (http: //www. base. com/gordoni/ufs93. html) and examined. 
Downey suggests that in all of these cases the data, though previously declared to be 
heavy-tailed, is better approximated by a lognormal distribution. 
This claim, along with others, has divided the research community, as various 
author's justify the heavy and non-heavy-t ailed theories with regard to old and new 
data. 
Downey goes on to point out that if the distribution of file sizes is not heavy-tailed, 
then the self-similarity in traffic datasets is not attributable to the heavy-tailed nature 
of file sizes. He does, however, allow for the fact that transmission times (as stated 
in Crovella et al. (1998)), may be heavy-tailed, and therefore may contribute to the 
self-similarity property. 
We do not enter this debate but instead present a new time series whose distribu- 
tion does not seem to be heavy-tailed, neither is it lognormal, but the tail of which 
is well approximated by an exponential function. 
Feldmann and Whitt (1998) propose a method using mixtures of exponential 
112 
distributions to fit a Complementary Cumulative Distribution Function (CCDF) of 
long and heavy-tailed data. 
The methods described with the paper seem to provide ideal approximations to the 
data and are not necessarily governed by the heavy-tailed / non-heavy- tailed debate. 
Although a simple exponential distribution is short-tailed, a hyper-exponential can 
be used to approximate long and heavy-tailed data. 
The algorithm proposed in their paper is much more complicated than the meth- 
ods of distribution study used in this thesis, however, we do not believe that the 
complexity of this method is necessary in order to obtain a good approximation to 
the distribution tail of our data. 
Rather than fitting a hyper-exponential distribution to all of the data, we make 
note of the proportion of the distribution that precedes the distribution peak, then 
fit an exponential function to the CCDF of the data after the peak: from this point, 
a hyper-exponential fit is not necessary in our case. 
Another heavy-tailed distribution argument is presented in the paper by Cunha 
et al. (1995) which details the creation and study of one of the earliest WWW traffic 
traces. The authors modify the source code of the (then popular) browser NCSA 
Mosaic, to record web requests in much the same way as our web cache logs. This 
paper broadly documents the measurements that were taken. The trace took place 
over four months, which is an equivalent time scale to some of our web cache studies. 
However, in addition to the information that would be found in a typical web cache 
log, this source can distinguish when, for example, the 'back' or 'forward' browser 
button is used and whether requests for files (such as images) are made directly or 
automatically (as part of a web page). The workstations from which these traces were 
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obtained were in the Computer Science Department at Boston University and over 
the measurement period, 4,700 browsing sessions were recorded from 591 users. 
Power-law or Pareto distribution properties were found with regard to the file size 
variable. The research suggests that, although large multimedia files feature more 
commonly on the internet than in Unix file systems, web file sizes tend to be smaller 
than those found in Unix file systems. The authors present the finding that file 
size distributions in the WWW are heavy-tailed, though, as already mentioned, this 
discovery is both supported and opposed in other studies of a similar nature. 
A study of user preferences is also made, and the authors present a statistically 
significant result suggesting that, not only is there a tendency for WWW documents 
to be small, but that users prefer small documents. The authors also present re- 
sults suggesting that the popularity of web files follows Zipf's law: a finding that is 
confirmed in several research papers. 
The authors go on to consider how to reduce latency of WWW transfers by de- 
termining the 'cost' of web transfers in relation to their size. They propose that the 
cost of web transfers, T, can be calculated in terms of file size as a function of a fixed 
overhead, 0, and a cost B, dependent upon size: T(s) =0+B, where s represents 
the size in bytes. In this way, they show that the benefits are greater for the caching 
of smaller files. They make further investigation into the ideal size limit of cached files 
with relation to the available disk space on the cache. However, they point out that 
the benefits of improving caching of the most common files compared with the bene- 
fits of caching large files (to improve latency in the worst case) are equally attractive 
(though clearly caching many smaller files would benefit more users). 
We do not incorporate this finding into our work since we cannot distinguish any 
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difference between the caches we study with regard to the maximum cachable object 
size. 
The Whittle estimator, its performance and its application to ethernet traffic is the 
subject of the paper Taqqu and Teverovsky (1997). The standard Whittle estimator 
is described and shown to produce the most accurate results of the three Whittle-type 
estimators mentioned (called standard, aggregated and local) under ideal conditions. 
The conditions require that the spectral density of the underlying series is known 
together with the form of the model to be fitted. 
Where this underlying model is not certain, the aggregated Whittle estimator 
may be used. Aggregating the data brings its form closer to Fractional Gaussian 
Noise (FGN) which gives more knowledge of the underlying series resulting in more 
accurate estimation. The local Whittle estimator is semi-parametric and is based on 
the periodogram, a discrete estimate of the spectral density. Both the aggregated and 
local Whittle estimators require a larger sample size to work with than the standard 
one, but do not require such clear knowledge of the underlying model. 
The authors focus on Hurst estimation obtained via these Whittle estimators and 
detail the situations in which each estimator is effective or biased. They also examine 
the ethernet data used in Leland et al. (1994) and state that all three estimators can 
be used on this data. They show that the Whittle Hurst estimates are similar to 
those found for the ethernet data by other methods. The estimators they compare 
to Whittle are the Absolute Value Method, Variance Method, Variance of residuals 
method, R/S Method and Periodogram Method. 
Whittle is not an estimator that we have used for our research. Although NAR in 
its original form shows properties of a long-memory, self-similar process, it does not 
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follow any of the known time series models. Hence, for the initial exploration of the 
data we have used a non-linear least squares method. 
However, the methods used in this paper could equally have been employed in 
our research, after the transformation and de-trending. Then, however, modelling 
the series as a FARIMA process using maximum likelihood estimation was successful 
and enabled us to estimate the form of the model as well as the parameters, whereas 
the Whittle estimator would have preferred us to know this model in advance. 
An interesting approach is adopted in the research of Neidhardt and Wang (1998). 
The authors comment that previous research concludes from the fact that self-similarity 
and high Hurst parameter are often associated with large queues, that as H rises, 
queues get worse. In an attempt to show that this is not necessarily the case, the 
authors study arrival processes. Queues are talked about generally, and a theoretical 
queue with a fixed capacity is considered. 
The authors describe a modelling of arrival processes using a Fractional Brownian 
Motion (FBM). This FBM takes parameters m (mean arrival rate), a (peakedness 
or magnitude of fluctuations around the mean rate) and H (Hurst parameter). By 
studying these arrival processes with different input parameters and over different 
time scales, the authors show that, assuming exact second order self-similarity, when 
comparing a high-H process with a low-H process, there is a unique time scale at 
which the variances of the two processes are equal. They therefore study the various 
possibilities for these arrival processes showing that, depending on the timescales 
studied, an increase in H can mean better or worse queue performance. 
This study is performed at the packet level, so its conclusions cannot be directly 
ported to our work, however, it sheds new light on the interpretation of the Hurst 
116 
parameter. Our data is better modelled with a FARIMA process rather than FBM 
(not least since FARIMA is more flexible). Furthermore, in order for such a study 
to be carried out on our data, we would need to have more information about the 
caches (such as buffer capacity, maximum number of simultaneous TCP connections 
and more), so we do not intend to incorporate these methods into our data. However, 
the conclusions drawn here suggest the possibility that, under certain circumstances, 
the Hurst parameter may be more friendly than originally thought since a high H 
does not necessarily imply poor performance in data transfer. 
Another review of the Hurst parameter and its usefulness is carried out in Ritke 
et al. (2001). They agree with Leland et al. (1994) and Crovella and Bestavros (1995) 
and state that traffic arrivals are not Poisson distributed. They state that long-range 
dependent traffic is more bursty than Poisson models allow and that Poisson models 
are therefore overly optimistic about queue performance. 
Their data was taken from the Computer Science Department at UCLA, where 
they draw packet summaries and byte summaries. Two traffic measurements were 
made. The first one studies non-overlapping intervals of fixed width of time (6t) and 
sums the number of bytes arriving in each interval. This time series is similar to our 
QRES dataset (mentioned earlier) except that it considers bytes not the duration 
of transfers. The second series, instead of adding the actual number of bytes in an 
arrival to the series, it adds the average number of bytes Pi of the arrivals in the 
interval (R) in which the arrival occurred. i. e. for this latter method, the number of 
bytes added to the series is constant during each interval 6t, and at the end of each 
interval R, the sum of bytes transferred is the same as the first series. This time series 
is related to NAR, though we do not assume equal size of transfers. The datasets are 
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calculated from real data recorded at UCLA to measure the relationship between H 
and queue performance. 
The authors show that there are situations where the tail of the distribution is 
longer in data with smaller H than in situations with larger H, and therefore that 
sometimes a dataset with higher H can be less bursty. In such situations, it can be 
shown that a higher estimate of H does not necessarily mean poor queue performance 
and that H is not necessarily an indicator of traffic burstiness. They therefore state 
that H alone is not sufficient to predict queue performance. They also mention that 
if the data is segmented, then segments may exhibit different Hurst parameter values 
and that, within those segments, longer tails sometimes correspond to smaller values 
of H. 
The data studied in their paper is calculated in a different way from our data also 
it is packet level data. However, it is a good warning from putting too much emphasis 
on the interpretation of the Hurst parameter. If the conclusions drawn by the authors 
can translate to our research then interpretation of internet traffic will be even more 
complex. Ritke et al. (2001) conclude that, under certain circumstances, the tail of 
the distribution is a better indicator of the burstiness of the traffic than the Hurst 
parameter. 
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4.2.4 ARMA Parameter Interpretation 
One advantage of our having selected a fixed FARIMA(1, d, 1) model is that we can 
interpret all NAR datasets in a consistent way. The model takes the simple form: 
Wt - 0TVt_j = at - Oat-,, (4.2.13) 
where Wt = A'Zt. 
The autoregressive parameter 0 and moving average parameter 0 vary between 
different weeks and different caches and in order to interpret these differences, we 
must first understand the effect of these two parameters. Values of both parameters 
are restricted to the interval [-1,1]. 
From the defining equations 4.2.13,0 governs the weight of the contribution made 
to each data value TVt by its predecessor TVt-j. Therefore the size and sign of 0 can 
influence certain properties of the time series. Examples of the effect of various values 
of 0 when isolated as an AR(1) process are shown in Figure 4.18. 
For positive 0, the ability of the series to deviate from the process mean is governed 
by the size of 0. As 0 ---+ 1, the process tends to deviate further from the mean with 
longer periods of deviation. Also the autocorrelation function decays more slowly 
than for small 0. However, for negative 0, the autocorrelation is alternating (with 
similar decay to the equivalent positive 0), and although processes with larger 0 by 
modulus deviate further from the mean, the departures for negative 0 only deviate 
for short periods providing a more bursty effect. 
Before considering the effect of 0 it is worth considering the effect of the fractional 
differencing parameter d on the autoregressive process. As stated in section 4.2.1 the 
long-memory properties of the data are governed by the parameter d. Therefore as 
d --4 0.5 the value of the autocorrelation function of the process becomes significant 
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Figure 4.18: Simulated AR(1) process and its autocorrelation function for 0.9, 
0.4, -0.4, -0-9. 
at very large lags. As these long-range correlations increase, the ability of the process 
to deviate from the mean over longer periods than for its short-range equivalent 
also increases. This effect is most clearly seen for processes with large positive 0 
where fractional integration allows the process which already deviated noticeably 
from the mean to extend this deviation. Some examples of fractionally integrated 
autoregressive processes are shown in Figure 4.19 
We now consider the effect of the moving average parameter 0. From the defining 
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Figure 4.19: Simulated FARIMA(1, d, 0) process and its autocorrelation function for 
0=0.9,0.4, -0.4, -0.9 and d=0.4. 
equation 4.2.13,0 governs the weight of the contribution made to each data value TVt 
by the predecessor at-, of the white noise at. 
Whereas 0 was a weight corresponding to the previous value of the process, 0 
is a weight corresponding to some random part of the previous value of the process 
and as such does not cause so strong correlation as 0 (in fact 0 by itself does not 
significantly affect the autocorrelation beyond lag 2). However, when combined with 
0,0 works as an opposing force: where a large positive 0 allows long-term deviations 
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from the mean, a large positive 0 (which is subtracted from the process), counters the 
deviation and shortens the duration of these deviations. Conversely, a large negative 
0 can alter a process which only deviates from the mean for short periods. Any 
deviation at point t will result in a large error at, a large negative 0 will repeat this 
deviation at point t+1 meaning that the process, though only deviating from its 
mean for short periods, will now deviate further in those short periods because of 0 
and return to the mean more quickly by the same reasoning. 
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Figure 4.20: Simulated ARMA(1,1) process and its autocorrelation function for var- 
ious 0 and 0. 
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Figure 4.20 shows simulations for ARMA(1,1) processes and indicates some of the 
effects of varying 0 and 0. Figure 4.20 (a) shows the effect of a large positive 0.9 
and a large negative 0= -0.9. The process plot shows larger deviations from the 
mean than the equivalent plot in Figure 4.18. Plots (b) show the effect of introducing 
equal, positive, values of both parameters 0=0=0.9. The deviations from the mean 
are lessened and the correlation shown in 4.18 for 0=0.9 has almost been removed. 
Plots (c) illustrate the effect of 0=0.9 positive and larger than 0=0.4. Since the 
correlation was already quite weak, there has been little change from the equivalent 
0=0.4 plot in 4.18, though it does resemble white noise as shown in Figure 4.22. 
However, the effect of this 0 is shown to have a strong influence on the long-memory 
version in Figure 4.21 (c). Plots (d) are for negative 0 and 0. The process is less 
regular than in two previous cases. As 0 tends toward 0 or becomes larger than 
by modulus, a similar effect will be shown to the plots with 0 and 0 positive: the 
correlation will reduce as will the deviations from the mean. We now consider the 
corresponding long-memory alternatives in Figure 4.21 where a value of d=0.4 is 
introduced. 
Figure 4.21 shows that 0 has a similar effect in the long-memory versions, but 
regardless of the more extreme behaviour of the long-memory versions, Os effect is 
proportional in long-memory series to those of short-memory. Plots (a) show that a 
large negative 0 amplifies the effect of a large negative 0 strengthening the correlation 
and extending the deviations from the mean compared with the equivalent 0.9 
plot in 4.19. Plots (b) show that a positive 0 despite the long-memory parameter 
d, decreases the value of the correlation, but the correlation stays significant for large 
lag; it also reduces the deviation of the process from its mean compared with Figure 
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Figure 4.21: Simulated FARIMA(1, d, 1) process and its autocorrelation function for 
d=0.4 and various 0 and 0. 
4.19. The correlation remains stronger than the short memory equivalent process in 
Figure 4.20. Plots (c) show that a positive 0>0 decreases the correlation further. In 
fact, because of 0, a long-memory process has almost become white noise (see Figure 
4.22). Plots (d) show that for negative 0 the alternating nature of the series has been 
removed and the size of deviations from the mean reduced as negative 0 approaches 
negative 0. 
Examples of a White Noise and Fractional White Noise process with d=0.4 are 
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given in Figure 4.22. Having now viewed the effects of 0, d and 0 we see that 0 and d 
are able to introduce short and long term correlations and deviations from the mean 
respectively. However, 0 can increase or remove these correlations and deviations 
according to its size and strength relative to the other parameters. 
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Figure 4.22: Simulated White Noise and Fractional White Noise (d = 0.4) process 
and its autocorrelation function. 
For the NAR data, estimates of 0 are positive, but range from approximately 
zero to 0.98. d also takes almost its full range of positive values, but is strongly 
negatively correlated to 0 by a value of -0.87.0 does not show strong correlation 
0 100 200 300 400 500 
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to 0 or d but varies between -0.52 and 0.74 though the bulk of values are small and 
negative. Since d and 0 are positive, we can expect our NAR series overall to display 
long-memory properties with strong correlation, but not alternating. The strength 
of these properties varies greatly between datasets. 0 will influence the processes, 
sometimes amplifying and sometimes reducing the correlation and deviation from the 
process mean, but does not take large values so will not reduce processes to white 
noise. 
Chapter 5 
Canonical Variate Analysis (CVA) 
Canonical variate analysis, see, for example, Krzanowski (1988), is used to find a 
linear combination of a set of variables, measured from a number of groups, which 
most clearly highlights the differences between the groups of multivariate data. In 
terms of our cache data, we have several parameter estimates or 'observations' for each 
cache or 'group'. Our aim is to distinguish differences and or similarities between the 
caches from which we can draw conclusions regarding the defining properties of and 
main influences upon NAR. 
Let X1, X2, ... xp be variables measured on g groups, let n be the total number 
of observations and ni the number of observations in group i. Any direction in this 
p-dimensional space is specified by the p-tuple (a,, a2, .... ap). We consider the linear 
combination 
a, 12 + ... 
+ apip, 
and denote by yij the y value for the jth observation in the ith group (i = 1, g; 
j=1,..., ni). 
The aim of canonical variate analysis is to find a set of s= min(p, g- 1) linear 
combinations (or canonical variates) of the p original variables, each of which is defined 
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by a p-tuple (or loading) (a,, a2, .... ap) which highlights the greatest difference or 
variation between the groups but is not correlated with other canonical variates. In 
an ideal situation, the first one or two canonical variates would explain a sufficient 
proportion of the overall between group variation so that successive canonical variates 
can be ignored and thus the dimension of the study reduced. 
After normalisation, the canonical variates are uncorrelated and are of equal vari- 
ance within groups and between groups. 
The p-tuples (a,, a2, .... ap) define a new space called canonical variate space in 
which canonical variate scores can be plotted. However, unlike principal components 
analysis, the p-tuples are not required to be perpendicular. We therefore have a 
new notion of distance between groups in the canonical variate space. The distance 
used in this study is the Mahalanobis distance (Mahalanobis, 1936), which takes into 
full account the covariances between variables and measures the distance between 
canonical variates. 
Therefore, the canonical variate parameters we will use are 
Loadings: These define each canonical variate and indicate the contribution 
made by each original variable xi to each canonical variate. 
Percentage Variation: This indicates the percentage of the overall variation 
between groups which is accounted for by each canonical variate. 
Canonical Variate Scores: These are the combinations yij, i=9, j= 
11 .... ni, of the vectors of observations 
(xij, xpj) and the loadings (a,, ap) 
for all groups. 
9 Canonical Variate Means: The mean value of canonical variate scores for 
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each group, i. e. 
1 ni 
ni 
E Yii 
j=l 
5.1 Application of CVA 
To begin with, we apply CVA to all of the major parameters mentioned for the NAR 
dataset. Our goal is to discover differences between the statistical properties of the 
caches studied and thus to identify the parameters which most strongly govern these 
differences and to interpret the results. 
We use Genstat (Release 6.1) for our Canonical Variate analysis calculations. 
Main Parameters 
Tables of estimates of the main parameters calculated for the NAR dataset are in- 
eluded in Appendix D. Here we simply list those parameters with a brief description. 
9 AR: The autoregressive parameter, 0, of the FARIMA fit. 
9 MA: The moving average parameter, 0, from the FARIMA fit. 
*d: The fractional differencing parameter estimated in the FARIMA fit. 
9A: The Yeo-Johnson power transformation estimate. 
* Area: The area under the polynomial fit. 
9 Maxmin: The median of the absolute value of differences between maxima 
and minima of the polynomial 
9 Var(at) : The variance of the FARIMA residual dataset at. 
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*b: Estimate of the coefficient Parameter b in the exponential fit to the proba- 
bility distribution tail. 
*a: Estimate of the exponent parameter a in the exponential fit to the proba- 
bility distribution tail. 
* Used: The proportion of the data used for the calculation of the exponential 
fit to the probability distribution tail. 
Ideally CVA will enable us to eliminate some of these parameters to produce a 
more parsimonious group from which to draw our conclusions. 
5.1.2 Initial CVA 
For our initial Canonical Variate Analysis we include all of the parameters listed above 
and submit them to Genstat's CVA method in the order in which they are listed. 1 
Before performing CVA, we first standardise each column of parameters individually, 
that is each parameter is standardised across groups not distinguishing between the 
groups (caches). 
Table 5.1. gives the percentage variation between groups accounted for the first six 
canonical variates. 
This suggests that 71.19% of variation that can be determined from our estimated 
parameters is concentrated in the first two CVs, 84.82% in the first three and 95.11% 
in the first four. Consideration of successive canonical variates is unnecessary as they 
account for such small proportions of the variance. 
1The order in which parameters are supplied to the Genstat CVA method affects the sign of the 
loadings and therefore the resulting plots, means etc. 
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CV1 CV2 CV3 CV4 CV5 CVG 
% Variation 42.37% 28.82% 13.63% 10.29% 2.16% 1.06% 
Cumulative Sum 42.37% 71.19% 84-82% 95.11% 97.27% 98.33% 
Table 5.1: Table of percentage variations for the first six canonical variates of all 
parameters 
Cache CV1 Mean CV2 Mean 
Queen Mary 0.915436 1.99612 
Essex -2.41047 1.17437 
NLANR bol 0.909392 -0.6184 
NLANR bo2 1.60432 -0.82361 
NLANR pa 1.82593 -0.22134 
NLANR pb -1-07805 0.769011 
NLANR rtp -1.04919 -0.3592 
NLANR sd -2.27504 -1.3985 
NLANR sj 0.702682 0.250387 
NLANR stp 0.3713 -1-66925 
NLANRsv 0.095515 -0.64411 
Table 5.2: Means of First Two Canonical Variate Scores 
The first two canonical variate scores, their group means and the 95% confidence 
regions are plotted in Figure 5.1. A 100(l - a)% confidence region for the true ith 
2 
group mean is given by the interior of a circle of radius (X, , 2/ni)12 centered at 
Confidence regions for caches such as sv and bo2 have bigger radius as they have 
smaller sample size (since fewer weeks of data were available for these caches). By 
the same reasoning, caches with larger sample size, such as Queen Mary, have smaller 
confidence regions. To aid our study of the distances between canonical variates, we 
include Table 5.2 of the canonical variate means. 
The CVA results shown in Figure 5.1 and Table 5.2 indicate that the caches differ 
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significantly in respect to the calculated combinations of the parameters. We caII 
notice a big cluster of caches (bol, bo2, pa, sj, stp, sv) with partly overlapping 
confidence regions. All of these caches belong to NLANB,. Two other NLANR caches 
are somewhat farther from the main cluster, these are rtp and pb. Clearly separated 
is the NLANR sd cache and the two university caches: Queen Mary and Essex. 
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Figure 5.1: Plot of First Two Canonical Variate scores With Canonical Variate Means 
and 95% Confidence Regions For All Caches. CVI scores are on the vertical axis, 
CV2 scores are on the horizontal axis 
Referring back to Table 1.2, the first cluster mentioned consists of all the smallest 
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caches (with less than 400,000 request per day on average), and sv. The NLANR pair 
rtp and pb are larger caches with approximately 1 million and 1.6 million requests 
per day respectively. sd is between these groups receiving approximately 625,000 
requests per day. Queen Mary receives more requests than sd but less than rtp and 
pb and Essex receives more requests than any other cache. 
The non-linear autocorrelation fit method of Hurst estimation applied to the un- 
transformed NAR data is shown in Table 2.1. The Queen Mary, Essex, rtp and 
sd parameters stand out as having larger Hurst estimates (over 0.8) than the other 
caches (approximately 0.75). Each of these caches stand out from the main cluster 
of caches in the CVA, but so does pb which exhibits a very similar Hurst estimate 
(0.75) to the main cluster of caches, but differs with regard to the CVA. 
In addition to these observations, we recall from Section 1.3 that the sd cache 
differed from the NLANR caches since it was the only cache to which individual users 
could subscribe. Also, there are two caches studied that are not administered by and 
situated in the NLANR network; Queen Mary and Essex. We should therefore not 
be too surprised that sd, Queen Mary and Essex stand out on their own. 
These observations do not provide sufficient evidence to explain the CVA clusters, 
but they indicate some potential contributors to these distinctions. 
The variates are defined by their loadings, we therefore examine these loadings in 
order to discover which parameters are making the most significant contributions to 
these variates and therefore to the overall variance between caches. 
Table 5.3 includes the loadings for the first four CVs stating, for each loading, 
what percentage of the sum of the absolute values of all the loadings it represents. 
We consider the parameters in order of their importance which is determined by 
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Parameter CV1 % of CV1 CV2 % of CV2 CV3 % of CV3 CV4 % of CV4 
-2.81 37.55 0.29 10.53 -0.61 14.80 -1.00 16.96 
0 1.40 18.68 1.43 52.05 0.13 3.05 0.51 8.69 
d -1.69 22.58 -0.12 4.29 -0.53 12.93 -0.73 12.25 
A 0.40 5.31 0.26 9.47 0.88 21.38 0.15 2.47 
AREA -0.62 8.23 -0.04 - 
1.38 -0.08 1.91 1.25 21.07 
Maxmin 0.10 1.35 0 32 11.53 0.33 7.87 -0.69 11.65' 
Var(at) -0.08 1.03 -0.09 3.12 -0.25 5.94 0.46 7.76 
b -0.12 1.62 -0.15 5.57 -0.51 12.41 0.69 11.67 
a -0.24 3.19 0.01 0.42 -0.78 1 18.81 0.27 4.51 Used -0.03 0.45 0.05 1.64 -0.04 1 0.92 0.18 2.98 
Table 5-3: Table of Canonical variate loadings and their percentage of the total 
loadings 
their percentage contribution (as displayed in Table 5.3). Clearly the most important 
contributors to the first CV are 0, d and 0 which contribute 38,22 and 19 percent of 
that variate respectively. The second canonical variate takes the parameter 0 as its 
largest contributor (52%). If the variance was shared equally between all parameters, 
we would expect each parameter to contribute 10% to each variate, however, in CV2 
0 is the only parameter which makes a noticeably larger contribution than 10%. The 
third canonical variate retains just 14% of the overall variance and the contributions 
are evenly spread, though A contributes to about 21% of CV3. Similarly, the fourth 
canonical variate retains about 10% of the variance between caches with AREA as the 
most important contributor to the CV4 scores (about 21%). However, as both A and 
AREA do not contribute significantly to the more important variates, we choose to 
concentrate our studies on parameters which will most clearly distinguish differences 
between the caches. 
Hence, further interpretation will concentrate on the parameters 0,0 and d as 
these were shown to be significant to the CVA. 
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We include boxplots of the parameter values in Figures 5.2,5.3 and 5.4 (the 
dominant parameters in CV1) to help to interpret the distinctions between caches. 
Figure 5.3 illustrates mainly positive values of 0 for Queen Mary and mainly negative 
values of 0 for other caches. As the loading for both CV1 and CV2 for the parameter 
0 is positive, the effect of these properties would be to shift the CVI and CV2 score, 
values up for Queen Mary and down for all other caches. 
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Figure 5.2: Boxplots of 0 Estimates For Each Cache 
The boxplot in Figure 5.2 for 0 (the dominant parameter of CVI) shows large 
values of 0 for pb, Queen Mary, rtp, sd and Essex. Since this parameter has a 
large negative loading in CVI, the CVI score values of these caches will be decreased 
considerably by their large value of 0. This is confirmed by the plot where sx, sd, 
rtp and pb take the smallest values. Queen Mary takes quite large values of CV1 
scores, but one explanation for this is its (already mentioned) positive estimates of 
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Figure 5.3: Boxplots of 0 Estimates For Each Cache 
0. Figure 5.2 shows low estimates of 0 for bol, bo2, pa, si, stp and sv compared 
with the other caches. This would lessen the downward shift introduced in CVI by 
the O's loading which, together with the negative influence of 0 values, explains why 
these six caches are grouped together in the position shown on the plot. 
Figure 5.4 shows that all caches have a rather large value of the parameter d. The 
caches pb, sd and Essex take lower d values than the other caches (corresponding to 
an upward shift as the loading for d is negative) but clearly this is not sufficient to 
outweigh the effect of the (almost twice as significant) parameter 0 on CVI scores. 
Canonical variate 2 (CV2) is dominated by the parameter 0 with regard to the 
loadings. However, 0, A and Maxmin parameters also have non-negligible loadings of 
CV2. Examining the 0 boxplot in Figure 5.3, it is clear that 0 alone is not the only 
strong influence on CV2. For example, the University of Essex exhibits the second 
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Figure 5.4: Boxplots of d Estimates For Each Cache 
largest CV2 value but its 0 estimate appears to be lower than many others as shown in 
the box plots. In order to further examine the second canonical variate, we study the 
correlation between each cache's parameter estimate and its score. These correlations 
are displayed in Table 5.4. 
An explanation for Essex's CV2 positioning is due to its polynomial properties. 
Despite the heavy loading for 0 in CV2, Essex exhibits A, AREA and Maxmin pa- 
rameter estimates which are much larger than for all other caches. Based on these 
findings and the large correlation values for Essex corresponding to A, AREA and 
Maxmin, it is reasonable to conclude that, although polynomial properties do not 
dominate the loadings for CV2, they are sufficiently significant for CV2 to reflect the 
extreme properties of the Essex polynomial fits. 
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Cache 0 0 d A AREA Maxmin var(at) b a used 
Queen Mary 0.47 0.90 0.00 -0.17 -0.03 -0.08 -0.06 -0.37 -0.08 0.02 
Essex 0.18 0.52 -0.11 0.58 0.63 0.73 -0.31 -0.22 -0.14 -0.24 
NLANR bol 0.72 0.90 -0.22 -0.07 0.06 0.24 -0.17 -0.36 0.37 -0.05 
NLANR bo2 0.85 0.81 -0.59 0.17 0.54 0.17 0.15 0.35 0.31 1 -0.51 NLANR pa 0.76 0.93 0.37 0.29 -0.05 0.39 -0.16 -0.37 0.28 0.09 
NLANR pb 0.26 0.96 0.17 -0.23 -0.17 -0-17 0.01 0.02 0.12 -0.06 
NLANR rtp 0.65 0.55 -0.49 0.24 0.33 0.32 0.20 0.07 0.34 0.33 
NLANRsd 0.26 0.94 -0.12 -0.39 -0.59 -0.47 0.18 0.44 -0.53 -0.16 
NLANR si 0.66 0.87 -0.28 0.08 0.13 0.19 -0.05 -0.32 0.22 0.30 
NLANR Startap 0.69 0.76 -0.35 0.59 0.28 0.52 -0.22 0.10 -0.24 0.21 
NLANR sv 0.82 0*79 -0.64 -0.67 -0.52 -0.48 -0.08 -0.41 0.19 0.16 
Table 5.4: Correlations between parameter estimates and scores for CV2 
The reason for Queen Mary's large CV2 value is evident from the combination of 
its large 0 estimates (see Figure 5.3) and the large positive loading for 0 in CV2. 
Having examined the canonical variates and offered some explanation for posi- 
tioning of each cache's first two CV means in the CV plot, we examine the caches' 
parameter estimates for the more significant parameters highlighted by the CVA. 
The autoregressive parameter 0 takes mainly positive values across all caches. (In 
fact there is a single negative estimate of 0= -0.05). In order to interpret the effect of 
these positive autoregressive parameters, we need to also consider the influence of the 
moving average parameter 0, as 0 can prove either contradictory or complementary 
to the effect of 0 (see section 4.2.4 earlier). 
Of the 221 estimates of 0,185 are negative and 36 positive. However, 28 of these 
positive values occur for the Queen Mary cache, all of these positive Queen Mary Os 
are less than 0.41, all Queen Mary Os are greater than 0.335 and 0-0>0.23 for all 
Queen Mary estimates. Therefore, although the Os in Queen Mary serve to counter 
the data long term deviations from the mean introduced by the Os, in all of these 
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datasets, the Os are sufficiently large to still cause deviation in the data, despite being 
weakened by 0. 
Of the 190 weeks studied in the remaining 10 caches there are just 9 instances in 
which the sign of 0 and 0 are the same. Therefore, when we consider the influence of 
our estimates of 0, we can conclude that, in general, with the exception of the Queen 
Mary cache, 0 is used in the FARIMA model estimation to increase the correlation 
and the ability of the series to deviate from the mean. Therefore, since our estimates 
of 0 are positive, in general we would expect our series to exhibit positive short- 
term correlation and some deviation from the process mean. The strength of this 
correlation and duration of these deviations depend on the values of these parameters. 
The third significant parameter is d, which indicates the long-memory properties 
of the data. All caches take d values between 0 and 0.5 and all caches exhibit at least 
one d estimate very close to 0 and at least one very close to 0.5, however, there is 
some variation in the spread of the values. 
The closer d is to 0.5, the stronger the long-term correlation of the series, as well 
as the longer duration of the deviations from the mean. 
Figures 5.5 to 5.8 show examples of five-day original datasets (NAR) aggregated 
with m=1000, the transformed data sets together with the polynomial fit and its 
residual data sets, to which the FARIMA models were fitted. Each of these series is 
accompanied by its sample autocorrelation plot. We have chosen the bol cache, see 
Figure 5.5, as it is one of the clustered caches and Queen Mary, Essex and sd caches, 
see Figures 5.6,5.7 and 5.8, as ones clearly separated by the CV analysis. 
We consider the bol plots in Figure 5.5, together with Figures 5.2 to 5.4. The 
original NAR plot shows that the series is quite noisy (bursty) to begin with and 
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Figure 5.5: NAR, Týansformed Data and Polynomial Residuals with their correspond- 
ing correlograms aggregated by m=1000 for NLANR, bol cache, 4th - 8th February 
2002 
daily trends are less clear than for other caches. Since these trends are less obvious, 
the polynomial fit is less able to quieten the noise. The burstiness that remains in 
the polynomial residuals is not alternating, but changes sign more frequently than 
the other plotted caches. This frequent sign change is reflected in the low positive 
0 estimates. 0 is negative and small by modulus, this small value of 0 indicates 
that the series is more correlated and deviates more from the mean than 0 suggests 
by itself. However, neither 0 nor 0 are laxge. The d estimate for bol is large and 
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Figure 5.6: NAR, Transformed Data and Polynomial Residuals with their correspond- 
ing correlograms aggregated by m=1000 for Queen Mary University cache, 4th - 8th 
February 2002 
the correlogram shows significant correlation at the 95% level beyond lag 250. Since 
neither 0 or 0 are large, the estimated model has reflected this long-term correlation 
mainly using d. 
The Queen Mary plots in Figure 5.6 show a clear daily trend for each day with 
very strong NAR and transformed NAR sample correlation. The clear trend enables 
a good polynomial fit reducing the correlation as shown in the polynomial residuals. 
The polynomial residuals do not deviate far or long from the mean which has, been 
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Figure 5.7: NAR, Transformed Data and Polynomial Residuals with their corre- 
sponding correlograms aggregated by m=1000 for Essex University cache, 4th - 8th 
February 2002 
partly expressed by the small but positive 0 values in the estimated model. 0 estimates 
are positive and mostly larger than 0.5 and d estimates are very high. Large 0 and 
d estimates normally reflect strong correlation and some deviation from the mean of 
the series, however, it might be that this high 0 and large d are estimated because of 
the long inactive periods and therefore very frequent zero values in the series. 
The University of Essex plots in Figure 5.7, like Queen Mary, show a clear daily 
trend that is well approximated by the polynomial, strong correlation is also present in 
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Figure 5.8: NAR, Transformed Data and Polynomial Residuals with their correspond- 
ing correlograms aggregated by m=1000 for NLANR sd cache, 25th - Ist March 2002 
the NAR and transformed data which is greatly reduced in the polynomial residuals. 
However, the polynomial residuals deviate far and quite long from the mean which 
is reflected in large positive 0.0 estimates are similar to those of bol and are small 
by modulus. These 0 estimates reflect the presence of more correlation and deviation 
from the mean than has been expressed in the estimate of 0 alone. d estimates tend 
to be small for this cache and so have little influence. 
The sd cache, as indicated by the CVA plot, stands out from the others. Figure 
5.8 shows that a daily trend is present. The data is much more bursty than for any 
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other cache, subtracting the polynomial removes the trend and bursts are large in 
size but short in duration in the polynomial residuals. These large but brief bursts 
are indicated by a large estimate of 0 and a small positive value of d, which indicate 
short term deviations. 0 is negative and less than 0.5 by modulus. This reflects 
more correlation and deviation from the mean than is accounted for by 0 alone. The 
correlation is very weak, the randomness of the bursts gives correlation similar to 
white noise. 
The remaining 5 parameters do not feature so strongly in our analysis. Also, since 
later canonical variate loadings are not so clearly dominated by a small number of 
parameters, interpretation of these variates would be very complicated. 
What are the conclusions that can be drawn from our CVA? pb, Queen Mary, 
rtp, sd and Essex all exhibit high values of 0 together with small negative values of 
0 compared with the other caches except for Queen Mary which Itu, mostly positive 
0 values. These caches are 5 of the 6 largest caches (i. e. those receiving the highest 
number of requests per day). Of the 6 largest caches rtp, sv and Queen Mary are 
connected to parent caches (although Queen Mary does not always utilise this link) 
and these three have the highest CV1 values of those 6 caches. From these parameter 
estimates, we suggest that the caches pb, rtp, sd and Essex will exhibit strong short- 
term correlations allowing significant short term deviations from the process mean. 
However, they will not exhibit long-memory to the extent of the other caches, i. e. 
these deviations from the mean will be shorter lived than for other caches. The other 
parameters (such as polynomial parameter estimates) are not noticeably different for 
these caches (with the exception of Essex), therefore we can conclude that a similar 
trend occurs in each cache's daily activity pattern. 
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One interpretation of this might be that, because these caches receive so many 
requests, they have a higher probability in the short term of increased activity from 
the normal activity level, and that short term bursts of activity are proportionally 
greater for these caches than for the others. However, this short term increased 
activity returns to normal more quickly than other caches. This is confirmed since 
the general trend (or polynomial approximation) is not significantly different for these 
caches. This suggests that although a high volume of requests may lead to traffic 
which is more difficult to handle in the short term, caches receiving a high volume 
of traffic react quickly and perform sufficiently well to give an overall performance 
similar to caches with a smaller volume of requests. This may suggest that the 
process of caching is more effective with a high volume of requests, although this 
is not necessarily in agreement with the cache hit-rates. Some larger caches exhibit 
smaller hit-rates (e. g. pb). 
Interestingly, the size of 0 seems to be related to the size of d. The cluster of 
caches (bol, bo2, pa, sj, stp, sv) have a small value of 0 and a large value of d, 
while the other caches show a high value of 0 and a smaller value of d, with the 
exception of the Queen Mary cache. 
Although the correspondence is not striking, there is the suggestion of a rela- 
tion between high d estimates and parental links. An explanation for this is that 
parental transfers (particularly for the NLANR caches) involve long distance connec- 
tions. These connections would be expected to have longer Elapsed Times than other 
transfers which would cause an increase in the number of active requests. This might 
help to confirm that, as some researchers suggest, the increase in tail weight of the 
distribution of web transfers causes increased self-similarity. 
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The cluster of caches which display comparatively low 0 and high d estimates 
would display less short-term correlation and smaller short-term deviations from the 
mean but more long-memory and longer deviations from the mean over long periods. 
When we examined the country codes found in log files, we noticed that requests for 
parent cache files (such as Ah for bol and bo2, ru for pb, and au and nz for sv) 
were not particularly common and that com, net, edu type files were by far the most 
popular. Since parental files are comparatively rare in the logs, they do not increase 
the short term correlation which might explain the low 0 estimates for caches with 
parents. If a cache dealt almost exclusively with the same type of parental file, then 
the similarity between these transfers would have increased the correlation. However, 
there may be rare, but also longer lasting parental transfers whose longer Elapsed 
Times increase NAR by a small amount but in a consistent way, thus affecting the 
long term behaviour of NAR. 
Queen Mary is slightly different from the other caches (as illustrated by its position 
away from the other caches in Figure 5.1). It exhibits large 0 and d estimates (in 
contradiction to the more usual negative correlation between these two parameters). 
It also exhibits noticeably larger 0 estimates than the other parameters. This suggests 
a process which deviates wildly from its mean in both the short and long term. The 
most obvious explanation for this is the noticeably longer inactive periods for the 
Queen Mary NAR series. The process therefore contains periods of high and strongly 
correlated activity as well as periods of long inactivity. In fact, the Queen Mary 
series' have the most regular waved shape of all the caches we consider. 
We illustrated earlier that the CV2 value for Essex is strongly influenced by its 
polynomial differences (in fact, it can be shown that performing CVA on just the 
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three polynomial parameters A, Area and Maxmin, Essex is the only cache which 
shows any clear difference from the others). It exhibits six times greater business and 
extreme polynomial values than most other caches as well as a larger value of the 
transformation parameter A. This illustrates that the Essex NAR takes much larger 
values than other caches and that the overall level of activity in the Essex cache is 
greater. As the boxplots in Figures 5.2 and 5.4 illustrate, the 0 and d values for Essex 
are also quite extreme with large 0 values (close to 1) and small d values (close to 
0). Interpreting the polynomial properties, 0 and d estimates together, it is possible 
that the greater activity in the cache provides a clear pattern from which a very good 
trend estimate is obtained. Since this trend is an approximation to so much activity, 
the residual series has larger short-memory values, and smaller long-term deviations 
from the mean. 
As a result of this distinctive Essex and Queen Mary behaviour, both caches 
stand out as separate from the main group in the canonical variate analysis, which is 
not surprising as they serve different communities (academic) from the other caches 
administered by NLANR- 
NLANR sd is also quite distinctive. Figure 5.3 shows it has noticeably lower 
0 estimates than other caches, large 0 and low d estimates. Therefore its short- 
memory properties compared with the other caches will show larger deviations from 
the mean and stronger correlation. However, its long-memory properties will show 
less correlation and deviation. An explanation for this behaviour is that, as explained 
in Section 1.3, sd is the NLANR cache to which individual subscribers must connect, 
whereas organisations must connect to the other NLANR caches. Therefore, in the 
short term, an individual starting a web session would be expected to increase the 
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activity in a cache, causing deviation from the mean and showing highly correlated 
behaviour in the short term. However, in the long-term, that individual will end their 
web session (and perhaps start a new session with a different purpose in mind), which 
will reduce the long term correlation. Although the activity from the other caches is 
also made by many individuals, those individuals will frequently be from the same 
or similar organisation, will therefore have a broadly common goal and also a more 
predictable, more strongly correlated long-term behaviour. 
It is worth pointing out now that the leftmost caches in the CVA plot (Figure 5.1) 
are sd and stp and the rightmost are Queen Mary and University of Essex. Since 
stp caches requests through a large international link, its traffic is less likely to be 
dominated by groups with similar interests, however, Queen Mary and University of 
Essex will both be dominated by individuals from the same community and therefore 
with quite similar interests. It is therefore possible that the horizontal position (CV2) 
of each cache may be influenced by the diversity of cache users. 
We have highlighted the main distinctions that we have discovered between the 
caches. Though a more detailed study of these variates is possible, it might be unwise 
to focus on details that do not lead to clear distinctions between the caches. We 
therefore now provide an overview of our programs before coming to the conclusions 
of our work. 
Chapter 6 
Programming 
Many programs have been written in the Perl and S programming languages for the 
various analyses included in this thesis. This chapter provides an overview of the 
main functions of the software produced in this project. 
The list of the procedures, though not exhaustive, but sufficient to re-produce 
the datasets and parameter estimates commented on in this project work is given in 
Appendix C. Each program listed has a brief explanation of its function, input and 
output. Most of the Perl programs are stand-alone, whereas the S programs are more 
closely linked so we include structural diagrams of our main S programs to illustrate 
their relationship to each other. The program scripts are included in on a disk also 
in Appendix C. 
6.1 Perl Programs 
Here we give a brief description of the purpose and the output of these programs. 
Nearly all of them are designed to handle data files. 
These file handling Perl programs were necessary in order to process the cache log 
files (see example in Appendix B) to produce NAR series, to aggregate those series, 
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to extract or calculate values such as country codes, hit-rates and number of requests 
per day. 
Use of the Perl language was suggested to me by Dr. Francis Wright of Queen 
Mary University for its ability to quickly process large amounts of data and its ability 
to sequentially process data line by line without having to store whole files in computer 
memory whilst processing them. This latter quality is essential since the log files are 
far too large to be processed all at once. 
Perl scripts were also used to assist S-plus. Even after the calculation of the 
NAR series by Perl, S-plus was often unable to handle the resulting file containing 
columns of NAR, QRES and AVQRES values which, in the case of the Queen Mary 
cache, meant each column was nearly 20 million rows long. Perl was therefore used 
to separate the columns and, where necessary, select a manageable number of lines of 
data for statistical analysis in S., The variance method of Hurst estimation (Section 
2.2.2) required many aggregations and variance calculations to be made before the 
regression could be fitted. These variances were calculated in Perl for speed, then 
passed to S-plus. 
Occasionally there were small formatting errors in the cache log files, these errors 
were often as simple as an extra tab or return character in a file containing millions 
of datapoints. If ignored, these tabs or returns skew one column of data causing, for 
example, a single URL to move into the same column as Elapsed Time. As a result 
the calculated NAR series would be nonsense. Such errors would take a lifetime for 
a human to find but, using Perl scripts we were able to locate and correct all such 
errors in a few minutes. 
The outputs of these Perl scripts are usually files of undefined type or of type Axt 
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since these could be imported by S-plus and the separate columns distinguished and 
delimited. 
6.2 S Programs 
S-plus is used for the statistical analysis and plotting of our data. S-plus was chosen 
for statistical analysis because it contains the S programming environment which 
enables the user to write additional functions to those already provided in S-plus. 
Also S-plus is able to produce high density graphics, and can handle very large data 
files, the only limitation on size of the file that can be used is determined by the 
available memory on the computer running S-plus. 
Some of the problems we experienced with S programs were related to the return- 
ing of data objects at the end of the program. We were often interested in several data 
items that were calculated within a program these items were frequently of different 
length, for example, datasets and parameters. Therefore we joined results together 
in list objects before returning them from the program. 
An useful facility in S-plus is the ability to write program scripts which automate 
the behaviour of the S-plus user. For example, to run the FARIMA modelling program 
on each week of an NAR dataset, a program can be written which supplies the 
FARIMA program with the first week's data, stores the result and then supplies the 
second week's data and so on. This saves the user from having to run the program on 
each week's data manually. However, this automatic program running does make it 
more difficult to extract the results afterwards, particularly in view of the problems 
mentioned with regard to joined results. 
S-plus was able to read files created by Perl programs without any re-formatting 
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of the files which proved to be very useful in programs, such as the variance method 
hurst estimation program, which required Perl and S programs tovork together. 
Chapter 7 
Conclusion 
The purpose of this work has been to study web traffic and to find a statistical 
model to express consistently, throughout various caches and time scales, the traffic 
properties and possible differences among the caches. 
There is a vast literature looking at this problem from both engineering and sta- 
tistical points of view. Also, there are mathematical papers considering the theory 
of chaos to model this very large and unusual data. We have presented the most 
relevant work to our considerations by various authors on traffic modelling. However, 
there is no clear, uniform conclusion one might draw from the existing literature. 
In this study we have examined data from eleven different caches for a very long 
time period for each server. Although, in this thesis we have given only some chosen 
examples of the calculations and of the graphical representations, we have performed 
the calculations and the plots for all the data obtained from all the caches. We present 
the main result of the calculations for all the caches in appendix D. 
The results presented in this work are indeed consistent throughout all the servers 
considered here. 
The caches vary in many respects. They serve various communities, are located 
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in different parts of the world, have different size, different link patterns (siblings, 
parents) and other physical parameters. Apart from modelling the traffic we have 
tried to find some relationships of statistical parameters with the physical ones. This 
is not an easy or straightforward task. However, we managed to suggest some possible 
relationships. 
The main result of this work is the statistical model we propose to use for the web 
traffic. Also, the representation of the traffic using the introduced NAR series seems 
to be fruitful. 
Examining the series (NAR) we were able to extract properties of the web traffic 
such as business and burstiness and to relate them to the statistical properties of 
NAR. 
We have therefore sought to model the time series' in a sufficiently flexible way 
to permit consistent modelling methods to be applied to all caches in an attempt to 
detect differences between the caches through the model parameters. 
We concentrated on a study of 5-day (Monday to Friday) weeks as this prevented 
the multi-modal properties introduced by studying multiple weeks, omitted the no- 
ticeably lower activity exhibited at weekends and yet permitted the study of long 
time periods which were most suitable for further analysis. 
We introduced the concept of aggregation-similarity and demonstrated how our 
NAR data exhibits this property by preserving the appearance and autocorrelation 
of the original series when aggregated by a large factor m. The aggregation-similarity 
of NAR is central to our analysis allowing us to work with manageable datasets from 
which conclusions can be drawn relating to the larger original dataset. 
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Using the property of aggregation-similarity, we have performed a power trans- 
formation of NAR in an attempt to remove skewness from the distribution of the 
data, and to permit time series modelling of the data. In its raw form, NAR can 
exhibit long inactive periods and only upward time series bursts which prevents the 
application of traditional time series models. However, we have shown that a Yeo- 
Johnson transformation converts the NAR data into a form which is more convenient 
for modelling. 
Having transformed the data, we apply a least squares fit to perform a polynomial 
approximation of the general trend of NAR. This polynomial fit relies heavily on 
aggregation-similarity to permit accurate approximation of the trend together with 
a suitable length residual series when subtracting the polynomial trend from the 
transformed NAR. A high degree polynomial (20) provides a good approximation to 
the general trend of the data across all caches. From these polynomial fits we are 
able to estimate parameters such as area under the trend curve and the difference 
between neighbouring maxima and minima of the polynomial. Area under the curve 
reflects the business of the cache and the differenced maxima and minima express the 
extreme behaviour of the daily activity trend for each cache. It is shown by graphical 
methods that there is a correspondence between these two properties. Most often the 
more busy a cache is, the higher bursts it experiences. 
Having performed the polynomial fit, we subtract the general trend from the 
transformed data. We then analyse the residuals of the polynomial fit using time 
series modelling. 
Having justified our choice of model, we fit a FARIMA(p, d, q) to our residual time 
series. Using the Akaike Information Criteria, we show that a FARIMA(1, d, 1) model 
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is the best choice over all caches and all weeks. 
We then apply our FARIMA analysis program, fixing the order p=1, q=1, and 
obtain parameter estimates for all caches over all weeks. These estimates can then 
be compared between caches. 
Having estimated various parameters relating to the properties of the distribution 
of the data, the polynomial fit and the residual analysis, we examine the importance 
of each parameter in distinguishing differences between the caches using canonical 
variate analysis (CVA). 
The results of this analysis show that more than 70% of the variation between 
caches, that can be explained by the estimated parameters, can be attributed to the 
first two canonical variates. The value of the scores of the first of these variates is 
mainly governed by the FARIMA parameters 0, d and 0. The value of the scores of 
the second of these variates (CV2) is mainly governed by the FARINIA parameter 0, 
although the University of Essex cache exhibits such distinctive polynomial behaviour 
that its CV2 score values are strongly influenced by its polynomial properties. 
In Chapter 5we provide an interpretation of the canonical variate analysis for 
each cache. We show that the Queen Mary, Essex and NLANR sd caches exhibit 
quite distinct properties from the others. The University of Essex cache is distinctive 
particularly because of its high activity level, it also exhibits strong short-memory 
properties and weak long-memory properties suggesting that caches with very high 
general activity are sensitive in the short term to deviations and bursts away from 
the expected activity pattern, but less sensitive to such factors in the long term. 
The Queen Mary cache is particularly distinctive because of its unusual combina- 
tion of positive autoregressive and positive moving average parameter values (which 
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are more commonly of opposing sign with 0 positive). This means that its correlation 
structure is weakened by its moving average parameter. The difference in parameter 
estimates for the Queen Mary cache is most probably attributable to its long periods 
of inactivity out of working hours. 
The NLANR sd cache is distinctive because of its low moving average parameter, 
high autoregressive parameter and comparatively weak long-memory properties. The 
amount of short-term and lack of long-term correlation could be due to the individual 
nature of the cache users. Since organisations subscribe to other caches whilst indi- 
viduals subscribe to sd, short term correlations are commonplace as individual users 
stay on-line and request material of a particular nature. However, since there is no 
connection of interests between the individuals (unlike we might find for a university), 
there is weaker correlation in the behaviour patterns in the long term. 
The CVA also indicated a group or cluster of caches of similar properties. These 
are all NLANR servers with similar link properties, serving similar kinds of commu- 
nities. 
There are other suggestions that this study raises but they cannot be completely 
substantiated. We notice that, for example, caches with fewer requests tend to exhibit 
greater long-memory but less short-memory whilst the opposite is true for caches with 
a large number of requests. However, whilst this theory does not hold in all cases, the 
exceptions to this rule seem to be those caches which have parental caches. There is 
the suggestion of increased long-memory for caches with parental links. 
The fact that, with the exception of the University of Essex cache, no clear dif- 
ference in the polynomial trend is obvious between caches, suggests that the business 
or extremities of the activity pattern for each cache is not distinctive between caches. 
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Also that, regardless of business and activity, the unpredictability and burstiness of 
the caches activity remains unchanged. This suggests that in simulation studies such 
as Bilchev et al. (1999), the daily activity trend is less significant than the residual 
errors added to it. 
Since the parameters relating to the tail distribution fit did not show significant 
differences between caches, we have no evidence to suggest that the tail index param- 
eter is an important factor relating to the traffic activity within a cache. 
In summation, we have presented evidence to suggest that internet traffic exhibited 
in web caches as represented by NAR has long-memory to various degrees and is 
aggregation-similar. Certain types and sizes of caches may vary in the strength of 
their long and short-memory correlations. There is little evidence to suggest that the 
general activity pattern of internet traffic (polynomial trend) is a good distinguishing 
parameter. There is, however, evidence to suggest that the properties of internet 
traffic alter according to the user communities that produce it and some evidence 
to suggest that parental cache links from caches also have a significant effect on the 
traffic. 
7.1 Further Work 
Several improvements could be made by further work to make our study more useful to 
cache administrators. In Chapter 5 we highlight similarities and differences between 
the parameters we study. However, although we have highlighted some connections 
between the polynomial fit and its FARIMA residuals, we have been unable to find a 
sufficiently clear connection between these parameters to produce an accurate NAR 
simulation. A simulation of a FARIMA(1, d, 1) without the trend can be produced 
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and used to understand the potential burstiness away from a cache's daily trend. 
Also, the daily trend can be approximated to examine the maxima, minima of the 
traffic trend and the business of the cache, but we are not yet able to combine the 
two for simulation or prediction of a cache's NAR. 
The polynomial trend and FARIMA model are helpful to illustrate the Quality of 
Service of the cache (i. e. its business, approximate maximum value and an, idea of the 
frequency size and duration of sudden random bursts in the NAR). For example, a 
cache administrator could study these values regularly and, as the number of requests 
received per day increases, the trend and FARIMA could be used to decide when the 
cache can no longer deal with the number of simultaneous requests received or the 
size of the traffic bursts and so requires upgrading. 
The difficulty with studying data in this way is that modelling must be performed 
on existing cache traffic. Our research so far cannot be used by a cache administrator 
to estimate the type of traffic that would be received before the cache is put into 
service. 
These problems may be due in part to the restrictions on the data available to 
us on the caches and their networks. It is possible that, with more hands-on access 
to the caches, researchers could find a connection between some physical aspects of 
the caches or networks and the NAR traffic model we have presented. Without such 
information it would be very difficult to model the theoretical traffic of a cache before 
it is put into service. 
It would also be beneficial to study a greater number of caches serving different 
communities from those we have studied. Web cache data is very difficult to obtain 
which explains our restriction to the NLANR caches and universities. Our CVA shows 
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differences between the NLANR and university caches and an extension of this work 
to incorporate a greater number of university caches together with industrial and ISP 
caches might enable the differences between caches of different type to be more clearly 
defined and then used to help produce predictions and simulations of NAR. 
Some existing research which might help to distinguish more clearly between 
caches is the study by Haslett and Raftery (1989). They consider a multivariate 
FARIMA process and experimental design to distinguish between series of wind mea- 
surements at different locations which could be adapted to study NAR datasets from 
different caches. However, this study goes beyond the scope of this PhD and may 
obtain similar results to our two stage method (FARIMA estimation followed by 
CVA). 
We hope to develop our programs in the future as we seek to extend this work and 
make it more applicable to improving the internet Quality of Service. Some of the 
calculations we wanted to perform in this project failed because of the complexity of 
the calculations and size of the data. However, if we can make these programs more 
efficient in the future and write new programs which can be used to measure the 
physical network properties, we hope that the additional information gained might 
fill the holes in our understanding so far. 
Bibliography 
Akaike, H. (1974). A new look at statistical model identification. IEEE Transactions 
on Automatic Control 19,716-723. 
Barenco, M. (2001). A simple stochastic model for long-range dependence. Preprint. 
Beran, J. (1994). Statistics For Long-Memory Processes. New York: Chapman and 
Hall. 
Bilchev, G., C. Roadknight, I. Marshall, and S. Olafsson (1999). WWW cache mod- 
elling toolbox. Proceedings of the 4th International Web Caching Workshop, San 
Diego, California, March 31 - April 2 1999. 
Box, G. E. P. and D. R. Cox (1964). An analysis of transformations. Journal of the 
Royal Statistical Society B 26,211-252. 
Box, G. E. P. and G. M. Jenkins (1970). Time Series Analysis Forcasting and Control. 
San Francisco: Holden Day Inc. 
Cox, D. R. (1984). Long-range dependence: a review. Statistics: An Appraisal, 
Proceedings 50th Anniversary Conference, Iowa State Statistical Library, 55-74. 
Crovella, M. E. and A. Bestavros (1995). Explaining world wide web traffic self- 
similarity. Technical Report, Tr-95-015 Boston University Computer Science De- 
partment. 
160 
161 
Crovella, M. E., M. S. Taqqu, and A. Bestavros (1998). Heavy-Tailed Probability 
Distributions in the World Wide Web, pp. 3-26. A practical Guide to Heavy Tails. 
New York: Chapman and Hall. 
Crovella, M. E. and M. S. Taqqu (1999). Estimating the heavy tail index from scaling 
properties. Methodology and Computing in Applied Probability 1,1-21. 
Cunha, C. R., A. Bestavros, and M. E. Crovella (1995). Characteristics of WWW 
client-based traces. Technical Report TR-95-010, Boston University, July 1995. 
Downey, A. B. (2001). The structural cause of file size distributions. In Proceedings 
of the International Symposium on Modelling, Analysis and Simulation of Telecom- 
munication Systems (MASCOTS '01), Cincinnati, Ohio, USA, August 2001, IEEE. 
Downey, A. (2003). An Empirical Model Of TCP Transfers. Submitted to SIGCOM 
'03. 
Feldmann, A. and W. Whitt (1998). Fitting mixtures of exponentials to long-tail 
distributions to analyse network performance models. Performance Evaluations 31, 
245-279. 
Gralla, P. (1998). How The Internet Works. Indianapolis, USA: Que Corporation. 
Granger, C. W. J. and R. C. Joyeux (1980). An introduction to long-range time series 
models and fractional differencing. Joumal of Time Se7ies Analysis, 1,15-29. 
Hannan, E. J. and J. Rissanen (1982). Recursive estimation of mixed autoregressive- 
moving average order. Biometrika, 69,81-94. 
Haslett, J. and A. Raftery (1989). Space-time modelling with long-memory depen- 
dance: Assessing ireland's wind power resource. Applied Statistics. 38,1-50. 
Hill, B. M. (1975). A simple general approach to inference about the tail of a distri- 
bution. The Annals of Statistics 3,1163-1174. 
162 
Hosking, J. R. M. (1981). Fractional differencing. Biometrika 68,165-176. 
Hurst, H. E. (1951). Long term storage capacity of reservoirs. Trans. Am. Soc. Civil 
Engineers. 
Keogh-Brown, M., C. Roadknight, and B. Bogacka (2001). Network performance 
functions. In Proceedings of Seventeenth UK Performance Engineering Workshop, 
Leeds 2001,131-142. 
Krzanowski, W. J. (1988). Principles of Multivariate Analysis. A User's Perspective. 
Oxford University Press, Oxford. 
Leland, W. E., M. S. Taqqu, W. Willinger, and D. V. Wilson (1994). On the self- 
similar nature of ethernet traffic (extended version). IEEEIACM Ransactions On 
Networking 2,1-15. 
Mahalanobis, P. C. (1936). On the generalized distance in statistics. In Proceedings 
of National Institute of Sciences of India, Volume 2, pp. 49-55. 
Marron, J. S., F. Hernandez-Campos, and F. D. Smith (2002). Mice and elephants 
visualization of internet traffic. In Proceedings of Compstat 2002, Berlin, August 
2002. 
Marshall, I. and C. Roadknight (1998). Linking cache performance to user behaviour. 
Computer Networks and ISDN Systems, 30,2123-2130. 
Neidhardt, A. L. and J. L. Wang (1998). The concept of relevant time scales and its 
application to queuing analysis of self-similar traffic (or is hurst naughty of nice? ). 
A CM Performance Evaluation Review 6,222-232. 
Ritke, R., X. Hong, and M. Gerla (2001). Contradictory relationship between hurst 
parameter and queueing performance (extended version). Telecommunication Sys- 
tems, 16,159-175. 
163 
Ross, K. (1999). Distribution of stored information in the web. TVtorial from 16th 
International Teletraffic Congress, http: //www. eurecom. fr/-ross/CacheTutorial/ 
DistRitorial. html. 
Ryu, B., D. Cheney, and H. Braun (2001). Internet flow characterization: Adaptive 
timeout strategy and statistical modelling. In Proceedings of Passive and Active 
Measurement Workshop (PAM2001), Amsterdam, April 2001. 
Shil W., R. Wright, E. E. Collins, and V. Karamcheti (2002). Workload characteri- 
zation of a personalized web site and its implications for dynamic content caching. 
New York University Technical Report TR2002-829. 
Taqqu, M. S. and V. Teverovsky (1997). Robustness of Whittle-type estimators for 
time series with long-range dependence. Stochastic Models 13,723-757. 
Tsybakov, B. and N. D. Georganas (1998). Self-similar processes in communications 
networks. IEEE Transactions on Information TheorY 44,1713-1725. 
Voss, M. S. and X. Feng (2002). ARMA model selection using particle swarm opti- 
mization and aic criteria. In Proceedings of IFAC, 15th Thennial World Congress, 
Barcelona, Spain. 
Xue, F., J. Liu, Y. Shu, L. Zhang, and 0. W. W. Yang (1999). WWW traffic modelling 
based on FARIMA models. In Proceedings of Canadian Conference on Electrical 
and Computer Engineering (CCECE99), Edmonton, 1999, pp. 162-167. 
Xue, F. (1999). Modelling and predicting long-range dependent traffic with farima 
processes. In Proceedings of International Symposium on Communications (ISCOM 
'99), Kaohsiung, November 1999. 
Yajima, Y. (1998). On estimation of a regression model with long-memory stationary 
errors. The Annals of Statistics 16,791-807. 
164 
Yeo, I. and R. Johnson (2000). A new family of power transformations to improve 
normality or symmetry. Biomeftika. 87,954-959. 
Chapter 8' 
Appen ices 
A Appendix A. Dictionary of Cache Related Terms 
Note: Many definitions are given as 'relative to this thesis' to provide simple, non- 
technical definitions or because our definition differs from those elsewhere in published 
research. 
Term Definition Source 
backbones Very high-capacity lines that carry Gralla (1998) 
enormous amounts of Internet traffic. 
bandwidth Can be the maximum capacity for a CC952 Course notes, 
channel, or the capacity of a single University of Essex. 
channel transferring data. 
browser A software tool which, via an interface, http: //slatertech. com/ 
provides the user with access to the in- intranetting/sIdOO9. htm 
ternet so that he or she may read pages 
on the World Wide Web 
cache A store for files, connected to the origin Bilchev et al. (1999) 
server 
caching The process of inserting files into a Bilchev et al. (1999) 
cache 
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capacity The maximum amount of data that can Relative to this thesis 
be stored 
channel A network or link through which data Relative to this thesis 
is sent 
common log format A record of cache transmissions in the Relative to this thesis 
format described in Appendix B 
disk size The capacity of a computer or server's Relative to this thesis 
total data storage space 
Distance (of an Determined by the speed of connection Relative to this thesis 
internet connection between computers and may not reflect 
or between net- geographical distance. 
worked computers) 
Exchange Point A cache to which other caching organi- http: // 
sations may link to share and exchange www. ircache. net/mae- 
caching services west/ 
files An indivisible set of data with an inter- Relative to this thesis. 
net address or filename 
file popularity A measure indicating the frequency of Relative to this thesis 
the use of the file 
flight delay A measurement of the time delay suf- Relative to this thesis 
fered by the cache user before data 
transfer commences by the cache. Le. 
The time between the user's request is- 
sue and file transfer from the cache 
hit The request of a file which is already Relative to this thesis 
stored in the cache 
hit-rate The percentage of hits made in the Relative to this thesis 
cache in a specified interval 
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hops Routers or gateways on any given path Gralla (1998) 
internet A communication network which http: // 
bridges all the small computer net- www. cricklade. ac. uk/ 
works worldwide as a whole cyberoffice/english/ 
intranet. litml 
Internet Protocol Ensures internet packets are sent to the Gralla (1998) 
(IP) right destination 
internet user Any person or object which issues a re- Relative to this thesis 
quest for an internet file 
Internet Service An organisation which provides inter- Gralla (1998) 
Provider (ISP) net access to individuals or groups 
latency The shortest possible time that a trans- Keogh-Brown et al. 
fer can take through a particular net- (2001) 
work path regardless of the packet's 
size 
links (cache) interconnections between meshes of Bilchev et al. (1999) 
proxy caches 
log files or logs (of A computer file containing records of Relative to this thesis 
a cache) internet requests received by a web 
cache. 
maximum cachable The largest permissible for an object Relative to this thesis 
object size which may be cached 
memory The storage space in a computer or http: //www. webopedia 
server in which to run programs or soft- com/TERM/RAM. html 
ware 
origin server A server storing the master version of Relative to this thesis 
a web file 
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packet A certain size part of a file together littp: // com- 
with the information to get it to its des- puter. howstuffworks. com/ 
tination. question525. htm 
packet-level To view or study data as packets or Relative to this thesis. 
(study) groups of packets rather than files. 
parental links Cache Link in which a miss is propa- Bilchev et al. (1999) 
gated to the parent cache which pro- 
vides the file from its cache neighbour- 
hood or origin server 
processor speed Governs the number of instructions per http: // 
second (or speed) at which a computer www. strathfield. com/ 
(or server) can work glossary. asp 
? Index=p&glossid=64 
proxy server A store for files that is not part of but Relative to this thesis. 
has access to the origin server 
robot requests Additional requests for files that are au- Marshall and Road- 
tomatically generated when a user re- knight (1998) 
quests a web file 
round-robin Procedure of sharing web requests Relative to this thesis. 
equally between web caches 
round-trip-time The time taken for a packet to be sent Relative to this thesis. 
(RTT) and acknowledged, see Figure 1.4. 
router Used to connect networks, examine Gralla (1998) 
packets of data that travel across the 
internet, based on the data's destina- 
tion, the data is routed in the most ef- 
ficient way (usually to another router) 
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server A computer on which required informa- Gralla (1998) 
tion resides 
sibling cache A linked cache of the same hierarchical Relative to this thesis 
position 
sibling links A cache link used by a cache to query Relative to this thesis 
its sibling cache 
simultaneous con- Distinct TCP connections which are si- Relative to this thesis. 
nections (to web multaneously open between the server 
server) and users 
speed See bandwidth 
timeouts Upper limit of the time for which a relative to this thesis 
computer will wait for a transfer to 
complete unless more data is received. 
TCP Transmission Responsible for verifying the correct http: //www. yale. edu/ 
Control Protocol delivery of data from sender to receiver Pclt/COMM/ 
and for correcting transfer errors. TCPIP. HTM 
transport level To view data as complete files Relative to this thesis. 
(study) 
web caching See caching 
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Appendix B. Log File 
Information taken from the NLANR web site detailing the content of the web cache 
logs. Some fields are missing for Queen Mary and Essex University caches. 
Each line of the log file contains the following ten fields (columns): 
Timestamp (Request Time) 
The time when the client socket is closed. The format is "Unix time" (seconds 
since Jan 1,1970) with millisecond resolution. 
Elapsed Time 
The elapsed time of the request, in milliseconds. This is time between the accept 
and close of the client socket. For persistent HTTP connections, this is the time 
between reading the first byte of the request, and writing the last byte of the reply. 
Client Address 
A random IP address identifying the client. The client-to-address mapping stays 
the same for all requests in a single log file. The mapping is not the same between 
log files. 
Log Tag and HTTP Code 
The Log Tag describes how the request was treated locally (hit, miss, etc). All 
the tags are described in the Squid FAQ (http: //www. squid-cache. org/Doc/FAQ/). 
The HTTP status code is the reply code taken from the first line of the HTTP reply 
header. Non-HTTP requests may have zero reply codes. 
Size 
The number of bytes written to the client. 
Request Method 
The HTTP request method. 
URL 
The requested URL. CGI query arguments (anything following a T) are not 
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logged. 
User Ident 
Always '-' for the IRCache logs. 
Hierarchy Data and Hostname 
A description of how and where the requested and Hostname object was fetched. 
See hierarchy codes in the Squid FAQ (http: //www. squid-caclie. org/Doc/FAQ/FAQ- 
6. html#cache-result-codes). 
Content Type 
The Content-type field from the HTTP reply. 
On the next page we give an example of a log file. Columns are separated by a 
single space. 
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C Appendix C. Program Instructions and Descrip- 
tion of Main Procedures 
See also attached disk. 
The following provides brief instructions for the general use of the prograin scripts 
that accompany this thesis. These instructions do not take the form of a detailed user 
manual for each program. Instead, these instructions assume that the user is familiar 
with the general procedure of running program scripts and understand the method 
implemented in programs (whether statistical or otherwise) and the structure of any 
input required by the programs. 
CA Perl Programs 
None of the Perl scripts in this project require input files to initiate their running. 
Instead the user is prompted to enter required input file locations or parameters via 
the keyboard after initiating the program. This input must be correctly formatted. 
(For example, Timestamp in web cache logs might be measured in unix time with 
millisecond resolution). 
Where Perl programs require an input filename, it is wise to ensure that the 
program script is in the same directory as the data files it requires, this enables the 
user to simply enter the filename of the required input files. The alternative to this 
is to enter the relevant full path and filename to enable location of the required input 
files, but this proves awkward in cases where several input files are required. Output 
files created by Perl scripts are usually created in the same directory as the script 
itself. 
Perl scripts may be run from the command line or, with certain Perl packages in 
windows, the script itself becomes executable. However, these executable versions do 
not report errors if the program fails to complete successfully. For programs which 
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run on multiple files or very large amounts of data it is advisable to be able to view 
error messages as, for example, a single missing tab character in a 2GB log file can 
cause nonsensical results. 
The simplest way to run them therefore is to copy the program script into a 
directory containing all the required data files. 
A description of the function of each program is below. No parameter input 
is required to call the program. Once each program is called, the user is given a 
clear prompt to enter the required data (such as filenames and aggregation levels 
required). For advanced warning of the input you will be requested to provide to Perl 
when running each program, see the Input: /Output: sections below. 
NAME: totalqd. pl 
PURPOSE: Main NAR calculation program. Calculates NAR and Queue Resi- 
dency values for unlimited number of input files of an unlimited size. It then uses 
subfiles xm. pl for aggregation, isocols. pl for separating columns of results, varxkms. pl 
for calculating the variance of the aggregated series, to be used by S-plus, and the 
prompt-for-file, get-new-filename and check-directories for reading and overwriting of 
file and directory contents from shuffle. pl. See also program diagram. 
INPUT: input filenames, granularity of NAR measurement, output filename, aggre- 
gation level, indicator of file size (all via keyboard). 
OUTPUT: NAR file, aggregated datasets, varxkms. txt for S-plus, and NAR QRES 
(2 columns) data file (to files). Also maximum and minimum requests and duration 
of NAR study (to screen). 
Figure CA describes a simplified version of the algorithm used by the perl program 
totalqd. pl to produce NAR datasets. The circles and ovals indicate loops in the 
program structure. This program has been included on the disk also in appendix C 
and has been extensively commented to provide a more detailed description of the 
program workings. 
175 
Read Request Time and Elapsed Time data columns 
I 
Subtract (or add) Elapsed Time to/from Request time 
I 
Output Start and End times to temporary file 
4, 
Read Start and End Times calculating: 
" Minimum Start Time 
" Maximum End Time 
I 
Subtract Minimum Start Time from all requests 
(time measurements are now from time zero) 
I 
Produce output files according to user Instruction 
I 
Sort new Start and End times Into output files 
4, 
Read output files in order: Test -I 
If Start Time < Test NN, 
Add (End Time - Test) to Buffer 
Read next Start Time 
Sort Buffer 
Read To of Buffer 
If < 0, Remove 
* Continueloop 
Else 
Terminate loop 
Output buffer size 
Output buffer sum 
Increment Test 
Figure CA: Explanatory diagram of Perl totalqd. pl program. The circles and ovals 
indicate loops in the program structure. 
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NAME: unixtogmt. pl 
PURPOSE: Converts a unix time value to its Grenwich Mean Time equivalent 
INPUT: Unix time (via keyboard). 
OUTPUT: GMT equivalent (to screen) 
NAME: count. pl 
PURPOSE: Counts the number of row values in each of a specified number of files 
INPUT: number and names of files (keyboard). 
OUTPUT: Count for individual files and all files 
NAME: difference. pl 
PURPOSE: Calculates first lagged difference for each row value of the input file. 
INPUT: Filenames for input and output (keyboard). 
OUTPUT: Differenced data (to file). 
NAME: xm. pl 
PURPOSE: Aggregates an input data file for all aggregation values from I to value 
specified by user. 
INPUT: Filename for input (keyboard). 
OUTPUT: Files called xkm*, where * specifies the aggregation of the data. 
NAME: varxm. pl 
PURPOSE: Calculates the unbiased variance of each xkm* file produced by xm. pl. 
INPUT: Filename supplied to xm. pl and aggregation value specified by user supplied 
to xm. pl (keyboard). 
OUTPUT: File called varxkms. txt containing variance estimate for each xkm* file. 
NAME: hierarchy. pl 
PURPOSE: Counts the various hierarchy tags listed in an unlimited number of 
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input files of unlimited size. This program is configured for files in common log 
format: adaptation would be required for other types of file. 
INPUT: Input and output filenames for all files. 
OUTPUT: Count of each log tag for each individual file and for all files, together 
with overall counts for percentage calculations. 
NAME: hitrate. pl 
PURPOSE: Calculates the hit-rate from a specified logfile. Hit definition is deter- 
mined within the program, but location of column for examination is not: therefore 
can be used on other log formats. 
INPUT: Filenames for input and output and column for examination (keyboard) 
OUTPUT: Hit-rate and row value counts (to screen). 
NAME: logtag. pl 
PURPOSE: Counts the various types of logtag entries in an unlimited number of 
input files of an unlimited size. Configured for common log format, but by deleting 
commented code, other formats can be examined. 
INPUT: Filenames for input and output (keyboard). 
OUTPUT: Logtags and their counts for individual and all files (to output file). 
NAME: shuffle. pl 
PURPOSE: Randomises entries in a file (used with the program aest by Crovella 
and Taqqu (Crovella and Taqqu, 1999)). Program NOT by Marcus Keogh-Brown, 
Author unknown 
INPUT: Filename for shuffling (keyboard). 
OUTPUT: Shuffled file (to output file). 
NAME: transspeed. pl 
PURPOSE: Calculates the transfer speed (Elapsed Time / Size) for a given logfile. 
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INPUT: Filename for input and columns containing Elapsed Time and Size (key- 
board). 
OUTPUT: Transfer speeds (to output file) and number of ignored entries. 
NAME: CheckElap. pl 
PURPOSE: Tests output file deleteme. txt produced by totalqd. pl. If a logfile for- 
matting error caused a miscalculation, the results of this program will show it when 
compared with the Elapsed Times column. 
INPUT: Filename for input (keyboard). 
OUTPUT: Elapsed times calculated for comparison with totalqd. pl results. 
NAME: getcols. pl 
PURPOSE: Obtains two columns, specified by user, from a given input file. Can 
be used to extract, say corresponding Elapsed Time and Size columns for comparison 
whilst removing unwanted columns. 
INPUT: Filename for input and output, columns required (keyboard). 
OUTPUT: Required columns of data to output file. 
NAME: getLines. pl 
PURPOSE: Takes all lines of an input file between an upper and lower limit and 
outputs them to a file specified by the user. 
INPUT: Filename for input and output, upper and lower limits of required lines 
(keyboard). 
OUTPUT: Required lines of data to output file. 
NAME: sorffile. pl 
PURPOSE: Produces a sorted version of a given input file: the file is sorted by 
columns from left to right into ascending order. 
INPUT: Filename, for input (keyboard). 
OUTPUT: Sorted data to desktop file called "temp. txt". 
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NAME: devide. P1 
PURPOSE: Separates all data from an input file into sub files of length declared by 
the user (approx 50,000 is ideal). For use with autodomain. pl. 
INPUT: Filename for input and size of file (keyboard). 
OUTPUT: Several output files containing the divided data. 
NAME: autodomain. pl 
PURPOSE: Takes output of devide. pl and calculates the country codes of every URL 
in the input logfiles (. com, org, uk, etc. ), counts both the number and proportion of 
these codes and the hit-rates of these codes. 
INPUT: Filenames for input and output (keyboard). 
OUTPUT: Output file containing every country code, with its count, proportion 
(overall) misses and hit counts and hit-rates. 
NAME: yct. pl 
PURPOSE: Calculates the Yt dataset described in Beran (1994). 
INPUT: Filename for input (NAR dataset) and output filename (keyboard). 
OUTPUT: Output file containing the Yt series. 
NAME: crop. pl 
PURPOSE: Selects two user specified columns of data for either all lines or just 
selected lines from a datafile specified by the user. (Used to select valid entries from 
a logfile containing invalid formatting characters). 
INPUT: Filename for input and output. Two column numbers and limits for lines 
required (keyboard). 
OUTPUT: Output file containing the chosen data. 
NAME: filter. pl 
PURPOSE: Ensures that the time entries in a logfile are all valid unix time and 
reports errors for use with crop. pl. 
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INPUT: Filenames for input and output (keyboard). 
OUTPUT: Lines containing invalid unix time entries. 
NAME: filetest. pl 
PURPOSE: Calculates minimum start time and maximum end times thus testing 
Request Times and Elapsed Times to ensure all entries are correctly formatted for 
submission to totalqd. pl. Works for unlimited number of files of unlimited size. 
INPUT: Filenames for input and output (keyboard). 
OUTPUT: Error report: filename and line locations of incorrectly formatted entries 
(screen). 
NAME: timReq. pl 
PURPOSE: Times transfer of web requests to measure Elapsed Time of transfer on 
user's computer. Can be edited to issue more or repeated requests. 
INPUT: None, requests made must be written in program script. 
OUTPUT: Output file containing lists of the requests made and the time taken to 
transfer those requests, also lists failed transfers. 
C. 2 S Programs 
S programs run within S-plus need only to be compiled once (see S-plus' instructions 
for program compilation). Once compiled, the functions declared are retained and 
can be called from the S-plus command line by the function name. For example, the 
command 
record <- progname( datalk , datalOO ) 
stores the result of running the program prognanie with input datasets datalk and 
datalOO into the value record. 
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Input datasets are required to be in a numeric data vector format, i. e. lists 
and dataframes cannot be submitted to the S scripts. However, if sub-parts of lists 
or dataframes are numeric vectors, these may be singled out and submitted. For 
example, a data frame data with sub-vectors vectorl, vector2 cannot be submitted 
as a dataset, but the dataset data8vectorl can be. 
A list of function names and the parameters required for the function calls follow. 
First, however, we give some structural diagrams indicating the hierarchy of the 
programs. 
C. 3 Structural Diagrams 
The S programs listed below are diagrammed in a tree structure and indicate which 
programs are called directly as sub-functions of a higher level program. The diagrams 
below give the program structure from the highest level, many of the subfunctions 
can be used as stand-alone programs. Function names in bold indicate that the tree 
continues elsewhere in another structural diagram. 
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fullanalysis 
whichprogs 
I prompt. us 
I setupvals 
psum 
I do. plotsl 
my. hurst. Fn] 
nisexpauto 
polyfittingý 
I maxmin] 
polyarea ý -iý 1 FFpolyýo 
I farimamodel 
armamodell- 
I calcarmaresids 
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I yeojohnsýon 
yjtrans 
I polytren 
my. hurst. 
fracdiffing] 
Fy-eo-johnson 
polyfittin7g]---+ 
I polytrený 
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eff ýs 
categorise 
tSj-_--__--_Ipo1ynomI 
I 
II study. peaFsý- 
categorise 
ts-_-po1ynom 
I study. peaý-sj--Fp-olynom I 
rm. na 
I poly. transforým] 
I calcfvs 
[calcfvsl 
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I calcfvs I 
yeojohnso-n-ý+ 
-lyitransi 
n1salpha 
-I residhistalp: h:: a] 
nlsparctoý- 
_I residhistpa=reto 
r -. 1 1 nlszipfautoý- I zipin 
List of Program Descriptions 
The program descriptions below are listed in the order they appear in the tree 
diagrams above, ordered first by tree diagram root, then by branches from left to 
right then top to bottom. Where the program name is followed by a bracketed label, 
that label indicates the file in which the program can be found on the included disk. 
NAME: fullanalysis (fullanalysis. SCC) 
PURPOSE: Main preliminary analysis program. Calculates summary plots and 
printouts of data, percentiles, organises data into 5 or 7 day weeks, autocorrelation 
and probability distribution plots, hurst estimation (variance method and non-linear 
autocorrelation fit) polynomial fitting, maxima and minima calculation and plotting, 
polynomial area calculation. 
INPUT: Void function, prompts user which functions to perform and requests input 
accordingly. 
OUTPUT: Requires un-commenting of appropriate line of program return: Not all 
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results can be returned in an S-plus object so must be selected by program comment- 
ing. Results of any functions above may be requested and returned to function call. 
Side effect plots are optional. 
NAME: whichprogs (fullanalysis. SCC) 
PURPOSE: Requests which of the programs in fullanalysis to run, when to plot 
results and which parameters to supply to the chosen sub-functions. 
INPUT: Yes or no responses for which programs to run, initial parameter estimates 
when requested and which data to plot. 
OUTPUT: A vector of responses which can be interpreted by fullanalysis to run the 
required sub-functions (to function call assignment). 
NAME: isyes'(farimamodel. SCC) 
PURPOSE: Subfunction to prompt user for a 'yes' or 'no' answer, categorise the 
response for variants of case and prompt again if necessary. 
INPUT: A text prompt asking a yes/no question to user (to standard output), 
Scanned response (from keyboard). 
OUTPUT: Correctly formatted 'yes' or 'no' response (to function call assignment). 
NAME: promptuser (fullanalysis. SCC) 
PURPOSE: From responses to whichprogs, obtains further information about the 
dataset and user's requirements to enable correct treatment and parameter estima- 
tion. 
INPUT: Vary depending upon responses to whichprogs (from keyboard). 
OUTPUT: Interpretable vector of responses for fullanalysis (to function call assign- 
ment). 
NAME: setupvals (fullanalysis. SCC) 
PURPOSE: Chooses suitable autocorrelation and probability histogram values and 
ensures dataset is suitable (i. e. no NA values). 
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INPUT: Dataset for testing (Supplied to function call). 
OUTPUT: Autocorrelation maximum lag and histogram nclass values together with 
original dataset with NAs replaced by Os (to function call assignment). 
NAME: rm. na (fullanalysis. SCC) 
PURPOSE: Replaces NA values in NAR dataset with Os. 
INPUT: Dataset (Supplied to function call) 
OUTPUT: Correctly formatted 'yes' or 'no' response (to function call assignment). 
NAME: sumry (fullanalysis. SCC) 
PURPOSE: Produces a summary of percentile calculations produced by psum. 
INPUT: Dataset and percentage required for percentiles (Supplied to function call). 
OUTPUT: Percentiles and their division values (to keyboard and function call as- 
signment). 
NAME: psum (fullanalysis. SCC) 
PURPOSE: Calculates percentiles and the percentile division values for a given per- 
centage value and the variance of the percentiles. 
INPUT: Dataset and percentage required for percentiles (Supplied to function call). 
OUTPUT: Percentiles and their division values and variances (to function call as- 
signment). 
NAME: do. plots (fullanalysis. SCC) 
PURPOSE: For a supplied dataset, produces a time series plot with days labelled 
on horizontal axis, autocorrelation, probability histogram and periodograrn plots. 
INPUT: dataset, autocorrelation lag, histogram nclass, first Sunday at midnight 
location, level of aggregation. Supplied to function call. 
OUTPUT: Produces plots but does not save them. 
NAME: phurst (fullanalysis. SCC) 
PURPOSE: Main variance method Hurst estimation program. Depends on results 
188 
from perl xm. pl and varxkm. pl programs. 
INPUT: Imports C: /deleteme/varxkms. txt dataset (created and stored from perl 
varxkms. pl script), aggregation used by perl program (from keyboard). 
OUTPUT: Hurst estimate (to function call). 
NAME: acffit (fullanalysis. SCC) 
PURPOSE: Nlain program for non-linear autocorrelation fit Hurst estimate. 
INPUT: datacolumn , mlag 
[autocorrelation maximum lag], initH [initial Hurst esti- 
mate] , initc 
[initial c estimate] , showplot 
[Flag to display plots] (Supplied to function 
call). 
OUTPUT: Fit object from S-plus nlregb method (to function call assignment), side 
effect plots. 
NAME: my. hurst. fn (fullanalysis. SCC) 
PURPOSE: Declares the model p-c* lags (2H-2) for non-linear autocorrelation fit 
Hurst estimate. 
INPUT: Correlation values with their corresponding lags and a vector of initial 
parameter estimates (Supplied to function call). 
OUTPUT: None, model declaration only. 
NAME: do. fit (fullanalysis. SCC) 
PURPOSE: Given estimated parameters, calculates the fitted line of the autocor- 
relation A. 
INPUT: Autocorrelation lags fitted, ft and 6 from fit (Supplied to function call). 
OUTPUT: Fitted values (to function call assignment). 
NAME: n1sexpauto (fullanalysis. SCC) 
PURPOSE: Main program for exponential distribution fit to CCD function. 
INPUT: dataset, no. class [number of histogram classes], init. b [initial b estimate], 
init. r [initial r estimate], showplots [flag to display plots]. Supplied to function call. 
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OUTPUT: Fit object from S-plus nlregb method (to function call assignment), side 
effect plots. 
NAME: cumadd (fullanalysis. SCC) 
PURPOSE: Calculates cumulative sum of a vector (for complementary cumulative 
distribution calculation. 
INPUT: Dataset (Supplied to function call). 
OUTPUT: Cumulative vector (to function call assignment). 
NAME: residhist (fullanalysis. SCC) 
PURPOSE: Declares the model response - (b *r breaks ) for non-heavy-tailed distri- 
bution fit. 
INPUT: ( param. [initial parameter estimates] , breaks 
[histogram break values from 
S-plus 'hist' method], response [distribution function values] ) Supplied to function 
call. 
OUTPUT: None, model declaration only. 
NAME: polyfitting (fullanalysis. SCC) 
PURPOSE: Main polynomial fitting program. Fits polynomial of required degree 
to supplied dataset, call subfunctions to calculate area under polynomial, removes 
negative polynomial area, calculates residuals from the polynomial fit and produces 
diagnostic plots of fitted and residual datasets including autocorrelation functions, 
probability histograms, normality plots. 
INPUT: dataset, degree [degree of polynomial], showplots [flag to produce plots]. 
Supplied to function call. 
OUTPUT: list of residual dataset, fitted values, polynomial coefficients, negative 
area to subtract (to function call assignment). 
NAME: maxmin (fullanalysis. SCC) 
PURPOSE: Calculates maxima and minima of a polynomial and plots them. 
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INPUT: coeffs [coefficients of polynomial], max. x [maximum value of polynomial]. 
OUTPUT: Side effect plot of maxima and minima, maxima, minima and differenced 
maxima and minima (In the order they occur, not necessarily max-min) (to function 
call assignment). 
NAME: polyarea (fullanalysis. SCC) 
PURPOSE: Calculates the integral of a polynomial between supplied limits. 
INPUT: origcoeffs [coefficients of polynomial], lowlim [lower integration limit], uplim 
[upper integration limit]. 
OUTPUT: Evaluated integral value (to function call assignment). 
NAME: lpolynom (fullanalysis. SCC) 
PURPOSE: Evaluates a polynomial at a particular value. 
INPUT: x [value to evaluate], coeffs [polynomial coefficients]. 
OUTPUT: Evaluated polynomial value (to function call assignment). 
NAME: armamodel (farimamodel. SCC) 
PURPOSE: Complete FARINIA(p, d, q) modelling program. Uses sub-functions to 
take a NAR time series, transform it, estimate long-memory, fractionally difference. 
Also does ARMA model order estimation using AIC, ARMA modelling and refined 
FARIMA(p, d, q) modelling. 
INPUT: ts1k [NAR time series aggregated by m=1000], ts100 [NAR time series 
aggregated by m=100] 
OUTPUT: Variable according to commenting. Output of any of the above stages 
may be returned, primarily designed for returning FARIMA parameter estimates and 
variance of residual at dataset. 
NAME: farimamodel (farimamodel. SCC) 
PURPOSE: Subfunction of armamodel, calls further sub-functions to perform power 
transformation, fit polynomial trend to m=1000 dataset, rescale polynomial for m=100 
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dataset, estimate H using NLS method and fractionally difference residual m=100 
dataset. 
INPUT: ts1k [NAR time series aggregated by m=1000], ts100 [NAR time series ag- 
gregated by m=1001 
OUTPUT: Variable according to commenting, standard output of a list containing 
residual m=100 dataset and fractionally differenced version. 
NAME: calcarmaresids (farimamodel. SCC) 
PURPOSE: Applied to either ARMA or FARIMA models: Calculates residuals 
from the fitted model. 
INPUT: ts [Fractionally differenced or non-Fractionally differenced time series de- 
pending on ARMA or FARIMA], model [List of ARMA or FARIMA parameters], 
oneisarma [Flag indicating FARIMA or ARMA], plot [Flag to request or refuse plots]. 
Supplied to function call. 
OUTPUT: Residual time series and plots comparing original time series to fitted 
model (to function call assignment). 
NAME: rep2 (farimamodel. SCC) 
PURPOSE: Produces a vector with the required number of repetitions of a value. 
INPUT: num [value to repeat], freq [frequency of repetition]. Supplied to function 
call. 
OUTPUT: Required repetition vector (to function call assignment). 
NAME: yeo-johnson (fullanalysis. SCC) 
PURPOSE: Using sub-functions, calculates the optimum value of A for a supplied 
dataset and performs the Yeo-Johnson transformation. 
INPUT: dataset [data to apply the transform to], showplots [1 or 0 flag to indicate 
wether plots of the optimisation should be used]. 
OUTPUT: The transformed data and estimate of \ (to function call assignment). 
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NAME: yjtrans (fullanalysis. SCC) 
PURPOSE: Given an estimate of \ performs a Yeo-Johnson transformation on a 
dataset. 
INPUT: x [dataset for transforming], lambda [estimate of lambda]. 
OUTPUT: Transformed dataset (to function call assignment). 
NAME: polytrend (fullanalysis. SCC) 
PURPOSE: Calculates coefficients for polynomial fit and subtracts polynomial trend 
from dataset. 
INPUT: dataset [dataset for polynomial fit], degree [required degree polynomial to 
fit], showplots [flag indicating whether to plot outputs]. 
OUTPUT: Polynomial residuals, fitted values, polynomial coefficients, negative. area 
[points at which polynomial equals 0] (to function call assignment). 
NAME: calcfvs (fullanalysis. SCC) 
PURPOSE: Calculates fitted polynomial values given length of polynomial and 
coefficients. 
INPUT: Length of dataset required, polynomial coefficients. (Supplied to function 
call). 
OUTPUT: Polynomial values (to function call assignment). 
NAME: fracdiffing (farimamodel. SCC) 
PURPOSE: Fractionally difference a supplied time series to remove long memory. 
INPUT: d [fractional differencing parameter (H-0.5)], ts [time series], M [length of 
backcasting interval] (Supplied to function call) 
OUTPUT: Fractionally differenced time series (to function call assignment). 
NAME: dybydx (fullanalysis. SCC) 
PURPOSE: Uses recursivecoeffs j times to calculate the jth derivative. 
INPUT: dcoeffs [coefficients for differentiation], derivative [the required number of 
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derivatives] - 
OUTPUT: the coefficients of the required derivative (to function call assignment). 
NAME: recursivecoeffs (fullanalysis. SCC) 
PURPOSE: Recursive function, given all coefficients of a polynomial, calculates the 
coefficients of its derivative. 
INPUT: coeffs [all coefficients of a polynomial]. 
OUTPUT: the coefficients of the derivative (to function call assignment). 
NAME: polynom (fullanalysis. SCC) 
PURPOSE: Given the polynomial coefficients and a value or dataset, calculates the 
polynomial value at the supplied dataset or value. 
INPUT: x [dataset or value], polycoeffs [a vector of polynomial coeffs ordered with 
XO coefficient first]. 
OUTPUT: the value(s) of the polynomial at x. 
NAME: findmin (fullanalysis. SCC) 
PURPOSE: Given values close to the point where 0 finds a more precise value dx 
(to locate maxima and minima). 
INPUT: vect [Values close to zero derivative], coefs [coefficients of the polynomial 
ordered from x0]. 
OUTPUT: the coefficients of the required derivative (to function call assignment). 
NAME: categorise (fullanalysis. SCC) 
PURPOSE: Given vector of ý2 = 0, categorises each as a maxima, minima or point dx 
of inflexion. 
INPUT: vals [Zero derivative values], coeffs [coefficients of polynomial]. 
OUTPUT: Data frame of two columns: the values and their labels in words "max- 
imaý', "minimaý' or "POI" (to function call assignment). 
NAME: labeltsp (fullanalysis. SCC) 
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PURPOSE: Labels a polynomial plot at defined coordinates with supplied text 
labels. 
INPUT: xvalues [x coordinates of labels], yvalues [y coordinates of labels], text. labels 
[text to label point with], plotvals [values of the polynomial to calculate and plot], 
coeffs [coefficients of the polynomial]. 
OUTPUT: Side effect plot, no return value. 
NAME: study. peaks (fullanalysis. SCC) 
PURPOSE: Given locations of polynomial maxima and minima, calculates the poly- 
nomial values of those maxima and minima, differences the values in the order they 
occur and summarises the results to the user. 
INPUT: values [maxima and minima values], labels [labels of maxima and minimal, 
coeffs (polynomial coefficients]. 
OUTPUT: maxima, minima and differenced series (to function call assignment). 
NAME: optim (fullanalysis. SCC) 
PURPOSE: Function to locate a change in sign of a polynomial. Used to locate 
negative polynomial areas so they can be removed from our estimates. 
INPUT: polycoeffs [coefficients of the polynomial], minvector [value or vector of 
values near to the sign change], dec. places [precision required for calculations], sgn 
[the required sign: -1 for negative, 1 for positive]. 
OUTPUT: Optimised value or values(to function call assignment). 
NAME: loglikfn (fullanalysis. SCC) 
PURPOSE: Calculates the log likelihood function for Yeo-Johnson transformation. 
INPUT: lambda [estimate of \ for transformation], dataset [the data values for which 
the log likelihood is required]. 
OUTPUT: the likelihood values(to function call assignment). 
NAME: findmax (fullanalysis. SCC) 
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PURPOSE: Calculates the location within a vector of the maximum value. 
INPUT: dataset [dataset for study]. 
OUTPUT: Integer indicating location of maximum value (to function call assign- 
ment) 
NAME: arbackcast. SCC 
PURPOSE: Given a time series, a vector of autoregressive parameters and the 
length of the backward prediction interval required, predict the required number of 
previous autoregressive values. 
INPUT: ts [series to backcast], arcoeffs [calculated coefficients], N1 [length of back- 
casting interval] (Supplied to function call) 
OUTPUT: Backcasted series (to function call assignment). 
NAME: Hill. SCC 
PURPOSE: Calculates the Hill estimator for a given dataset. 
INPUT: dataset [dataset to analyse], k requested from keyboard. 
OUTPUT: 'Hk, n series for increasing k 
(to function call assignment). 
NAME: linear. acf-H 
PURPOSE: Calculates Hurst estimate via linear autocorrelation method. 
INPUT: datacolumn [dataset to estimate H for], mlag [maximum autocorrelation 
lag]. 
OUTPUT: Value of Hurst estimate (to function call assignment). 
NAME: residhistalpha (nlsalpha2. SCC) 
PURPOSE: Declares the model P[X > xj = cx-' for nonlinear fit of CC probability 
distribution and alpha estimation for heavy-tailed data. 
INPUT: param [initial parameter estimates of c and a, breaks [histogram breaks), 
response [probability histogram responses at breaks] ). 
OUTPUT: None, model declaration only. 
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NAME: n1salpha (nlsalpha2. SCC) 
PURPOSE: Calculates CCDF and estimates a via the model P[X > x] = cx-c'. 
INPUT: dataset [data to model]. 
OUTPUT: Side effect plot of CCDF and fitted line, parameter estimates (to stan- 
dard output). 
NAME: pgm (pgm. SCC) 
PURPOSE: Uses Beran's per program for periodogram calculation. 
INPUT: X [dataset for input]. 
OUTPUT: Periodogram values (to function call assignment). 
NAME: poolsd 
PURPOSE: Calculates pooled standard deviation for a dataset. 
INPUT: dataset [input dataset], subgroupsz [size of required sub-groups]. 
OUTPUT: Pooled standard deviation (to function call assignment). 
NAME: sirnts 
PURPOSE: Uses S-plus' arima. fracdiff. sim to simulate user's choice of AR or MA 
process of order up to 9. 
INPUT: Requested from user: AR or MA selection, order and parameter values. 
OUTPUT: Side effect plots of series, autocorrelation and partial autocorrelation, 
series values and autocorrelations (to standard output). 
NAME: stdize 
PURPOSE: Standardises input dataset. 
INPUT: dataset [input dataset]. 
OUTPUT: Standardised dataset (to function call assignment). 
NAME: n1spareto2 
PURPOSE: Fits a Pareto distribution to the CCDF of a supplied clataset. 
INPUT: dataset [input dataset], user requested for initial estimates of a and c. 
197 
OUTPUT: Parameter estimates (to standard output), n1reqb non-linear regression 
object (to function call assignment). 
NAME: residhistpareto 
PURPOSE: Declares Pareto model for use with non-linear fits. 
INPUT: param [Pareto parameter estimates], breaks [Probability histogram breaks], 
response [Probability distribution values at breaks] 
OUTPUT: Void: function declaration. 
NAME: nlszipfauto 
PURPOSE: Fits a zipf model to an input dataset. 
INPUT: dataset [input dataset], init. a [initial a estimate for Zipf function] 
OUTPUT: Side effect plot of fitted and original data, S-plus n1regb object (to func- 
tion call assignment). 
NAME: zipfn 
PURPOSE: Declares the zipf model for'non-linear fits. 
INPUT: dataset, pararn [initial a parameter estimate], pn [reverse ordered data 
divided by minimum], n [number of ranked input values] 
OUTPUT: Void model declaration. 
198 
D Appendix D. Tables of Parameter Estimates 
A brief explanation of the parameters is given in section 5.1.1. 
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Week 
No. 
0 d A AREA Maxmin Var(at) b aI Used 
1 OAT -0.06 0.49 -0.09 953 1.43 259 0.95 0.94 0.7ý 
2 0.35 -0.20 0.49 0.03 1196 1.03 309 1.40 0.92 0.93 
3 0.30 -0.10 0.49 -0.35 681 0.56 75 0.81 0.93 0.51 
4 0.34 -0.11 0.49 0.06 972 0.48 64 2.37 0.80 0.66 
5 0.30 -0.19 0.49 0.18 1111 0.58 4844 2.10 0.81 0.78 
6 0.19 -0.26 0.49 0.04 915 0.67 111 2.18 0.79 0.74 
7 0.21 -0.24 0.49 -0.14 684 0.81 154 1.23 0.82 0.56 
8 0.32 -0.13 0.49 -0.45 586 0.13 2749 1.37 0.85 0.73 
9 0.32 -0.16 0.45 0.03 897 0.36 1917 2.36 0.78 0.68 
10 0.24 -0.17 0.48 -0.12 754 0.23 6894 1.96 0.79 0.41 
11 0.28 -0.16 0.45 -0.52 508 0.15 148 1.23 0.80 0.68 
12 0.39 -0.17 0.43 0.06 1010 0.47 19405 3.07 0.79 0.46 
_ 13 0.92 -0.21 0.01 0.38 2570 2.47 1189 1.78 0.94 O. 
T5 
14 0.26 -0.27 0.49 -0.13 955 0.48 4126 1.21 0.92 0.64 
15 0.33 -0.27 0.47 0.21 1500 0.33 89 2.26 0.88 0.69 
_ 16 0.48 -0.01 0.49 -0.24 866 0.67 406 0.67 0.97 0.57 
17 0.55 0.12 0.49 -0.50 265 0.10 32 0.41 0.96 0.40 
_ 1ý 0.24 -0.25 0.44 -0.15 877 0.37 4361 1.56 0.88 0.36 
19 C, 0.20 -0.25 0.49 -0.31 728 0.85 151 0.70 0.96 0.72 
2ý0- 0.31 -0.18 0.45 -0.29 710 0.29 14345 2.17 0.83 0.69 
2 91 1 0.33 -0.27 0.43 -0.27 805 0.34 3453 2.87 0.86 0.50 
-ý-2- 0.34 -0.23 0.49 0.05 800 0.55 14106 0.73 0.94 0.61 
ý3- 0.32 -0.26 0.47 0.11 1293 1.12 369 2.01 0.89 0.69 
-ý-4- -0.51 -0.15 0.41 0.02 1138 
T 1.25 55 1.15 0.93 1 0.73 
Table D. 1: NLANR bol parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b a Used 
1 0.31 -0.11 0.49 -0.20 733 0.61 2393 1.03 0.89 0.80 
2 0.37 -0.13 0.49 0.16 1106 0.53 1597 2.02 0.81 0.3ý- 
3 0.31 -0.18 0.49 -0.03 832 0.64 205 1.50 0.83 0.72 
4 0.32 -0.18 0.47 0.10 987 0.72 53 2.82 0.77 0.60 
_ 5 0.26 -0.25 0.49 0.06 978 0.92 2762 1.65 0.84 0.76 
6 0.26 -0.30 0.44 0.22 1194 0.96 278 2.81 0.79 0.65 
7 0.26 -0.20 0.47 0.12 954 1.69 930 1.33 0.84 0.84 
8 -0.05 -0.32 0.49 0.33 1239 1.57 473 1.04 0.88 0.86 
9 0.13 -0.23 0.49 -0.20 706 0.35 251 2.08 0.79 0.64 
10 0.14 -0.28 0.49 _ -0.20 732 0.69 82 L_23 0.87 0.78 
ll 0.26 -0.12 0.48 -0.38 584 0.13 85 1.88 0.78 0.61 
12 0.35 -0.24 0.40 0.16 1133 1.02 1371 3.53 0.79 0.5T 
13 0.92 -0.18 0.01 0.53 3637 2.21 252 4.21 0.92 0.45 
14 0.35 -0.15 , 
0.48 -0.15 918 0.27 600 1.09 0.92 0.65 
Table D. 2: NLANR bo2 parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b ce Used 
1 0.18 -0.17 0.44 0.30 1039 0.34 3804 3.19 0.81 0. 
ý6- 
2 0.14 -0.19 0.47 -0.56 559 0.17 22 0.98 0.90 0.53 
3 0.32 -0.04 0.42 -0.41 650 0.24 75 4.34 _0.79 
0.41 
4 0.30 -0.07 0.49 -0.37 770 0.30 163085 0.95 0.96 __ 0.69 
5 0.16 -0.27 0.49 0.32 3026 1.39 703 6.71 0.93 0.75 
6 0.27 -0.15 0.47 0.13 1622 1.21 758 1.46 0.95 0.84 
7 0.33 -0.12 0.49 0.46 1793 3.22 643 1.04 0.91 0.85 
-8 0.31 -0.14 0.46 0.39 2087 1.18 92 1.13 0.94 0.97 
91 0.47 -0.11 0.38 0.01 947 0.35 2017 2.41 0.82 0.62 
10 0.25 -0.22 0.39 -0.02 905 0.62 171 1.08 11 0.90 0.75 
11 0.25 -0.17 0.39 -0.26 686 0.26 35 2.59 1 0.77 0.74 
12 0.33 -0.17 0.38 -0.13 703 0.39 542 2.47 0.73 0.48 
13 0.43 -0-01 0.49 -0.02 1082 1.53 116 1.13 0.93 0.88 
14 0.31 -0.14 0.43 -0.22 731 0.50 9409 1.16 0.89 0.80 
15 0.45 0.05 0.49 0.03 1217 1.36 924 1.2-2- ' 0.94 0.6T 
16 0.37 -0.11 0.46 0.06 1049 0.42 96155 1.49 0.89 0.53 
17 0.35 -0.03 0.47 -0.18 682 0.72 190 1.09 0.86 0.64 
18 0.31 -0.23 0.36 -0.60 711 0.47 135082 1.48 0.78 0.71 
19 0.34 -0.10 0.43 -0.30 612 0.40 195 1.33 0.81 0.66 
20 0.50 -0.11 0.36 0.06_ 972 0.87 247 1.57 0.85 0.64 
Table D. 3: NLANR pa parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b a Used 
1 0.40 -0.09 0.49 -0.28 1018 0.30 39 0.72 0.99 0.79 
2 0.97 -0.31 0.01 0.30 3473 2.60 85 0.86 0.99 0.73 
3 0.38 -0.14 0.49 0.03 1775 0.70 292776 1.54 0.98 0.88 
4 0.92 -0.23 0.01 0.24 2749 1.48 61435 3.53 0.96 0.45 
5 0.35 -0.30 0.49 -0.14 1311 0.35 287 1.53 0.98 0.90 
6 0.40 -0.10 0.49 -0.25 1085 0.32 3617 1.58- 0.98 0.51 
7 0.94 -0.11 0.01 0.20 2654 1.19 3205 2.63 0.97 0.39 
8 0.96 -0.26 0.01 0.01 2107 0.18 2239 1.96 0.99 0.80 
9 0.40 -0.16 0.49 -0.26 1041 0.21 160 1.99 0.97 0.58 
10 0.91 -0.20 0.01 0.46 6253 2.37 4754 3.89 0.98 0.52 
i1 0.94 -0.13 0.01 0.34 4380 2.09 281132 5.39 0.97 0.53 
12 0.92 -0.26 0.01 0.47 8714 3.33 205 0.80 0.80 0.49 
13 0.95 -0.20 0.01 0.15 2884 1.84 428 2.23 0.98 0.65 
14 0.88 0.74 0.42 -0.33 1032 0.20 51301 2.03 0.99 0.68 
15 0.94 -0.15 0.01 -0.16 1374 0.49 862 1.32 , 
0.99 0.84 
16 0.93 -0.10 0.01 -0.11 1445 0.66 1069 1.44 0.98 0.71 
17 0.95 -0.28 0.03 0.27 4309 5.51 14469 1.2T 0.99 0.94 
18 0.79 0.61 0.49 -0.11 1485 0.64 192 1.19 0.99 0.6-9- 
19 0.55 -0.09 0.49 -0.44 836 0.10 1 66 1.20 0.99 0.74 ' 
20 0.46 -0.04 6749 -0.06 1500 0.90 288 1 1.03 1 0.98 0.53] 
Table DA: NLANR pb, parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b a Used 
1 0.43 0.05 0.48 -0-19 498 2.51 169 0.60 0.93 0.62 
2 0.34 0.04 0.49 -0.23 447 2.42 359 0.61 0.92 0.65 
3 0.42 0.06 0.49 -0.23 436 2.42 56 0.61 0.91 0.65 
4 0.47 0.10 0.44 -0.26 422 2.22 114 0.61 0.91 0.69 
5 0.72 0.18 0.28 -0.37 367 1.67 75 0.54 0.92 0.73 
6 0.46 0.06 0.48 -0.16 529 2.51 81 0.61 0.93 0.68 
7 0.34 0.12 0.49 -0.30 399 2.15 6877 0.56 0.92 0.58 
8 0.47 0.20 0.49 -0.18 541 2.65 194369 0.57 0.95 0.65 
9 0.49 0.06 0.49 0.03 963 4.91 1493305 0.66 0.97 0.65 
10 0.52 0.12 0.49 0.01 949 4.25 390 0.66 0.97 0.66 
11 0.44 0.08 0.49 0.02 1009 4.48 100 0.65 0.98 0.70 
12 0.60 0.13 0.49 0.02 1037 4.83 3560 0.63 0.98 0.69- 
13 0.60 0.14 0.42 0.01 995 4.74 1130 0.63 0.98 0.68 
14 0.46 0.02 0.49 0.02 1050 4.99 49 0.61 
1 
0.98 0.66 
15 0.49 0.05 0.49 0.02 967 4.74 125 0.65 0.97 0.67 
16 0.55 
1 
0.07 0.49 0.00 1056 4.47 188 0.60 0.98 0.67 
17 0.94 -0.08 0.01 -0.03 982 4.77 908 0.55 0.99 0.64 
18 0.74 0.40 0.49 0.03 1111 5.26 1232 0.61 0.98 0.6'6 
19 0.48 0.05 0.49 0.03 1034 4.63 0 1-1 0.65 0.98 0.70 
20 0.42 0.01 0.49 0.01 907 4.07 377 0.67 0.97 0.73 
21 0.36 0.09 0.45 -0.33 377 1.99 145 0.56 0.91 0.66 
22 0.68 0.31 0.28 -1.96 72 0.29 61 0.60 0.22 0.59 
23 0.73 0.41 0.36 -0.72 212 0.84 510 0.44 0.88 0.64 
24 0.52 0.17 0.49 0.00 874 4.07 1121 0.66 0.97 0.67 
25 0.53 0.11 0.49 -0.03 854 4.24 48964 0.62 0.97 0.67 
0.51 -0.04 0.49 0.02 996 4.94 66 0.63 0.98 0.64 
27 0.62 0.16 0.49 0.01 1016 4.70 84954 0.63 0.98 0.70 
28 0.94 -0.04 0.01 0.02 1057 5.06 15147 0.63 0.98 0.66 
29 0.63 0.15 0.49 0.00 1021 4.74 32046 0.61 0.98 0.69 
30 0.49 0.02 0.49 0.05 1019 4.92 5000 0.69 0.97 6-. -74 
31 0.59 0.13 0.49 0.06_ 
_ 
1175 5.42 928 0.67 0.98 0.72 
Table D. 5: Queen Mary University parameter estimates 
204 
Week 
No. 
0 d AREA Maxmin Var(at) b- a Used 
1 0.36 -0.20 0.46 0.05 1586 1.87 7706 1.41 0.96 0.80 
2 0.42 -0.29 0.47 -0.06 1578 0.95 1393 1.74 0.98 0.42 
_ 3 0.56 -0.24 0.01 0.50 5551 8.05 1038 1.06 0.98 0.88 
4 0.92 -0.21 0.01 -0.13 1396 0.47 70400 3.46 0.97 0.54 
5 0.53 -0.22 0.39 0.19 2564 2.70 2942 1.82 0.97 0.81 
6 0.58 -0.22 0.36 0.28 3229 3.58 1942 2.18 0.97 0.64 
7 0.48 -0.24 0.41 0.34 3769 5.56 195 1.76 0.98 0.79 
8 0.53 -0.19 0.47 0.46 6314 6.47 1014 4.02 0.97 0.76 
9 0.45 -0.18 0.48 0.39 4891 4.09 86320 4.20 0.97 0.71 
10 0.52 -0.09 0.48 -0.08 1571 0.92 7770 1.13 0.99 0.72 
11 0.40 -0.20 0.49 0.28 3414 3.63 3255 2.07 0.98 0.76_ 
12 0.54 -0.17 0.29 -0.46 799 0.08 188 3.14 0.97 0.83 
13 0.90 -0.24 O. -Ol 
0.17 2676 1.97 7237 3.16 0.97 0.61 
14 0.51 -0.18 0.46 0.02 1814 1.58 122 1.59 0.98 0.83 - _ 1 5 0.48 -0.19 0. 49 -0.02 1703 1.30 693 2.36 0.97 -- - 
0.69 
_ 16 0.36 -0.28 - 0.49 0.35 4055 4.49 1115 2.20 0 .5 8 
TO-81 
Table D. 6: NLANR rtp, parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b a Used 
1 0.67 -0.51 0.12 0.29 4849 4.00 112 1.08 0.99 0.91' 
2 0.51 -0.52 0.25 0.46 6803 8.98 36 1.03 0.99 0.81 
3 0.72 -0.36 0.18 -0.21 1245 0.45 434 0.87 0.99 0.71 
4 0.40 -0.26 0.49 -0.15 1329 0.42 2365 4.89 0.96 0.40 
5 0.34 -0.20 0.48 0.28 2469 2.26 128 3.80 0.93 0.51 
6 0.88 -0-19 0.01 0.03 1620 0.78 549 12.58 0.91 0.46 
7 0.72 -0.36 0.09 -0.27 1070 0.25 86 0.51 0.99 0.58 
8 0.71 -0.38 0.21 0.04 1790 1.74 63 0.55 0.99 0.66 
9 0. ý-3 -0.30 0.17 -0.21 1103 0.74 607 0.57 0.99 0.80 
- 10 0.73 -0.40 0.15 -0-19 1240 0.61 43 0.70 0.99 0.73 
11 0.69 -0.43 0.19 0.07 2211 2.22 152 0.80 0.99 0.69 
12 0.64 -0.42 0.29 0.03 2220 0.55 59 1.26 0.99 0.76 
13 0.71 -0.38 0.22 -0.02 1773 1.30 4252 0.82 0.99 0.73 
14 0.72 -0.37 0.18 -0-18 1287 0.48 111 0.67 0.99 0.56 
15 0.70 -0.38 0.19 -0-08 1507 0.84 30 0.60 0.99 0.63 
16 0.74 -0.32 0.17 -0-10 1265 1.84 334 0.61 0.99 0.86 
17 0.79 -0.24 0.14 -0.21 977 1.09 150 0.4 0.99 0.91 
18 0.74 -0.30 0.18 -0-22 1048 0.87 15073 0.55 0.99- 0.88 
19 0.71 -0.37 0.19 -0.02 -- 
1571 
-- 
2.58 53 0.67 0.99 0.90 
20 0.77 1 -0.28 0.14 1 -0.20 
r itj6i 0.64 1 62 1 0.46 0.99 0.73 
Table D. 7: NLANR sd parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b a Used 
1 0.45 -0.03 0.49 0.30 2230 2.58 6470 1.73 0.94 0.51 
2 0.92 -0.17 0.01 0.34 3646 1.85 774 2.86 0.97 O. 6T 
3 0.45 -0-10 0.49 0.52 3797 3.61 39 1.03 0.97 0.81 
4 0.35 
1 
-0.13 0.49 0.50 4707 3.75 108439 38.48 0.90 0.39 
5 4 0.31 -0.13 0.48 -0.29 870 0.46 3690 1.18 0.95 0.61 
6 [ [3 0.43 -0.05 0.49 0.53 4461 7.25 7894 13.36 0.92 0.42 
7 0.49 -0.05 0.49 0.64 6823 8.12 924 1.03 0.98 0.81 
8 0.50 0.14 0.49 -0.27 782 0.65 181 0.49 0.97 0.55 
91 0.57 0.06 0.33 -0.47 600 0.19 9669 0.42 0.97 0. Aa W 
10 0.89 -0.05 0.01 -0.38 677 0.48 2357 0.59 0.96 0.66 
i1 0.41 -0.11 0. ý6 0.11 1052 0.79 90 1.84 0.84 0.65 
12 0.44 -0.06 0.42 -0.18 839 0.63 146 1.60 0.88 0.79 
13 0.47 0.00 0.46 -0.19 749 0.61 24314 1.29 0.86 0.76 
14 0.33 -0.14 0.45 0.04 822 0.95 190 1.32 0.82 0.94 
15 0.37 -0.13 0.42 0.44 1551 0.63 1742015 3.16 0.77 0.78 
16 0.18 -0.25 0.48 -0.49 567 0.41 79 0.18 0.99 0.5T 
17 0.37 -0.06 0.47 -0.01 788 0.73 149 1.33 0.82 0.43 
18 0.31 -0.18 0.49 -0.08 976 0.64 37 1.84 0.88 0.65 
19 0.23 -0.19 0.48 -0.36 670 0.35 151 0.62 0.91 0. ýT 
20- 0.30 -0.20 0.49 -0.07 1041 0.87 423 2.76 0.88 0.49 
21 0.58 0.00 0.49 -0.46 291 0.10 228 0.49 0.95 0.40 
22 0.42 -0.11 0.49 0.01 816 0.12 87 0.94 0.89 0.80 
75- 0.48 -0.03 0.40 -0.18 740 0.43 116 1.53 1 0.84 0.79 
Table D. 8: NLANR sj parameter estimates 
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Week 
No. 
0 d A AREA Maxmin Var(at) b aI Used 
1 0.52 -0.28 0.19 0.44 1258 1.23 109 2.90 0.73 0.51 
2 0.41 -0.28 0.40 0.29 1254 1.69 116 1.01 0.90 0.8T 
3 0.36 -0.28 0.49 0.35 2243 2.86 180 0.99 0.96 0.81 
4 0.38 -0.30 0.36 0.07 1215 1.32 2560 1.60 0.90 0.83 
5 0.28 -0.32 0.44 0.09 1136 1.23 290 1.14 0.91 0.70 
6 0.31 -0.35 0.38 0.12 1285 1.53 106 2.00 0.89 0.48 
7 0.50 -0.31 0.23 0.17 1243 1.40 636 1.37 0.90 0.52 
8 0.48 -0.37 0.25 0.00 1025 1.39 574 0.85 0.94 0.76 
9 0.53 -0.33 0.31 0.31 1781 1.89 471 2.14 0.90 0.45 
10 0.40 -0.40 0.33 0.09 1253 1.58 171540 1.22 0.93 0.59 
11 0.4 -0.36 0.28 0.00 1130 0.88 647 1.71 0.90 0.71 
12 0.42 -0.34 0.22 -0.17 791 0.86 998 1.08 0.90 0.72 
13 0.37 -0.35 0.49 0.52 4475 2.74 55 1.13 0.97 0.96 
14 0.30 -0.38 0.49 0.06 1845 0.78 3116 3.53 0.96 0.36 
15 0.34 -0.33 0.48 0.41 3558 2.52 1286 3.88 0.94 0.48 
16 0.31 -0.31 0.49 0.14 1458 1.32 89 0.99 0.95 0.73 
17 0.04 -0.41 0.49 -0.01 692 0.75 233 0.90 0.86 0.80 
18 0.16 -0.30 0.48 -0.11 816 0.82 471 1.00 0.87 0.38 
19 0.32 -0.32 0.38 -0.14 961 0.63 1795 0.66 0.96 0.44 
, 
20 0.32 -0.34 0.43 0.22 1736 1.64 6304 1.91 0.92 0.58 
__ 21 0.21 -0.29 0.49 -0.51 258 0.09 64 0.49 0.93 0.40 
22 0.26 -0.34 0.49 O. W T 1159 0.92 
1 
147 0.92 0.93 0.79 
Table D. 9: NLANR stp parameter estimates 
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Week 
No. 
0 d AREA Maxmin Var(at) b a Used 
1 0.31 -0.30 0.49 0.21 2887 2.49 580 1.03 0.99 0.95 
2 0.36 -0.09 0.49 0.18 3118 1.64 260 9.52 0.97 0.66 
3 0.29 -0.14 0.49 0.73 11266 10-50 51574579 1.07 0.99 0.81 
4 
5 
6 
0.36 
0.22 
0.11 
-0-10 
-0.19 
-0.40 
0.49 
0.49 
0.49 
0.41 
0.48 
0.94 
5582 
7454 
25216 
4.10 
5.83 
35.12 
8751 
180008 
9892 
11.91 
28.16 
1.18 
0.97 
0.96 
0.99 
0.45 
0.33 
0.91 
7 0.26 -0.26 0.49 0.75 16911 20-92 -255 32.53 0.96 0.33 
8 0.48 
1 -0-. -07 
0.49 -0.25 1171 0.23 1128 2.28 0.98- 0.70 
9 0.92 -0.07 0.01 -0.33 1014 0.27 446 2.39 0.98 0.70 
10 0.31 -0.25 0.49 0.01 1960 216 2.7'7 1 0.98 0.54 
Table D. 10: NLANR sv parameter estimates 
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Week 
No. 
0 0 d A AREA Maxmin Var(at) b a Used 
- 1 0.96- -0.16 0.06 0.49 7519 13.00 398 1.04 0.99 0-8ý 
2 0.96 -0.13 0.01 0.50 8960 15.57 1203 1.05 0.99 0.88 
3 0.65 0.06 0.49 0.40 7068 10.93 62689 1.18 0.99 0.78 
4 0.97 -0.02 0.01 0.65 18214 35.98 1812 0.80 0.80 0.30 
5 0.94 -0.26 0.01 0.62 17795 24.51 766 0.80 0.80 0.29 
6 0.98 -0.23 0.01 0.66 18988 36.38 262 1.03 1.00 0.91 
7 0.45 0.01 0.49 0.23 2995 4.18 409 0.77 0.99 0.83 
8 0.96 -0-18 0.01 0.24 4782 4.31 50011 0.80 0.80 0.40 
9 0.95 -0.21 0.06 0.86 59478 55-52 83 0.80 0.80 0.18 
10 0.95 -0.30 0.02 0.52 13342 18.23 1477 0.80 0.80 0.44 
11 0.96 -0.11 0.01 0.15 1679 1.15 172 0.72 0.98 0.80 
_12 
0.60 -0.10 0.49 0.15 3169 3.20 2327 1.33 0.99 0-90 
13 0.96 -0.19 0.02 0.47 8518 11.00 586 1.54 0.99 0.72 
14 0.96 -0.28 0.01 0.66 13912 27.76 265 1.20 0.99 0.97 
15 0.97 -0.32 0.01 0.47 8823 17.36 7342 1.29 0.99 0.87 
16 0.97 -0.28 0.01 0.45 9807 14-80 2340 0.80 0.80 0.42 
17 0.94 -0.34 0.01 0.40 7105 13.60 4020157 1.23 0.99 0.89 
18 0.95 -0.24 0.01 0.94 61808 137.15 3645 0.80 0.80 0.36 
19 0.43 
, -0.24 
0.49 0.38 7228 7.78 9437 0.80 0.80 0.42 
20 0.96 -0.26 0.01 0.57 14513 27.23 6072 0.80 0.80 0.29 
21 0.96 -0.15 0.01 0.92 47404 116.18 1132 0.80 0.80 1 0.3T 
Table D. 11: Essex University parameter estimates 
(lct, 
q" 
