The evaluation of center-specific outcomes is often through survival analysis methods. Such evaluations must account for differences in the distribution of patient characteristics across centers. In the context of censored event times, it is also important that the measure chosen to evaluate centers not be influenced by imbalances in the center-specific censoring distributions. The practice of using center indicators in a hazard regression model is often invalid, inconvenient, or undesirable to carry out. We propose a semiparametric version of the standardized rate ratio (SRR) useful for the evaluation of centers with respect to a right-censored event time. The SRR for center j can be interpreted as the ratio of the expected number of deaths in the total population (if the total population were in fact subject to the center j mortality hazard) to the observed number of events. The proposed measure is not affected by differences in center-specific covariate or censoring distributions. Asymptotic properties of the proposed estimators are derived, with finite-sample properties examined through simulation studies. The proposed methods are applied to national kidney transplant data.
Introduction
In many situations, interest lies in the comparison of survival outcomes by center (e.g., treatment facility, hospital, or other entity serving as healthcare provider). Center-specific evaluations can be carried out on a regular basis (e.g., annually) to identity centers with poor performance. Alternatively, a retrospective evaluation over a longer period could be used to identify centers with exceptionally good results, with the goal of specifying best practices. In other cases, comparisons across centers may be an interesting secondary analysis; for example, in a multi-center study to evaluate the impact of a specific treatment on mortality. An accurate comparison of center-specific survival outcomes needs to account for imbalances in risk factor distributions among centers. For instance, the inclusion of high-risk patients by a given center can make that center's survival appear substandard. In addition, in the context of survival times subject to censoring, the same phenomenon can occur because of differences in center-specific censoring distributions.
In this report, we propose a semiparametric version of direct standardization, suitable for mortality comparisons by center. The proposed approach involves first fitting a Cox [1] regression model, stratified by center. The regression model is not used to directly estimate center effects, but rather to ensure that adjustment covariate effects are not confounded by center (which could occur in the absence of adjustment for center). For each center, j , the standardized rate ratio (SRR j ) is then computed as the ratio of expected to observed numbers of deaths, where 'observed' refers to the total number of deaths across all centers (j D 1; : : : ; J ) and 'expected' represents the number of total deaths estimated to occur if in fact all centers had mortality hazard equal to that of center j . Because of the use of direct standardization, the fSRR 1 ; SRR 2 ; : : : ; SRR J g can be compared (and validly ordered) because the same The assumed center-stratified Cox model can be formulated as
where 0j .t / is an unspecified center-specific baseline hazard function andˇ0 is a parameter vector. The partial likelihood estimator [11] ofˇ0 is denoted by Ǒ and is given by the solution to U.ˇ/ D 0, where 
Indirect standardization: standardized mortality ratio
We begin by introducing an alternative to the proposed measure. The SMR for center j is calculated as the ratio of observed to expected numbers of events
where the numerator is given by O j .t / D P n i D1 N ij .t / and the expected number of events is computed as
with O ƒ 0 t I Ǒ Á representing an estimator of the average cumulative baseline hazard
and Ǒ is based on model (1). The estimator given in (2) was developed in [13] , where part of the innovation was the proposed use of the center-stratified model to estimateˇ0. Intuition would suggest computing E j .t / using an unstratified model. However, estimation ofˇ0 in the absence of adjustment for center effects may produce a substantially biased estimate due to confounding by center or merely due to center affecting the hazard function, with or without confounding (i.e., due to the nonlinear link function). 
Direct standardization: standardized rate ratio
On the basis of a form of indirect standardization, the SMR described in Section 2.1 can be viewed as a weighted ratio of center-specific cumulative hazards, with weight functions based on center-specific S .0/ j .t Iˇ/. These weight functions have an obvious disadvantage: they involve center-specific censoring and covariate distributions, which can differ considerably across centers. To rule out the possibility that differences among centers are due merely to different censoring and/or covariate distributions, the weight function should be specified such that differences among centers with respect to the resulting
with O.t/ D P J j D1 O j .t / being the total observed number of deaths across all centers and
representing the expected number of total deaths if all centers had mortality hazard equal to that of center j . Similar to the SMR, the SRR is easily interpreted and is well understood by clinical investigators. The SRR also involves a ratio of observed and expected numbers of deaths. However, the 'expected' component is in the SRR's numerator, while the 'observed' count is in the denominator. With respect to interpretation, SRR j > 1 indicates that center j has a greater mortality rate than the overall average. Note that, although SRR j .t / also involves the censoring and covariate distributions, the same weight function is applied across all centers, thus factoring out the impact of imbalances in center-specific censoring and covariate distributions. The proposed measures are desirable in this light, because their center-specific limiting values would differ only due to corresponding differences in centerspecific hazards.
Asymptotic properties
We summarize the asymptotic properties of the proposed SRR with the following theorem; we outline the proof in Appendix A.
Theorem 1
Under the regularity conditions listed in Appendix A, 1 SRR j .t / converges in probability to SRR j .t / uniformly in t 2 OE0; , where 
obtained by removing the line (8) 
Simulation
We evaluate the finite-sample properties of the estimators described in Section 2 through a series of simulation studies. Death times were generated from the Weibull model, ij .t / D˛j j t j 1 exp.ˇT Z i / for i D 1; : : : ; n j and j D 1; : : : ; 10, where
We setˇT 0 D .ˇ1;ˇ2;ˇ3/ D .0:02; 0:5; 0:2/. There are J D 10 centers. The number of subjects within each center varied under different scenarios. Censoring times were generated from either a Uniform distribution or an exponential distribution. In order to compare direct standardization with indirect standardization in the framework of semiparametric models, SMR and SRR were calculated at t D 1; t D 2, and t D 3. Each data configuration was replicated 1000 times.
Setting 1: center-independent hazards
The first simulation setting considered the case where the hazard functions are equal across centers for all t 2 OE0; . The censoring and covariate distributions were chosen to be center-independent. Specifically, censoring times were generated from a Uniform (0.5, 10) distribution; Z i1 followed a Bernoulli (0.5) distribution; Z i2 followed a logistic distribution with probability dependent on Z i1 ; and Z i3 came from a Normal distribution with constant variance 25 and mean dependent on Z i1 and Z i2 (e.g., EOEZ i3 jZ i1 ; Z i2 D 50C0:2 Z i1 0:5 Z i2 ). Under this setting, the hazard functions are equal across centers, such that the limiting values of SRR equal 1 for each center. Results at time t D 3 are displayed in Table I . For all centers, the average estimated SRR was very close to 1. The average asymptotic standard errors were generally close to the empirical standard deviations, while the empirical coverage probabilities (CP) were generally consistent with the nominal value. This held for both the variance estimator derived in Theorem 1 (with corresponding asymptotic expansion given by (6)- (8) and its approximation given by (9) and (10) . In fact, the two sets of asymptotic standard errors are virtually indistinguishable. Results were generally consistent across the observation time distribution (data not shown).
It is worth noting that whether or not the covariate or censoring distributions were center dependent has no influence on the results in this setting. Correspondingly, similar results were found for the case of center-dependent covariate and censoring distribution.
Setting 2: center-dependent hazards; center-independent covariate and censoring distributions
For the second set of simulations, different values of˛j and j were used, such that the hazard functions increased with increasing center number (j D 1; : : : ; 10). The covariate distributions were chosen to be center independent and were generated from the same distributions from setting 1. Results are provided in Table II for various sample sizes and censoring percentages. The proposed SRR appears to be approximately unbiased, with CP close to 0.95 for both the standard error based on Theorem 1 and that based on the approximation. When the center-specific sample size is small (e.g., 25), the empirical CPs were slightly underestimated. Such results suggest that center-specific sample sizes play an important role in the proposed methods. In particular, the minimum sample size (across centers) needs to be reasonably large. Given this concern, centers of size less than 20 were eliminated from the real data analysis in Section 4. Collectively, simulation results from settings 1 and 2 indicate that the proposed method is quite accurate at and away from the null.
Setting 3: center-dependent hazards, center-dependent censoring distribution
As mentioned previously, estimators based on indirect standardization may be misleading if either the censoring or the covariate distributions are center-dependent. To illustrate this point, we performed simulations with the following three conditions: (i) the hazard functions were center dependent, while center 2j 1 had exactly the same hazard function as that of center 2j for j D 1; : : : ; 5; (ii) the censoring distributions for centers 2j 1 and 2j were substantially different. For center 2j 1, the censoring times were generated from a uniform distribution such that the censoring mainly occurred in the later stages, while for center 2j , the censoring times were generated from a uniform distribution for which the censoring tended to occur in the early stages; and (iii) the covariate distributions (reused from setting 2) were center independent. We compared the SRR and SMR in Table III 
Setting 4: center-dependent hazards; center-dependent covariate distributions
We also performed simulations under a setting in which the distribution of the covariate vector differed by center. The setup for hazard functions and censoring distribution was the same as in setting 2, while centers 2j and 2j 1 had substantially different covariate distributions. In center 2j 1, the covariate Z i1 followed a Bernoulli (0.2) distribution, Z i2 followed a Bernoulli (0.8) distribution, and Z i3 came from a Normal distribution with mean 30 and standard deviation 10. In center 2j , Z i1 followed a Bernoulli (0.8) 
Application
We applied the proposed methods to investigate the performance of transplant centers with respect to post kidney transplant survival. Data were obtained from the Scientific Registry of Transplant Recipients (SRTR) and submitted by members of the Organ Procurement and Transplantation Network. The SRTR database contains information on all wait-listed candidates, transplant recipients, and organ donors in the USA. Included in the analysis were adult patients (>18 years of age at transplant) who underwent deceased donor kidney transplantation between January 2000 and December 2008. Adjustment covariates in this study included age, race, gender, diagnosis, donation after cardiac death, expanded criteria donor, body mass index, dialysis time, indicator of previous kidney transplant, and cold ischemia time. These variables have face validity from a clinical perspective and are based on a list of covariates used in SRTR. Transplant centers with sample size 620 and patients who received a living-donor transplant were eliminated from additional analysis. The final sample size was then n D 74; 088 from J D 217 centers across the USA. Failure time (recorded in years) was defined as the time from transplantation to graft failure or death, whichever occurred first. Graft failure was considered to occur when the transplanted kidney ceased to function.
Stratified Cox regression was employed to model the hazard function. The indirectly standardized estimator, 1 SMR j , was calculated using SAS PROC PHREG with an offset. The proposed directly standardized estimator, 1 SRR j , was computed using SAS IML. Figure 1a represents the pairwise comparisons of the SMRs and SRRs. Figure 1b shows the standard error of these two measures. Figure 1c the orders of centers based on SRRs and SMRs. As shown, there are some discrepancies between these two measures. We applied bootstrapped techniques to evaluate whether the change in center-specific orderings (SMR versus SRR) exceeded that attributable to only sampling variation. Specially, we calculated the distribution of center-specific SMR orderings from 100 bootstrapped samples. We then calculated the 95% confidence intervals of these orders. On the basis of the bootstrapped resamples, for 20 of 217 centers, the 95% confidence intervals based on SMR does not cover the order based on SRR from the original dataset. Among these 20 centers, 10 had SRR significantly different from the national average. Using the asymptotic normality of the proposed estimators, we constructed the point-wise confidence intervals for SRR at t D 5 years (Figure 2) . Center numbers are re-ordered by values of SRR. A total of 38 centers had observed number of events significantly lower than the expected calculation based on the national average hazards, while 28 centers were significantly above the expected. It is clear that the hazard functions varied among centers. Table V presents the pairwise comparison of the numbers and percentages of 'outlier' centers identified by p-values corresponding to their SMRs and SRRs (using tests of H 0 W SMR j D 1 and H 0 W SRR j D 1, respectively). A total of six centers changed 'memberships' based on these two measures. Specifically, two centers were flagged to be significant based on SMR but flagged to be normal based on SRR; on the other hand, four centers were flagged to be significant based on SRR but flagged to be normal based on SMR. Through fitting a sequence of logistic regression models (rotating the center indicators as the response variates), it was revealed that, for these six centers, approximately half of the adjustment covariates had distributions significantly different from the remaining centers. In addition, through fitting a Cox model using censored as the event, three of the six centers in question were significantly predictive of the censoring hazard. In summary, we do observe some differences when comparing center effects estimated through direct versus indirect standardization, and the strongest examples of such discrepancies appear to be due to differences in the center-specific covariate and censoring distributions, consistent with the concepts described earlier in this report. SMR, standardized mortality ratio; SRR, standardized rate ratio.
Discussion
We propose semiparametric methods for estimating standardized rate ratios, as a means of evaluating center-specific mortality through direct standardization. Large-sample properties are derived and shown through simulation to be appropriate in finite samples. A computationally faster variance estimator is proposed for the SRR and is shown to work practically as well as the full version. Application of the methods demonstrates several significant differences among kidney transplant centers in the USA. There is some judgement required in deciding when to use indirect standardization and when to use direct standardization. Indirectly standardized estimators, such as SMR, provide a valid approach to evaluate how does a center's mortality compare to that predicted at the population level for the kinds of patients at this center. However, it is important to emphasize that center-specific SMRs should not be compared with one another (a caution that applies to all indirectly standardized rates). The SRR, a directly standardized measure, does not share this drawback. The SRRs for two given centers will be unequal only because the center-specific mortality hazards differ; direct standardization accounts for imbalance with respect to center-specific covariate and censoring distributions. The proposed SRR shares the SMR's ease of interpretation but rectifies its key disadvantages and, hence, is a more appropriate choice in settings where mortality comparisons across centers are an objective.
The degree to which the SMR and SRR are different will depend on the application. In some settings, the two may not agree well, while in others, they may be quite similar. The only way to know with certainty if SMR and SRR are equal would be to calculate both measures, which would not be a desirable option in many cases. In settings where, for a particular center, the SMR and SRR were unequal, it would be very difficult to claim that the SMR was correct, for the several reasons documented previously. Given the high stakes of evaluations by regulatory bodies, and the fact that the credibility of such organizations depends in part on the accuracy of their evaluations, it would appear the preferred analysis is the one that is most likely to be accurate. The proposed SRR is computed using a stratified Cox model, which makes no assumptions about the functional form of the impact of center on the hazard function. The stratification by center plays a major role. For instance, the expected number of deaths considers each patient's covariate vector, such that the regression parameter must be estimated consistently. Unless the death hazard is conditionally independent of center given the covariates, covariate effect estimates will generally be biased if based on a model with a nonlinear link function and no accounting for center. This is an issue for the SMR as well, particularly because the Cox version of the SMR has historically been computed using a commonbaseline (i.e., unstratified) model. He [13] proposed modifying the SMR through stratification, leading to the quantity we denoted by SMR and used in simulations (Section 3) for comparisons with the SRR. Such properties were demonstrated empirically by He [13] ; the magnitude of the bias (in the case of unstratified Cox models) increases when covariates are also center-dependent.
Random effects models are an option for contrasting centers. Moreover, a Bayesian formulation may be an attractive approach for center effect studies. The advantage for random effects model is that this approach would allow for the inclusion of even very small centers. In contrast, when the number of events for a center is small, the estimated center parameter from a fixed effect model may be unstable. However, Kalbfleish and Wolfe [14] compared the properties of a fixed effect model (FEM) and a random effect model (REM) for the purpose of profiling kidney dialysis facilities under various conditions. Essentially, the REM estimates are shrunk toward overall mean and hence reduce the reported variation of facility performance. Second, the FEM has the highest statistical power to identify exceptional facilities, for a given false positive rate; identifying such extreme facilities is usually a main objective of center evaluations. Another issue for REM is the potential confounding effects when the patient risks are correlated with center effects. These findings suggest that a simple REM method may not be good enough and more sophisticated approaches are necessary. Further discussion of such issues is provided by Ohlssen et al. [15] , who develop a more flexible random effects model using Bayesian nonparametric methods, in order to remedy the influence of outlying centers to which basic random effects models are susceptible.
The direct standardization methods derived in this report could be extended in several useful directions. Perhaps most notably, it is often of interest to evaluate center effects in settings where the event of interest is recurrent (e.g., hospitalizations and infections). Furthermore, it would also be useful to develop methods based on direct standardization that can accommodate competing risks or dependent censoring. Direct standardization could also be applied to compare center-specific survival probability and restricted mean lifetime.
Appendix A
To derive the large-sample properties for the SRR, we impose the following regularity conditions under the stratified Cox model: (a) .X i ; i ; G i ; Z i / are independent and identically distributed random vectors. (b) P .X i > / > 0 where is a pre-specified time point. (c) Z ik have bounded total variation, that is, jZ ik j < Ä for all i D 1; : : : n and k D 1; : : : ; p, where Ä is a constant and Z ik is the kth component of 
Condition (a) is employed in the derivation of the weak convergence. Condition (b) is a standard identifiability requirement. Condition (c) leads to the boundedness of several quantities and is applicable in most practical applications. Conditions (d) and (e) are not essential but simplify our proofs. With respect to condition (g), the selection probability given covariates is nonzero for all centers. This condition guarantees that the sample size n j of each center goes to 1 as the total sample size n goes to 1.
We first show that O SRR j .t / P ! SRR j .t / uniformly for t 2 OE0; . The triangle inequality leads to
To show that .A:1/
ˇT Z/, where P n is the empirical measure; that is, P n OEI.
The collection of all cells, OEt; 1/, in the real line is a VC class of index 2 and, hence, satisfies the entropy conditions for the Glivenko-Cantelli theorem [16] . The boundedness conditions ensures that fI.X > t/I.G D`/ exp.ˇT Z/; t 2 OE0; g belong to some Glivenko-Cantelli class; that is,
! s .0/ .uI Ǒ / uniformly in t 2 OE0; . Next, forˇ, such that Ǒ P !ˇ0 (e.g, [17, 18] where w.tIˇ/ and r j .uIˇ/ are defined in Section 2. Note that the second equality of the aforementioned argument is obtained through the functional delta method and Lemma 19.24 of [19] . On the basis of previously established empirical process theory for the Cox model (e.g., [17] ), we have that where the o p .1/ is uniform in t , and G n is the empirical process defined by G n f D p n.P n P/f . Through the functional delta method, Because the VC classes with finite index satisfy the entropy conditions for the Donsker theorem [16], fI.X > t/; t 2 OE0; g and fI.X 6 t/; t 2 OE0; g belong to some Donsker classes. The same holds for the bounded monotone stochastic process fN.t/; t 2 OE0; g. Finally, the class of functions of Lipschitz transformations of Donsker classes is Donsker. Therefore, with the various bounded conditions and by applying the Donsker theorem, Theorem 1 follows.
