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1. Introduction 
Let Q be a finite set and let k be a non negative integer. A (partial) function 
f: Q + Q is a k-map if ]sf’] < k, Vq E Q. A transformation semigroupx = (Q, S) is a 
k-t.s. if each s ES is a k-map. 
Let TS be the collection of all (finite) transformation semigroups and let c: TS + N 
be the complexity function. For background on complexity see [2]. 
The main theorem of this paper shows that if X is a k-t.s., then Xc c k. 
This theorem is then used to prove the following conjecture of B. Tilson: Let S be a 
finite semigroup and let R be an $class of S. Define Rt to be the number of distinct 
idempotents of R and let St = max{Rt ) R is an 3 class of S}. Then SC < St. 
In the last section a necessary and sufficient condition is given in order that a 
semigroup be faithfully represented as a semigroup of k-maps. For undefined terms 
in this paper see [2]. 
2. Preliminaries 
In this section we list some important properties and constructions concerning 
transformation semigroups which are necessary for this paper. For more details see 
Dl. 
If Q is a (finite) set let PFR(Q) denote the monoid of partial functions f: Q + Q 
acting on the right. 
Definition. A transformation semigroup (t.s.) is a pair X = (Q, S) with Q a finite set 
and S G PFR(Q). Let X = (Q, S) and Y = (P, T) be t.s. Recall that a relation q5 : P+ Q 
is called a relational covering ((Q, S) cI~ (P, T)) if: 
(1) C$ is onto, i.e. q E Q+3p E P, q E ~4. 
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(2) for each s E S, ~JE T such that Vp E P, (~4)s E (pF)@ In this case we say that S 
couers s. q5 is called a covering iff q5 is a partial function (written (0, S) < (P, T)). 
Relational covers can be constructed “internally” as follows: 
Definitions. A collection %’ of subsets of Q is called a cover if UCEw C = Q. ?Z is said 
to be weakly preserved if for each C E %‘, s E S, 3C’ E % such that Cs c C’. 
Thus if %? is a weakly preserved cover of Q each s E S determines a (not necessarily 
unique) function f: %‘+%. Let T be the subsemigroup of PRn(U) generated by 
{VISES}. Then (Q,S)qg(%, T) where C&J ={qlq~C} if CE%‘. We say 4 is an 
associated relational cover. Conversely, if (Q, S) a6 (P, T) then C6 = (~4 Ip E P} is a 
weakly preserved cover of 0. C, is called the associated cover of 4. 
Definitions. Let % be a weakly preserved cover of Q. We say (P, T) computes %’ (via 
4) if (Q, S) a,+ (P, T) and %’ = C,. % is said to be computed at complexity r iff (P, T) 
computes % and Tc c r. 
A parametrization of a relational covering (Q, S) a4 (P, T) is a triple (0, LY, p) 
where (Y: R’-* S, p: f2++ T, are functions such that: 
(1) (Y is surjective, 
(2) W(Y is covered by wp, Vo E R. (This implies that MY is covered by wp for all 
w E J-J’.) 
Here O+ is the free semigroup on R. If % is a weakly preserved cover of Q then a 
parametrization for % is a parametrization for any associated relational cover. 
Given 4 and a parametrization (0, (Y, 0) one defines the derived t.s. @ = (Qe, Sa) 
as follows: 
Qo ={(q,~)14~~41 the graph of 4. 
To define S, consider triples (p, w, p’) such that p, p’~ P, w E R’, p(wp) E p’. Each 
(p, W, p’) can be regarded as a partial function Q@ * QO by defining: 
(2.0) 
One shows easily that this gives a well-defined partial function Q@ --* Q+ Define Se 
to be the subsemigroup of PFa(Q@) generated by all such triples. An important 
property of Sa is that every nonempty transformation t of Se has the form 
t = (p. w, p’) with p(wp) = p’. (2.1) 
Intuitively, if 4: P-, Q is a relational cover, then T tells how the blocks of C4 are 
moved around by S and S, tells how S moves around the inside of each block. 
The importance of the derived t.s. is summed up by the following: 
Theorem 1 (Tilson). Let X+, Y be a relational covering equipped with a 
parametrization P = (a, a, p). If QY (the state set of Y) is non-empty, then X < @ 0 Y 
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where @ is the derived semigroup of 4 relative to P and 0 denotes the wreath product of 
t.s. 
Proof. See [2, Chapter 3, Section 81. 0 
This theorem will be used critically in what follows. 
3. k-t.s. 
If Q is a set, then IQ1 denotes the cardinality of Q. 
Definitions. Let Q be a finite set and let k be a non-negative integer. f E PF,(Q) is 
said to be a k-map if jqf-‘1 c k, Vq E 0. A t.s. X = (Q, S) is called a k-r.s. if each s E S 
is a k-map. Finally, a semigroup S is defined to be a k-semigroup iff there exists a 
finite set Q and an embedding (= l-l homomorphism) ~9: S +PF,(Q) such that 
(0, (S)e) is a k-t.s. 
Remark. The composite of two k-maps need not be a k-map if k > 1. 
Definition. Let X = (Q, S) be a t.s. Q’c Q is said to be attached iff Q’ E qs-’ for 
some q E 0, s E S. 
Lemma 1. Let X = (Q, S) be a ts. and let Q’ E Q be attached. If t E S, then Q’t-’ is 
attached. That is, the inverse image of attached is attached. 
Proof. Q’E qs-’ for some q E Q, s E S. Therefore Q’t-* E qs-It-’ = q(ts)-‘. 
Definitions. Let X = (Q, S) be a t.s. If Q’c Q, then the Tifson number of Q’, 
Q’r = max{jQ1( ( Q1 c Q’ and Q1 is attached}. 
Let X7 = QT. Clearly, X is a k-t.s. iff X~C k. 
Lemma 2. Let X = (Q, S) be a t.s. with Q’ E Q, s E S. Then Q’T 2 (Q’s)~. 
Proof. Let 01 c Q’s be attached. Then Qls-’ A Q’ is attached by Lemma 1 and 
(Qls-’ n Q’/ 2 Q1. It follows easily that Q’r 3 (Q’s)r. 
Corollary 1. Let r be a positive integer and let C, = {Q’ c Q 1 Q’T G r}. Then C, is a 
weakly preserved cover of Q. 
Proof. Trivial. 
Corollary 2. If Q’ G Qs, then (Q’S_l)~ a Q’T. 
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Proof. If 0’ c OS, then Q’s_is = 0’. The corollary then follows by applying Lemma 
2 to Q’s_r. 
Lemma 3. Let P = (a, (Y, p) be any parametrization of the weakly preserved cover C, 
(see Section 2) and let @ = (Q+ Se) be the derived t.s. relative to P. Then @ is an r-t.s. 
Proof. Let Q’c Q* be attached. It follows from (2.0) and (2.1) that Q'= (01, p) for 
some attached set Or E p E C,. Therefore IQ’/ s r and @r c r. It follows that @ is an 
r-t.s. 
Proposition 1. Let Xr = k. Then C,_, is computable at complexity 1. 
The proof of Proposition 1 is postponed until the next section. I show here how 
Proposition 1 leads to a proof of the main theorem. Let c: TS + N be the complexity 
function. 
Theorem 2. Let X be a k-t.s. Then Xc G k. 
Proof. The proof is by induction on k. If k < 1, then each s E S is a partial 
permutation of Q. It follows easily that X < (0, G) where G is the symmetric group 
on Q. Therefore Xc s (0, G)c c 1. Assume that the theorem is true for k - 1 and 
that X7 = k 3 2. Consider the cover C,_,. By Proposition 1 there is a relational 
covering X a.+ Y such that C, = Ck_r and Yc ~l.ByTheoreml,X<@oYwhere@ 
is the derived t.s. of 4 relative to some parametrization P. By Lemma 3, @ is a 
(k - l)-t.s. Therefore @c < k - 1 by induction and Xc < @c + Yc c (k - 1) + 1 = k. 
Corollary 1. Xc G XT. 
Proof. By the remark preceding Lemma 2, X is an Xr-t.s. 0 
We can now prove the following conjecture of B. Tilson: If S is a finite semigroup, 
and R is an %class of S, define Rt to be the number of distinct idempotents in R. Let 
St = max{Rt 1 R is an 9i! class of S}. Let Y be the collection of all finite semigroups and 
let c: Y+ N be the complexity function. 
Theorem 3 (Tilson Conjecture). SC s St for all S E 9. 
Theorem 3 will follow easily from the following lemma whose proof is deferred 
until later. 
Lemma 4. Let St = k. Then there is a k-semigroup T such that SC = Tc. 
Proof. See Section 5 below. 
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Proof of Theorem 3. If St = k, then there exists a k-semigroup T such that SC = Tc. 
By Theorem 2, Tc d k. Therefore SC < Sr. 0 
Remark. For each n > 1 let X,, = (22, Z,) 0 (n, PF,(n)) where ZZ is the cyclic group of 
order2andn={O,...,n - 1). It is easy to check that X,r = n. Furthermore, it is 
known that X,c = n, so the bound in Theorem 2 is the best possible. It follows that the 
semigroup of X,, is an example of an n semigroup which is not an (n - 1) semigroup. 
4. Completion of the proof 
Let X = (0, S) be a k-t.s. The idea behind the proof of 1, is that every 
s E S is almost a constant map with respect to the cover C-1. For example, if s E S 
and (Qs)T =z k - 1, then OS E C,_, and a: C-i --* Ck_i, the constant map to Qs 
covers s. On the other hand if (Qs)r = k, then we write Qs = k(s) u r(s) (disjoint 
union) where k(s) is the union of all Q’ G 0s such that Q’ is attached and 1 Q’( = k. It is 
then shown that s],+)~- 1 is l-l and the map K:C’_i-, C-i sending .Y E Ck_r* 
XS]~(~)~-~UT(S) is well-defined. Furthermore, S covers s and the subsemigroup of 
PFR(Ck _i) generated by the constant maps and the J has complexity c 1. In order to 
make these notions precise we introduce the following construction. 
If Q is a set, let Z(Q) be the semigroup of the injective partia1 functions on 0 and 
Iet 9(Q) be the power set of Q. Let W = Z(Q) x b(Q). If (s, Qr), (t, Qz) E W, let 
(s, Qr) *(f, Qt) = (sr, Qir u Qz). It is easy to check that (W, *) is a semigroup. If 
x E 9(Q), w1 = (s, Qr) E W let xwl = xs u 01. If w2 = (t, Q2) E W, then (xw1)w2 = 
(xs u QJw2 = xsr u Qit u Q2 = (x)wi ~2. Thus, W acts on 9(Q). 
Definition. A semigroup is said to be Yi iff for all idempotents e, f E S, Se = Sf + e = 
f. Equivalently, S is 9’r iff each P class of S contains at most one idempotent. 
Lemma 5. W is an 2’1 semigroup. Furthermore, WC G 1. 
Proof. The proof that W is 3’1 is an easy calculation. To prove the second statement 
we show more generally that any 9, semigroup S has complexity ~1. For if S is _Yr, 
then it is well known that every G.G.M. homomorphic image of S is a subsemigroup 
of an inverse semigroup. (See Section 5 below or [3].) By standard techniques in finite 
semigroup theory, there exists an aperiodic homomorphism f:S- Z, where Z is an 
inverse semigroup. By the fundamental lemma of complexity SC s Zc and since every 
inverse semigroup has complexity s 1, SC s 1. 
Let T ={w E W( Ck-IW E C,_,} and let X,,_, be the t.s. represented by CC,._,, T). 
To prove Proposition 1, it suffices to show that X,,_, computes C’_i. We proceed to 
this task. 
Definitions. If s E S let k(s) = ~{Q’E 0s 1 Q’ is attached and IQ’] = k}. Let r(s) = 
Qs - k(s) and k(s) = (k(s))s-‘. 
318 
Lemma 6. sliri;i is l-l. 
Proof. If k(s) = 0, then slm is the empty function. 
Assume then that k(s) Z 0. Let q1 E k(s). Then there is a Q’E Qs such that qi E Q’, 
Q’ is attached and IQ’1 = k. Notice that Q’c k(s). It suffices then to show that 
Q’s_’ E k(s) has IQ’S_‘/ = k. By Lemma 1, Q’s_’ is attached. Thus IQ’S_‘] ~XT = k. 
On the other hand, s]m: Q’s_’ ---w 0’ so that IQ’s_‘1 5 jQ’]a k. Thus /Q’s_‘/ = 
k. 0 
Lemma 7. Lets E S. Then S = (SIG, r(s)) E T. 
Proof. Let x E C,-r. Notice first that .~SE OS. Let Qr E x9 be attached. If /Qil = k, 
then Qi c k(s) (by definition). Since k(s) n r(s) = 0,Ql c (x n k(s))s. By Corollary 2 
to Lemma 2, the attached set Q’ = Qis-’ n x has Q’r 2 Qir = k. But this contradicts 
the fact that x E C’k-i. Therefore XSE C,_i and FE T. 
Proof of Proposition 1. It suffices to show that YE T covers s E S. If b E x and bs # 0, 
then bs E Qs = k(s) u r(s). If bs E k(s), then b E k(s) so that bs E XS = xslmu r(s). If 
bs E r(s), then bs E XS since r(s) E xS: Therefore xs c XS and S covers s. 0 
5. An embedding theorem for k-semigroups 
In this section I give a necessary and sufficient condition for a semigroup S to be a 
k-semigroup. In order to do this I assume knowledge of basic semigroup theory, 
including the Rees theorem and the Green relations. See [l] or [3]. 
Recall that a generalized group mapping (G.G.M.) semigroup T is a semigroup 
with a unique regular O-minima1 idea1 S = I(T) such that right (left) multiplication of 
T on S induces a l-l homomorphism of T into PFn(S) (PF,(S), where PF,(S) = 
partial functions acting on the left of S). See [3]. 
An important property of G.G.M semigroups is the following: 
Proposition 1. Let S be a finite semigroup. Then there exists a G.G.M. semigroup T 
and a homomorphism 8: S - T and such that SC = Tc. 
Proof. See [3]. 
Let S = JU’(G, A, B, C) be a O-simple G.G.M. semigroup and let RT(S) (LT(S)) 
be the semigroup of right (left) translations of S. It is convenient in what follows to 
represent s E RT(S) as a partial function on S -{0} = A x G x B. As is well-known 
one can find functions (L,:B +B and 6,: B + G such that (a, g, b)s # 
0 3 (a, g(b)&, (b)&). There is a dual description of t E LT(S). 
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iVorurion. If (a, g, 6) and s are as above, then we write (a, g, 6)s = (a, g(b)s, 6s). 
Recall that s E RT(S) is linked iff there is a t E LT(S) such that 
((a, g, b)s)(a’, g’, 6’) = (a, g, 6)(t(a’, g’, 6’)) for all (a, g, 6), (a’, g’, 6’) ES. 
In terms of S itself, s is linked with r iff: 
(b)sC(bs, a) = C(6, ru)t(u) ‘46 EB, a EA (3.1) 
where C(bs, a) = 0 if 6s is not defined. 
The assumption that S is G.G.M. implies that every right (left) translation is linked 
with at most one left (right) translation. Let 
n(S) = {(t, s) 1 t E LT(S), s E RT(S), s is linked to t} s LT(S) x RT(S). 
n(S) is called the translational hull of S. 
By the above remark, it follows that the projection pl : n(S) + RT(S) is l-l. Thus 
a(S) can be regarded as a semigroup of partial maps on G x B and any G.G.M. 
semigroup T with distinguished ideal I( T) = S is a subsemigroup of n(S). Therefore, 
if T is a G.G.M. semigroup with I(T) =_U’(G, A, B, C) we can consider the t.s. 
F=(GxB,T). 
Lemma 8. Let X = {(gl, 6& . . . , (g,, 6,)) E G x B be attached. Then 
(1) 6i = 6, + i =j, and 
(2) 3u’EAsuchthurC(bi,u’)fO,i=l,...,n. 
Proof. Since X is attached, X E (g, 6)t-’ for some f E T. If 6i = bi, then 
(gi, 6i)l= (gi(6i)ty 6J) = (gj(6i)ty 6~) = (gj, 6j)t = (gv 6). 
Therefore, (6i)t E G and gi(bi)t = gi(6i)t 3 gi = gi. This proves (1). 
To prove (2) choose a E A such that C(6, a) f 0. By (3.1) 
0 f C(6, U) = C(bit, U) = ((bi)t)-‘C(bi, t~)t(~) for i = 1, . . . , n. 
Therefore C(bi, tu) # 0, i = 1,. , . , n. 0 
Recall that if S is a semigroup, then Sf is equal to the maximal number of distinct 
idempotents in any 9 class of S. 
Lemma 9. Let S be a G.G.M. semigroup such that (I(S))f = k. Then S is a k- 
semigroup. 
Proof. Let I(S) =Jtl’(G, A, B, C) and consider the t.s. S= (G x B, S). Let (g, 6) E 
G xB and let s E S. If (g, 6)~~‘#0, then (g, 6)s-’ ={(gi, 6i), . . . , (g,, 6,)) is 
attached. By Lemma 8 i #i 3 6i # 6j and 3~ E A such that C(bi, U) # 0, i = 1, . . . , n. 
It fOIlOWS that {(U, C(bi, a)-', bi) 1 i = 1, . . . , n} is a collection of n distinct 9 
equivalent idempotents of I(S). Therefore, n c(I(S))t = k and thus S is a k- 
semigroup. Cl 
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Remarks. If k > 1 and S is a G.G.M. semigroup with (Z(S))t = k, it does nor follow 
that Sr = k. See the remark after Theorem 3 below. 
We can now give a quick proof of Lemma 4 of Section 4: 
Lemma 4. Zf S is a semigroup with St = k, then there is a k-semigroup T such that 
SC = Tc. 
Proof. First note that if 8: S - T is a homomorphism, then Tt s St. 
By Proposition 2 there is a G.G.M. semigroup T and a homomorphism 8: S - T 
such that SC = Tc. By Lemma 9 and the above comment it follows that T is a 
k-semigroup. q 
The main theorem of this section is the following converse of Lemma 9: 
Theorem 3. Let T be a k-semigroup. Then there is a combinatorial O-simple G.G.M. 
semigroup S =Jt”({l}, A, B, C) such that St d k and an embedding 8: T-R(S). 
Proof. We can assume that T <PFn(B) for some finite set B and that b E B, 
f~T31(b)f-‘l~k. 
Let [B] = {{b}l b E B} be the set of singletons of B. Let 
A = {(b)f-’ 1 f E T, b E range(f)} u [B]. 
If a E A, let xn: B + (0.1) be the characteristic function of a. That is (b)x= = 1 e b E 
a. Define C: B x A + (0, 1) by C(b, a) = (b),ya. Let S =&“({l}, A, B, C). I claim that 
S is the desired semigroup. We proceed via a sequence of lemmas. 
Lemma 10. C is a regular matrix. 
Proof. Let b E B. Then {b}E A and C(b, {b}) = (b),ytb) = 1. Let a E A. Then a is not 
the empty set. Choose b E a. Then C(b, a) = 1. 0 
Lemma 11. C is a G.G.M. matrix over (0, 1). That is 
C(bl, a) = C(bz, a), Vu EA 3 bl = bz and C(b, aI) = C(b, a*), Vb E B 3 al = a2. 
Proof. Assume that C(bl, a) = C(b2, a), Vu E A. Since {b,}E A, i = 1,2, we then 
have C(bi, {bi)) = C(b2, (611) * (bi)x(b,) = (b2)x(bz) * 61 = 62. 
Now assume that C(b, aI) = C(b, a2), Vb E B. Let b E al. Then 
C(b, al) = bxiall = 1 = C(b, a2) = b,ytaz} 3 b E a2. 
Thus al = a2. Similarly, a2 z al. 0 
Lemma 12. St s k. 
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Proof. Suppose {(a, 19 bi)] i= 1, s * a 9 I} is a set of 92 equivalent idempotents. Then 
C(b,,a)=l=bix,,i=l,..., /.ThereforebiEa,i=l ,..., I.Ifa={6},thenf=l.If 
a = bf’, f~ T, b E range(f), then 1~1 <k since T is a k-semigroup 1 s k. 0 
NOW let t E T S PFn(B) z RT(S). That is, we can consider TV T to be a right 
translation of S. 
Let u E A. If a = {t} and b E range(t), then ur-’ E A. If a = bf-‘b E range(f), f~ T, 
then either UT-’ is empty or uf-’ = (b)f-'t-l = b(tf)-‘6 E range(@), tf c T. In either 
case, if we define 
f-u = 
at-’ at-’ # 0, 
undefined otherwise. 
then Fu E A and Zu = 3u, Vu E A, so that we can regard Tto be a left translation of S. 
Lemma 13. (t; t) E n(S). 
Proof. We must show that C(br, a) = 1 e C(b, Ez) = 1. But 
C(br,a)=lebtcaebEut-‘=FueC(b,Ta)=l. 0 
We can now rapidly complete the proof of Theorem 2. 
Let 19: T+ O(S) be defined by t13 = (7, t). Since S is G.G.M. 7 is the unique left 
translation linked with f and it follows easily that 8 is an embedding. 5 
Remark. Let k > 1. Then sup{9 1 S is a k-semigroup} = co. For let S = {a, 6)’ be the 
right zero semigroup of order 2. Then S is a 2-semigroup (and hence a k-semigroup 
for all k > 1). It is easy to show that the class of k-semigroups is closed under direct 
product. (Let the direct product act on the disjoint union in the obvious manner.) 
Hence S,, = x Z,i {a, b}’ is a k-semigroup and S,,t = 2”. 
It would be of interest to find necessary and/or sufficient algebraic conditions 
which imply S is a k-semigroup for some given k. For example, S inverse 3 S is a 
1-semigroup. 
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