The present study reports the results of the first direct Electron Spin Resonance (ESR) dating study of Homo antecessor, the oldest known hominin species identified in Western Europe. The analysis of a tooth (ATD6-92) from TD6 unit of Atapuerca Gran Dolina (Spain) following a "semi non-destructive" procedure provides a final age estimate ranging from 624 to 949 ka, which covers all possible uranium uptake scenarios. Last, the additional magnetostratigraphic data collected within TD6 enables to further constrain the initial ESR chronology and to propose an age of between 772 and 949 ka for Homo antecessor, in agreement with previous dating works. Although our new results do not refine the existing chronology of TD6 unit, they nevertheless support the antiquity of H. antecessor, which pre-dates the estimated divergence age of modern and archaic human lineages based on genetic evidence.
the advantage of minimizing the inherent uncertainty associated with this correlation, which is sometimes either unclear or can only provide minimum and/or maximum age brackets due to stratigraphic constraints.
Electron spin resonance (ESR) is perhaps the most promising method for direct dating of human remains . Until the mid 1990s, ESR dating was mostly restricted to faunal (large mammal) teeth given the destructive aspect of the method. Since then, methodological improvements have enabled to minimize the damage caused to the samples, opening thus the possibility to date more valuable specimens like fossil human teeth. This has been made possible by the combination of ESR measurements of enamel fragments with high resolution laser ablation (LA) ICP-MS U-series analyses. This "semi nondestructive" procedure was first tested to a human tooth from the Middle Pleistocene site of Florisbad (Grun et al., 1996) , and has since been applied to a significant number of human remains, including the Late Pleistocene remains from Mungo (Thorne et al., 1999) , Border Cave , Banyoles (Grün et al., 2006) and El Sidron (Torres et al., 2010) , the last interglacial fossils from Skhul and Tabun (Grün and Stringer, 2000; Coppa et al., 2005) , and hominin teeth from the Middle Pleistocene site of Thomas Quarry (Raynal et al., 2010) and from the Early Pleistocene site of Swartkrans (Curnoe et al., 2001 ). More recently, ESR dating was the only way to obtain a direct age for the early ancestor of modern humans at Irhoud (Richter et al., 2017) and Misliya (Hershkovitz et al., 2018) , and for Homo naledi (Dirks et al., 2017) that are all beyond the radiocarbon time range. In particular, the ESR age estimates of 250,000 years old obtained for H. naledi significantly contrasted with an earlier age estimation of around 900,000 years based on the statistical assessment of morphological data (Dembo et al., 2016) . Most of the ESR results are in agreement with chronologies from independent numerical dating methods, while the results from Mungo are still controversial (Bowler et al., 2003) .
In the continuity of these overall successful previous works, we decided to directly date the remains of Homo antecessor first discovered in the mid 1990s within the Early Pleistocene TD6 unit of Atapuerca Gran Dolina site, Spain (Carbonell et al., 1995) . H. antecessor represents the earliest known hominin species identified in Western Europe. The mosaicism of its anatomical traits suggest that H. antecessor could represent the ancestor of H. neanderthalensis and H. sapiens or be close to the node of divergence of these species (Bermúdez de Castro et al., 1997 , 2017b . The discovery of those fossil remains induced a significant shift of paradigm in Human Evolution, as it challenged the long-established hypothesis of the late (Middle Pleistocene) occupation of Europe, favouring instead a much longer chronology. The chronology of TD6 unit has been extensively investigated over the last decades by a range of different methods applied to faunal remains and the sedimentary matrix (e.g., Arnold et al. (2015) , Falguères et al. (1999) , Parés et al. (2013) , Moreno et al. (2015) and references therein), resulting in a consensus around an age of 0.8-0.9 Ma. The present study aims at providing an additional age constraint to the existing chronostratigraphic framework of Gran Dolina, and especially TD6 unit, with the first direct dating of H. antecessor. In addition, new palaeomagnetic data were also collected within the hominin-bearing unit in order to increase the resolution of the existing magnetostratigraphic sequence and provide an independent age control to the ESR results.
Geology and chronology of Atapuerca Gran Dolina TD6 layer

Stratigraphy of TD6 unit
Atapuerca Gran Dolina site is a 25-m thick cave sedimentary infill where 12 lithostratigraphic units have been identified (labeled TD1-TD8, TD8-9 and TD9-TD11, from bottom to top). An updated overview of the whole sedimentary sequence was recently given by Campaña et al. (2017) . Several of the units contained archaeological artefacts and/or fossil bones but TD6 is undoubtedly the most significant since the discovery in 1994 of hominin remains attributed to Homo antecessor together with Mode 1 lithic tools (Carbonell et al., 1995) . Over the last decades of archaeological excavations, more than 160 hominin fossil remains have been found and assigned to a minimum number of eight individuals. A complete overview of the palaeoanthropological record may be found in Bermúdez de Castro et al. (2017a, b) .
TD6 is a 3-m thick unit situated approximately in the middle of the sedimentary sequence and showing significant lateral and vertical facies variations. Its lower boundary is defined by a sedimentary change from the TD5-unit's predominance of sorted gravels and mud to unsorted clasts in a muddy matrix. The upper boundary is a sedimentological change from a red mud with hyena coprolites to the laminated silts of TD7. TD6 contains three sub-units: TD6.3, TD6.2 and TD6.1 from bottom to top, which were then subdivided into various layers ( Fig. 1 ; Campaña et al., 2016) . The hominin fossil remains were found in TD6.2 sub-unit, in association with more than 300 Mode 1 lithic artefacts and thousands of macro and micro-faunal remains (Bermúdez de Castro et al., 2017b) . TD6.3 is a ∼2-m thick sub-unit consisting of boulders in a muddy matrix between gravel dominated sub-units. These deposits may originate from debris flow inputs coming from the western entry, or from the presence of an ephemeral fluvial stream across the cave (Campaña et al., 2017) . In contrast, TD6.1 and TD6.2 have similar sedimentary facies and lithology distributions, with medium-tosmall boulders in the north-western part of the cave, grain-supported gravels in the centre, and mud in the South-Eastern area. TD6.1 and TD6.2 were formed by fluvial flow in the South-Eastern part of the section, and by a gravity flow in the north-west (for more details see Campaña et al., 2016 Campaña et al., , 2017 .
Excavation of TD6.2 sub-unit
The excavation of TD6.2 was carried out in two phases. The first one was a test pit of 9 m 2 dug at the South-East of the site (Fig. 2) et al., 2008) along the main section (Fig. 2) . This excavation showed a greater stratigraphic complexity than the test pit. 5 different layers within TD6.2 were then identified and labelled TD6.2.Pep to TD6.2.4 from top to bottom (Fig. 1) . For further details, see Bermúdez de Castro et al. (2008) . Recently, three main sedimentary environments have been identified within TD6.2 in the main outcrop (Campaña et al., 2016) : 1) debris flow, 2) water channels and, 3) floodplain. The debris flows are related to a subvertical entrance in the cave located in the North-Western area, while channels and floodplains environment were observed in the Central and the South-Eastern areas of the cave (see supplementary information , Fig. S3 ).
Chronology of TD6 layer
Since the first discovery of the hominin remains and lithic artefacts in 1994 (Carbonell et al., 1995) , the chronology of Atapuerca Gran Dolina TD6 unit has been extensively studied through the application of a range of methods (see an overview in Fig. 1 ). The pioneering magnetostratigraphic work by Parés and Pérez-González (1995) demonstrated the antiquity of the deposits, by positioning TD6 below the Brunhes-Matuyama (B-M) boundary at 772 ka (Okada et al., 2017) . Later, three herbivorous teeth from the base of TD6.2 sub-unit ("Aurora stratum") were dated by means of combined US-ESR dating, and provided a weighted mean age of 730 ± 63 ka (Falguères et al., 1999) , recently revised to 766 ± 81 ka (Duval et al., 2012) , i.e. which is Moreno et al. (2015) ; (c) Berger et al. (2008) ; (d) Falguères et al. (1999) , recently revised by Duval et al. (2012) ; (e) Arnold et al. (2015) ; (f) This work; (g) Parés et al. (2018) . Minimum and maximum chronological constraints are given with " > " and " < " signs, respectively. The exact stratigraphic position of the large mammal teeth (labelled as "?") dated by Falguères et al. (1999) within TD6.2 sub-unit (Aurora stratum) is unclear. In their work, the authors mention "the bottom of the Aurora Stratum", which might correspond in first instance to TD6.2.3 or TD6.2.4 layers. The ESR ages on quartz and the TL age on polyminerals should both be regarded as maximum estimates. Detailed explanations may be found in section 2.3. Right to the stratigraphic profile: Palaeomagnetic results expressed as Virtual Geomagnetic Pole (VGP) Latitude position for the studied sampling sites from the upper part of TD5 to TD7 (see Table 8 ).
Palaeomagentic samples in TD7 are from Parés et al. (2013) and samples in TD5 from Parés and Pérez González (1999) .
consistent within error with an Early Pleistocene chronology. Berger et al. (2008) produced a series of multi-aliquot and multi-grain thermoluminescence (TL) and infrared stimulated luminescence (IRSL) ages. The lowermost samples collected from the base of TD7 gave an age of 960 ± 120 ka. Although in fair agreement with the magnetostratigraphic study and the B-M boundary identified within this unit, some methodological complications recently raised by Parés et al. (2013) suggest that this result should be regarded as a maximum age estimate (see full discussion in subsection 6.1. of Parés et al., 2013) . In this same paper, the authors also identified a couple of new short intervals of normal magnetic polarity in the upper part of TD7, which have been tentatively correlated to either Kamikatsura or Santa Rosa subchrons, or both. If confirmed, this attribution potentially provides a minimum age constraint of 900 or 932 ka (Singer, 2014) for TD6 unit located below. However, the precision achieved by the numerical dating methods on Gran Dolina sequence is not sufficient to rule out two other possibilities: these normal intervals might also represent either (i) the main B-M reversal or (ii) a precursor to this reversal (e.g., 794 ka, Singer, 2014) . In any case, regardless the exact position of the magnetic reversal within TD7, the reverse polarity found within TD6 unit and below provides a minimum age constraint of 772 ka for these deposits (Fig. 1) . Additionally, the recent magnetostratigraphic study of a new ∼10m thick outcrop opened at the bottom of the sequence led to the identification of two intervals of normal polarity within TD1 layer. One of them has being correlated to the Jaramillo subchron (1001-1069 ka, Singer, 2014) based on a combination of litho-, magneto-and bio-stratigraphic evidence coupled with ESR ages on quartz ( Parés et al., 2018 ) , providing thus a maximum age constraint of 1001 ka for TD6 unit located ∼12 m above.
Moreover, single grain thermally transferred optically stimulated luminescence (TT-OSL) dating carried out on two quartz samples from TD6.3 subunit resulted in a weighted mean age of 846 ± 58 ka (Arnold et al., 2015) (Fig. 1) . Finally, Moreno et al. (2015) produced a series of 35 ESR ages based on the measurement of the Aluminum centre (Al) in quartz samples collected from the bottom to the top of Gran Dolina sequence. In accordance with the basic principles of the Multiple Centre approach and references therein), these ESR ages should be interpreted as maximum possible estimates given the slow bleaching rate of this signal and the absence of data from the Ti-centre to minimize the uncertainty on incomplete signal resetting during sediment transport. Two ESR samples from TD5 and TD7 units provide chronological constraints of 1115 ± 74 ka (weighted mean age, n = 2) and 786 ± 96 ka (weighted mean age, n = 2), respectively, for TD6 located in between. The seven ESR ages obtained on samples from different sub-units within TD6 range from 591 ± 71 to 947 ± 90 ka. A weighted mean age of 720 ± 30 ka may be obtained for TD6 unit as a whole (Fig. 1) , although the significant age scatter observed (20%) makes any further chronological interpretations almost impossible.
All the chronostratigraphic evidence available for TD6 and adjacent units have been summarized in Fig. 1 . As mentioned above, the TL and ESR ages on quartz and feldspar grains are reported as maximum possible estimates given the existing uncertainty on the complete signal resetting during sediment transport. Despite some apparent scatter among the results derived from independent dating approaches, there is nevertheless a series of consistent data indicating a late Early Pleistocene chronology for TD6 unit, within an age interval between the end of the Jaramillo subchron and the beginning of Brunhes chron (i.e., 1001-772 ka, Okada et al., 2017 , Singer, 2014 , Singer et al., 2017 , and most likely around 800-900 ka.
Material
ATD6-92 molar
ATD6-92 is a Homo antecessor tooth fragment of approximately 1.5 × 1 cm (see Fig. 2 ). The specimen preserves part of the crown and the root. ATD6-92 is a fragment of a mandibular molar belonging most likely to the buccal surface of the crown. The tooth was fractured in longitudinal direction exposing the inner dentine and enamel.
ATD6-92 was found in 2004 and was μCT-scanned in 2013 at CENIEH with a MicroCT 80 Scanco Medical instrument, as part of the standard protocol established by the Dental Anthropology Group (GAD) routinely applied to all fossil teeth found at Atapuerca sites.
Stratigraphic position
The tooth fragment was found within TD6.2. sub-unit, which has delivered more than 160 hominin fossil remains, all attributed so far to a single species, H. antecessor (Bermúdez de Castro et al., 2017b) . ATD6-92 comes from square F14 of the excavation (labelled #124 during the field work; see Fig. S1 ), which is now located about 1 m away from the current main section (Fig. 2) . This square was dominated by a highly cemented sediment consisting of mud or sandy silt with small boulders (see an example in Supplementary Information Fig. S2 ), which can be directly correlated to the deposits from the test pit and the TD6.2.4 layer (Campaña et al., 2016) .
Methods
Sampling and analytical strategy
Sample ATD6-92 was successively processed as follows:
1. Pre-screening of the tooth: as recommended by Duval et al. (2012) , we performed two transects of laser ablation spots (EN1-DE1, EN2-DE2) across dentine and enamel of ATD6-92 ( Fig. 3B) to evaluate: (i) the spatial variations of the U-series data within the dental tissues and (ii) the suitability of the sample for combined US-ESR dating. Those analyses were performed at the Research School of Earth Sciences (RSES) of the Australian National University (Australia) following Grün et al. (2014) . 2. ESR dose evaluation: an enamel fragment was extracted from ATD6-92 ( Fig. 3A) and measured by ESR at CENIEH (Spain) following a standard single aliquot additive (SAA) dose method as in Dirks et al. (2017) . 3. μCT-scan dosing experiment: the X-ray dose given to the enamel during the μCT scan analysis of ATD6-92 was assessed using modern human teeth and following the procedure described in Duval and Martín-Francés (2017) . 4. High Resolution U-series analyses of the enamel fragment: the enamel fragment measured by ESR was subsequently analysed by LA ICP-MS (transect 3: EN3, Fig. 3C ) at RSES in order to obtain the corresponding U-series data for the evaluation of the internal dose rate. 5. Bulk U-series analysis: the same enamel fragment was eventually dissolved for solution ICP-MS U-series analysis at Nanjing Normal University (China).
The detailed analytical procedures may be found hereafter.
U-series dating of ATD6-92
4.2.1. Laser ablation analyses Laser ablation U-series analyses were carried out using a custombuilt laser sampling system interfaced between an ArF Excimer laser and a MC-ICP-MS Finnigan Neptune (for details, see Eggins et al., 2003 Eggins et al., , 2005 , following principles and procedures described in Grün et al. (2014) . We performed several transects of laser ablation spots across sample ATD6-92: transects 1 and 2 were performed across enamel and dentine (EN1-DE1, EN2-DE2; Fig. 3B ), while the third one (EN3) was specifically done on the enamel fragment subsequently to the ESR measurements (Fig. 3C) .
No individual age calculation was carried when the U-concentrations were below about 0.5 ppm and/or detrital 232 Th was observed (elemental U/Th ratios below 300). Individual closed system U-series age estimates were calculated for each ablation spot, while the whole analytical data of the enamel and dentine sections were combined to provide the data input for the ESR age calculations.
Solution analysis
Bulk U-series analysis was also performed on the enamel fragment measured by ESR. It was carried out on a Neptune Multi-Collector Inductively Coupled Plasma Mass Spectrometer (MC-ICPMS). The chemical protocol used for sample preparation was similar to that described in Shao et al. (2011) (Cheng et al., 2013) and to the value of 137.818 for natural samples (Hiess et al., 2012) with an exponential law. The mass fractionation for U and Th are assumed to be equivalent. The SEM to Faraday cup yield was assessed by the δ 234 U measured in the HU-1 standard. Hydride interferences and machine abundance sensitivity were evaluated daily before sample measurements using in-house standards of U and Th solutions.
Combined US-ESR dating of fossil tooth enamel
4.3.1. ESR measurements of the tooth fragment An enamel fragment was extracted from the human tooth ATD6-92 and measured by ESR following the analytical procedure initially established by Grün et al. (2008) . Dose was evaluated by a single aliquot additive dose method with a calibrated 137 Cs gamma source (dose rate = 7.05 Gy/min) using the following dose steps: 0, 42, 99, 212, 438, 861, 1707, 3400, 6786, 13558, 19907, 28372, 34720 and 41069 Gy. ESR analyses were carried out with a EMXmicro 6/1 Bruker ESR spectrometer coupled to a standard rectangular ER 4102ST cavity. Measurements were performed at room temperature with the following acquisition parameters: 5-30 scans, 1 mW microwave power, 1024 points resolution, 15 mT sweep width, 100 kHz modulation frequency, 0.1 mT modulation amplitude, 20 ms conversion time and 5 ms time constant. To ensure reproducible measurements, the fragment was mounted in a parafilm mould within a Teflon holder in a single position (see Fig. 2 in Grün et al., 2008) and fixed at the base of a 10-mm diameter tube that was inserted into a Bruker ER 218PG1 programmable goniometer. Because the ESR signals of fragments show strong angular dependences (e.g. Grün et al., 2008 ; see Supplementary Information Fig. S4 for sample ATD6-92), ESR spectra were recorded in 10°incre-ments over 360°for each dose step. ESR intensities were extracted from T1-B2 peak-to-peak amplitudes of the ESR signal of enamel (Fig. 4) , and normalised to the number of scans.
ESR dose evaluation
Fitting procedure was carried out with the Microcal OriginPro 9.1. software using a Levenberg-Marquardt algorithm by chi-square minimisation. Data were weighted by the inverse of the squared ESR intensity (1/I 2 ) (Grün and Brumby, 1994) . D E values were obtained by fitting the ESR intensities either with a single saturating exponential (SSE) and a double saturating exponential (DSE) function (Duval and Grün, 2016) .
Dose rate evaluation and combined US-ESR age calculation
The total dose rate value was derived from a combination of in situ and laboratory measurements. The external gamma dose rate was evaluated in situ with a portable gamma spectrometer (Canberra Inspector 1000 coupled with a 1.5*1.5 inch NaI(Tl) probe) and calculated using the "threshold technique" . U, Th and K concentrations in raw sediment were determined by ICP-OES and ICP-MS analysis on several samples collected within TD6 unit. These values were used for the external beta dose rate evaluation. The cosmic dose rate was calculated using formulae from Prescott and Hutton (1994) . The following parameters were used for the dose rate calculations: an alpha efficiency of 0.13 ± 0.02 (Grün and Katzenberger-Apel, 1994) , Monte-Carlo beta attenuation factors from Marsh (1999) and dose-rate conversion factors from Guérin et al. (2011) .
Since it was not possible to remove an outer layer from the tooth enamel fragment, the alpha dose from the sediment should be in first instance considered. The external infinite matrix dose rate of a 50 μm thick enamel layer is 7.8% and 6.4% for the Th and U decay chains, respectively (Grün, 1987) . Using the measured thickness of the fragment, the alpha efficiency and the sediment data, we estimated the average external alpha dose rate to the total enamel volume of the fragment to be less than 3 μGy/a, i.e. negligible for age calculations.
Combined US-ESR ages were calculated with USESR, a MATLAB-based program (Shao et al., 2014) based on the US model of Grün et al. (1988) . A sediment/enamel/dentine/sediment geometry was considered. Consequently, with this configuration the external beta dose rate contribution is coming from both the dentine on one side and the sediment on the other, while the gamma dose rate is generated by the sediment only. Closed System (CS) US-ESR ages (Grün, 2000) were also calculated using DATA, a DOSbased program (Grün, 2009 ). The use of two different programs did not induce a bias in the age calculations. We found that for a given data set, both DATA and USESR programs provide closely similar age results (they differ by < 1%), which is consistent with previous observations by Shao et al. (2014) . The CSUS model assumes a rapid uranium uptake in dental tissues at the time of the apparent U-series age and then a closed system (Grün, 2000) : the resulting CSUS-ESR age provides a maximum possible age estimate for a given data set.
μCT-scan dosing experiment
Because ATD6-92 had been μCT scanned once at CENIEH (Burgos, Spain) a few years prior to the ESR dating study, it was crucial to evaluate the corresponding X-ray dose absorbed by the enamel layer. To do so, an experiment similar to that of Duval and Martín-Francés (2017) was carried out: a modern human tooth was cut into two pieces (MOD1501 and MOD1502), from which one was CT-scanned (MOD1501) with the same instrument (MicroCT 80 Scanco Medical) and acquisition parameters as previously used for ATD6-92 (see Table 1 ), while the other piece (MOD1502) was used to evaluate the background dose present in the modern tooth.
The enamel was extracted from each sample and then powdered and sieved < 200 μm. ESR dose reconstruction was performed at the CENIEH following a standard Multiple Aliquot Additive (MAA) dose procedure. Each sample was divided into 5 aliquots and gamma irradiated with a Gammacell-1000 Cs-137 source to the following doses: 0, 6.8, 17.2, 34.3, and 68.5 Gy. ESR measurements were carried out at room temperature with a EMXmicro 6/1 Bruker ESR spectrometer coupled to a standard rectangular ER 4102ST cavity. In order to minimise the uncertainty on the measurements, the analytical procedure was standardized as follows. First, all the aliquots of a given sample were carefully weighted into their corresponding tubes and a maximum deviation of 1 mg was tolerated from one aliquot to another. ESR measurements were performed using a Teflon sample tube holder inserted from the bottom of the cavity. Although this device may slightly decrease the cavity sensibility, it ensures that the vertical position of the tubes remains exactly the same for all aliquots. The following acquisition parameters were used: 30-2500 scans (depending on the sample and aliquot measured), 1 mW microwave power, 1024 points resolution, 15 mT sweep width, 100 kHz modulation frequency, 0.1 mT modulation amplitude, 20 ms conversion time and 5 ms time constant.
For each aliquot, the baseline of the ESR signals obtained was corrected with WINEPR processing software using a 5th order function, in order to overcome intensity overestimate due to weak signals (Duval and Martín-Francés, 2017) . ESR intensities were extracted from T1-B2 peak-to-peak amplitudes of the ESR signal of enamel (Fig. 5A) , and then corrected by the corresponding number of scans and aliquot mass. Signal-to-noise (S/N) values are obtained by dividing the intensities of the ESR signal by that of the high-frequency noise. The latter is evaluated by measuring the maximum peak-to-peak amplitude in a high magnetic field domain (e.g. > 3510 G, Fig. 5A ) where no signal is observed. All S/N values are > 3, except for the ESR spectrum of the natural aliquot of MOD1502.
Fitting procedures were carried out with the Microcal OriginPro 9.1 software. D E values were obtained by fitting a single saturating exponential (SSE) function through the experimental data, with data weighting by the inverse of the squared ESR intensity (1/I 2 ) (Duval et al., 2009) . Each sample was measured two times in order to evaluate measurement and D E repeatability. For all teeth, the two times provided consistent dose results, i.e. within error. Consequently, final D E values were calculated for each sample by pooling all the ESR intensities derived from the repeated measurements in a single dose response curve (DRC) (Fig. 5B) .
New palaeomagnetic study of TD6 unit
Our new sampling was specifically aimed at implementing the resolution of the palaeomagnetic record within TD6 unit. Given the existing lithology of the deposits, all sub-units do not show suitable material for palaeomagnetic analysis and could therefore not be sampled. Samples from TD6.1.0, TD6.1.2 and TD6.2.Pep were obtained via fistsize blocks oriented in situ with a standard compass. Blocks were trimmed in the laboratory in order to obtain standard ca 10 cm 3 cubic specimens. Palaeomagnetic analyses were carried out at the Geochronology facilities at the CENIEH (Burgos, Spain) following the same procedure as in Parés et al. (2013) . Measurement of the natural remanent magnetization (NRM) of the samples was performed with a cryogenic magnetometer 2G model 755R-4K, which includes an online AF degausser capable of producing a peak field of 170 mT. Thermal demagnetization of the NRM was carried out with an oven (model TD-48, ASC Scientific). Standard orthogonal, Zijderveld-type plots were used to interpret the structure of remanence components to later computing the direction of the Characteristic Remanent Magnetization (ChRM) directions using linear regression. Virtual Geomagnetic Pole (VGP) position latitude was computed and used to establish the magnetic polarity.
ESR dating results and discussion
U-series analyses
Laser ablation pre-screening of ATD6-92
The results derived from the initial laser ablation (LA) ICP-MS analyses are shown in Tables 2 and 3 (transects 1 and 2, respectively). U-series results on skeletal materials have generally to be regarded as minimum age estimates (Grün et al., 2014) , as the uranium incorporation may be significantly delayed after the death of the organism. . Duval et al. Quaternary Geochronology 47 (2018) 120-137 As expected, enamel and dentine show very different results. The dentine displays overall homogeneous U concentration values and apparent U-series ages along and among transects 1 and 2 (30.2 ± 0.6 vs. 31.4 ± 2.5 ppm and 139.5 ± 8.4 ka vs. 141.5 ± 8.8 ka for transect 1 and 2, respectively). These U-series age estimates indicate a relatively recent uranium uptake process in comparison with the expected Early Pleistocene age of the sample. Additionally, it is also worth mentioning that apparent U-series ages are getting younger closer the enameldentine junction (EDJ), indicating thus a preferential direction of uranium uptake from the dentine towards the enamel, as frequently observed in teeth (e.g. Wood et al., 2016) .
In comparison, the enamel shows more heterogeneous U-series data. Uconcentrations show a decreasing gradient from the EDJ to the outer surface (from 1.44 to 0.04 ppm for transect 1, from 0.89 to 0.17 ppm for transect 2). Both transects show similar average U-concentration values of around 1 ppm in the enamel. Almost no apparent U-series ages obtained for each individual LA spot given the very low U-concentrations detected in the enamel. Combining all measurements an apparent age results > 250 ka can be obtained, indicating a much earlier uptake event (by > 100 ka) in the comparison with the dentine. This result should however be considered with caution given the very low U concentrations.
To summarize, these initial LA U-series analyses showed that the sample was suitable for subsequent combined US-ESR dating, as: (i) no occurrence of uranium leaching was observed, (ii) the enamel layer apparently displayed overall relatively low U concentration values (< 1.5 ppm). Additionally, given the high spatial homogeneity of Useries data in dentine along transects 1 and 2, a reliable mean value can be derived from those data and thus be considered as a fair estimate of the bulk U-series data for this tissue. This "pseudo-bulk" value is indeed essential for the combined US-ESR age calculation, which can only be derived from the combinations of bulk values, given the impossibility to get spatially resolved ESR data.
U-series analyses on the enamel fragment used for ESR measurements
After the ESR dose evaluation, additional LA-ICP-MS U-series analyses were performed along the inner side of the enamel fragment to obtain the U-series data for the evaluation of the internal dose rate (Table 4) . Table 2 LA-ICP-MS U-series results on the human tooth ATD6-92 along transect 1 (see Fig. 3B ). Laser ablation analysis spots of transect 1 were performed in two opposite directions: from the EDJ to the outer edge of the enamel (EN1) and from the EDJ to the inner area of the dentine (DE1) (Fig. 3B) . No age calculations were carried out for U concentrations of ≤0.5 ppm or U/Th ≤ 300 (indicated in bold red). All errors are 2-σ. Table 3 LA-ICP-MS U-series results on the human tooth ATD6-92 along transect 2 (see Fig. 3B ). Unlike transect 1, laser ablation analysis spots were performed along an axis going from the outermost part of the enamel layer towards the innermost area of the dentine (Fig, 3B) . No age calculations were carried out for U concentrations of ≤0.5 ppm or U/Th ≤ 300 (indicated in bold red ). All errors are 2-σ. Table 4 LA-ICP-MS U-series results on the human tooth ATD6-92 (transect 3, Fig. 3C ). No age calculations were carried out for U concentrations of ≤0.5 ppm or U/Th ≤ 300 (indicated in bold red). All errors are 2-σ. In contrast to transects 1 and 2, transect 3 shows an exceptionally high spatial variability of the U concentration among the spots, from about 0.20 to 32.0 ppm, for a pseudo-bulk mean value of 16.8 ppm. The apparent U-series ages, however, are within a narrow range (from 120 to 155 ka) instead, indicating a main single uptake process of about 132 ka ago. In particular, spots #4 to #8 show especially high concentration values (> 20 ppm) and apparent U-series ages that are both surprisingly very close to those previously observed in dentine (DE1 and DE2; see Tables 2 and 3 for comparison). These data suggest the presence of dentine in the enamel fragment. The impact of such a contamination will be evaluated in section 4.4.
Given the high variability of the U-series data measured in the fragment, no meaningful mean values could be derived, as they would barely be representative of the whole volume of the piece of tooth. Consequently, solution ICP-MS analysis was the only option left to obtain bulk U-series data for the fragment (Table 5) .
Solution ICP-MS analysis of the fragment yielded a U-concentration of ∼2 ppm and apparent U-series age of ∼205 ka. These results demonstrate the necessity to specifically perform bulk analysis on the enamel layer for combined US-ESR dating purpose when the laser data are highly variable, as it is crucial to obtain U-series values that are representative of the same volume to that measured by ESR.
ESR dose reconstruction
D E evaluation
Because of the preferential orientation of the hydroxyapatite crystals within the fragment, the shape and intensity of the ESR signal may significantly vary depending on the position of the fragment relative to the external magnetic field (see Grün et al., 2008) . Consequently, this may affect in some extent the D E value obtained for each angle measured (see supplementary material, Fig. S4 ). In the case of sample ATD6-92, the D E values calculated over 360°are all highly consistent: they vary by only 5.5% (1 standard deviation) and 4.6% using the SSE and DSE functions, respectively.
The final DRC was obtained by merging the spectra of the different angles and measuring their T1-B2 intensities (Fig. 4A) . These intensities were then fitted with both the DSE and SSE functions over the full dose range and with D max /D E ≈ 5, respectively, as recommended by Duval and Grün (2016) . Resulting goodness-of-fits are excellent in both cases (adjusted r 2 > 0.99), demonstrating thus the reliability of the fitting results that were obtained. The two functions yield highly consistent D E results of 758 ± 29 Gy and 754 ± 42 Gy for the DSE and SSE, respectively ( Fig. 4B and C) . The former will be used for the combined US-ESR age calculation. The magnitude of the D E value obtained for the sample falls within the range of previous studies: it is indeed ∼90 Gy lower and ∼170 Gy higher than the mean D E values obtained by Falguères et al. (1999) on faunal teeth from TD6 and TD 8 (located a few meters above), respectively (∼840 Gy and ∼580 Gy).
However, two main factors may actually impact the accuracy of this dose estimate and need to be further investigated:
(i) The μCT-scanning of the tooth prior to the ESR dating study may have added a significant X-ray dose to the calculated D E value (Duval and Martín-Francés, 2017; Grün et al., 2012) , while this parameter is supposed to be an estimate of the geological dose only. (ii) Gamma irradiations may sometimes preferentially create non-orientated CO 2 − radicals and induce some dose overestimation (Joannes-Boyau and Grün, 2011) . This, however, is apparently not systematic (e.g., Dirks et al., 2017 ) and needs to be specifically assessed for each sample. and both DSE and SSE fitting functions were used to derive a D E value. Given the very close fitting results achieved with both functions, the DRCs are virtually the same (which is why the SSE DRC is hardly visible in B and C).
X-ray dose evaluation derived from μCT-scanning
The impact of μCT-scanning can be observed on the ESR spectra: the μCT-scanned modern sample MOD1501 shows the typical radiationinduced ESR signal (labelled Nat in Fig. 5A ). Its ESR intensity is approximately 5 times higher than that of the non-μCT-scanned modern sample MOD1502 (see DRC on Fig. 5B ). ESR DRCs show that the two samples display similar behavior and radiation sensitivity. Goodness-offit is excellent (adjusted r 2 ≥ 0.99), giving thus good confidence in the reliability of the fitting results obtained. ESR dose evaluation over the full dose range provides a D E of 11.5 ± 1.34 Gy for MOD1501, while MOD1502 yields a background dose of 2.08 ± 0.11 Gy. When adjusting the maximum irradiation dose (D max ) for MOD1502 after the recommendations by Duval and Grün (2016) in order to avoid any D E overestimation, the final D E results remains virtually unchanged, with 2.07 ± 0.28 Gy (D max = 17.2 Gy). Consequently, the X-ray dose effectively absorbed by MOD1501 sample during the μCT-scan analysis is of 9.4 ± 1.4 Gy. Although the value is not negligible, it represents only 1.3% of the total dose of 758 ± 29 Gy obtained for sample ATD6-92.
However, one may argue that the low S/N value (< 2) achieved for the measurement of the natural aliquot (despite 2500 scans) of MOD1502 may induce a slight overestimation of the true ESR intensity, and thus of the dose estimate as well (see also Duval and Martín-Francés, 2017) . When removing the noise intensity from the ESR signal, the background dose calculated for MOD1502 drops to 0.94 ± 0.07 Gy. The resulting effective X-ray dose would thus be of 10.5 ± 1.34 Gy, i.e. within error with the previous estimate. This would represent 1.4% of the D E value measured for ATD6-92. In any case, the results of this experiment indicate that the previous μCT-scanning of ATD6-92 had a minor impact on the D E evaluation.
The resulting corrected D E estimate is therefore of 748 ± 29 Gy. This value will be used in the combined US-ESR age calculation.
The role of thermally unstable gamma-induced CO 2 -radicals
Joannes-Boyau and Grün (2011) showed that laboratory gamma irradiation may produce additional thermally unstable non-oriented CO 2 -radicals (NOCORs) compared to natural irradiation, which may lead to dose underestimations if this contribution is not removed. In contrast to enamel powder, fragment measurements allow the estimation of the relative distribution of NOCORs and anisotropic CO 2 -radicals (AICORs) (e.g. Grün et al., 2008) . We followed Method 3 of Joannes-Boyau (2013) for the extraction of the NOCORs from the main radiation-induced ESR signal. Because of the AICORs, T1-B2 intensities vary over 360°reaching a maximum (I max ) and a minimum value (I min ) which are offset by about 90°. If the ratio of I max /I min is constant for each dose step, the relative distribution of NOCORs and AICORs is the same. However, it is often observed that the I max /I min ratio becomes smaller with increasing gamma doses, implying higher contributions of NOCORs in the overall ESR signal, which can be quantified from the change in the I max /I min ratio. Fig. 6 shows that the evolution of the I max /I min ratio measured in the human fragment ATD6-92 along with the irradiation dose. Values are apparently constant around 1.13 over the first 100 Gy, while it drops to 1.10 on average from 200 Gy and remains overall constant up to 40 kGy. However, given the relatively scattered data and large associated errors, it is unclear whether those differences are really significant. This hypothesis would most likely be too speculative.
Consequently, we consider in first instance the conservative interpretation as being more reasonable, i.e. the differences in I max /I min ratio from 0 to 40 kGy are not significant and gamma irradiation does not create any additional angular dependence of the signal. In other words, this means that there are no NOCORs corrections necessary for the D E value initially calculated for sample ATD6-92.
External dose rate from the sediment
ATD6-92 was recovered from layer TD6.2.4 square F14. The original sediment attached to the tooth fragment from this square is no longer available, as current archaeological excavation has now reached TD4 unit a few meters below. Consequently, the Main Section that is located within a short distance of the original position of ATD6-92 (< 2 m from square F14, see Fig. 2 ) is the only option available to evaluate the environmental dose rate (external beta and gamma components) within TD6.2.4 layer.
A previous sedimentological and stratigraphic study of TD6.2.4 by Campaña et al. (2016) showed the great lateral and vertical variability of this layer in term of sedimentary facies. According to those authors, two clayey mud levels (which may locally be identified as sandy silt levels as well, given the large lateral variability of the sediment grain Information Fig. S5 ). In order to evaluate how this may impact the gamma dose rate, we performed three 4π in situ measurements in the vicinity of the original position of ATD6-92, i.e. two in the main section and one in the test pit. The different measurement spot locations are distant by < 2m horizontally and < 30 cm vertically ( Supplementary  Information Fig. S5 ). Numerical results are provided in Table 6 . The measured gamma dose rates range from > 700 to < 1000 μGy/a, which is consistent with previous evaluation (based on TL dosimeters) by Moreno García, (2011) . The overall variability of the gamma dose rate is estimated to be of ∼11% (Table 6 ). Consequently, for the present study we consider the mean value of 837 ± 92 μGy/a derived from those three in situ measurements as the most reliable estimate of the gamma dose rate for sample ATD6-92.
The evaluation of the external beta dose rate is more challenging as it should in theory be derived from the sediment directly attached to the tooth, which is impossible here for the reasons mentioned above. In the test pit and the North-East part of the section TD6.2.4 is made by a muddy matrix with small boulders whereas the central and NorthWestern part of the section it is made instead by a vertical succession of two clayey mud/sandy silt levels at the bottom and top of the subunit and an intermediate gravel level (Campaña et al., 2016) . The three levels were sampled and analyzed by ICP-MS (Table 7 and Supplementary Information Fig. S5 ). The sandy silt levels (samples ESR-1 and ESR-3) show radioelement concentrations > 2 times higher than in the intermediate gravel layer (ESR-2). Consequently, the beta dose rate that is derived from those analyses may vary by a factor of ∼2 as well. Fieldwork observations indicate that during the excavation of TD6 unit, the square F14 was dominated by a highly cemented sediment consisting of mud or sandy silt with small boulders (Supplementary  information, Fig. S3 ). According to Campaña et al. (2016) , the clayey mud levels were much thicker (up to 30 cm) towards the excavated area, which is where ATD6-92 was found. Consequently, the mean radioelement concentrations derived from samples ESR-1 and ESR-3 collected in the mud/sandy silt levels is likely to provide a correct estimate within error of the true beta dose rate. One should be aware, however, that if a gravel or boulder (or even a limestone block) was directly in contact with ATD6-92, then the true beta dose rate would be significantly lower (see section 5.5).
Finally, it should be noted that the gamma dose rate values derived from the laboratory measurements of samples ESR-1 and ESR-3 (between 800 and 1100 μGy/a) are within the range of those obtained in situ from the main section and test pit. In contrast, the value derived from the intermediate gravel level is significantly smaller (< 400 μGy/ a). This demonstrates the importance to derive gamma dose rate values from in situ measurements in highly heterogeneous sedimentary environments. Laboratory data can simply not accurately represent the surrounding environment within a 30-cm radius sphere (the approximated depth range of gamma rays in sediment) around the sample.
Evaluating the impact of dentine contamination in the enamel fragment
The LA U-series analyses from transect 3 (spots #4 to #8) returning high U-concentrations (i.e., similar to those obtained for the dentine in transects 1 and 2) and U-series ages between 120 and 150 ka correspond to a yellowish domain within the enamel fragment (Fig. 3C) . It is highly likely that this is made by a residue of dentine on this enamel Fig. 6 . Evolution of the I max /I min ratio measured in ATD6-92 with the irradiation dose. The error on the ratio is derived from the standard deviation (1σ) associated to the evaluation of I max and I min , which are taken as mean I max and I min values from three successive angles.
Table 6
Evaluation of the lateral variation of gamma dose rate (as measured) within TD6.2. subunit. All in situ measurements were carried out at a similar elevation (within ± 10 cm), with a portable gamma spectrometer (Canberra Inspector 1000 coupled with a 1.5*1.5 inch NaI(Tl) probe) and calculated using the "threshold technique" fragment, although the fragment was initially thought to be extracted relatively far from the EDJ. Consequently, the bulk U-series analysis of the fragment, which returned a concentration of 1.945 ppm, represents a mixture of enamel and dentine. Based on the fact that the pure enamel domains in the fragment must have a U-concentration of between 0 and 1.9 ppm, the relative contribution of the dentine (with 30.7 ppm U, from the combination of transects DE1 and DE2) to the volume of the fragment has to be less than 6%. Furthermore, a mean concentration value of 0.588 ± 0.118 ppm for the pure enamel may be calculated from the LA transects 1 to 3 (spots #1 to #8 for EN1, #1 to #5 for EN2 and #1, #2 and #10 for EN3). It may be considered in first instance as the most reliable estimate of the true uranium concentration in the enamel layer of ATD6-92. This corresponds to a contamination of around 4% of dentine in the tooth fragment. LA transect 1 shows that the enamel layer of ATD6-92 (spots #1 to #8, see Table 2 ) can have virtually any concentration values between 0 and 1.5 ppm (corresponding to a dentine proportion of between 6% and 2%), while the overall apparent U-series age is of ∼205 ka (mean 234 U/ 238 U = 1.236 ± 0.014; mean 230 Th/ 234 U = 0.887 ± 0.0345), which is very close to that measured from the bulk analysis of the enamel fragment (Table 5 ). These data suggest thus that the contribution of the dentine to the apparent U-series age is minimal.
The main question now lies in estimating to which extent this reduced amount of dentine can impact the D E measured in the fragment, as the two dental tissues are known to show different ESR properties. For example, in the field of retrospective dosimetry the ratio of radiation sensitivity of dentine to enamel in modern teeth has been evaluated to between 1:2 and 1:10 depending on the authors (see Fattibene and Callens, 2010 and references therein). Additionally, because the enamel shows a significantly higher hydroxyapatite content than dentine (Elliott, 2002) , the ESR intensity of the radiation induced signal measured in the latter is known to be significantly smaller for a same amount of material (e.g., Fattibene et al., 2006) . Baffa et al. (2000) performed an ESR dose reconstruction of both dentine and enamel samples extracted from the same fossil tooth of a Brazilian cave site showing similar uranium concentrations to those measured in ATD6-92 (dentine = 25 ppm; enamel = 0.37 ppm). These authors showed that the intensity of the mass normalized radiation-induced ESR signal measured in pure dentine was 16% of that measured in pure enamel. Additionally, the ratio of radiation sensitivity dentine to enamel was estimated to 1:12.5. Based on those data, we can estimate the relative contribution of the dentine to the ESR signal measured in the fragment, and remove it from the existing DRC in order to obtain a DRC made by 100% enamel (Fig. 7) . Resulting D E values vary within very narrow range, from 811 Gy to 818 Gy depending on whether the uranium concentration in pure enamel is assumed to be 0 (6% of dentine contamination in the fragment = maximum contribution) or 1.5 ppm (equivalent to 2% of dentine in the fragment). The D E value obtained for 4% of dentine (i.e. corresponding to the mean uranium concentration value calculated earlier) is of 814 Gy. Consequently, the dentine contamination in the fragment has a direct impact on the calculated D E value by inducing a dose underestimation by about 8%. This impact is not significantly dependent on the possible proportions of dentine (2-6%) in the fragment, as can bee observed in Fig. 7 .
Combined US-ESR and CSUS-ESR age results
Uranium concentration values measured in the enamel by LA and solution analysis indicate that the proportion of the dentine in the enamel fragment is between 2% and 6%, and most likely around 4%. Consequently, the combined US-ESR age calculation was carried out accordingly, i.e. using: (i) An effective dose value of 804 ± 31 Gy derived from the subtraction of an X-ray dose equivalent to 10.5 ± 1.3 Gy from the D E value of 814 ± 31 Gy. (ii) The U-series data for the dentine corresponding to the mean values obtained from the combination of LA transects DE1 and DE2. (iii) The U-series data for the enamel corresponding to the mean values obtained from the enamel layer free of dentine contamination, i.e. a combination of LA transects EN1, EN2 and EN3 (spots #1, #2 and #10). (iv) Assumed water contents of 0% and 5% in the enamel and dentine, respectively. (v) Water content measured in the sediment was of 4% (wt). This value most likely does not represent the past humidity within the cave. A value of 23% (wet weight) was assumed for combined US-ESR age calculations, which corresponds to the 30% (dry weight) previously considered by Arnold et al. (2015) in TD6 unit. (vi) External beta dose rate value derived from the mean concentration values of sediment samples ESR-1 and ESR-3 measured by ICP-MS. (vii) An external gamma dose rate of 654 ± 72 μGy/a derived from the three in situ measurements and attenuated by a water content of 23%. (viii) A depth of 11 m for ATD6-92, as in Arnold et al. (2015) and Moreno et al. (2015) .
Combined US-ESR and CSUS-ESR age calculations yield 721 ± 78 ka and 852 ± 85 ka, respectively (see Table 8 ), which may be considered as the most reliable estimates for the present data set given the existing uncertainty that may arise from the D E and dose rate evaluations.
So far, the in situ dosimetry of TD6.2.3-4 layers has never been evaluated: the three 4π measurements performed in the present study give for the first time an overview of the lateral variations of the gamma dose rate along the main section and test pit outcrops. Results show an overall limited variability (11%), and we have presently no evidence to suggest that the true gamma dose rate associated to ATD6-92 would significantly differ from the mean estimate and associated error considered in the present age calculation. In contrast, the beta dose rates Fig. 7 . Impact of dentine contamination on the D E estimates. ESR DRCs corrected according to the proportion of dentine (DE) in the enamel fragment, based on the data from Baffa et al. (2000) (i.e., a weight-normalised relative ESR intensity of 16% of the dentine compared with that of pure enamel; a ratio of radiation sensitivity dentine to enamel of 1:12.5). Fitting was performed with a SSE function (data weighting by 1/I 2 ) with D max = 3.4 kGy (i.e., D max /D E ∼ 4.0-4.5). Because the D E values vary within very narrow range (from 811 Gy to 818 Gy), the differences between the DRCs corresponding to a dentine contamination of between 2 % and 6 % are hardly visible on the graph.
have a much higher variability between the clayey mud and gravel levels (see Table 7 ). At the extreme end, the tooth fragment could have been surrounded by gravels only, inducing a beta dose rate ∼60% smaller than considered for the age calculation. However, this would result in an age older by only 7% given the limited weight of the beta dose rate from sediment in the total dose rate (∼10%). Long-term water content fluctuations are also a common source of uncertainty in ESR dating. The current water content value (4%) most likely underestimates the past humidity conditions that prevailed in the closed cave environment. Indeed, the sedimentary infilling has most likely significantly dried out since it has been exposed to surface conditions after the construction of the railway trench at the beginning of the 20th
century. This is why we considered in first instance a value of 23% (wet weight) instead, following Arnold et al. (2015) . A reduction by 5% of the water content (18%) would make the age younger by 5%, i.e. within error with the initial age estimate. Actually, the large associated uncertainty on the water content (23 ± 5%) considered in first instance for the age calculation most likely effectively covers any reasonable water content fluctuations over time (13-33% at a 2σ confidence level). In summary, the uncertainties associated with the sedimentary environment of ATD6-92 have overall a limited impact on the calculated age results. In contrast, the main source of age uncertainty comes from the dentine contamination in the enamel fragment. We modeled the Fig. 8 . Evolution of the combined US-ESR (black) and CSUS-ESR (red) ages along with the U-concentration in the enamel ranging from 0 to 1.5 ppm. The grey area corresponds to the mean ESR concentration (0.588 ± 0.118 ppm) derived from the LA-ICP-MS analyses of transects EN1, EN2 and EN3. Combined US-ESR ages were obtained using the USESR program by Shao et al. (2014) , while the CSUS-ESR are derived from DATA (Grün, 2009) . (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
evolution of the combined US-ESR and CS-USESR ages for uranium concentrations of the enamel ranging from 0 to 1.5 ppm, i.e. corresponding to 6%-2% of dentine in the enamel fragment (Fig. 8) . The resulting CSUS-ESR ages range from 762 ± 84 to 913 ± 89 ka while US-ESR estimates vary between 568 ± 57 to 848 ± 93 ka. These results demonstrate the significant impact of a small dentine contamination, which massively affects the internal dose rate and, in a lesser extent, the D E value. As it could be expected, the age difference between the two uranium uptake model decreases together with decreasing U-concentration in the enamel: from 25% discrepancy for 1.5 ppm U to 7% with 0 ppm U. The two uranium uptake model provide age results within error from 0 to 0.8 ppm of U in the enamel. Fig. 8 shows that uranium uptake modeling has a significant impact on the calculated age, as the direct result of the non-negligible weight of dental tissues in the total dose rate (∼25%). US-ESR age results indicate an Early Pleistocene age for 0-0.6 ppm of U in the enamel. For example, a US-ESR age of 782 ± 89 ka is obtained when considering a mean concentration value of 0.30 ± 0.15 ppm in the enamel, based on the LA spots (#1, #2 and #10) of transect 3 that are free of dentine contamination. This result is about 60 ka older than the age initially calculated with a uranium concentration of 0.588 ± 0.118 ppm (Table 8 ). In comparison, the modeled CSUS-ESR age results are systematically consistent within error with the expected Early Pleistocene age, regardless the uranium concentration of the enamel layer. Although this good agreement might be considered in first instance as an evidence for a very rapid uranium uptake in dental tissues of ATD6-92, we, however, presently do not have independent evidence to prefer the US-ESR over the CSUS-ESR age estimates. In summary, considering the average value of 0.588 ± 0.118 ppm as being the most reliable estimate of the true uranium concentration in the in the enamel layer (see grey band in Fig. 8 ), an age range of 624-949 ka can finally be proposed for ATD6-92, covering all possible uptake scenarios. 6. The age of H. antecessor from TD6 unit 6.1. Palaeomagnetic results Table 9 provides the details of the palaeomagnetic results obtained for TD6 unit in combination with those from TD7 and TD5 units previously published by Parés et al. (2013) and Parés and Pérez González (1999) , respectively. Samples from layers TD6.1.0, TD6.1.2 and TD6.2.Pep have produced reproducible results using both thermal and alternating field demagnetization procedures as in Parés et al. (2013) . Progressive demagnetization has enabled to isolate the primary magnetization of the studied sediments. Stepwise thermal demagnetization reveals a strong overprint, as observed in our previous studies of the Atapuerca karst sediments (e.g., Parés et al., 2006; Parés et al., 2013) , which often conforms the present day field (northward and downwards) (Fig. 9) . Such secondary component is typically removed by 400°C and may account for up to 80 or 90% of the total magnetization in many samples. The remanent magnetization at that demagnetization level, albeit weak, has a south and upwards direction, coherent with a reverse magnetization. Alternating field demagnetization is particularly efficient in certain lithologies (e.g., coprolites) and produces clean remanent magnetization directions. For example, specimen TD6-1 (stratigraphic layer TD6.1.0) reveals a "soft" coercivity component up to 45 mT, with a northeast and upward direction, and a more stable, south and upwards direction which we considered as the characteristic remanent magnetization (ChRM). The bulk of ChRM directions shows a distribution around a south and upwards mean direction (Dec = 182, Inc = −34) which documents exclusively reverse magnetization for TD6 stratigraphic unit, confirming thus the Matuyama age of the deposits (i.e., > 772 ka; Okada et al., 2017 , Singer et al., 2017 .
The corresponding VGP latitudinal values computed from the individual ChRM directions were integrated into a short magnetic polarity section covering TD7 to TD5 units (Fig. 1) , which can be used as a coarse time framework for the new ESR results.
Combining ESR and palaeomagnetic data
Direct ESR dating of the H. antecessor tooth yields an age result ranging from 624 to 949 ka, which covers all possible uranium uptake scenarios. In combination with the palaeomagnetic evidence indicating an exclusively reverse polarity for TD6 unit, this time interval can then be refined to 772-949 ka. It is the most accurate age range that can presently be obtained for H. antecessor given the existing uncertainty associated to the D E and dose rate evaluation. This result in good agreement with the previous US-ESR and TT-OSL ages estimates (Falguères et al., 1999; Duval et al., 2012 , Arnold et al., 2015 that already overall pointed towards an age of 0.8-0.9 Ma for TD6 unit, although it does not provide a further age constraint to the existing time interval.
Direct ESR dating of human fossils: main pitfalls
The results of this study lead to the identification of several pitfalls directly associated with the direct dating of human teeth with ESR. First, the systematic μCT-scanning of human remains by palaeoanthropologists introduces a non-negligible offset in the ESR dating result. The use of this non-invasive technique has become quite popular over the recent years, as it offers the possibility extract information from the fossil remains that is not accessible through more standard analytical methods. If it has been shown that conventional μCT-scanning analysis usually does not significantly damage ancient DNA contained in fossil remains (Immel et al., 2016) , it nevertheless generates a non-negligible radiation dose into the enamel (Grün et al., 2012; Duval and Martín-Francés, 2017) . The magnitude of this X-ray dose depends on many parameters such as the experimental conditions and instruments employed (i.e., basically, the dose rate of the X-ray source, the duration of exposition, the use of a metallic filter, the distance of the sample from the source). The X-ray dose assessed in the present study is of ∼10 Gy, i.e. lower than the 15-30 Gy estimated by Duval and Martín-Francés (2017) for a different analytical procedure and instrument. This shows the need to specifically assess the X-ray dose produced by a given μCT-scan Fig. 9 . Palaeomagnetic results. A-Examples of two representative samples from TD6 layer used in this study. Sample TD6-1 has been demagnetized by alternating fields up to 80 mT. NRM (Natural Remanent Magnetization) shows the initial magnetic intensity previous to the AF procedure. Sample TD6-4a shows an example of thermal demagnetization to 450°C. Notice the strong overprint of a viscous component up to 350°C. Above such demagnetization level the magnetization has a southwards and negative orientation, indicative of reverse magnetization (see text for discussion). Each data point represents the NRM end vector for individual demagnetization steps projected onto the horizontal (solid symbols) and vertical (open symbols) plane. Diagrams are shown in geographic coordinates. B-Lower hemisphere stereographic projection of characteristic remanent magnetization (ChRM) directions used in this study. Open (closed) symbols represent vectors projected on to the upper (lower) hemisphere. Mean direction is represented by a square and its associated alfa 95 confidence circle. experiment and not rely on published values if a precise estimation is required. If this dose cannot be assessed, then the resulting ESR age can only be considered as a maximum age estimate, as recently experienced with the Homo sapiens tooth from Misliya Cave (Hershkovitz et al., 2018) .
Second, the additional unstable NOCORs created by gamma irradiation may significantly impact the D E estimate, as previously highlighted by Joannes-Boyau and Grün (2011) . The ESR analyses of the enamel fragments from Holon and Irhoud sites have shown that this NOCORs correction could induce a dose underestimation by about 25-30% (Richter et al., 2017) . However, not all enamel samples behave in the same way, as some teeth do not show quantifiable additional NOCORs creation in the ESR signal. This was the case for example for the H. naledi teeth analysed by Dirks et al. (2017) , as well as for the H. antecessor tooth of the present study. The reason for this difference in dose response is still unknown, but could possibly depend on many factors such as the age of the tooth sample, the type (molars, incisors, etc.) and the species (bovid, rhino, etc.), as suggested by Joannes-Boyau and Grün (2011) . Further investigation in required in this direction. It is not possible to apply a universal correction factor for NOCOR production. This has instead to be specifically evaluated for each sample by measuring an enamel fragment following a single aliquot procedure, instead of the standard multiple aliquot method based on enamel powder that is commonly applied in ESR dating.
Unlike radiocarbon or U-series dating methods, ESR requires to collect data from the surroundings of the sample, which may be quite challenging when human teeth come from collections derived from old excavations, with minimum information about the context and whose exact origin may be either unknown, or is simply no longer accessible. As shown in the present study, even when this information is available it is difficult to accurately reconstruct the surrounding environment of the tooth when it is inhomogeneous. When a human tooth is found in situ, it is thus strongly recommended to collect the surrounding sediment as well, in order to ensure a successful future ESR dating application.
Finally, we faced an additional issue in the present study, with unexpected high uranium concentration values in the enamel. This occurrence becomes more frequent as the samples to be dated get older (i.e., roughly from Early Pleistocene to early Middle Pleistocene tooth samples). Based on our experience, it is not uncommon to observe enamel layers form fossil teeth showing high U-concentrations (> 2 ppm). It systematically induces significant age underestimations due to the calculation of a massive internal dose rate (see Duval et al., 2012) . This issue is usually interpreted as the consequence of an incorrect alpha efficiency value (e.g. Bahain et al., 1992; Duval et al., 2012) , which is suspected to vary depending on the amount of uranium present in the enamel (i.e., the higher is uranium concentration, and the lower is the corresponding alpha efficiency). This question, however, has never been fully explored so far, and the only available data are from Grün and Katzenberger-Apel (1994) . However, in the present study, the high resolution LA-ICP-MS U-series data collected from the enamel fragment enabled to undoubtedly relate this high U-concentration to the presence of dentine. This identification would most likely not have been possible if bulk ICP-MS U-series analyses had been performed. Had this contamination not been considered in the present study, the resulting US-ESR age would have been significantly younger by 33% than calculated (Table 7) . The pre-screening procedures carried out with LA-ICP-MS should in most cases enable to quickly evaluate the suitability of the sample for combined US-ESR dating prior to any further analysis and avoid wasting time and energy on trying to analyze samples that cannot be dated at the moment. One may keep in mind, however, that in spite of its usefulness, the pre-screening procedure do not preclude future complications in the dating process, as observed in the present study.
Conclusion
This work presents the results of the first direct ESR dating study of Homo antecessor remains from Atapuerca Gran Dolina TD6, using a similar analytical procedure to previous recent studies on much younger human teeth (Dirks et al., 2017; Richter et al., 2017; Hershkovitz et al., 2018) . Our analyses returned an unexpectedly high uranium concentration in the enamel layer of ATD6-92 tooth sample, but a thorough investigation led to the identification of a contamination with dentine (between 2 and 6%, most likely around 4%) in the fragment measured by ESR. This small contamination has a significant impact on the calculated age, by inducing both a relatively limited D E underestimation (by about 8%) and a massive internal dose rate overestimation (by a factor of about 3.5). If not taken into consideration, it would have induced an age underestimation by 33%. Other sources of uncertainty have also been identified, such as the heterogeneity of the sedimentary environment, the variability of the water content over time, the previous μCT-scanning of the tooth or the potential preferential creation of unstable NOCORs in the ESR signal, but their impact appear to be relatively limited in comparison with the dentine contamination.
In summary, this work illustrates the challenge of dating human fossils by means of the ESR method. If taken into consideration, the pitfalls identified here will enable to improve the reliability of any future direct dating study of hominin teeth.
The new palaeomagnetic data specifically collected from TD6 unit are consistent with the existing magnetostratigraphy available for the Gran Dolina sedimentary sequence. They confirm the Matuyama age of the deposits containing hominin remains. Consequently, we can propose a time range from 772 to 949 ka for the age of H. antecessor, which cover all the possible uranium uptake scenarios. Given our current understanding of the ESR method, and the existing uncertainties associated with the evaluation of the D E and dose rate, this is probably as far as we can go in the analysis of ATD6-92 sample. Whereas our new results do not refine the existing chronology of stratigraphic unit TD6, they nevertheless support the antiquity of H. antecessor and the associated Mode 1 industry. This age range pre-dates the estimated population split age (550-765 ka) of modern and archaic human lineages (Meyer et al., 2016) , which is consistent with Bermúdez de Castro et al. (2017b) reconsidering H. antecessor as a plausible candidate for the last common ancestor of H. neanderthalensis and H. sapiens or being at least very close to the node of divergence of these species. and the Fundación Atapuerca. I.C. was the recipient of a pre-doctoral FPI Scholarship from the Spanish MINECO.
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