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Abstract
We study linear dynamical systems with multidimensional time in Banach spaces. Using Taylor func-
tional calculus we prove that under additional assumptions hyperbolic systems have shadowing property.
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1. Introduction
As is well known, hyperbolicity is one of the most important notions in the theory of dynam-
ical systems [1,3,4]. For the reader’s convenience we will first bring closer the simplest case of
hyperbolic linear mappings in Banach spaces.
Let X be a (complex) Banach space. By σ(A) we denote the spectrum of the operator A. In
the case where X is finite-dimensional the spectrum coincides with the set of eigenvalues of A:
σ(A) = {λ ∈ C | ∃v = 0: Av = λv}.
An operator A is hyperbolic if
σ(A) ∩ T = ∅,
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One of the basic results in the study of hyperbolicity and shadowing [2–4] states that a discrete
dynamical system generated by a hyperbolic operator has the shadowing property.
Dynamical systems with shadowing property are commonly interpreted as the ones, in which
the numerically generated orbits remain close to the real orbits and so the numerically detected
behaviour of the system indeed reflects its real behaviour. This property is very important and
especially desirable in the case of chaotic dynamical systems in which the truncation errors
and the approximations of the numerical integration scheme grow drastically fast under forward
iterations implying that the numerically obtained orbit diverges from the true orbit after just very
few iterations. This motivates the study of shadowing property. A further clear and convincing
interpretation and motivation of shadowing can be found for instance in [4].
In [5] the basic result concerning the shadowing property was generalized to the case of dy-
namical systems in finite-dimensional space with multidimensional time Zp . To express the main
theorem from [5] we need to explain what we mean by hyperbolicity in this generalized case.
To do so we first have to extend the notion of spectrum of an operator to the case of p pairwise
commuting linear operators A1, . . . ,Ap in a finite-dimensional complex Banach space:
σ(A1, . . . ,Ap) =:
{
(λ1, . . . , λp) ∈ Cp
∣∣ ∃v = 0: Aiv = λiv for i = 1, . . . , p
}
.
Analogically to the previous case we say that the sequence (A1, . . . ,Ap) is hyperbolic if
σ(A1, . . . ,Ap) ∩ Tp = ∅,
where Tp denotes T × · · · × T︸ ︷︷ ︸
p times
.
Now we are ready to quote the main result from [5]:
Theorem. [5, Theorem 2] Let (A1, . . . ,Ap) be a sequence of pairwise commuting invertible
operators in a finite-dimensional Banach space. The dynamical system with multidimensional
time Zp generated by (A1, . . . ,Ap) has the shadowing property if and only if (A1, . . . ,Ap) is
hyperbolic.
In the proof of the above theorem the authors of [5] have applied some strictly finite-
dimensional techniques.
The aim of this paper is to generalize a part of Theorem 2 of [5] to the case of operators with
zero-dimensional spectrum in an arbitrary Banach space. We will present a different but, in our
opinion, simpler proof of the sufficient condition under which the system with time Zp has the
Lipschitz shadowing property. The disadvantage of our approach is that we have to use a rather
advanced machinery of Taylor functional calculus [6,7].
2. Systems with multidimensional time
In this section we recall some basic notions concerning systems with time Zp (see [5]). In
some cases we also introduce a new terminology.
Let (X,d) be a metric space. A continuous function Φ :Zp × X → X satisfying
Φ(0, x) = x, Φ(m + n,x) = Φ(n,Φ(m,x)) for m,n ∈ Zp, x ∈ X
is called a dynamical system (with time Zp). Given a dynamical system Φ , we can consider its
generators
fj (·) := Φ(ej , ·) for j = 1, . . . , p,
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j︷︸︸︷
1 ,0, . . . ,0) denotes the j th element of the canonical base of Zp . One
can easily see that the generators are pairwise commuting homeomorphisms. Moreover, the op-
posite also holds true—given p pairwise commuting homeomorphisms f1, . . . , fp we can define
a system Φ generated by f1, . . . , fp by the formula:
Φ
(
(n1, . . . , np), x
) := f n11 · · ·f
np
p (x) for (n1, . . . , np) ∈ Zp, x ∈ X.
As we can see, there is a one-to-one correspondence between the system and its generators.
We will need the notions of expansivity and shadowing. A system is said to be globally ex-
pansive if the inequality
sup
n∈Zp
d
(
φ(n, x),φ(n, y)
)
< ∞
implies that x = y.
Remark 1. Sometimes a notion of expansivity constant is being used. A system is said to be
expansive with expansivity constant b > 0 if the inequality supn∈Zp d(φ(n, x),φ(n, y)) < b im-
plies that x = y. Thus it seems to be reasonable to call expansive systems with arbitrary large
expansivity constant globally expansive.
We are now ready to state the definition of a pseudoorbit for the case of systems with multi-
dimensional time [5].
Definition 1. Let Φ be a given system with time Zp . Fix δ > 0. The sequence (xn)n∈Zp ⊂ X is
called a δ-pseudoorbit if
d
(
xn±ej ,Φ(±ej , xn)
)
 δ for n ∈ Zp
for all j = 1, . . . , p.
In practice (in particular in case of classical one-dimensional time Z) a pseudoorbit is usually
obtained as a result of some numerical computations, and so the constant δ can be interpreted as
a kind of measure of the numerical error.
The notion of pseudoorbit allows us to define the Lipschitz shadowing.
Definition 2. A system is said to have global Lipschitz shadowing with constant K > 0 if for any
δ > 0 and any δ-pseudoorbit there exists an orbit which (Kδ)-shadows it.
It is convenient to combine the definitions of shadowing and expansivity.
Definition 3. We say that a system is globally Anosov if it is globally expansive and has global
Lipschitz shadowing.
At this moment it is natural to ask which systems are globally Anosov. The following the-
orem provides the answer to this question in the typical case of dynamical systems with one-
dimensional time.
For abbreviation, from now on we write “operator” instead of a linear, bounded operator from
X to X. By an “invertible operator” we understand an operator whose inverse is also an operator.
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system with one-dimensional time generated by A is globally Anosov.
The above theorem can be regarded as a simplified and rather primitive (yet enough for our
purposes) version of the famous “Shadowing lemma.” For a classical formulation of “Shadowing
lemma” and its refinements see also [3,4] and [9, Chapter 8], where a more specific situation is
considered (the system is generated by a Cr diffeomorphism). It is also shown there that under
some additional conditions for a particular range of ε, which linearly depends of the Lipschitz
constant of considered diffeomorphism, there is a range for δ such that any δ-pseudoorbit is ε-
shadowed by a unique orbit of f . We have decided to omit the issues concerning the uniqueness
of the shadowing orbit since it is not the goal of this article.
We will use Theorem 1 as a basic “brick” in our result. The role of glue will play the following
theorem:
Theorem 2. Let Φ be a dynamical system with time Zp . Assume that
• for all j = 1, . . . , p the homeomorphisms fj := Φ(ej , ·) are Lipschitz;
• there exists k ∈ {1, . . . , p} such that the discrete dynamical system with one-dimensional
time generated by homeomorphism fk is globally Anosov.
Then Φ is globally Anosov.
For the sake of completeness we present a short sketch of the proof, the idea of which is based
on the proof of Theorem 1 in [5].
Idea of the proof. One can easily notice that Φ is globally expansive because the system with
one-dimensional time generated by fk is globally expansive.
We will prove that Φ has the global shadowing. Let (xn)n∈Zp be a given δ-pseudoorbit. For
an arbitrary n ∈ Zp we define the sequence
sn := (xn+j ·ek )j∈Z.
Then sn is a pseudoorbit for fk , which implies that there exists a unique orbit (ynj )j∈Z for fk
which shadows it.
Directly from the definition we see that the sequence (yn0 )n∈Zp shadows (xn)n∈Zp . Thus we
only have to prove that (yn0 )n∈Zp is an orbit for Φ .
Take an arbitrary l ∈ {1, . . . , p} and consider the sequence
(
fl
(
ynj ·ek
))
j∈Z. (1)
This sequence is clearly an orbit for fk . Moreover, since fl is Lipschitz and (xn)n∈Zp is a
pseudoorbit for Φ , it shadows the pseudoorbit (for fk) sn+el . However also(
y
n+el
j ·ek
)
j∈Z (2)
shadows sn+el . By the expansivity, the shadowing orbit for fk is uniquely determined and there-
fore the sequences (1) and (2) coincide. Taking j = 0 we get
fl
(
yn0
)= yn+ej0 ,
which yields that (yn)n∈Zp is an orbit for Φ . 0
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)We will need one more easy observation. Since its proof is trivial we skip it.
Lemma 1. Let Φ1, . . . ,Φk be globally Anosov systems (with time Zp) in Xk for j = 1, . . . , k,
respectively. Then the product system defined in X1 × · · · × Xk by
Φ
(
(x1, . . . , xk), n
)= (Φ1(x1, n), . . . ,Φk(xk, n)
)
for (x1, . . . , xk) ∈ X1 × · · · × Xk , n ∈ Zp , is globally Anosov.
3. Main result
In the proof of our main result we use Taylor functional calculus [6,7]. For the reader’s con-
venience we recall some basic facts about it. By σT (A1, . . . ,Ap) we denote the Taylor joint
spectrum of the sequence of pairwise commuting operators (A1, . . . ,Ap).
• For a single operator A the Taylor spectrum coincides with the standard spectrum, that is:
σT (A) = σ(A).
• If A1, . . . ,Ap are operators in a finite-dimensional complex space, then (λ1, . . . , λp) belongs
to the joint spectrum σT (A1, . . . ,Ap) if and only if belongs to the joint point spectrum, that
is if there exists a nonzero vector v ∈ Cp such that Ajv = λjv for all j = 1, . . . , p.
• For any sequence of pairwise commuting operators (A1, . . . ,Ap) the spectrum σT (A1, . . . ,Ap
is a nonempty and compact subset of Cp and
σT (Aj ) = Pj
(
σT (A1, . . . ,Ap)
)
for j = 1, . . . , p,
where Pj : Cp  (z1, . . . , zp) → zj ∈ C denotes the projection onto the j th coordinate.
The above mentioned facts and the following theorem [6, Theorem 4.9] will turn out to be
crucial in the proof of our main result.
Taylor Theorem. Let (A1, . . . ,Ap) be a sequence of pairwise commuting operators in Banach
space X. Assume that σ1 and σ2 are disjoint compact subsets of Cp such that σT (A1, . . . ,Ap) =
σ1 ∪ σ2.
Then there exist closed subspaces X1 and X2 of X such that:
• X = X1 ⊕ X2;
• X1 and X2 are invariant under any operator which commutes with all Ai (i = 1, . . . , p);
• σT (A1|Xj , . . . ,Ap|Xj ) = σj for j = 1,2.
For the scope of this section we use the following convention: given a set E ⊂ Cp by hull(E)
(the product hull of E) we denote the smallest product set containing E, that is
hull(E) := P1(E) × · · · × Pp(E).
We recall that Pj : Cp → C denotes the projection onto the j th coordinate.
We first consider a special case where the product hull of the Taylor spectrum σT (A1, . . . ,Ap)
is disjoint from Tp .
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Assume that
hull
(
σT (A1, . . . ,Ap)
)∩ Tp = ∅.
Then the system generated by (A1, . . . ,Ap) is globally Anosov.
Proof. It follows from the assumption that there exists at least one index j ∈ {1, . . . , p}, such
that Pj (hull(σT (A1, . . . ,Ap))) ∩ T = ∅. Since
σ(Aj ) = Pj
(
σT (A1, . . . ,Ap)
)= Pj
(
hull
(
σT (A1, . . . ,Ap)
))
,
we obtain that σ(Aj ) ∩ T = ∅. Hence by Theorem 1 the system generated by Aj is globally
Anosov. Theorem 2 makes the proof complete. 
We are now ready to prove the following
Theorem 3. Let (A1, . . . ,Ap) be a sequence of pairwise commuting invertible operators. We
assume additionally that the Taylor spectrum σT (A1, . . . ,Ap) can be covered by a finite number
of compact disjoint sets K1, . . . ,Kk , such that
k⋃
j=1
hull(Kj ) ∩ Tp = ∅.
Then the system generated by (A1, . . . ,Ap) is globally Anosov.
Proof. The theorem is an easy generalization of Proposition 1. We have to prove that the sys-
tem Φ generated by (A1, . . . ,Ap) is globally Anosov.
Let X1 ⊕ · · · ⊕ Xk be the decomposition of X which follows from the Taylor Theorem
(each Xj corresponds to the part of joint spectrum contained in Kj ).
Since each of Xj is Ai -invariant for all i = 1, . . . , p, we can consider the system Φj on Xj
with the generators (A1|Xj , . . . ,Ap|Xj ). Clearly
hull
(
σT (A1|Xj , . . . ,Ap|Xj )
)∩ Tp ⊂ hull(Kj ) ∩ Tp = ∅,
and therefore, by Proposition 1, we obtain that Φj is globally Anosov. Then trivially Φ 
(Φ1, . . . ,Φk), so by Lemma 1 Φ is globally Anosov. 
Let us now proceed to the important application of the previous theorem.
Theorem 4. Let (A1, . . . ,Ap) be a sequence of pairwise commuting invertible operators. Assume
that σ(A1), . . . , σ (Ap) are zero-dimensional sets and that
σT (A1, . . . ,Ap) ∩ Tp = ∅.
Then the system Φ generated by (A1, . . . ,Ap) is globally Anosov.
Before proceeding to the proof we would like to mention, that the assumption that
σ(A1), . . . , σ (Ap) are zero-dimensional is automatically satisfied if X is of finite dimension.
Proof. We are going to apply Theorem 3.
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ε > 0 such that
B(K,ε) ∩ Tp = ∅, (3)
where B(K,ε) := {x ∈ Cp: d(x;K) ε}. Because K ⊂ σ(A1)×· · ·×σ(Ap) is a compact zero-
dimensional set in a metric space, it can be split into a finite number of compact pairwise disjoint
sets K1, . . . ,Km, each with diameter not greater than ε (see [8, Chapter 6.2]). This implies that
hull(Kj ) ⊂ B(Kj , ε) ⊂ B(K,ε) for j = 1, . . . ,m,
and therefore by (3) we obtain
hull(Kj ) ∩ Tp = ∅ for j = 1, . . . ,m.
Theorem 3 makes the proof complete. 
When X is finite-dimensional it can be easily shown [5] that if the linear system generated by
(A1, . . . ,An) has shadowing then the sequence (A1, . . . ,An) is hyperbolic. A natural question
arises if this implication is valid in infinite-dimensional Banach spaces.
Up to the knowledge of the authors this problem is open even in the classical case of systems
with one-dimensional time. The difficulty lies in the fact that the spectrum of an operator on an
infinite-dimensional space does not always coincide with the pointwise spectrum.
Another direction of research worth investigating is whether the assumption in Theorem 4
that the spectrum is zero-dimensional is essential. One could expect, by analogy with the case of
one-dimensional time, that the assumption of hyperbolicity of the sequence of generators should
be sufficient to guarantee shadowing.
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