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Chapter 1
Introduction
Explaining what quantum mechanics is about is an hard task. One could start
saying that quantum mechanics is the theory used to describe the quantum
behavior of physical systems. However we need to explain what we mean by
“quantum behavior”. A naïve attempt could be the following: the quantum
behavior is the typical behavior of a microscopic physical system. But, micro-
scopic respect to what? One of the biggest object exhibiting quantum behavior
is the C60 molecule [1] whose radius is of the order 7 × 10−10 m. The typical
length of an Escherichia Coli (a very “famous” bacterium) is around 1×10−6 m.
Ten orders of magnitude separate us from the C60 molecule, but there are only
four orders of magnitude between the E.Coli and the C60 molecule. That said,
a funny question may be: “Is the C60 molecule microscopic enough to be quan-
tum even for E. Coli?”. This and other misleading questions can be formulated
if we base our definition of quantum behavior on the notion of microscopicity.
Moreover there are macroscopic systems exhibiting quantum behavior in certain
situations (typically difficult to achieve), for example Bose-Einstein condensate.
A more operational definition can be given by specifying under which conditions
a physical system behaves in a quantum way. It turns out that this happens
when the action S of the system under study is of the order or less of the Plank
constant h = 6.62607004 × 10−34 m2Kg/s, namely |S| . h. In addition, one
must also specify that quantum mechanics describes the quantum behavior of
physical systems when they can be considered non-relativistic.
The whole theoretical apparatus can be derived from a list of axioms, from
which the various predictions of quantum mechanics can be derived using math-
ematical identities compatible with given physical situations. There are prob-
ably as many systems of axioms as there are books dealing with the subject
[2, 3, 4, 5, 6, 7]. Choosing a particular set of axioms over another can already
be a signature of the interpretation one gives to elements of the theory. Inter-
preting quantum mechanics is a notoriously controversial question, hence to be
completely honest with the reader, it is better to declare from the beginning
that a statistical interpretation of quantum mechanics will be used in this the-
sis. No ontological value to the wave function or other elements of the theory
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is assumed: quantum theory is considered as a theory of probability. Once that
this choice has been made, the central entity for the description of a physical
system will be the one of proposition. A proposition is nothing but of a state-
ment about a physical system, for example «The particle position x is observed
in the set A» is a proposition. It is clear that a description in these terms can
be done for any physical system (not necessarily quantum), and the theoretical
prediction should tell us the number of times a given proposition holds true.
Within the interpretation chosen, the system of axioms we adopt in this thesis
is the one used in [3]. Below we list a summarized version of them.
Ax. 1 - To each quantum system one may associate a separable complex Hilbert
space H. Call P(H) the set of all the orthogonal projectors on H, the ex-
perimentally testable propositions are represented by projectors belonging
to a subset of P(H). Given two projectors Pˆ1, Pˆ2 associated to two proposi-
tions, when [Pˆ1, Pˆ2] = 0, the orthogonal projectors Pˆ1Pˆ2 and Pˆ1+Pˆ2−Pˆ1Pˆ2
correspond to the composition of the two propositions with the logical
connectives “and ” and “or ”, respectively. The negation of a proposition
represented by Pˆ is the proposition associated to the orthogonal projector
Iˆ− Pˆ .
Ax. 2 - To each quantum system at a given time t, one may associate a positive
trace-class operator ρˆ with Tr [ρˆ] = 1 called state. The probability that at
time t a given proposition Pˆ ∈ P(H) holds when the quantum system is
prepared in the state ρˆ (at the time t) is given by Tr
[
Pˆ ρˆ
]
.
Ax. 3 - Physical quantities used to describe a given quantum system are repre-
sented by self-adjoint operators on H. The expectation value of the phys-
ical quantity associated to the self-adjoint operator Aˆ, when the quantum
system is in the state ρˆ, is given by Eρˆ[Aˆ] = Tr
[
Aˆρˆ
]
.
Ax. 4 - The Hilbert space associated to a single quantum particle in Rn with m
internal degrees of freedom is L2(Rn)⊗ C2m+1.
Ax. 5 - The self adjoint operator associated to the position observable of a single
quantum particle in Rn is the multiplicative operator Xˆ := (Xˆ1, · · · , Xˆn),
whose components are defined as
Xˆiψ(x1, · · · , xn) = xiψ(x1, · · · , xn),
where ψ(x1, · · · , xn) ∈ L2(Rn). The self adjoint operator associated to the
momentum observable of a single quantum particle in Rn is the differential
operator Pˆ := (Pˆ1, · · · , Pˆn), whose components are defined as
Pˆiψ(x1, · · · , xn) = −i~ ∂
∂xi
ψ(x1, · · · , xn),
where ψ(x1, · · · , xn) ∈ L2(Rn).
9Ax. 6 - To each quantum system described by an Hilbert space H, there exists a
self-adjoint operator Hˆ with bounded-from-below spectrum, called Hamil-
tonian, and corresponding to the mechanical energy of the system, such
that the state of the system evolves in time according to the equation
i~
d
dt
ρˆ(t) = [Hˆ, ρˆ(t)],
provided that the quantum system is isolated.
Ax. 7 - Given a quantum system composed by N (finite) quantum particles, its
Hilbert space can be constructed from the Hilbert spaces associated to
each quantum particle, say {Hi,1p}i=1,··· ,N , as
H =
N⊗
i=1
Hi,1p.
Ax. 8 For quantum systems with Hilbert space H composed by N indistinguish-
able subsystems, the only physically admissible propositions are the ones
invariant under permutations. This means that if Uˆσ is the (unitary) op-
erator representing a permutation σ of {1, · · · , N} on H, the physically
admissible propositions are the ones associated to the orthogonal pro-
jectors Pˆ ∈ P(H) such that Uˆ−1σ Pˆ Uˆσ = Pˆ for every permutation σ of
{1, · · · , N}.
Ax. 9 Given a quantum system prepared in a state ρˆ, if at time t performing
a measurement, a particular proposition represented by the orthogonal
projector Pˆ ∈ P(H) is found to hold, the state of the quantum system
right after the measurement is given by
ρˆ′ =
Pˆ ρˆPˆ
T r(Pˆ ρˆ)
.
These axioms are not independent. In particular, a careful analysis of the math-
ematical structures behind them, suggests that only three are the basic underly-
ing principles. The first axiom simply tell us how to deal with the experimentally
testable propositions. It is the arrival point of quantum logic [8, 9], a field of re-
search founded by G. Birkhoff and J. Von Neumann with their pioneering paper
[10]. Although quantum logic is interesting in its own right, it cannot be consid-
ered a satisfactory basis for this axiom: there is no real justification (at least for
the Author) for the whole mathematical structure needed to derive it. Hence, no
real justification for this axiom seems to be available at the moment. This is not
the case for the second axiom. Indeed, once one looks for a probability measure
over the set of projectors, the Gleason’s theorem comes into help [11]. Essen-
tially, this theorem states that any probability measure on projectors defined on
a separable Hilbert space H, can be always written in the form used in axiom 2
provided that dimH > 2. In light of the axiom 4, we can see that the application
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of this theorem is justified. The third axiom can be seen as consequence of the
first two. Indeed, an observable of a physical system (in general, not necessarily
quantum) can be seen as the collection of possible observed outcomes, together
with the corresponding collection of propositions stating that a given outcome
of the experiment is observed. From this one can prove that to every observable
a self adjoint operator can be associated, through the use of the spectral theo-
rem [3, 12, 13, 14]. In light of axiom 2, and using the notion of spectral measure
[13, 14], the definition of expectation value given in axiom 3 follows. Axiom 4
is strictly related to the first and no actual justification seem to be available.
One may argue that it should be incorporated into the first, however this axiom
is valid only for a single quantum particle while the first holds for any system.
For this reason they must be kept separate. Axiom 5 and 6 are both conse-
quences of another basic fact: the law of physics of non-relativistic systems are
covariant under Galilean transformations. In fact, once one wants to represent
the Galilean group preserving the probabilistic structure derived from the first
four axioms (in particular, preserve the transition probabilities), one is natu-
rally lead to look for a strongly-continuous unitary representation of the group
over the Hilbert space of the axiom 4 (this cannot be done directly but one has
to consider the central extension of the Galilean group)[3, 13]. The generators
of a Galilean transformation give rise to the operator representations of various
physical observables like position, momentum, angular momentum and mechan-
ical energy. In particular, the fundamental commutation relation [Xˆ, Pˆ ] = iˆI
is obtained: then the Stone - Von Neumann - Mackey theorem [15, 16, 17, 18]
implies that the position and momentum operator must be the one of axiom
5. Finally applying the Stone theorem [15] to the operator representing the
time-translation, one can naturally derive the Schrödinger equation from which
axiom 6 follows. The seventh axiom can be derived from the previous ones by
means of quantum logic tools, using substantially the same arguments used to
describe a composite classical system [19]. Axiom 8 is nothing but the defini-
tion of indistinguishable objects. It is worth note that in this axiom, bosons
and fermions are two special cases. In general the so-called para-statistics are
allowed but they are not believed to be associated to any fundamental particle
(despite this, there have very interesting applications [20]). To conclude axiom
9, the controversial measurement postulate, within the statistical interpretation
does not represent a problem. It can be seen as the Bayesian update one has to
perform after a measurement: in this sense it cannot be derived from the pre-
vious but can be naturally added to them. In this respect one can see how the
measurement postulate is derived in Bohmian mechanics [5] [Cur5] via Bayes
theorem. A similar idea for the introduction of the measurement postulate can
be found in [21] where within the framework of quantum probabilities a quan-
tum Bayes theorem is derived. Finally a description of a (weak) measurement
process within the ordinary formalism of quantum mechanics, done entirely at
the level of the wave function and without invoking the measurement postulate,
can be found in [Cur9].
From the arguments briefly summarized above, one can see that the system
of postulates presented is essentially based on three principles:
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i) the use of Hilbert spaces in order to have a consistent statistical description
for a quantum system;
ii) the specific Hilbert space used for the description of a single quantum
particle;
iii) the use of the Galilean group as symmetry group for a non-relativistic
system.
This thesis is about the first two principles. In particular, a possible reason
for the two principles will be presented starting from an assumption about the
geometry of space. It will be shown that a point-like particle jumping at random
on a stochastic space exhibits quantum behavior once that the stochastic space is
"removed" a. The strategy used to prove that is based on information theoretical
tools, used to detect non-commutativity at the level of the algebraic description
of the system considered (particle + space). Once that this non-commutativity
is detected, ordinary algebraic theorems implies the such a description can be
done on Hilbert spaces.
This thesis is organized as follows. In chapter 2 two axiomatic models of
probability are presented: classical (commutative) and algebraic (non-commutative)
ones. Both of them are presented using a common language: the one of Hilbert
spaces. In chapter 3, an useful tool to detect non-commutativity is presented
and the construction of an algebraic probabilistic model from a classical model
is discussed. In chapter 4 the tools developed are applied to the description
of a point-like particle in a random 1-D space. It is proved that position and
momentum (velocity) of this particle are representable on a common algebraic
probability space only using non-commuting operators, once that the random
space is eliminated from the description. Limitations of this description are
discussed. In chapter 5 we pause for a moment to introduce the notion of point
process. In particular the class of determinantal point process is briefly reviewed.
In chapter 6, using the notion of determinantal point process and the idea de-
veloped in chapter 4, a model capable of recovering non-relativistic quantum
mechanics is discussed. To conclude, limitations and outlooks are discussed.
aThe explicit meaning of this operation will be explained in details later. For the moment
it is enough to say that after this operation, the stochastic space can no longer be described
in the probabilistic model associated to the particle.
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Chapter 2
Probability theories on
Hilbert spaces.
In this chapter we will describe two possible models of probability: the Kol-
mogorov’s measure-theoretic model and the algebraic modela. In section 2.1
the measure theoretic approach is briefly reviewed. The representation of this
probability model on a Hilbert space is studied, with particular attention to
the link between random variables and self-adjoint operator. This enables us
to represent a single random variable with an operator on some Hilbert space.
In section 2.2 the algebraic approach will be presented. A possible representa-
tion on Hilbert spaces and the impossibility of the use of the measure-theoretic
language due to non-commutativity is explained.
2.1 Classical probability in Hilbert space language.
In this section, we collect a series of results about measure-theoretic probability
theory and its algebraic formulation. After the introduction of the necessary
mathematical tools (a good reference is [3]), we will show how standard measure-
theoretic probability look like in Hilbert spaces [25].
2.1.1 Measure-theoretic probability, i.e. classical proba-
bility.
With the term classical probability we will refer to Kolmogorov’s formulation
of probability theory based on measure space. According to this framework,
the description of a random phenomenon is made by using the triple (Ω, E , P ),
called probability space, where
aIn some sense, von Neumann can be considered as the father of the algebraic approach,
despite we need to wait till 80’s in order to have a proper formalization [22, 23, 24].
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i) Ω is the sample space, and it represents the set of all possibile elementary
outcomes of a random experiment;
ii) E is a σ-algebra on Ω, namely a collection of subsets of Ω which is closed
under complementation and countable union. It can be understood as the
set of all propositions (also called events) about the random phenomenon
whose truth value can be tested with an experiment;
iii) P is a probability measure, namely a map P : E → [0, 1], which is nor-
malised (P (Ω) = 1) and σ-additive. If A ∈ E is an event, then we will
interpret P (A) as the degree of belief that the event A really happens.
Note that in Kolmogorov’s formulation, a probability space is nothing but a
measure space where the measure is normalised. A random variable X in this
context, i.e. a feature of a random phenomenon, is simply any P -measurable
map from the probability space to another measurable spaceb (M,M), hence
X : (Ω, E , P ) → (M,M). The image of the probability measure P , under the
map X, induces a (probability) measure on (M,M), µX := P ◦X−1, which is
called probability distribution of the random variable X. Statistical information
about a random variable X can be obtained from the expectation value, defined
as
E[X] :=
∫
Ω
X(ω)P (dω) =
∫
M
xµX(dx)
Sometimes, to emphasise the probability measure which we are using to compute
the expectation we write EP .
The definition given for P is rather obscure since we should explain the
meaning of “degree of belief”. This is a signature of the fact that the notion
of probability is a primitive concept in the measure-theoretic formulation. A
method we can use to measure P is explained by the (weak) law of large numbers
[25].
Theorem 1. Let {Ai}i∈N be a collection of independent events, namely P (∩iAi) =
ΠiP (Ai). If P (Ai) = p for all i, namely they have all the same probability, for
any  > 0, we have
lim
n→∞P
({
ω ∈ Ω
∣∣∣∣∣∣∣∣Kn(ω)n − p
∣∣∣∣ < }) = 1
where Kn(ω) =
∑n
j=1 χAj (ω) where χAj (ω) is the indicator function for the set
Aj.
Let us explain the meaning of this theorem, and what it tells us about the
measurement of probability. First of all, we should accept that P (A) = 1 means
to be sure that the event A is true. Assumed this, the meaning of this theorem
is hidden in the function Kn(ω). Consider the following collection of events
Aj := {in the trial j we found ω ∈ A} ∀j ∈ N.
bA measurable space is the couple (M,M) where M is a set andM is a σ-algebra on this
set. When equipped with a measure it becomes a measure space.
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For this collection of events, the function Kn(ω) is just the number of times we
observe ω ∈ A by repeating the observation n times. In addition the indepen-
dence hypothesis in the theorem ensures that the observation in the i-th trial
does not influence the j-th trial. Finally the requirement P (Ai) = p, ∀i ∈ N, is a
quite natural requirement: the probability that ω ∈ A is the same independently
on the trial. At this point the meaning of the theorem is clear: for sufficiently
many trials, the number of times we find ω ∈ A normalised to the total number
of trials, tend to be the number p with high probability. Notice that, despite this
theorem tells us how to measure P (via frequencies), we cannot use it to define
the meaning of P : it would be a recursive definition. This argument explains
why probability in the measure-theoretic framework is a primitive notion.
2.1.2 The algebra of functions L∞(Ω, E , P ).
Let (Ω, E , P ) be a probability space and consider the functions f : Ω → C
which are measurable with respect to the σ-algebra E . We also require f to be
bounded, namely ‖f‖ := supω∈Ω |f(ω)| <∞. Then we can define the following
class of functions
L∞(Ω, E , P ) := {f : Ω→ C|f is E-measurable, ‖f‖ <∞}
With the equivalence relation f ∼ g whenever P ({ω ∈ Ω|f(ω) = g(ω)}) = 1,
we can define the following object L∞(Ω, E , P ) = L∞(Ω, E , P )/ ∼. Defin-
ing the operation of sum, multiplication by a scalar and multiplication be-
tween functions in the usual way, L∞(Ω, E , P ) becomes an algebra of func-
tions. Finally, using the essential supremum norm ‖f‖∞ := ess supf = inf{α ∈
R | P ({ω ∈ Ω||f(ω)| 6 α}) = 1}, L∞(Ω, E , P ) is an abelian C∗-algebra of func-
tions (C∗ means that ‖f∗f‖∞ = ‖f‖2∞ which is true for the complex conjugation∗ and the essential supremum norm ‖ · ‖∞, see section 2.1.3 for more details).
Note that ess supf 6 sup f .
This object encodes, in an algebraic way, all the information encoded in the
underlying probability space. Clearly (Ω, E , P ) determines uniquely L∞(Ω, E , P ),
but the opposite is not exactly true. Indeed, given L∞(Ω, E , P ) we may con-
struct a σ-algebra by setting
E˜ := {p ∈ L∞(Ω, E , P )|p = p∗ = p2}
but this is not isomorphic to the original E , since we identified everywhere P -
equal functions in the construction of L∞(Ω, E , P ). E˜ is a measure algebra.
Nevertheless this is an advantage instead of a limitation. Indeed, measure al-
gebra is a coherent way to exclude set of zero measure from the probability
space describing the random phenomenon (see Sec. 1.7 in [26]). Over this σ-
algebra, we can define a probability measure P˜ : E˜ → [0, 1] as P˜ (f) := φ(f) for
any f which is E˜-measurable, where φ is a positive normalised linear functional
defined to be φ(f) =
∫
Ω
f(ω)P (dω). Summarising, starting from the algebra
L∞(Ω, E , P ) we can construct a probability space (Ω, E˜ , P˜ ) which is equivalent,
up to zero measure set, to the probability space (Ω, E , P ).
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Consider an ordinary random variable X : (Ω, E , P ) → (M,M). Since
(M,M, µX) is a probability space as well, we can associate to it an abelian
C∗-algebra of functions. In this picture, X can be seen as a linear map between
algebras which respects the multiplication, namely a C∗-algebra homomorphism.
Thus we can say that the algebraic analogous of the random variable X is the
C∗-algebra homomorphism xX : L∞(Ω, E , P ) → L∞(M,M, µX). We can see
that a random phenomenon described in measure theoretic language, can be
equivalently described using (abelian) algebras: this is part of the algebraic ap-
proach to probability theory. We conclude this section by observing that, in the
algebraic approach, the role of the random variables is central: the elements of
L∞(Ω, E , P ) are functions on (Ω, E , P ), i.e random variables.
2.1.3 From probability spaces to abelian von Neumann
algebras.
We have seen that the information encoded in (Ω, E , P ), can be encoded in an
equivalent manner in the algebra L∞(Ω, E , P ). Now, we will establish a link
between the algebra L∞ and a suitable von Neumann algebra of operators over
some Hilbert space.
In general, an algebra A is a vector space equipped with a product operation.
Typically such product is assumed to be associative and in some case, it can be
commutative. An algebra can have or not the unit element with respect to this
multiplication but in what follows we will always consider algebras with unit.
We will always consider algebras having a norm defined on it, labeled by ‖·‖. It
is also useful to consider algebras equipped with an additional map ∗ : A → A,
such that (a∗)∗ = a, which is called involution (examples of involutions are the
complex conjugation for functions or the adjoint operation for operators). At
this point, we may define what is a C∗-algebra.
Definition 1. Let A be an algebra with a norm ‖ · ‖ and an involution ∗. If A
is complete with respect to the norm ‖ · ‖ we call this algebra ∗-algebra. If in
addition,
‖a∗a‖ = ‖a‖2
we say that A is a C∗-algebra.
Completeness of A is understood in the usual way: all the Cauchy sequences
in A with respect to a given norm are also convergent sequences. Given a ∗-
algebra A, a generic element a ∈ A is said to be self-adjoint if a = a∗, while it
is said to be positive (and we will write a > 0) if we can write a = b∗b, for some
b ∈ A.
Definition 2. Let A be a ∗-algebra , a state over A is a linear functional
φ : A → C which is positive (φ(aa∗) > 0 for any a ∈ A) and normalised
(φ(I) = 1, where I is the unit of A).
Note that the definitions above are very abstract in the sense that we do
not need to define explicitly the sum, the product, the norm or the involution.
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For this reason A is called abstract algebra if such information are not declared.
When all the features of the algebra are explicited, we speak of concrete algebra.
Let us restrict our attention to the case of algebras of operators in some Hilbert
space H, and in particular to A = B(H) (the bounded operators over an Hilbert
space H) which is a concrete algebra. Thanks to the notion of positivity, we
have a natural ordering operation > between the elements of the algebra, i.e.
given two operators Aˆ1 and Aˆ2, the writing Aˆ1 > Aˆ2 means Aˆ1 − Aˆ2 > 0.
Definition 3. Let A be an operator algebra and {Aˆi}i=1,2,··· be an increasing
sequence of operators in A with strong limit s− limn→∞ Aˆn = Aˆ, namely Aˆ1 6
Aˆ2 6 · · · and limn→∞ ‖Aˆn − Aˆ‖ = 0 for some Aˆ ∈ A. A state φ is said to be
normal if limn→∞ φ(Aˆn) = φ(Aˆ).
A normal state φ on B(H) can be written as φ(·) = Tr [ρˆ · ] for some
ρˆ ∈ B1(H) (see Th. 7.1.12 in [27]).
Definition 4. Let A be an algebra of operators and φ : A → C a state on it.
Take some Aˆ ∈ A, if φ(Aˆ∗Aˆ) = 0 implies Aˆ = 0, then φ is said faithful.
Among algebras of operators a very important class is the one of von Neu-
mann algebras.
Definition 5. Let H be an Hilbert space, a von Neumann algebra V(H) is a ∗-
sub-algebra of B(H) which is strongly closed (i.e. the strong limit of any sequence
of operators in V(H) converge to some operator which is still in V(H)).
In general, any von Neumann algebra is a C∗-algebra, but the opposite is
not true. Von Neumann algebras are concrete algebras, however in general one
should consider more abstract algebras, not necessarily composed of operators,
hence it is useful to introduce also the notion of representation.
Definition 6. Let A be an algebra with involution and H an Hilbert space. An
homomorphism pi : A → B(H) preserving the involution is called representation
of A on H. A representation is said faithful if it is one-to-one.
We now have all the notions needed to state the main theorem of this sec-
tion. Consider the algebra L∞(Ω, E , P ) and for any f ∈ L∞(Ω, E , P ) define the
operator Mˆf on the Hilbert space L2(Ω, E , P ) as
Mˆfψ(ω) = f(ω)ψ(ω) ψ(ω) ∈ L2(Ω, E , P )
Clearly, such a representation is faithful and represents L∞(Ω, E , P ) as multi-
plicative operators on L2(Ω, E , P ). This is the link mentioned in the beginning.
More formally we have the following theorem.
Theorem 2. Let (Ω, E , P ) be a probability space. Then the algebra Vc(L2(Ω, E , P )) :=
{Mˆf |f ∈ L∞(Ω, E , P )} is an abelian von Neumann algebra on the Hilbert space
L2(Ω, E , P ) and
φP : Mˆf 7→
∫
Ω
f(ω)P (dω)
is a faithful normal state on Vc(L2(Ω, E , P )).
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Proof. See Appendix.
More generally, the results obtained till now can be reversed: starting from
a generic abelian von Neumann algebra we may construct a probability space
[25].
Theorem 3. Let A be an abelian von Neumann algebra of operators and φ a
faithful normal state on it. Then there exist a probability space (Ω, E , P ) and a
linear correspondence between A and L∞(Ω, E , P ), Aˆ 7→ fAˆ, such that
fAˆBˆ = fAˆfBˆ fAˆ∗ = (fAˆ)
∗
‖fAˆ‖∞ = ‖Aˆ‖ E[fAˆ] = φ(Aˆ).
Summarising, the theorem above tells that any abelian C∗-algebra of func-
tions, which is constructed from a probability space, can be described in an
equivalent way by using multiplicative operators over a suitable Hilbert space
that one can construct from the probability space itself. It is important to
observe that the state φP is not constructed from the vectors of L2(Ω, E , P ).
Finally, despite we are describing a classical probability space using an Hilbert
space, this Hilbert space changes when we change the probability measure P .
2.1.4 Essentials of spectral theory for bounded operators.
Here we introduce the basic notions and theorems about the spectral theory of
bounded operators which will be used later. The central object of the spectral
theory is the notion of PVM [3]. In order to define them in the whole generality,
we recall that a second-countable topological space (X,T ) is a set X with a
topology T (collection of open sets) whose elements can be seen as the countable
union of basis sets (i.e. elements of T which cannot be seen as unions of other
sets).
Definition 7. Let H be an Hilbert space, (X,T ) a second-countable topological
space and B(X) the borel σ-algebra on X. The map Pˆ : B(X)→ B(H) is called
projector-valued measure (PVM) on X, if the following conditions holds
i) Pˆ (B) > 0 for any B ∈ B(X);
ii) Pˆ (B)Pˆ (B′) = Pˆ (B ∩B′) for any B,B′ ∈ B(X);
iii) Pˆ (X) = Iˆ;
iv) if {Bn}n∈N ⊂ B(X) with Bn ∩Bm = {∅} for n 6= m, then
∞∑
n=0
Pˆ (Bn) = Pˆ
( ∞⋃
n=0
Bn
)
The support of the PVM is the closed set defined as supp(Pˆ ) := X/{∪A|A ∈
T , Pˆ (A) = Oˆ}. When X = Rn, Pˆ is said bounded if supp(Pˆ ) is a bounded set.
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In the above definition Oˆ is simply the null operator. Because a (Z,P(Z)),
where P(A) means the power set of A, and (Rn, To), where To is the ordinary
euclidean topology, are second-countable topological spaces, with the above def-
inition we may treat at the same time the continuous and discrete cases. PVMs
are useful because they allow to define operator-valued integrals with respect to
them. In fact, if we consider a bounded function g : X→ C which is measurable,
we can define
Fˆ (g) :=
∫
X
g(x)Pˆ (dx)
which is called integral operator in Pˆ and it is a (bounded) operator on H. We
observe that ∫
X
g(x)Pˆ (dx) =
∫
supp(Pˆ )
g(x)Pˆ (dx)
for any measurable bounded function g, because the PVM vanishes for all
A /∈ supp(Pˆ ). One can prove that, if g is measurable and bounded, then
‖ ∫
X
g(x)Pˆ (dx)‖ 6 ‖g|supp(Pˆ )‖∞ and also that the integral operator is posi-
tive for g positive. Related to PVM, another important quantity is the spectral
measure.
Definition 8. Let ψ ∈ H, the map µψ : B(X)→ R defined as
µψ(E) := 〈ψ|
∫
X
χE(x)Pˆ (dx)ψ〉 E ∈ B(X),
where 〈·|·〉 is the scalar product of H, is a real and positive measure on R called
spectral measure associated to ψ.
Note that if ψ ∈ H is normalised, then also µψ is. An important property
for any bounded and measurable function g on X is the following:
〈ψ|
∫
X
g(x)Pˆ (dx)ψ〉 =
∫
X
g(x)µψ(dx)
which is simply a consequence of the fact that we may always write g(x) as limit
of a sum of indicator functions. This last equality is very important in quantum
physics. Since
∫
X
f(x)Pˆ (dx) is an operator on H, i.e. Fˆ (g), the above equality
tells that the quantum mechanical expectation 〈ψ|Fˆ (g)ψ〉 coincides with the
ordinary expectation value E[g] when it is computed with the spectral measure.
As we will see, this is a very general feature of self-adjoint operators.
At this point we can state (without proof) the two central theorems of the
spectral theory for bounded operators. The first important theorem is the spec-
tral decomposition theorem for self-adjoint operators in B(H) which tells that
every self-adjoint operator in B(H) can be constructed integrating some function
with respect to a specific PVM, and it is completely determined by it.
Theorem 4 (Th. 8.54 in [3]). Let H be an Hilbert space and Aˆ ∈ B(H) a
self-adjoint operator.
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a) There exists a unique and bounded PVM Pˆ (Aˆ) on R such that
Aˆ =
∫
supp(Pˆ (Aˆ))
xPˆ (Aˆ)(dx);
b) σ(Aˆ) = supp(Pˆ (Aˆ)), where σ(Aˆ) is the spectrum of the operator Aˆ;
c) If f is a bounded measurable function on σ(Aˆ), the operator f(Aˆ) :=∫
σ(Aˆ)
f(x)Pˆ (Aˆ)(dx) commutes with every operator in B(H) which com-
mutes with Aˆ.
The second important theorem is the so called spectral representation theo-
rem of self-adjoint operators in B(H). This theorem tells that every bounded
self-adjoint operator on H can be represented as a multiplicative operator on
some L2 Hilbert space, which is basically constructed from its spectrum.
Theorem 5 (Th. 8.56 in [3]). Let H be an Hilbert space, Aˆ ∈ B(H) a self-
adjoint operator and Pˆ (Aˆ) the associated PVM. Then
a) H splits as Hilbert sum H = ⊕i∈IHi (with I at most countable if H is
separable), where Hi are closed and mutually orthogonal subspaces such
that
i) ∀i ∈ I, then AˆHi ⊂ Hi;
ii) ∀i ∈ I there exist a positive finite borel measure µi on the Borel sets
of σ(Aˆ) ⊂ R, and a surjective isometry Uˆi : Hi → L2(σ(Tˆ ), µi) such
that
Uˆi
(∫
σ(Aˆ)
f(x)Pˆ (Aˆ)(dx)
)∣∣∣∣
Hi
Uˆ−1i = f ·
for any bounded measurable f , where f · means multiplication by f in
L2(σ(Aˆ), µi).
b) σ(Aˆ) = supp({µi}i∈I) where supp({µi}i∈I) is the complement to the set
of λ ∈ R for which there is an open set Bλ ⊂ R such that λ ∈ Bλ and
µi(Aλ) = 0 for all i ∈ I.
c) If H is separable there exist a measure space (MA,ΣA, µA) with µA(MA) <
+∞, a bounded map FA : MA → R and a unitary operator UˆA : H →
L2(MA, µA) satisfying(
UˆAAˆUˆ
−1
A g
)
(x) = FA(x)g(x)
for any g ∈ H.
Note that in c) the measure is not uniquely determined by Aˆ. This theorem
is a more general version of the well known result about the splitting of an
Hilbert space as direct sum of eigenspaces associated to a self adjoint operator.
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Let us conclude this section observing that the spectral decomposition theo-
rem tells that any self-adjoint operator (i.e. a possible quantum observable) can
always be seen as an integral operator and that this decomposition is unique.
The spectral measure allows to compute the quantum expectation as an ordi-
nary expectation and, finally, the spectral representation theorem tells that the
whole algebraic structure described in section 2.1.3 is present. This means that
the complete probabilistic description of a single quantum observable is possible
by using measure-theoretic probability.
2.1.5 Ordinary probability in Hilbert spaces.
We concluded the previous section observing that for a single quantum observ-
able we can use measure-theoretic probability without problems. In this section
we want to see how we can do the opposite: describe a measure-theoretic ran-
dom variable with operators over an Hilbert space. In section 2.1.2 we have seen
that to any measure-theoretic probability space, (Ω, E , P ), we may associate an
abelian C∗-algebra of functions, L∞(Ω, E , P ), which can always be represented
by using multiplicative operators over the Hilbert space L2(Ω, E , P ), i.e. the
commutative von Neumann algebra Vc(L2(Ω, E , P )), as shown in theorem 2.
Such a theorem also tells that expectations with respect to a probability mea-
sure are nothing but states over Vc(L2(Ω, E , P )). We also observed that the
Hilbert space L2(Ω, E , P ) strongly depends on the probability measure of the
underlying probability space, and so a change of the probability measure would
change the Hilbert space. However, the spectral representation theorem sug-
gests that we may find a “bigger Hilbert space” (namely H = ⊕iHi, as defined
in the theorem) where this dependence on the probability measure seems to
disappear. Finally, the spectral measure, introduced in section 2.1.4, seems to
allow us to move the probabilistic content from the original probability mea-
sure to (functional of) function of this “bigger Hilbert space”. In this section
we want to study better this mechanism. More precisely, we want to discuss
the following problem: how it is possible to construct explicitly an Hilbert space
(independent on the probability measure), an operator and a state (defined as in
definition 2) on a suitable algebra of operators on H, which are capable to give
the same statistical prediction about a random variable described in ordinary
measure-theoretic setting.
Consider a probability space (Ω, E , P ), a measurable space (M,M) and a
random variable X : Ω→ M on it. As usual X induces a distribution νX such
that (M,M, νX) is a probability space. Algebraically, the random variable X
can be seen as the map x : L∞(Ω, E , P )→ L∞(M,M, νX). Clearly the random
variable X can be seen also as the identity map on L∞(M,M, νX), and any
expectation EP can be computed using a suitable state φνX over this algebra,
i.e. EP [f(X)] = φνX (f(X)). This fact does not change if we represent the
element x ∈ L∞(M,M, νX), corresponding to the original random variable X,
as a multiplicative operator Mˆx acting on L2(M,M, νX), i.e. if we consider
the abelian von Neumann algebra of operators A := {Mˆf |f ∈ L2(M,M, νX)}
on this Hilbert space. Clearly L2(M,M, νX) changes as we change the initial
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probability measure P . Consider now the Hilbert space H = ⊕iHi of the
spectral representation theorem and a bounded operator Tˆ ∈ B(H) on it with
spectrum σ(Tˆ ). Then take the surjective isometry of the theorem, i.e. Uˆi :
Hi → L2(σ(Tˆ ), µi). The idea is to use Uˆi to map L2(M,M, νX) in some Hi
and to construct H from it. If we want to do that we can set:
a) σ(Tˆ ) = M ,
b) µi = νX .
This allows to write that Uˆi : Hi → L2(M,νX) (we omit the σ-algebra M for
simplicity). These requirements can be explained as follows. Since we want
to represent with Tˆ the random variable X (note that Tˆ is not the operator
Mˆx seen before) and encode the probabilistic content of (M,M, νX) (and so of
(Ω, E , P )) in some suitable object defined onH, the requirement a) simply means
that the set of eigenvalues of the operator coincides with the set of outcomes
of the random variable. This tells us how to construct the operator Tˆ since
the spectrum uniquely identifies the operator. The requirement b) is needed
in order to encode the statistical information in functionals of elements of H,
allowing the Hilbert space, on which Tˆ is defined, to be capable to contain
information about P . Note that at this level it is not clear what the meaning
of the index i is (which is important for the construction of H = ⊕iHi) in the
original probability space. Observing that this index determines the dimension
and separability property of the Hilbert space, let us try to attach it to some
feature of the random variable we want to represent. In particular, we assume
that i labels the outcome of X, i.e. i = x ∈M . This immediately implies that
H =
⊕
x∈M
Hx
where ⊕ means direct sum or direct integral according to the cardinality of M ,
while the operator representing X is simply
Tˆ :=
∫
M
xPˆ (Tˆ )(dx)
where Pˆ (Tˆ )(dx) is the PVM having M as support. Note that in this way
TˆHx ⊂ Hx, i.e. Pˆ (Tˆ )(dx)|x〉 = |x〉 for any |x〉 ∈ Hx, as required by the spectral
decomposition theorem. By construction the operator Tˆ has a non-degenerate
spectrum and if M is a bounded subset of R, the spectrum of Tˆ is bounded,
implying that Tˆ is a bounded operator. Let us assume this for the rest of this
section. The only thing that we miss is how to represent the probability dis-
tribution νX . At this point, we assume that the random variable X is discrete
hence ν(x) can be interpreted as the probability to have X = x. In general
on (M,M, νX) we can describe, together with X, all random variables f(X),
where f : M →M are measurable and bounded functions, and they correspond
to the operators f(Tˆ ). Hence, since ν(x) is a bounded and measurable function,
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it can be represented as
ρˆν := ν(Tˆ ) =
∫
M
ν(x)Pˆ (Tˆ )(dx).
Note that ρˆ ∈ B1(H), because ν(x) is a probability. In section 2.1.3 we have
seen that a normal state φ(·) on B(H) can be always written as Tr [ρˆ · ] for
some trace class operator ρˆ. The set of all the operators f(Tˆ ), equipped with
the operation of sum and product of operators, forms a sub-algebra of B(H)
which is in one-to-one correspondence (via the surjective isometry Uˆx) with an
abelian von Neumann algebra. Thus this set of operators form an abelian von
Neumann algebra, which we label by VT . Then if we impose that states on VT
coincide with states of L∞(M,M, νX) (inheriting all their properties), we must
have
EνX [f(X)] = Tr
[
ρˆf(Tˆ )
]
(2.1)
for any f measurable and bounded function on M . This implies that ρˆ = ρˆν .
Note that, this time given νX (i.e. P ) we can determine a unique object which
encodes all the probabilistic information of the random phenomenon under
study.
Heuristically, it seems that we can write the following formal “correspondence”
P (dω)↔ ρˆP∫
· · · ↔ Tr [· · · ]
which anyhow should be taken with care. First, additional difficulties are added
if one drops the assumption that M is a bounded subset of R. Another dif-
ficulty arises if we want to describe continuous randoms variable taking value
on R. These difficulties may be overcome, from a practical point of view, by
seeing continuous unbounded operators as the limit of bounded operators with
discrete spectrum: this is the solution that we will adopt in chapter 4 to deal
with continuous unbounded random variables. Rigorous approaches to treat
algebraically unbounded operators are available [27], while the notion of (gener-
alized) eigenvalues for continuous unbounded operators can be formalized, from
the mathematical point of view, using the Gel’fand triples [28].
2.2 Algebraic probability spaces.
We have seen that the usual measure-theoretic formulation of probability the-
ory can be encoded in a satisfactory way in an abelian von Neumann algebra
of functions. This suggests that a more general formulation of probability the-
ory is possible in an algebraic context, allowing to obtain a non-commutative
probability theory [29, 30, 31].
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2.2.1 Basic definitions.
Some of the basic definitions we need in order to describe the algebraic approach
to probability, have been already introduced in section 2.1.3. For notions like
algebra, involution, state (and its classification) and representation, we will refer
to that section.
Definition 9. The pair (A, ω) where A is a ∗-algebra with unit, and ω : A → C
a state on it, is called algebraic probability space.
We will restrict our attention to the case where A is also C∗ quickly. Note
that the commutativity of A is not required in the definition. In section 2.1.3
we saw that in the abelian case, if a ∈ A, ω(a) ∈ C is its expectation value.
If a = a∗ (i.e. a is self-adjoint), then one can prove that ω(a) ∈ R, thus
self-adjoint elements of the algebra correspond to real-valued random variables.
More generally, the elements of a generic algebra can be interpreted as random
variables, as the following definition suggests.
Definition 10. Given an algebraic probability space (A, ω) and another ∗-
algebra with unit B, then an homomorphism j : B → A preserving the unit
and the involution, is called an algebraic random variable.
This definition is just an extension of the notion of random variable, used
in the abelian case, to general algebras. As in ordinary probability theory, the
algebraic random variable j, induces a state, ωj = ω ◦ j called distribution, such
that (B, ωj) is another algebraic probability space.
2.2.2 Two possible representations of an algebra.
Algebras are very abstract objects. For this reason, the notion of representation
is very important. Here we will review the two basic representation theorems
that we have at disposal, in order to pass from an abstract algebra to some
concrete algebra.
A general result which allows to represent a generic abstract C∗-algebra with
a concrete C∗-algebra of operators is the celebrated GNS theorem. First we need
to introduce some terminology: a representation is called a ∗-representation if
it preserves the involution, while a vector ψ ∈ H is said to be cyclic for a
representation pi, if span{pi(a)ψ|a ∈ A} is a dense subspace of H [3, 12].
Theorem 6. Let A be a C∗-algebra with unit and ω : A → C a state. Then:
i) there exists a triple (Hω, piω,Ψω) where Hω is an Hilbert space, piω : A →
B(Hω) is a ∗-representation of A on the C∗-algebra of bounded operators
on Hω, and Ψω ∈ Hω is a vector, such that:
a) Ψω is a unit vector, cyclic for piω;
b) 〈Ψω|piω(a)Ψω〉 = ω(a) for any a ∈ A.
ii) If (H, pi,Ψ) is a triple such that:
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a) H is an Hilbert space, pi : A → B(H) is a ∗-representation and Ψ ∈ H
is a unit vector cyclic for pi;
b) ω(a) = 〈Ψ|pi(a)Ψ〉;
then there exits a unitary operator Uˆ : H → Hω such that Ψ = UˆΨω and
piω(a) = Uˆpi(a)Uˆ
−1 for any a ∈ A.
Note that in general, Hω 6= Hω′ for ω 6= ω′. If Hω is finite dimensional,
then A is also a von Neumann algebra; in the infinite dimensional case, this
is not true anymore. Because of this theorem, we will always use algebras of
operators over some Hilbert space instead of abstract objects. For completeness,
we mention that a GNS theorem for ∗-algebras with unit is also available (see
Th. 14.20 in [3] ). The contents of such a theorem are more or less the same of
the GNS theorem presented here. However, it allows to represent elements of a
∗-algebra with unbounded operators which are closable over a state dependent
domain Dω. This version of the GNS theorem allows to threat in a more rigorous
way unbounded random variables using unbounded operators over some Hilbert
space, as mentioned at the end of section 2.1.5. If A is commutative, we have
another result which allows to represent abstract C∗-algebras with continuous
functions over some space: the commutative Gel’fand-Naimark theorem[3].
Theorem 7. Any commutative C∗-algebra with unit A is ∗-isomorphic (i.e. the
involution is preserved under the isomorphism) to the commutative C∗-algebra
with unit of continuous functions on ∆(A), C(∆(A)) (which is C∗ with respect
to the norm ‖ · ‖∞), where
∆(A) := {φ : A → C | φ(ab) = φ(a)φ(b) ∀a, b ∈ A, φ non trivial}.
Such ∗-isomorphism (called Gelfand’s transform) is isometric.
Note that the GNS theorem holds also for the commutative case but only
in the abelian case we can construct the measure-theoretic probability space.
This fact has important consequences on the concrete interpretation of algebraic
probability spaces.
2.2.3 Some effect of non-commutativity.
Let us discuss some differences between the commutative and the non-commutative
case, which are relevant for quantum theory, but the list of differences does not
end here.
i) The lattice of projectors. Given a ∗-algebra A, we call p ∈ A orthogonal
projector if p = p∗ = p2 and the set of projectors on A will be labeled
by P(A). From the abelian case, we have seen that the σ-algebra of
the associated probability space can be constructed from this structure
(P(A) = E˜ , in section 2.1.2). From the mathematical logic point of view,
this means that in the abelian case P(A) has the structure of a distributive
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lattice (i.e. a Boolean lattice which is always isomorphic to a Boolean σ-
algebra). In the non-commutative case, this structure changes: P(A) has,
in general, the structure of an orthomodular lattice (modularity depends
on the type of factor of A). The practical consequence is that we cannot
interpret the propositions about “non-commutative random phenomena”
using ordinary propositional calculus (the logical connectivities AND and
OR are problematic) which is exactly what happens in quantum logic.
ii) The CHSH inequality. Consider two von Neumann algebras A and B
(which are automatically C∗) that are mutually commuting and A,B ⊂
B(H). Let ω be a normal state for both algebras (hence a positive nor-
malized linear functional from B(H) to C) and define
β(ω,A,B) := supω (a1[b1 + b2] + a2[b1 − b2])
where the sup is taken over all a1, a2 ∈ A and b1, b2 ∈ B having norm less
than 1. Then if at least one of these two algebras is abelian one can prove
that β(ω,A,B) 6 2 for all states ω. When both A and B are non-abelian,
then this bound can be violated: it is known that the maximal violation
is β(ω,A,B) = 2√2 [32]. The degree of violation depends on the type of
algebra: for two mutually commuting, non-abelian von Neumann algebra,
if the Schlieder property holds [29] (i.e. ab = 0 for a ∈ A and b ∈ B implies
either a = 0 or b = 0) then there exists a normal state which maximally
violate the inequality. This is nothing but the well known CHSH inequality
of quantum mechanics [33].
iii) Dispersion free state. Let A be a von Neumann algebra, we say that a
state ω is dispersion-free if ω((a − ω(a))2) = 0 for all a ∈ A. In the
abelian case, a pure state can be characterised as the states for which
ω(ab) = ω(a)ω(b) holds for any a, b ∈ A. Cleary, the pure states in abelian
case are dispersion-free. In the non-abelian case dispersion-free states do
not exist. In quantum mechanics this is a well known fact, and it is called
Heisenberg uncertainty principle. We will use this fact in chapter 3 to
study a possible characterization of non-commutativity.
Other differences which are relevant from the physical point of view, between
commutative and non-commutative case are, for example, the way one composes
two algebras, or the algebraic generalization of the notions of independence and
conditional expectation [29].
Chapter 3
Signature of
non-commutativity
In the previous chapter, we have seen how it is possible to represent random
variables on some probability space with operators on a Hilbert space. Dif-
ferent random variables on the same probability space corresponds to different
operators, but all these operators are diagonal on the same basis (i.e. they
all commutes). If we consider two random variables defined on two different
probability spaces, this is not a priori true. In section 3.1 we present a tool, the
entropic uncertainty relations, which can be used to test if two random variables
are diagonal on the same basis or not. In section 3.2 a method, to map two
random variables fulfilling an entropic uncertainty relation with operators on
the same Hilbert space, is described.
3.1 Entropic uncertainty relations
The non-existence of dispersion-free states in a non-commutative probability
space suggests that we cannot have delta-like marginals (of some joint proba-
bility distribution) for all the random variables of our algebra. Following this
intuitive idea, we introduce a natural measure of the “spread” of a given proba-
bility distribution and then we discuss how this measure behaves in presence of
non-commuting random variables.
3.1.1 Entropy in information theory
A natural measure we can use to quantify the spread of a given probability
distribution is the Shannon entropy. Such entropy is the basic notion of classical
information theory and for this reason it is sometimes claimed (especially in
quantum physics [34]) that it cannot be used for non-commutative probability
spaces. From the mathematical point of view, this claim is not true, simply
because any non-commutative algebra always admits a commutative sub-algebra
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where classical information theory can be applied. In addition, the Shannon
entropy is not sensitive to the origin of probability [35]: it is associated to a
single random variable.
We will introduce the Shannon entropy as done in [36], which is different
to Shannon’s original approach. Naïvely speaking, information quantifies the
number of things we do not know about a given random phenomenon. In other
words, information quantifies the unexpectedness of an event E relative to a
random variable X. Let IX(E) be a measure of this unexpectedness; it is
reasonable to require that
i) IX(E) is a function of the probability of E to occur, and not directly a
function of the event E;
ii) IX(E) is a smooth function of the probability;
iii) if E and F are two disjoint events (hence independent), then IX(E,F ) =
IX(E) + IX(F ).
It is not difficult to see that IX(E) = k logb(P (E)) fulfils the three requirements.
Typically k = −1 and b = e are chosen, and this function is called information
content of the event E. The Shannon entropy can be thought as the expec-
tation value of the information content of the elementary events (E = {ω}),
i.e. H(X) := E[IX ]. Consider a discrete random variable taking values over a
discrete set {x1, · · · , xN}, then H(X) is just
H(X) = −
N∑
i=1
pi log pi (3.1)
where pi := P [X = xi] where xi is one of the possible outcomes of the random
variable X. To better understand how H(X) quantifies the spread of a distri-
bution, let us consider the case of a certain event (determinism). Suppose we
know that the event E := {X = k} is always true. Then clearly pi = δik, which
gives H(X) = 0: the event is certain so our unexpectedness is zero (note we
assumed 0 log 0 = 0, as typically done in information theory). Since −x log x
is always positive for x ∈ [0, 1] it is not difficult to understand that H(X) = 0
only for delta-like distributions. In addition iii) suggests that the more elemen-
tary events contribute to H(X), namely the more elementary events have non
zero probability, the lager its value will be. In this sense we can use H(X) to
quantify the spread of a probability distribution.
As already observed at the beginning of this section, the only requirement
needed on {pi} in order to define H(X) is that they come from a σ-additive, nor-
malised measure, which happens in any algebraic probability space (σ-additive
means that the measure remains finite even for countable unions of events). In
the non-commutative case some usual properties of H do not hold: as a rule of
thumb, all properties which depend on vectors of random variables (like (X,Y ))
should be checked with care.
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3.1.2 What is an entropic uncertainty relation?
Entropic uncertainty relations are a way to introduce an uncertainty principle
for generic observables in quantum mechanics. Here we will review the known
bounds which are interesting for our discussion. The results presented here can
be found in [37, 38, 39, 40, 41, 42].
Entropic uncertainty relations are relevant relations between self-adjoint op-
erators in an Hilbert space. Let us start with a “preliminary definition”.
Definition 11. Consider a Hilbert space H and two self-adjoint operators on
it, Aˆ and Bˆ. Then if
Hρˆ(Aˆ) +Hρˆ(Bˆ) > C ∀ρˆ ∈ B1(H),
where C is a fixed positive number independent on ρˆ, we say that Aˆ and Bˆ fulfil
an entropic uncertainty relation.
In the definition above, Hρ(Aˆ) is the Shannon entropy computed with the
probability distribution µρˆ(·) = Tr
[
ρˆPˆ (Aˆ)(·)
]
, where Pˆ (Aˆ)(·) is the PVM associ-
ated to Aˆ. The same holds for Bˆ. We can clearly see why this definition should
be taken with care: according to definition 3.1, what is the Shannon entropy if
the spectrum of the operator is continuous? We will provide a more rigorous
definition in the next section, for the moment we just observe that if the Hilbert
space is finite dimensional this definition works (because all operators are com-
pact). Typically, in quantum information, one is interested in finding the bound
C (i.e. in the minimisation problem minρˆ∈B1(H)[Hρˆ(Aˆ) +Hρˆ(Bˆ)]).
As a first example of the aforementioned bound (i.e. of entropic uncertainty
relation), let us consider the following theorem [41].
Theorem 8. Let Hρˆ(Aˆ) and Hρˆ(Bˆ) be the Shannon entropies associated to two
non-degenerate self-adjoint operators Aˆ and Bˆ over a finite dimensional Hilbert
space H. Assume that {|φa〉}a∈σ(Aˆ) and {|ψb〉}b∈σ(Bˆ) are basis of eigenvectors
of Aˆ and Bˆ respectively. Then ∀ρˆ ∈ B1(H)
Hρˆ(Aˆ) +Hρˆ(Bˆ) > −2 log(max
a,b
|〈φa|ψb〉|).
We can see that, if the scalar product between eigenvectors is less than 1 (i.e.
Aˆ and Bˆ cannot be diagonalised at the same time, [Aˆ, Bˆ] 6= 0) the bound is non-
zero. This result can be generalized to the case of POVMs (which are defined
as PVMs except that ii) in definition 7 is not required to hold), which encodes,
as special case, that of degenerate operators [42]. Because we do not need all
this generality, we consider the PVM case only, which can be obtained from
theorem 8 by replacing the argument of the logarithm with maxab(‖Pˆ (Aˆ)a Pˆ (Bˆ)b ‖)
(here Pˆ (Aˆ)a is the projector on the eigenspace associated to a ∈ σ(Aˆ); same for
Pˆ
(Bˆ)
b ). It is worth to say that theorem 8, and its generalisations, is a consequence
of the Riesz-Thorin interpolation theorem for Lp-spaces [43]. From the physical
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point of view this means that no physical assumption is needed to derive this
theorem: in this sense it does not depend on the physical interpretation of the
mathematical objects. Also in infinte dimensional Hilbert spaces we have a sim-
ilar theorem. Nevertheless this time we need to face the problem that operators
do not admit in general only a point spectrum. To include also the continuos-
spectrum case, avoiding to introduce the “continuous version” of the Shannon
entropy (i.e. the differential entropy [44], which is not properly a generalisation)
the idea is simply to partition the spectrum. Given a generic operator Aˆ on an
infinite dimensional Hilbert space H, a partition of the spectrum is a collection
of set {Ei}i∈I such that σ(Aˆ) = ∪i∈IEi. Given this partition of the spectrum
and ρˆ ∈ B1(H), we can associate to it a set of probabilities {p(ρˆ)i }i∈I computed
via the formula p(ρˆ)i = Tr
[
ρˆPˆ (Aˆ)(Ei)
]
. Using this distribution we can compute
Hρˆ(Aˆ). Then we have the following theorem [40].
Theorem 9. Let Hρˆ(Aˆ) and Hρˆ(Bˆ) be the Shannon entropies associated to self-
adjoint operators Aˆ and Bˆ over (possibly infinite dimensional) Hilbert space H.
Assume that {Ei}i∈I and {Fj}j∈J are two different partitions of the spectrum
of Aˆ and Bˆ, respectively. Then ∀ρˆ ∈ B1(H)
Hρˆ(Aˆ) +Hρˆ(Bˆ) > 2 log
(
2
supi,j ‖Pˆ (Aˆ)(Ei) + Pˆ (Bˆ)(Fj)‖
)
.
Again, we can see that if Aˆ and Bˆ commute, the RHS vanishes (since 1 6
supi,j ‖Pˆ (Aˆ)(Ei) + Pˆ (Bˆ)(Fj)‖ 6 2 and the upper bound is reached if and only if
Pˆ (Aˆ)(·) and Pˆ (Bˆ)(·) have common eigenvectors).
Using the two theorems presented here above, we are able to relate non-
commutativity between operators and the probability measures associated with
them (i.e. the spectral measure) using entropic uncertainty relations. In the
next section, we will formalize these facts in a C∗-probability space, proving
that there is a link between the non-commutativity of the algebra and the prop-
erties of the probability measures associated with states on it, which can be
characterized using entropic uncertainty relations.
3.1.3 Algebraic generalisation
In this section we will extend the definition of the Shannon entropy to a generic
C∗-algebra. Consider a C∗- probability space (A, ω). Using the GNS theorem we
may equivalently consider the triple (Hω, piω,Ψω). For any self-adjoint element
a ∈ A, we may consider the bounded operator Aˆω := pˆiω(a) acting on B(Hω).
The spectral theorem ensures that there exist a PVM {Pˆ (Aˆω)(E)}E⊂σ(Aˆω) asso-
ciated to Aˆω, thus the probability that a takes value in E is 〈Ψω|Pˆ (Aˆω)(E)Ψω〉.
Nevertheless we cannot use this probability directly in the definition of the Shan-
non entropy because in general the spectrum may have a continuous part. It is a
known fact that if Aˆ is a bounded self-adjoint operator its spectrum can be split
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as σ(Aˆ) = σp(Aˆ)∪σc(Aˆ), where σp(Aˆ) and σc(Aˆ) are respectively the point and
the continuous part of the spectrum. Note that at the algebraic level the classi-
fication of the spectrum may depend on the state ω. To introduce a well defined
notion of entropy at the algebraic level, we have to find a way to deal with the
continuous part of the spectrum. Mimicking what we did in section 3.1.2, we
introduce a partition of the continuous part of the spectrum {Ei}i∈Iω (we al-
ways assume Iω at most countable). Let us label with ε a generic partition, then
given ε we can always construct a probability distribution {p(ω,ε)i }i∈σp(Aˆω)∪Iω
for a ∈ A as
p
(ω,ε)
i :=
{
〈Ψω|Pˆ (Aˆω)({i})Ψω〉 if i ∈ σp(Aˆω)
〈Ψω|Pˆ (Aˆω)(Ei)Ψω〉 if i ∈ Iω.
Note that these probabilities clearly depend on the partition chosen, as well as
on the state. Using the probability distribution constructed in this way, we can
apply without problems the definition of the Shannon entropy to any self-adjoint
element of A.
Definition 12. Let (A, ω) be a C∗-probability space. Fix a partition ε and con-
structs for some self-adjoint a ∈ A the probability distribution {p(ω,ε)i }i∈σp(Aˆω)∪I ,
where Aˆω = pˆiω(a). Then the ε-Shannon entropy of a ∈ A is given by
Hω(a; ε) := −
∑
i∈σp(Aˆω)∪Iω
p
(ω,ε)
i log p
(ω,ε)
i
Since the probabilities depend on the partition, the entropy depends also on
the partition of the spectrum as well. Thanks to this definition we can define
in a proper manner an entropic uncertainty relation in an algebraic contest.
Definition 13. Let A be a C∗-algebra and consider two random variables a, b ∈
A on it. Choose two partitions (different in general) ε and δ for a and b,
respectively. If for any ω,
Hω(a; ε) +Hω(b; δ) > C(ε, δ),
where C(ε, δ) ∈ R+/{0} is a constant which may depend on the partitions but
not on the state, we say that a and b fulfil an (ε, δ)-entropic uncertainty relation.
Note that the important part of this definition is the independence on the
state of the constant C(ε, δ): the LHS is bigger than this constant for any
possible state. We need to introduce an ordering relation between partitions of
the spectrum, which is nothing but the notion of “finer partition”.
Definition 14. Let ε = {Ei}i∈I and ε′ = {E′j}j∈J be two partitions. We say
that ε is finer than ε′, written ε ⊂ ε′, if
i) E′j = ∪i∈IjEi for some Ij ⊂ I;
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ii) I = ∪j∈JIj.
Intuitively, a partition  is finer than a partition ′, if combining in a suitable
way the sets of , we can construct all the sets of ′. The requirements i) and
ii) are simply the conditions under which this combination is possible. In what
follows, if we need to talk repeatedly of two partitions, say ε and δ, we will use
the symbol (ε, δ). The writing (ε, δ) ⊂ (ε′, δ′) means ε ⊂ ε′ and δ ⊂ δ′. At this
point we may state the following theorem, which relates the non-commutativity
of the C∗-algebra and the presence of entropic uncertainty relations.
Theorem 10. Let A be a C∗-algebra and take two self-adjoint elements a, b ∈
A. If for two partitions (ε, δ) an entropic uncertainty relation holds, namely
Hω(a; ε) +Hω(b; δ) > C(ε, δ),
with C(ε, δ) > 0, and this happens for any possible state ω over A, then [a, b] 6=
0.
Idea of Proof. Here we give an intuitive proof of this theorem. A detailed math-
ematical proof can be found in appendix.
We have already seen that dispersion-free states do not exist in a non-
commutative probability space. Consider a non-abelian C∗-algebra A, and
a, b ∈ A, such that [a, b] 6= 0. Given a state ω, let Aˆω = pˆiω(a) and Bˆω = pˆiω(b)
be the two associated GNS representations acting on Hω. Assume that the
spectrum is purely continuous for such representations, the discrete case can be
thought as a sub-case of this. Since [a, b] 6= 0, we cannot find a state ω, which
has a delta-like probability distributions (i.e. spectral measures) for both Aˆω
and Bˆω, for any possible partitions of the two spectra we can consider. The
best we can do, is to choose ω which has a delta-like probability distribution for
only one of the two random variables: hence, we are in the situation of Figure
3.1. Now, take (ε, δ) and (ε′, δ′) such that (ε′, δ′) ⊂ (ε, δ). If ω induces the two
probability distributions in the picture, we can see that:
i) There are partitions where the two probability distributions {p(ω,ε)i (a)}i∈I
and {p(ω,δ)i (b)}i∈I , have a delta-like shape (i.e. all the probabilities are 0
except for one set of the partition). This is the case of the partitions (ε, δ)
in the Figure 3.1. For these partitions, we have no entropic uncertainty
relations.
ii) There are partitions where only one of the two probability distributions
still have a delta-like shape. This is the case of the partitions (ε′, δ′) in
the Figure 3.1. In this case, we have an entropic uncertainty relation.
Hence, if dispersion-free states do not exist (i.e. the algebra is non-commutative)
we can find a partition for which an entropic uncertainty relation holds. On the
other hand, it is not difficult to see that if an entropic uncertainty relation is
found for a partition (ε, δ), automatically it holds for all the finer partitions
(ε′, δ′) ⊂ (ε, δ). Thus there are no dispersion-free states on the algebra, which
means it is not abelian. An alternative proof of more algebraic flavor can be
found in [45]
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Figure 3.1: The case of a state which is not dispersion-free. As one can see we
can have for all possible partitions, a delta-like probability distribution for the
algebraic random variable a. This cannot happen for b, when [a, b] 6= 0: there
are partitions for which the probability distribution of b cannot be delta-like.
Note that this theorem gives a way to test if two algebraic random variables
commute or not, using purely probabilistic concepts. This result generalizes in
the algebraic contest the content of the theorems 8 and 9 seen in the previous
section. Note that this theorem does not say anything about the bound (con-
trary to theorems 8 and 9), but it asserts only that if it exists for all states
then the algebra is non-commutative. A similar result, where variances are used
instead of entropies can be found in [12]. As we will see, entropies turns out to
be more easy to use for the problem concerning this thesis, mainly because vari-
ances depends explicitly on the possible values of the spectrum while entropies
depend only on the probability distributions. The main difficulty in use theorem
10 to test non-commutativity, is that the LHS of the inequality must be varied
over all the possible states. Fortunately, a further simplification can be done.
Consider a state ω : A → C and let S(A) be the set of all states on A. Then we
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say that the state is pure if it cannot be written as convex combination of other
states (i.e. @ω1, ω2 such that ω(·) = λω1(·) + (1 − λ)ω2(·) for some λ ∈ [0, 1]),
otherwise it is said to be mixed. Let Sp(A) denote the set of all the pure states
on A.
Corollary 1. Consider a C∗-algebra A and take two self-adjoint elements a, b ∈
A. If an entropic uncertainty relation between a and b holds for all ω ∈ Sp(A)
, then it also holds for any state in S(A).
Proof. See appendix.
3.2 Non-commutativity from ordinary measure-
theoretic probability
If we want to model random phenomena, we can use two (apparently) different
mathematical structures: a measure space, (Ω, E , P ), or an algebra with a state
(A, ω). Here we want to discuss a possible method to obtain a non-commutative
behavior of probability starting from a collection of probability spaces, i.e. how
obtain (A, ω) starting from (Ω, E , P ).
3.2.1 The general method in the algebraic setting
Before we explain the method in the Hilbert space setting, let us discuss the idea
from the algebraic point of view. Suppose we have two real random variables a
and b. Instead of describing them in the measure-theoretic language, we describe
them using the abelian algebras that they generate, say Aa and Ab respectively.
This means that the algebra Aa is the abelian algebra generated by the identity,
a and all its polynomial p(a). The same for Ab. On these two algebras, we can
define states: we label by ωa states on Aa and by ωb states on Ab. Now we
assume the following: there exist a 1-1 map between states on Aa and states on
Ab. This means that to a given state ωa on Aa, we can associate in a unique way
a state ωb on Ab. This map allows neglecting the labels a and b in the symbol
of the state ω. Let us now set A as the smallest C∗-algebra containing both
Aa and Ab as subalgebras (i.e. the algebra generated by the identity, a, b and
polynomials p(a, b)). By theorem 10, if we can prove thatHω(a)+Hω(b) > D for
all ω (the dependence on the partitions is omitted for simplicity), we know that
A is a non-abelian algebra. Since A is non-abelian, the GNS theorem allows to
represent it as an algebra of bounded operators on a suitable Hilbert space. We
cannot represent A as an algebra of functions. Thus, starting from two ordinary
random variables defined in two different probability spaces, we end up with an
Hilbert space description where both random variables are present as operators,
but they do not commute.
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3.2.2 The Hilbert space structure from the entropic un-
certainty relation
Previously we presented in algebraic setting a method to obtain a non-commutative
probability space starting from two ordinary measure-theoretic probability spaces.
In this section we will explain how to construct a concrete algebraic probability
space (i.e. already represented on an Hilbert space) starting from the prob-
ability spaces of two random variables, assuming that they fulfill an entropic
uncertainty relation. To keep the discussion simple, we restrict ourself to finite
discrete random variables.
Let X : (Ω, E , P ) → (M,M) and Y : (Ω′, E ′, P ′) → (N,N ) be two discrete
random variables and as usual µX := P ◦X−1 and νY := P ′ ◦ Y −1 label their
probability distributions. We assume the following conditions:
i) we have a 1-1 map between P and P ′, i.e. to each probability distribution
µX for X we can associate a corresponding probability distribution νY for
Y and viceversa;
ii) M and N have the same cardinality, i.e. X and Y have the same number
of possible distinct outcomes;
iii) X and Y fulfil an entropic uncertainty relation, namely for any µX and
νY
H(X) +H(Y ) > D
with D > 0.
In section 2.1.5, we have seen that a consistent way to represent a random
variable on an Hilbert space is obtained by using the spectral representation
theorem and the spectral decomposition theorem. Thus, given the random
variable X, we can construct the operator
TˆX :=
∑
x∈M
x|x〉〈x|
defined on the Hilbert space
HX :=
⊕
x∈M
Hx.
By construction σ(TˆX) = M and {|x〉}x∈M is a basis of HX . The assumption
i) ensures that, in general, the operator representing the random variable X
cannot be used to describe also the random variable Y . More precisely, as we
have seen in section 2.1.5, if {|x〉}x∈M is the basis on which Xˆ is diagonal,
we can represent over this basis all the random variables that are functions of
X. Hence, thanks to the assumption i), we can go beyond the simple case of
X = f(Y ) (or Y = g(X)), where the map between P and P ′ is given by a
simple change of variables. The random variable Y , being defined on a different
probability space, cannot be seen in general as a function of X. Repeating the
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whole construction for the random variable Y , also in this case we can define
an operator
SˆY =
∑
y∈N
y|y〉〈y|
on the Hilbert space
HY :=
⊕
y∈N
Hy.
Note that this Hilbert space is not in general HX . Again σ(SˆY ) = N and
{|y〉}y∈N is a basis of HY by construction. The assumption ii) ensures that
the two Hilbert spaces have equal dimension, and so there exists a unitary map
Uˆ : HX → HY . This means that we can map the operator SˆY on HX and
TˆX on HY . Let us consider the first case, since the second is equivalent. The
operator representing Y on HX is
TˆY : = Uˆ SˆY Uˆ
∗
= Uˆ
∑
y∈N
y|y〉〈y|Uˆ∗
=
∑
y∈N
yUˆ |y〉〈y|Uˆ∗.
Let us set |Uy〉 := Uˆ |y〉 and note that the operator TˆY is diagonal in this basis.
Since unitary transformation maps a basis into a basis, also {|Uy〉}y∈N is a basis
and in particular it is the image under Uˆ of the basis in which SˆY is diagonal.
At this point, the key observation is that if the assumption iii) is true, then the
basis {|x〉}x∈M and the basis {|Uy〉}y∈N do not coincide. Indeed, the entropic
uncertainty relation assumed, together the theorem 8, allows us to write that
−2 log(max
x,y
|〈x|Uy〉|) > D
(with the equality only if one can prove that the bound is optimal) so maxx,y |〈x|Uy〉| 6
e−D/2 < 1, since D is never zero. Another way to say this is that Uˆ is not the
identity transformation. Note that we can reach this conclusion only because
we assumed the existence of an entropic uncertainty relation: if D = 0, then we
cannot exclude that |〈x|Uy〉| = 1 for some x, y (i.e. they are the same basis).
The conclusion is that, given the entropic uncertainty relations, the two op-
erators TˆX and TˆY do not commute, thus we can describe both random variables
only on a common non-commutative algebraic probability space (i.e. with op-
erators on an Hilbert space). How on this structure is represented the map
between P and P ′, i.e. the state, will be discussed in the next section.
3.2.3 Conditional probabilities and representation of states
In the previous section, we have seen that starting from two random variables
defined on two different probability spaces, if an entropic uncertainty relation
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holds, we can construct a non-commutative algebraic probability space where
both the random variables are represented by non-commuting operators. Essen-
tial for this construction is the presence of two distinct probability space, one
for each random variable. Here we want to discuss how this condition can be
met in a rather simple way and the consequences of this on the map between P
and P ′.
Given a probability space (Ω, E , P ) and a collection of events, conditioning
with respect to each of these events, generates a collection of probability spaces.
More precisely, conditional probability in measure-theoretic setting is defined
via the Bayes formula
PC(A) := P (A|C) = P (A ∩ C)
P (C)
A,C ∈ E
PC is again a probability measure on Ω, but this time it depends on the event C
also. Given a family of events C := {Ci}i∈I , then by conditioning we obtain the
collection of probability spaces (Ω, E(Ω)Ci , PCi)Ci∈C . The trivial case C = {C}
coincides with the usual measure-theoretic description, however in the more
general case, this collection is called contextual probability space [46, 47, 48]
while the Cis are called context. In the general contextual probability theory,
not all the context are elements of a σ-algebra (i.e. events, as in this case)
despite it is always possible to do so [49]. This means that it is not assumed
that all the contextual probability spaces are generated by conditioning. Similar
notions were introduced also in [50], where very general results are presented,
and in [51].
Consider now two random variables X and Y on (Ω, E , P ) with distribu-
tions µX = P ◦ X−1 and νY = P ◦ Y −1. Assume for simplicity that they are
discrete. Conditioning alone is not sufficient to ensure that they are described
in two different probability spaces. Indeed, since they are functions on the
same probability space, after conditioning they can always be described on a
probability space (Ω, E(Ω)Ci , PCi) where, from a (conditional) joint probabil-
ity distribution, ηX,Y |Ci = PCi ◦ (X−1, Y −1), we can derive the two marginals
µX|Ci and νY |Ci describing X and Y (after conditioning). However, we may
proceed in a different manner. Suppose that X and Y are two random variables
on (Ω, E , P ) with fixed transition probabilities α(x, y) := P [X = x|Y = y] and
α˜(y, x) := P [Y = y|X = x]. The random variables X and Y after conditioning
are described by the conditional probability distributions µX|Ci and νY |Ci . It is
not difficult to see that, if we use these fixed transition probabilities, in general
α(x, y)νY |Ci(y) 6= α˜(y, x)µX|Ci(x). (3.2)
In an ordinary measure-theoretic model of probability the product of the tran-
sition probability, times the marginal gives the joint probability distribution,
which is symmetric under the exchange of its arguments (this is the Bayes the-
orem and it is a consequence of the fact that events are subsets of the same
sample space). In our case fixing the transition probabilities and using the con-
ditional probabilities for the two random variables, makes impossible to define a
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joint probability distribution. More precisely, it does not exist a joint probabil-
ity distributions which has µX|Ci and νY |Ci as marginals, and such that α(y, x)
and α˜(y, x) are the two transition probabilities which can be derived from it.
Hence if we fix the transition probabilities in advance, the random variables
X and Y after conditioning must be considered to be defined on two different
probability spaces in general. Another way to see this is via the Law of total
probability. From (3.2), one can conclude that
δ(x|Y,Ci) = µX|Ci(x)−
∑
y
α(x, y)µY |Ci(y) 6= 0
which can also be seen as a violation of the Bayes theorem. This has big con-
sequences on the representation with a single mathematical object of the two
probability distributions µX|Ci and µY |Ci . Since we are not working on a single
probability space, the procedure explained in section 2.1.5 no longer work. In
fact, if we follow this procedure we can associate to µY |Ci(y) the trace class
operator ρˆY =
∑
y µY |Ci(y)|y〉〈y|, from which we have to conclude that
µX|Ci(x) = Tr [ρˆY |x〉〈x|]
=
∑
y
|〈x|y〉|2µY |Ci(y). (3.3)
Interpreting α(x, y) = |〈x|y〉|2, we can see that only if δ(x|Y,Ci) = 0 the map
between µX|Ci and µY |Ci can be described in this way. When δ(x|Y,Ci) 6= 0
we have to proceed in a different way. As explained in [47], the term δ(x|Y,Ci)
play the role of the interference. Under suitable conditions on the probability
distributions an algorithm, for the construction of the vector |ψ〉 ∈ H and the
representation of the two random variables by means of operators on H, is avail-
able [46, 47, 48]. It is called Quantum-Like Representation Algorithm (or QLRA
for short). This algorithm works for probability distribution associated to two
discrete random variables having n different outcomes [49, 52, 47]. However,
only in the case n = 2, 3 simple conditions on the probability distribution of
these random variables has been found [53, 47, 48]. In the general case a simple
condition has not been found yet, despite the difficulties seems to be more in
computational side rather than in the mathematical one. Observations regard-
ing a possible extension of this algorithm to the case of three random variables
with n = 2 outcomes, and to the case of two continuous random variables can
be found in [Cur7]. On the other hand, the method proposed here based on
entropic uncertainty relations, is somehow simpler despite not as powerful as
QLRA. It does not tell us how to find |ψ〉 explicitly but, once that conditions
i)− iii) of section 3.2.2 are fulfilled, we know that the random phenomena must
be described using a non-commutative probability space. Although this is not
a tremendous improvement with respect to QRLA, this method allows to study
interesting situations, as we will do the next chapters.
The assumption α(x, y) = |〈x|y〉|2 done in (3.3) to compute δ(x|Y,Ci) need
some discussion. Since |〈x|y〉|2 is symmetric in x and y, this assumption implies
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P (X = x|Y = y) = P (Y = y|X = x). By the Bayes theorem on the original
probability space we have to conclude that X and Y have to be uniformly
distributed. So it does not seem possible thatX and Y depend on common event
C which generate the context. Hence it seem that we are forced to use P (X =
x|Y = y) 6= P (Y = y|X = x). In this case, the Hilbert space representation
presented in the previous section may still be used. The price to pay is that
one cannot define a single scalar products, 〈·|·〉1 and 〈·|·〉2, namely one have to
use two different Hilbert spaces. In one Hilbert space one use the first scalar
product in order to have |〈y|x〉1|2 = P (X = x|Y = y) while in the other
|〈x|y〉2|2 = P (Y = y|X = x). Both Hilbert spaces would lead to the same
statistical predictions about the two random variables (except for the transition
probabilities of course), which are represented as non-commuting operators on
both Hilbert spaces. This is for example what happens in QLRA [49, 52, 47]
when P (X = x|Y = y) 6= P (Y = y|X = x).
However, a different and more interesting approach is possible. In appendix
it is proved how it is possible to construct a representation on a single Hilbert
space when P (X = x|Y = y) 6= P (Y = y|X = x) using POVM. The transition
probabilities |〈x|y〉|2 can be defined from P (X = x|Y = y) and P (Y = y|X =
x) in an unique way. According to the standard interpretation of POVM in
quantum mechanics, they describe imprecise measurement. Hence, according to
that, choosing P (X = x|Y = y) 6= P (Y = y|X = x) corresponds in assume that
the measurement may not reflect the real outcome of the random variable, due to
the measurement apparatus inefficiencies. This is reasonable from the physical
point of view. To keep the discussion simple, in the rest of the thesis we assume
that |P (X = x|Y = y) − P (Y = y|X = x)| << 1, which correspond to neglect
the apparatus inefficiencies during the measurements. In this way, we can say
that P (X = x|Y = y) ≈ P (Y = y|X = x) for all practical proposes, despite
from the discussion in appendix, one should understand that this condition is
not really a limitation.
Before to conclude, we want to observe the following interesting fact. Given
(Ω, E(Ω)Ci , PCi)Ci∈C , we cannot reconstruct the original probability space (Ω, E , P ).
Additional information is required: we need P (Ci). In this sense, if C is the set of
all elementary events for a random variable Z, i.e. all events like Ci := {Z = zi},
such random variable Z cannot be described with the contextual probability
space obtained after conditioning. In this sense, Z is no longer present in the
(probabilisitic) model. Because of this fact, we will also say that the random
variable Z was removed from the model. Such collection of probability spaces
thus represents a tool to describe a random phenomenon, after a random vari-
able (representing some feature of such a phenomenon) is eliminated from the
description. It is not clear if such elimination procedure implies always an en-
tropic uncertainty relation.
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Chapter 4
The kinematics of a
“non-commutative” particle
In the previous section we described a method to obtain a non-commutative
behavior of probability starting from an ordinary probability space. In this
chapter we apply this method in order to derive the basic commutation relation
of quantum mechanics: the one between position and momentum,
[Qˆ, Pˆ ] = i~Iˆ. (4.1)
We will present two models where the ideas explained in chapters 2 and 3
are applied. In the first model, once that all the ingredients are defined, we
use conditioning to create a collection of probability spaces where position, X,
and velocity, V , of a particle can be described. Under certain assumptions we
prove an entropic uncertainty relation between X and V . This implies the non-
commutativity between X and V , once they are represented as operators on a
common Hilbert space. The second model, generalize the first to the continuous
time case. A comparison with ordinary quantum mechanics is discussed at the
end.
4.1 Model A: Discrete-time 1-D kinematics on a
random space
Here we will describe a discrete (and finite) random space and a particle moving
on it jumping at random from one point of space to another. Space, position,
and velocity of the particle at a given time will be treated in the same way:
using random variables. The whole model is 1-dimensional. We will show that,
once the space process is removed from the model, the position and velocity of
the particle can be jointly described in a non-commutative probability space.
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4.1.1 The space process
The process describing space in this model (model A) will be called space pro-
cess. The space process is assumed to be a discrete and finite set of points
distributed at random. More precisely, at each instant of time, space is a ran-
dom distribution of M ∈ N points over the real line. Such points evolve in time
as discrete-time random walks and, in this sense, space is a stochastic process.
This time evolution has a twofold interpretation. A first possibility is to think
it with respect to the real line: a point of the space process is a random walk
and it changes its position along the line as time changes. A second possible
way to see this time evolution is to look at its effects on the “ordering among
points”: the points change their distances with respect to a chosen point (the
origin) when this distance is “measured on the points” (example of distance of
this kind are discussed in [54]). In some sense this second point of view can
be considered as an internal description: it describes space as if the observer
has no possibility to see the continuous real line. On the other hand, the first
possibility should be considered as an external descriptiona. For simplicity, we
chose to describe the whole model from the first point of view. Nothing forbids
to adopt the second point of view for the description despite, at a first look, it
seems more complicated.
Let us recall some basic facts about the random walk [55]. Consider a lattice
of points having spacing l ∈ R, say Zl := {x ∈ R | x = ln, n ∈ Z}. Then take
a collection of independent, identically distributed Bernulli random variables
{Yi}∞i=1, characterised by the probabilities P [Yi = −l] = p and P [Yi = +l] =
q = 1− p for all i. Using this collection, we can define the random walk as the
process
SN :=
N∑
i=0
Yi (4.2)
where Y0 is an arbitrary random variable with distribution pi(y0) taking value
on Zl, representing the initial position of the random walk. SN represents the
position of the random walk at time N . Let us now derive the probability
distribution of the random walk position at time N , i.e. SN . Consider the
random walk at time N and assume, for the moment, that Y0 = 0. Since at
each time-step the random walk can move by +l or by −l its position, if for
n < N times the random walk moves by −l, its final position d will be
d = (N − n)l − nl = (N − 2n)l
Using this equation we can see that, if at time N the random walk is found in
aAn interesting analogy can be made between the two possibilities explained here for the
description of the space and the description of a manifold. A manifold can be studied using a
coordinate system on it (internal description), or imagine that is embedded in a larger space
(external description), similarly to what happens here.
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d, the number of times the random walk moves by −l is
n =
1
2
(
d
l
+N
)
.
Clearly, the number of times it moves by +l will be N − n. Note that the
chronological order of the movements does not make any difference on the final
position. Since for a given d = (N − 2n)l the random walk is just the sum of
Bernulli random variables, i.e. a binomial process, we can write
P [SN = d] =
(
N
n
)
pn(1− p)N−n
=
(
N
1
2
(
d
l +N
))p 12 ( dl +N)(1− p)N− 12 ( dl +N)
=
(
N
d+N
2l
)
p
d+Nl
2l (1− p)Nl−d2l .
Nevertheless this formula holds only for d ∈ [−lN, lN ]. If d > lN or d < −Nl,
this probability must be zero because these regions of space cannot be reached
by the random walk in N time-steps. Restoring Y0 (hence we simply translate
the final position d by Y0 = y0), we can write that
P [SN − y0 = d] =
(
N
d+N
2l
)
p
d+N
2l (1− p)N−d2l , (4.3)
Note that (4.3) can be used as a probability only when the value of the random
variable Y0 is given: hence it is a conditional probability with respect to the
value of Y0, i.e. P [SN − y0 = d] = P [S(Y0)N = d|Y0 = y0], where S(Y0)N denotes
the random walk starting at Y0. To complete the description of the random
walk (4.2), using the Bayes theorem we obtain
P [SN = d] =
∑
y0∈Zl
P [S
(Y0)
N = d|Y0 = y0]pi(y0), (4.4)
which is the probability to find the random walk at timeN in the position d ∈ Zl,
given that at the initial time it started from the position Y0, random variable
with distribution pi(y0). Without loosing generality, we set l = 1 for simplicity.
We conclude our review on basic facts about the random walk, formalising the
description at measure-theoretic level. As for any stochastic process, also for
the random walk, there exists a probability space (Ω, E , P ). The sample space
Ω can be imagined as the set of all possible trajectories of the random walk.
It is a countable set (provided that the time of the random walk vary over a
finite interval), since the random walk is a discrete process. E is a σ-algebra on
Ω, and can be thought as the power set of Ω, i.e. E = P(Ω)b, while P is the
probability measure. The random walk on this probability space is the identity
bGiven a set A, with the symbol P(A) we label the power set of A.
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random variable evaluated at a given time N , i.e. for s ∈ Ω the position of the
random walk at time N is SN (s) = s(N).
Let us now come back to the space process. As stated in the beginning, it
consists of a collection of M random walks. At any time step N , the random
distribution of points of the random walks is the space process of model A at
time N . We may start with this preliminary definition.
Definition 15. Let {S(i)N }i∈I be a collection of independent random walks,
where |I| = M ∈ N, defined as in (4.2) and described with the probability distri-
butions (4.4). We call such a collection the space process for the Model A.
A possible realisation of the space process is given in figure 4.1. We label
Figure 4.1: A realisation of an M = 5 space process SA is given. The set of
coloured point at any time step represents the random distribution of points of
the space process at a fixed time step, SAN . The dashed lines liking the points of
the same color represent the random walk evolution of each point of the space
process. Such evolution changes the random distribution of points of the space
process as time changes. Note that at a given time step, points may overlap.
the space process of model A with the symbol SA, while SAN is the space process
at the time-step N (hence a random variable describing the distribution of M
points in R). The outcome of the random variable SAN , can be thought as a M -
tuple, i.e. SN = (s1(N), · · · , sM (N)) where si(N) ∈ R is the position of the i-th
random walk at time N . Call P˜A the probability measure for the space process
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SA. Since the random walks are assumed to be independent, the probability to
obtain a specific configuration is given by
P˜A[SAN = SN ] =
M∏
i=1
P [S
(i)
N = si(N)]. (4.5)
For the same reason, it may happen that for some realisation the points overlap.
In a similar manner, we can also construct the joint probabilities
P˜A[SAN = SN ,SAT = S′T ] =
M∏
i,j=1
P [S
(i)
N = si(N), S
(j)
T = s
′
j(T )].
(4.6)
Note that P [S(i)N = si(N), S
(j)
T = s
′
j(T )] can be constructed using the indepen-
dence of random walks when i 6= j, while for i = j it is just the joint probability
distribution of the i-th random walk. Proceeding in this way, we may construct
the whole family of finite-dimensional distributions for the space process SA,
which is consistent since the probabilities of the single random walks belongs to
consistent families (in the sense of the Kolmogorov extension theorem, see Th.
2.1.5 in [56]). At this point we may replace the preliminary definition of the
space process with the following which is more precise.
Definition 16. Let {S(i)N }i∈I be a collection of M = |I| ∈ N independent ran-
dom walks defined on probability spaces {(Ωi, Ei, Pi)}i∈I . Let us define
i) ΩSA := Ω1 × · · · × ΩM ;
ii) ESA = P(ΩSA);
iii) P˜A : ESA → [0, 1] defined from the {Pi}i∈I , as in (4.5) or (4.6) and
generalisation.
The space process is the stochastic process on (ΩSA , ESA , P˜A) defined as the iden-
tity function, namely SA(s1, · · · , sM ) = (s1, · · · , sM ).
The set of all the possible configurations of points of the space process at a
given time N will be labeled by S(N).
4.1.2 The particle process
In this model, a particle is considered as a point-like object. At any time-step
N , it is completely described by its position and its velocity, which are assumed
to be random variables.
The position random variable, labeled by XN , is interpreted as the actual
position of the particle at time N , with respect to a chosen origin (of a reference
frame in SAN ). Let (ΩSA , ESA , P˜A) be the probability space for the space process.
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On a probability space (ΩI , EI , PI) define an integer value discrete-time stochas-
tic process IN : ΩI → {1, · · · ,M}, which we call selection process. Assume that
we place the origin of a reference frame in SAN in the point S
(iO)
N (S). Then we
define
XN (ω) := piIN (ωI)(S
A
N (S))− S(iO)N (S), (4.7)
where pii is the projector of the i-th component of an M -tuple, and ω = (ωI ,S)
with ωI ∈ ΩI and S ∈ ΩSA . Thus we have the following definition:
Definition 17. Consider the probability space (ΩI × ΩSA , EI ⊗ ESA , PA) and a
measurable space (Z,P(Z)). The random variable XN is the P(Z)-measurable
function
XN : ΩI × ΩSA → Z
defined as in (4.7). XN represents the position of the particle at time N .
Note that on the probability space (ΩI ×ΩSA , EI ⊗ESA , PA) we can describe
also the space process SA by simply demanding that PA ◦ [SA]−1 = P˜A. From
now on in the whole discussion of model A, instead of writing PA we simply
write P if no confusion arises. By construction, XN is a function of the space
process SA. This implies thatXN and SAN are not independent random variables.
Let us now describe the velocity random variable. In order to introduce this
process, we need to specify how the particle moves on a physical space described
with the space process introduced before. We assume that particle moves by
jumps: it jumps from one of the points of the space process at time N to another
point of the space process at time N + 1. These jumps are described by the
transition probabilities
P [XN+1 = b|XN = a] = α(b, a), (4.8)
where a, b ∈ Z. Once these transition probabilities are given, we can define the
velocity random variable VN . We set
VN :=
XN+1 −XN
N + 1−N = XN+1 −XN . (4.9)
This is clearly the discrete-time version of the usual definition of velocity. Note
that this physical definition makes sense because, thanks to the transition prob-
abilities (4.8), we can describe VN from the probabilistic point of view using
only information available at time N . More formally, the transition proba-
bilities (4.8) allows to describe VN on the same probability space of XN , i.e.
(ΩI × ΩSA , EI ⊗ ESA , PA).
Definition 18. Consider the probability space (ΩI × ΩSA , EI ⊗ ESA , PA) and
the measurable space (Z,P(Z)). The velocity random variable VN is the P(Z)-
measurable function
VN : ΩI × ΩSA → Z
defined in (4.9). VN represents the velocity of the particle at time N .
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Also the velocity random variable is a function of the space process: thus they
are not independent random variables. Let us now derive the relation between
the probabilities P [VN = c] and P [XN = a], in a way that is consistent with
the transition probabilities (4.8). It can be done following this intuitive idea.
Suppose that at time N we know that the particle is in the position XN = a.
Then the event A := {XN = a} is true, i.e. P (A) = P [XN = a] = 1, which
means that P [XN = a′|A] = δa,a′ . Under the same conditions, one should also
write that VN = XN+1 − a, and this suggests that the probability to observe
VN = c is equal to the probability to observe XN+1 = a+ c, when A happens.
Thus, using (4.8) we can write that
P [VN = c|A] = P [XN+1 = a+ c|A] = α(a+ c, a).
More formally, we have the following.
Proposition 1. Let XN and VN be the position and the velocity random vari-
ables. If P [XN+1 = b|XN = a] = α(b, a), then P [VN = c|A] = α(a+ c, a) where
A = {XN = a}.
Proof. See appendix.
At this point, we may obtain P [VN = c] simply using the Law of total
probability, namely
P [VN = c] =
∑
a
α(a+ c, a)P [XN = a] (4.10)
which is consistent with the transition probabilities given in the beginning.
Having defined both the position and velocity random variables, we may give a
precise definition of what we call particle in model A .
Definition 19. A particle is a point like-object whose features at time N are
completely specified by the position and velocity random variables. More for-
mally, we can say that a particle corresponds to the random vector PN :=
(XN , VN ). We will refer to PN with the name particle process, when consid-
ered as a function of time.
An example of particle process is drawn in figure 4.2.
4.1.3 Remove the space from the model
In this section, we will explain what we mean with the expression “remove the
space from the model”. In section 3.2.3 we observed that, given three random
variables X, Y and Z on the same probability space (Ω, E , P ), one can eliminate
one of them, say Z, simply by conditioning with respect to the outcomes of this
random variable, i.e. conditioning on the events {Z = z}. In the collection of
probability spaces obtained after conditioning, the description of the random
variable Z is not anymore possible unless one adds the probabilities P [Z = z].
Such information cannot be obtained from the collection of probability spaces
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Figure 4.2: A possible realization of the particle process is drawn in red, over
the same realization of the space process considered in figure 4.1. The position
of the particle at a given time-step is given by the red point while its velocity
at the same time-step is represented by the outgoing arrow.
one has after conditioning. The statistical description of the remaining random
variables can be done without influence the random variable Z: in this sense
Z is not present anymore in the probabilistic model used to describe X and Y .
However, when we deal with a stochastic process the elimination of a random
variable representing it at given time, do not guarantee that we can manipu-
late all the remaining random variables without influence the stochastic process
(which means that we change the probability distributions of the remaining
random variables without modify the probability distribution of the removed
process). In this case we need to add additional conditions in order to be sure
that the stochastic process is not present anymore in the remaining probabilistic
model. Once that we apply a procedure that is capable to do so, we say that
the stochastic process is removed from the model.
Model A exhibits features that are interesting from the point of view of
quantum mechanics when we remove the space process from the model. Before
describing how to implement it mathematically, let us first explain the physical
principles that motivate this removal. Model A describes a particle that jumps
at random over a random distribution of points. Such a random distribution
of points is assumed to be the physical space in which the particle moves: the
physical space is not anymore a passive background against which physical pro-
cesses take place. Preparing the particle in a given state means to perform
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an experimental procedure after which the statistical properties of the particle’s
observables are known. In other words, the state preparation is an experimental
procedure such that right after it terminates, all random variables associated to
the particle’s observables have a given probability distribution. Hence, saying
that a particle at time N is in a given state, means that at time N all probabil-
ity distributions of the observables of the particle are fixed. However, assuming
that the physical space is random has big consequences. Any experimental pro-
cedure happens in such a physical space. If the experimental procedure for the
state preparation ends at time N , the probability distributions of the observ-
ables are always conditioned to the configuration of space at that time. This is
because one prepares the state of the particle at time N , in the configuration
the space process assumes at that time. Hence the probability distributions that
describe the particle must be always conditioned to some space configuration.
If it is not so, to prepare the particle in a given state we need to have control
not only on it but also on the whole space. This means that the probability
distribution describing the space process at a given time does not depend on
the probabilities describing the particle after a preparation procedure. In other
words, the change of the probability distributions describing the particle (i.e.
the change of the state) does not have to modify the probability distributions
describing the space process. When this happens we say that the space process
is removed from model A. In order to implement that, we have to require the
following:
i) The particle at time N can be described only by using probabilities that
are conditioned with respect to some space configuration at that time.
This means that to describe the position and velocity random variables
we have to use only
PSN [XN = a] := P [XN = a|SAN = SN ],
PSN [VN = c] := P [VN = c|SAN = SN ],
where SN is the configuration of the space process at time N .
ii) The transition probabilities of any point of space (i.e. pi = P [S
(i)
N+1 = a+
1|S(i)N = a] for all i ∈ I) cannot be changed by the preparation procedure
of the particle. This means that changing the conditional probabilities
of the particles, the transition probabilities of the single point of space
remains fixed.
These two conditions implement the idea that the space process cannot be influ-
enced by the preparation procedure of the particle. Note that the requirement
i) is needed in order to avoid that the probability of the space process at time N
is changed by the preparation procedure of the particle, while the requirement
ii) avoids that such preparation procedure alters the space process probabilities
at times N ′ 6= N (i.e. in the past or in the future). Since we are dealing with
non-relativistic systems this last requirement is reasonable from the physical
point of view.
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Let us now describe the effects of the removal of the space process in model
A from the mathematical point of view. We will focus first on the consequences
of the requirement i). In order to do so we need to study better the effect
of conditioning on a probability space. According to the removal procedure
explained above, we can describe the particle using only probabilities that are
conditioned to the event {SN} := {S ∈ ΩSA |SAN (S) = SN}. At the level of the
events, this means that for the random variable XN and VN we consider only
events of this kind: {XN ∈ A} ∩ {SAN = SN} and {VN ∈ B} ∩ {SAN = SN}.
For the position random variable, this means that the conditioning procedure
effectively changes the sample space and the σ-algebra of its starting probability
space as
(ΩI × ΩSA , EI ⊗ ESA)→ (ΩI × {SN},P(ΩI × {SN})).
Let us call ΩXN := ΩI × {SN} and EXN := P(ΩI × {SN}). It is a known
fact from probability theory that the measurable space (ΩXN , EXN ) equipped
with conditional probability PSN [XN = ·] defines a probability space. On this
probability space (ΩXN , EXN , PSN ) the random variable XN can be described
after conditioning on the event {SN}. Everythig we said till now, clearly also
holds for the velocity random variable: after conditioning it can be described in
a probability space (ΩVN , EVN , PSN ) defined in a similar manner.
Relevant for our goal is the study of the joint probabilities for XN and
VN , and its link with the transition probabilities (4.8) after conditioning. By
definition XN and VN are two random variables defined on the same probability
space (ΩI × ΩSA , EI ⊗ ESA , P ). This means that we can always find a joint
probability distribution P [XN = a, VN = c], which can be used to derive the
transition probabilities (4.8) using the usual Bayes formula. Since the space
process can be described on the same probability space of XN and VN , also the
joint probability distribution P [XN = a, VN = c,SAN = SN ] exists. Applying
the Bayes formula, we can derive the conditional joint probability for XN and
VN , namely
PSN [XN = a, VN = c] :=
P [XN = a, VN = c,SAN = SN ]
P [SAN = SN ]
,
from which one can derive conditional transition probabilities
αSN (c, a) := PSN [VN = c|XN = a] =
PSN [XN = a, VN = c]
PSN [XN = a]
.
Note that αSN (c, a) 6= α(c, a). From the point of view of the probability spaces,
after conditioning we can always describe the two random variables using a
single probability space. Such probability space is simply (ΩXN × ΩVN , EXN ⊗
EVN , PSN ). On it, we can define a joint probability distribution PSN [XN =
·, VN = ·] such that PSN [XN = ·] and PSN [VN = ·] are the two marginals and
αSN (c, a) are the transition probabilities between VN and XN . Since the joint
probability distribution are symmetric under the exchange of the arguments,
clearly
αSN (c, a)PSN [XN = a] = αSN (a, c)PSN [VN = c],
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where αSN (a, c) = PSN [XN = a|VN = c]. According to [47], this is a signa-
ture that we are working on a single measure-theoretic probability space. A
more interesting case happens when we use the the unconditional transition
probabilities α(a+ c, a) and P [XN = a|VN = c]. In this case we have that
α(a+ c, a)PSN [XN = a] 6= P [XN = a|VN = c]PSN [VN = c] (4.11)
in general, which means that we cannot describe XN and VN using a single
measure-theoretic probability space, if we choose to use the unconditional tran-
sition probabilities after conditioning with respect to the space process at time
N . However, this does not mean that we cannot describe XN and VN after
conditioning using the transition probabilities α(a+ c, a) (we will come back on
the physical reason for the use of α(a+ c, a) instead of αSN (c, a) later). We can
do it using two different probability spaces: one for XN and one for VN . We
have already seen that, after conditioning, we obtain a probability spaces for
each random variables, i.e. (ΩXN , EXN , PSN ) for XN and (ΩVN , EVN , PSN ) for
VN . However we cannot construct a joint probability space where PSN [XN = ·]
and PSN [VN = ·] are the two marginals of some joint probability distribution
and α(a + c, a) are the transition probabilities that we obtain from the same
joint probability distribution. This is exactly the content of (4.11): the joint
probability we are looking for would not be symmetric in the exchange of the
arguments. This is something that it is not possible in an ordinary measure
space since the intersection of events in a sigma algebra is a symmetric oper-
ation (i.e. commutative). As a consequence we may conclude that the Bayes
theorem cannot be used to relate the two marginals. However a relation between
PSN [XN = ·] and PSN [VN = ·] can still be found [49].
Theorem 11. Let {PSN [XN = a]}a∈ΩXN be the probabilities describing the
position of the particle at time N under the condition that the space process at
time N is SN . If P [XN+1 = b|XN = a] = α(b, a), then
PSN [VN = c] =
∑
a
α(a+ c, a)PSN [XN = a] + δ(c|XN ,SN ) (4.12)
where
δ(c|XN ,SN ) = 1
P [SAN = SN ]
∑
S′N
S′N 6=SN
[∑
a
α(a+ c, a)·
· P [XN = a,SAN = S′N ]− P [VN = c,SAN = S′N ]
] (4.13)
which is in general different from zero.
Proof. See appendix
We can see that, after the conditioning on the space process, the Bayes for-
mula cannot be used anymore to compute PSN [VN = c] from the probabilities
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of the position random variable if we want to use the transition probabilities
α(a+c, a). We need to add a correction term which contains statistical informa-
tion about the space process. Note that this correction term has the property∑
c
δ(c|XN ,SN ) = 0, (4.14)
which is necessary in order to preserve the normalisation of probabilities, i.e.∑
c PSN [VN = c] = 1. We also note that in general δ(c|XN ,SN ) ∈ [−1, 1] and
in particular it can be negative. Summarising, given the transition probabilities
α(a + c, a) we cannot describe XN and VN on a single probability space after
conditioning on the space configuration at time N . However, the description
XN and VN in a single probability space after conditioning can be always done:
the price to pay is that we have to change the transition probabilities from
α(a+ c, a) to αSN (c, a).
At this point a legitimate question arises: can we motivate physically the
choice to use α(a + c, a) instead αSN (c, a)? Yes, if we take into account the
fact that we want to remove space from the model. Indeed, in order to measure
with an experimental procedure αSN (c, a), one would have control over space
since one has to be able to prepare the space process always in the configu-
ration SN , in order to measure αSN (c, a). Since the removal of space is done
exactly to avoid such things, the use of α(a+ c, a) is more reasonable from the
physical point of view. We want to conclude our analysis on the consequence
of the requirement i) with a comment on the particle process. Since it is a
random vector parametrized by time, one may be tempted to considerPN as a
stochastic process. This is certainly possible considering also the space process,
namely before conditioning on SN . Nevertheless, after conditioning and using
the transition probabilities α(a + c, a), we just have a collection of probability
spaces and it is not trivial to assume that each of these spaces can be seen
as, part of a bigger probability space describing the particle only (i.e. with no
space process involved in the construction of such probability space) as the Kol-
mogorov extension theorem [56] would imply. For this reason, considering the
particle process as a stochastic process, in this context, should be done with care.
Till now we explored the consequences of the requirement i) for the removal
of space. Conditioning with respect to the space configuration SN , we effectively
eliminate the possibility to change the P [SAN = SN ] by varying the (conditional)
probability distribution describing the particle. The requirement ii) is added in
order to avoid that by varying the probabilities of the particle we can modify
the probabilities P [SAN ′ = SN ′ ] when N ′ 6= N . The consequences of ii) which
are relevant for our analysis will be analyzed in the next section.
4.1.4 The entropic uncertainty relation for XN and VN
In this section we will analyze the basic consequence of the requirement ii) for
the removal of the space process in model A. From now on, we exclude that
the probabilities describing the space process have delta-like distributions. This
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implies that the space process of model A is not a deterministic process. We
note that the whole removal procedure, which makes model A interesting to
study, is meaningless in this case.
Theorem 12. Let XN and VN be the position and velocity random variables of
model A. Fixing the transition probabilities pi = P [S
(i)
N+1 = a + 1|S(i)N = a] of
the points of the space process for all i ∈ I, then
HSN (XN ) +HSN (VN ) > D, (4.15)
where D is a positive constant which does not depend on {PSN [XN = a]}a∈XN (ΩX)
and {PSN [VN = c]}c∈VN (ΩV ).
Proof. See appendix
We can better grasp the physical meaning of the inequality between entropies
proved above, considering a particular case of space process. Assume that all
the random walks of the space process are identically distributed. This means
that if pi = P [S
(i)
N+1 = a + 1|S(i)N = a] are the transition probabilities and pi(i)
are the probability distributions of the initial position of all random walks, we
have
p1 = p2 = · · · = pM
pi(1) = pi(2) = · · · = pi(M).
This implies that P [S(i)N = a] = P [S
(j)
N = a] for any a ∈ Z, for any N > 0, and
any i, j ∈ {1, · · · ,M}. From the proof of theorem 12 given in appendix, one has
that the value of the constant D given is
D = min{D1, D2}
where
D1 = min
a
[∑
c
min
ij
(
− PSN [S(i)N+1 = a+ c|S(j)N = a] logPSN [S(i)N+1 = a+ c|S(j)N = a]
)]
D2 = min
c
[∑
a
min
i,j,d
(
− PSN [S(i)N+1 = a+ c|S(j)N = d− c] logPSN [S(i)N+1 = a+ c|S(j)N = d− c]
)]
.
Consider the constantD1. The min’s can be eliminated since all the probabilities
are equals. The same hold for D2 Hence
D1 = D2 = −p log p− (1− p) log(1− p)
Thus we can conclude that D = −p log p − (1 − p) log(1 − p). This is the so
called binary entropy, which vanishes only if p = 0, 1 namely if that space is a
deterministic process, a case which is excluded from the beginning. The physical
meaning of the inequality HSN (XN ) + HSN (VN ) > D, in this particular case,
is now clear: the uncertainty that we have on XN or VN must be at least equal
to the uncertainty we have on a single point in the future configurations of the
space process (given that at time N the configuration is SN ).
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4.1.5 Construction of the Hilbert space structure for model
A
Theorem 11 implies that after the removal of the space process, XN and VN
are described using two distinct probability spaces if we want to use the uncon-
ditional transition probabilities α(a + c, a). Theorem 12 tell us that under the
same assumptions, the position and the velocity of the particle in model A, fulfil
an entropic uncertainty relation. At this point, we may proceed algebraically
and define the smallest C∗-algebra which is capable to describe both XN and
VN after conditioning, and the entropic uncertainty relation (12) tells us that
this algebra is non-commutative [57]. Then, we can represent these elements of
the algebra as two non-commuting operators over a Hilbert space via the GNS
theorem. Despite this is a legitimate way to proceed, in this section, using the
results collected in chapters 2 and 3, we will use a more constructive approach.
In particular, we show how to construct the operators associated to these ran-
dom variables and how to define a suitable Hilbert space on which they are
defined.
Consider the position random variable XN . After conditioning on a par-
ticular configuration of the space process SN , XN can be seen as the as the
following map between probability spaces
(ΩI × ΩSA , EI ⊗ ESA , P )|SN XN−−−−→ (ΩXN , EXN , µXN )
where ΩXN = XN (ΩI ×{SN}), EXN = P(ΩXN ) and µXN := PSN ◦X−1N . As we
have seen in chapter 2, random variables over a probability space form a commu-
tative von-Neumann algebra which is isomorphic to an algebra of multiplicative
operators over an Hilbert space. In this particular case, the random variables
over (ΩXN , EXN , µXN ) (on which XN is represented by the identity map) form
the abelian von-Neumann algebra Vc(L2(ΩXN , µXN )). Seen as element of this
algebra, the random variables over (ΩXN , EXN , µXN ) are multiplicative opera-
tors over L2(ΩXN , µXN ).
Similar considerations hold for the velocity of the particle. The main differ-
ence is the definition of ΩVN , i.e. the set of all the elementary outcomes. It is
not difficult to understand that, if we fix the space process only, ΩVN seems to
contain more outcomes of those one should expect. The number of outcomes
of the position process is M2, i.e. card ΩXN = M2. This because the origin
and the point of SAN selected by the selection process IN , can take M different
values. For the velocity process similar considerations lead to cardΩVN = M4.
However, we have to take into account that we cannot detect the movement of
the origin: S(iO)N+1−S(iO)N must be set equal to 0, and all the situations where this
does not hold must be identified with it c. After that the velocity can takes only
M2 different values (the M ’s of S(iN+1)N times the M ’s of S
(iN )
N ). Thus doing
that we have card ΩVN = M2. After this observation, we may see the velocity
cMore precisely, we can define an equivalence relation between XN+1 and XN : XN+1 ∼
XN if XN+1 − XN = S(io)N+1 − S
(io)
N . In this way we restrict our attention to the intrinsic
motion of the particle.
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random variable, after conditioning to SN , as the map
(ΩI × ΩSA , EI ⊗ ESA , P )|SN VN−−−−→ (ΩVN , EVN , µVN )
where ΩVN = VN (ΩI × {SN}), EVN = P(ΩVN ) and µVN := PSN ◦ V −1N . Also in
this case, the random variables over (ΩVN , EVN , µVN ), are elements of a commu-
tative von-Neumann algebra Vc(L2(ΩVN , µVN )) (i.e. multiplicative operators on
L2(ΩVN , µVN )).
Thus both XN and VN can be represented by multiplicative operators on
suitable Hilbert spaces. Note that the two Hilbert spaces are different and de-
pend on the probability measure. In order to construct a common Hilbert space
on which both operators are defined, we should invoke the spectral representa-
tion theorem, as we saw in chapter 2. We recall that the spectral decomposi-
tion theorem tells that, given an operator Tˆ , there exist a surjective isometry
Uˆi : Hi → L2(σ(Tˆ ), µi) such that Uˆ∗i Tˆ |HiUˆi is a multiplicative operator on
L2(σ(Tˆ ), µi), i.e. an element of Vc(L2(σ(Tˆ ), µi)). Consider the position random
variable XN . We know that it is a multiplicative operator on L2(ΩXN , µXN ),
and let us now choose to parametrise the probability measure of the position
random variable with the outcome of XN . This can be achieved in the fol-
lowing way. Take a ∈ ΩXN and consider the probability measure P (a)SN , which
is defined such that µXN (c) = P
(a)
SN
◦ X−1N (c) = δa,c. We can parametrise the
probability measure of XN with its outcomes defining µXN |a := P
(a)
SN
◦ X−1N .
Doing that we obtain a collection of Hilbert spaces {L2(ΩXN , µXN |a)}a∈ΩXN .
Now, the random variable XN can be represented with an operator XˆN , hav-
ing spectrum σ(XˆN ) = ΩXN . The spectral decomposition theorem tells that
there exists a collection of Hilbert spaces {Ha}a∈ΩXN and surjective isometries
Uˆa : Ha → L2(ΩXN , µXN |a), which allows to define the Hilbert space
H(XN ) :=
⊕
a∈ΩXN
Ha
on which XˆN can be seen as a multiplicative operator. The spectral represen-
tation theorem tells that if {|xN 〉} is a basis of H(XN ) such that |xN 〉 ∈ HxN
for any xN ∈ ΩXN , then XN can be represented by the operator
XˆN =
∑
xN∈ΩXN
xN |xN 〉〈xN |.
With similar considerations, for VN we obtain
H(VN ) :=
⊕
c∈ΩVN
Hc
on which the operator VˆN representing the velocity random variable, is diagonal
VˆN =
∑
vN∈ΩVN
vN |vN 〉〈vN |. (4.16)
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At this point, we impose the condition
H(XN ) = H(VN )
i.e. that the two Hilbert spaces are unitary equivalent. This is possible since the
dimension of both Hilbert spaces is M2: both Hilbert spaces are constructed
from the spectrum of XˆN or VˆN , and both have the same number of elements.
Since Hilbert spaces of equal dimension are always isomorphic, there exists a
unitary map between them (see [58], Th. 5.3), i.e. there exists
Uˆ : H(VN )→ H(XN ),
such that Uˆ Uˆ∗ = IˆH(XN ) and Uˆ∗Uˆ = IˆH(VN ). This unitary mapping allows to
have, on the same Hilbert space, the operators representing the position and
the velocity random variables. More precisely, take the velocity operator VˆN on
H(VN ) defined in (4.16), then the unitary map mentioned above allows us to
write
VˆN |H(XN ) = Uˆ
( ∑
v∈ΩVN
vN |vN 〉〈vN |
)
Uˆ∗
=
∑
vN∈ΩVN
vN Uˆ |vN 〉〈vN |Uˆ∗,
which represents the velocity random variable on H(XN ), the Hilbert space con-
structed from the spectrum of the position operator (on which XˆN is diagonal).
The entropic uncertainty relation, ensures that XN and VN as operators on the
same Hilbert space, do not commute. In fact, it implies [41]
max
xN ,vN
|〈xN |vN 〉| 6 e−D2 < 1, (4.17)
as already observed in chapter 3. Thus the two operators cannot be diagonalised
on the same basis, i.e. they do not commute.
We can also represent on H(XN ) the velocity random variable directly. In-
deed on this Hilbert space, we may always consider a generic basis {|wN 〉}wN∈ΩVN
and impose that VˆN is diagonal on this basis, i.e.
VˆN =
∑
wN∈ΩVN
wN |wN 〉〈wN |.
We can always parametrise the probability measure of µVN using the outcome
of XN simply defining µVN |a := P
(a)
SN
◦ V −1N . Then we obtain the collection
of Hilbert spaces {L2(ΩVN , µVN |a)}a∈ΩXN . For a given a ∈ ΩXN , the entropic
uncertainty relation (4.15) forbids to have delta-like probability measure for
both operators. Indeed, considering XˆN , we have
µXN |a := 〈ψ|PˆHxN ψ〉 = 〈ψ|xN 〉〈xN |ψ〉 = δxN ,a
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which is possible only if |ψ〉 = |a〉. On the other hand for VˆN , if PˆHwN is the
projector on the subspace of H(XN ) associated to the eigenvalue wN (i.e. the
outcome wN of the random variable VN ), we have
µVN |a : = 〈ψ|PˆHwN ψ〉 = 〈a|wN 〉〈wN |a〉 = |〈a|wN 〉|2.
Since the entropic uncertainty relation hold, (4.17) forbids that |wN 〉 and |x〉 to
be vectors belonging to the same orthonormal basis. Again, we conclude that
XN and VN can be represented on a common Hilbert space, H(XN ), using two
operators XˆN and VˆN which cannot be diagonalised on the same basis. Note that
this VˆN coincides exactly with VˆN |H(XN ) thanks to the existence of the unitary
map Uˆ : H(VN ) → H(XN ). Clearly, also XN can be represented on H(VN )
directly, following a similar procedure. In this sense the whole description is
consistent: starting the construction of the Hilbert space from XN or VN does
not change anything, as it should be.
Finally, we conclude by observing that the probabilistic content is now
encoded in the vectors |ψ〉 of the constructed Hilbert spaces. In fact, given
|ψ〉 ∈ H(XN ) (or H(VN )), we can write that
ESN [VN ] = Tr
[
|ψ〉〈ψ|VˆN
]
=
∑
v
vTr [|ψ〉〈ψ|v〉〈v|]
where Tr [|ψ〉〈ψ|v〉〈v|] = PSN [VN = v] is the probability distribution for VN
after conditioning. The probability distribution for VN can be related with the
distribution of XN as follows
PSN [VN = v] =
∑
x
〈x|ψ〉〈ψ|v〉〈v|x〉
=
∑
x
∑
x′
〈x|ψ〉〈ψ|x′〉〈x′|v〉〈v|x〉
=
∑
x
α(x+ v, x)PSN [XN = x]
+
∑
x 6=x′
〈x|ψ〉〈ψ|x′〉〈x′|v〉〈v|x〉
where we used PSN [XN = x] = |〈x|ψ〉|2 and α(x + v, x) = |〈x|v〉|2. Note
that the second term in the last sum (the interference term) corresponds to the
correction term δ(VN |XN ,SN ) in theorem 11. However, the method used here
does not provide a way to determine uniquely the objects on H(XN ) (or H(VN ))
associated to a given set of probability distributions, as already noted. In fact,
the method proposed does not provide an explicit way to compute the phase of
〈xN |vN 〉 starting from the interference term. However QRLA may indicate a
possible way to do that [49, 47, 49, 52, 48].
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4.2 Model B: Continuous-time 1-D kinematics on
a random space
We have shown in section 4.1 that model A exhibits very interesting features
from the point of view of quantum mechanics. Nevertheless, it also has some lim-
itations: time is a discrete parameter and the spectrum of the position operator
XˆN is discrete. They do not allow for a direct comparison with ordinary quan-
tum mechanics. To attempt to derive the commutation of quantum mechanics
from a similar model, one may try to generalize the previous construction to
continuous-time random variables. Here we will show how to do it.
4.2.1 The space process
In order to generalize model A to the continuous time case, we may start by
generalizing the space process. Instead of considering the space process as a col-
lection of random walks, we may consider their “continuous limits”, i.e. Wiener
processes. Let us recap the basic features of the Wiener process [59], as done
for the random walk. A Wiener process Wt starting at y is a Gaussian process
with mean E[Wt] = y, and covariance E[WtWs] = min(t, s). This is one of the
possible equivalent definitions of a Wiener process, and it implies that (in the
1D case)
P [Wt ∈ A] =
∫
A
1√
2pit
e−
(x−y)2
2t dx.
As consequence of its definition, the Wiener processWt is a continuous function
of the parameter t for all t ∈ R+, in the sense that there exists always a con-
tinuous version of the Wiener process (with “version of a process Xt ” we mean
that there exists another process Yt such that P [Xt = Yt] = 1 for any t ∈ R+).
For a Wiener process, the trajectories (which can be thought as the function
ω(t) := Wt(ω)) have the following properties [59]:
i) they are nowhere differentiable;
ii) they are never monotone;
iii) they have infinite variation in any interval;
iv) they have quadratic variation equal to t in the interval [0, t].
More generally, let C(R+,R) be the space of all functions t 7→ ft taking value on
R and continuous for any t ∈ R+. C(R+,R) can be equipped with a norm, which
allows to define open sets (i.e. a topology). As usual these open sets can be
used to construct a Borel σ-algebra on C(R+,R), sayB(C(R+,R)). The Wiener
process can be seen as the identity function on (C(R+,R),B(C(R+,R), γ) where
γ is the so called Wiener measure. The set of all continuous functions ft ∈
C(R+,R) which does not fulfill i) – iv) have zero measure under γ. Such a
probability space is called Wiener space. Finally we conclude by observing that
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if also the starting position y is a random variable with distribution pi(dy) over
R, then
P [Wt ∈ A] =
∫
A
∫
R
1√
2pit
e−
(x−y)2
2t pi(dy)dx.
Let us now consider the space process for this model. As assumed for model
A, space is discrete and evolves with time. In particular, we have the following
preliminary definition which generalizes the one given for model A.
Definition 20. Let {W (i)t }i∈I be a collection of independent Wiener processes,
where |I| = M ∈ N. Such collection will be called space process for model B.
We will label this process by SB . At any given time t ∈ R+, the space
process is a collection of M points on R, which are the positions of the M
Wiener processes: in this sense the space is discrete and evolves, in a continuous
way, in time. Because of independence, equation (4.5) holds true if we simply
substitute P [S(i)N = si] with P [W
(i)
t ∈ Ai], where Ai ⊂ R for any i ∈ {1, · · · ,M},
and similarly for (4.6) and generalisation. Because P [W (i)t ∈ Ai] can be written
as the integral over Ai with respect to a probability density ρW (i)t (xi), equation
(4.5) is replaced by the following
ρSBt (St) =
M∏
i=1
ρ
W
(i)
t
(xi), (4.18)
where ρSBt (St) is the probability density of the probability measure P˜
B [SBt ∈ A].
In a similar way one can generalise (4.6) and any other density for the space
process. At this point, as done for model A, we may give the following definition
for the space process.
Definition 21. Let {W (i)t }i∈I be a collection of M = |I| ∈ N Wiener processes
defined on the Wiener spaces {(Ωi, Ei, Pi)}i∈I . Let us define
i) ΩSB := Ω1 × · · · × ΩM ;
ii) ESB is the Borel σ-algebra generated by the open sets of ΩSBd;
iii) P˜B : ESB → [0, 1] defined from the {Pi}i∈I , via the densities as in (4.18)
and generalisations.
The space process is the stochastic process on (ΩSB , ESB , P˜B) defined as the
identity function, namely SB(ω1, · · · , ωM ) = (ω1, · · · , ωM ).
The set of all possible configurations of the space process at time t will be
labeled by the symbol S(t). This completes our description for the space process
in model B.
dTo define an open set on ΩSB we may use the topology induced by the norm ‖S‖ :=
supt∈[0,T ] |St|M , where | · |M is the M -dimensional euclidean norm. This is what is typically
done on classical Wiener spaces.
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4.2.2 The particle process
Again, a particle is considered as a point-like object. It jumps from one point of
space to another and it is completely characterized by the position and velocity
random variables.
The position random variable, labeled by Xt, is interpreted as the actual
position of the particle at time t with respect to a chosen origin. Hence,
if (ΩSB , ESB , P˜B) is the probability space of the space process, (ΩI , EI , PI) is
a probability space on which an integer value stochastic process It : ΩI →
{1, · · · ,M} is defined (called selection process), and W (i0)t is a chosen origin of
a reference frame on SBt , then
Xt(ωX) := piIt(ωI)(S
B
t (S))−W (i0)t , (4.19)
where pii is the projector of the i-th component of anM -tuple, and ωX = (ωI ,S)
with ωI ∈ ΩI and S ∈ ΩSB . Thus we have the following definition.
Definition 22. Consider the probability space (ΩI ×ΩSB , EI ⊗ ESB , PB) and a
measurable space (R,B(R)). The random variable Xt is the B(R)-measurable
function
Xt : ΩI × ΩSB → R
defined as in (4.19). Xt represents the position of the particle at time t.
Clearly, as any random variable Xt induces a probability distribution µXt =
PB ◦X−1t and, on the probability space (R,B(R), µXt) it can be considered as
the identity function. Also in this case the space process can be described on
(ΩI ×ΩSB , EI ⊗ESB , PB), by simply demanding that PB ◦ [SB ]−1 = P˜B . Again
if no confusion arises, we omit the suffix B in the probability measure PB .
In model B, the particle moves by jumps from one point to another. This
time the frequency of the jumps is assumed to be infinite, which means that
the particle jumps from one point to another at each instant of time. In this
way, we can say that it is the continuous time generalization of the kinematics
described in model A. We do not generalize the definition of the velocity process
given before directly. This time we use the following definition:
Vt(t
′) :=
Xt′ −Xt
t′ − t (4.20)
where we always assume t′ > t. More formally we adopt the following definition
for Vt(t′).
Definition 23. Consider the probability space (ΩI ×ΩSB , EI ⊗ ESB , PB) and a
measurable space (R,B(R)). Let t, t′ ∈ R such that t′ > t, the random variable
Vt(t
′) is the B(R)-measurable function
Vt(t
′) : ΩI × ΩSB → R
defined in (4.20). Vt(t′) represents the mean velocity of the particle in the in-
terval [t, t′].
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Also in this case Vt(t′) can be seen as the identity random variable on the
probability space (R,B(R), µVt(t′)), where µVt(t′) = PB ◦ Vt(t′)−1. As in model
A, for the description of the particle we need to introduce the transition prob-
abilities. These allow to write that
µVt(t′)(v) =
∫
R
α(v, x; t′)µXt(x)dx (4.21)
where α(v, x; t′) are the probability densities of Vt(t′) given the event {Xt = x}.
Note that they depend also on the value of t′ used to define Vt(t′). In what
follows we will omit t′ in α(v, x; t′) if no confusion arises.
We conclude this section defining the particle process for this model.
Definition 24. Let Xt and Vt(t′) be the position and velocity process. The
couple Pt(t′) = (Xt, Vt(t′)) is called particle process of model B.
An example of particle process over a space process is drawn in figure 4.3.
Figure 4.3: The particle process in model B is drawn in red. The position of the
particle at a given time is given by the red point while its velocity at the same
time is represented by the outgoing arrow. On the back, a possible realization
of an M = 6 space process.
4.2.3 The removal of the space process
The removal of the space process in model B is done exactly as before:
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i) We consider only the conditional probability densities µXt|St(x) and µVt(t′)|St(v)
for the random variables Xt and Vt(t′);
ii) We fix the transition probabilities of the single point of space, i.e. we fix
the transition probabilities p(i)(x, t′; y, t) := ρ
W
(i)
t′ |W
(i)
t =y
(x) of all the M
Wiener processes.
As in model A, requirement i) implies that we will always work with the
densities µXt|St(x) and µVt(t′)|St(v), namely the probability distributions for Xt
and Vt(t′) given the event {SBt = St}. Clearly, we can define a joint probability
space for Xt and Vt(t′) after conditioning on {SBt = St} and, on this joint prob-
ability space, some conditional transition probabilities αSt(v, x) can be defined.
However, if we insist in using the unconditional probability density α(v, x), no
joint probability space can be defined. Assuming for simplicity that all the
probability distributions admits density with respect to the Lebesgue measure,
the analogue of theorem 11 can be easily derived. More precisely, we have
µVt(t′)|St(v) =
∫
ΩXt
α(v, x)µXt|SBt (x,St)dx+ δ(v|Xt,St),
where
δ(v|Xt,St) = 1
µSBt (St)
[ ∫
ΩXt
α(v, x)µXt,SBt (x,St)dx− µVt(t′),SBt (v,St)
]
.
Thus again Xt and Vt(t′) cannot be described on the same probability space
if we use the unconditional transition probabilities. Let us now analyze the
consequences of ii). Consider the velocity random variable of model B. Setting
δt := t′ − t we can write
Vt(t
′) = Vt(t+ δt) =
Xt+δt −Xt
δt
.
Since t is a parameter, we can always rescale it in order to have δt = 1. In this
case, Vt(t+ 1) resemble the velocity random variable VN of model A. This can
be done for any value of t′ > t. To make this correspondence more concrete,
we may also discretize the space process. More precisely, since the points of
the space process are Wiener processes taking values on the real line, we can
partition R in intervals {∆k}k∈K (i.e. ∪k∈K∆k = R) where K ⊂ N. At this
point one can consider the discretized random variable for the space process and
the position random variable. If W (i)t is a point of the space process SBt , one
can define a new random variable S(i)t : ΩSB → K as
S
(i)
t (ω) := k if W
(i)
t (ω) ∈ ∆k,
which simply reveals in which ∆k the Wiener process is. Clearly, P [S
(i)
t = k] =∫
∆k
ρ
W
(i)
t
(x)dx and given the transition probability densities for the Wiener
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process, say p(i)(x, t+ 1; y, t), the transition probabilities for S(i)t are given, i.e.
P [S
(i)
t+1 = k|S(i)t = j] =
∫
∆k
dx
∫
∆j
dyp(i)(x, t+ 1; y, t)ρ
W
(i)
t
(y)∫
∆j
ρ
W
(i)
t
(y)dy
.
At the end of this procedure one ends up with a discretized version of the space
process of model B, which is equivalent to the one used in model A. The same
discretization procedure can be done for the position and velocity random vari-
ablesXt and Vt(t+1). It is not difficult to realize that theorem 12 can be applied
and its application does not depend on the size of the sets {∆k}k∈K . Thus, as in
the previous model, the requirement ii) implies the entropic uncertainty relation
between the position and the velocity random variables. Then as in model A,
this relation can be used to prove that Xt and Vt(t′), after conditioning on St,
are representable as two non-commuting operators on the same Hilbert space.
This will be discussed in the next section.
Let us now describe a bit further how to obtain the entropic uncertainty
relation from the discretization of model B. First of all, if we want to apply
theorem 10, we need to be sure that the two random variables are bounded,
i.e. the set of all values they can assume is a bounded set. In fact, only in this
case, they can be associated to two bounded self-adjoint operators, which are
elements of a C∗-algebra, and the relation between non-commutativity and the
entropic uncertainty relation holds true. In order to do that, we consider the
restriction of the two random variables to a given subset. More precisely, given
Λ ⊂ R = ΩXt , the bounded version of Xt will be the random variable
Xt|Λ(ω) := Xt(ω)χΛ(Xt(ω))
where χΛ(x) is the indicator function of the set Λ. Similarly, we can define the
bounded version of Vt(t′)|Γ. At this point we consider the discrete version of
these random variables, similarly to what we did for the space process. Given
Xt|Λ, we can discretise it simply by dividing the set Λ in N parts of equals
size, obtaining a partition {∆XN,k}k∈K , K ⊂ N, such that |∆XN,k| = |∆XN,k′ | for
any possible k. We can see that the number of subsets of the partition (i,e.
N = |K|) determines the width of the sets ∆XN,k. The bounded and discrete
version of Xt is then defined as
X∆t |Λ(ω) := k if Xt(ω)|Λ ∈ ∆XN,k.
The same construction can be done for the bounded version of Vt(t′), using
in general a different partition {ΘVN ′,j}j∈J , obtaining Vt(t′)Θ|Γ. It is useful to
choose the partitions for Xt and Vt(t′) compatible with the partition used for
the space process. To do that it is enough to set the partition for Xt and SBt
equal and choose the partition for Vt(t′) consequently. Finally we also chose to
set |Γ| = |Λ|, i.e. the size of the two set used to bound the position and velocity
random variable coincides. At this point, by discretising time as explained above
X∆t |Λ and Vt(t + 1)Θ|Γ (for simplicity we simply write V Θt |Γ) become discrete
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random variables similar to those used for model A. Then, applying theorem
12, we know that
HSt(X
∆
t |Λ) +HSt(V Θt |Γ) > D, (4.22)
whereD is a positive constant that in general can depend on the partition chosen
but not on the probability distribution of X∆t |Λ and V Θt |Γ, hence on µXt|St and
µVt|St . The whole construction does not depend on the partitions chosen, once
they are chosen in the consistent way explained above. In particular, the above
inequality holds for arbitrary partitions having small but finite size.
4.2.4 Construction of the Hilbert space structure for model
B
The construction of the Hilbert space structure for model B goes more or less
as in model A. However, in this case, we have some additional technicalities
due to the use of the partitions for the description of the two random variables
involved. The entropic uncertainty relation (4.22), ensures thatX∆t |Λ and V Θt |Γ,
after conditioning on St, can be jointly described only on a non-commutative
probability space, i.e. with non-commuting operators. Let us fix for the moment
the partitions used. As in model A, the bounded and discrete version of the
position random variable can be represented on the Hilbert space
H(Xt|N,Λ) =
N⊕
k=1
Hk,
as the diagonal operator
Xˆt(N,Λ) =
N∑
k=1
k|k〉〈k|.
Here |k〉 ∈ Hk and Pˆ (Xˆt(N,Λ))k := |k〉〈k| is the PVM such that
P [X∆t |Λ = k] = P [Xt|Λ ∈ ∆XN,k] = 〈ψ|Pˆ (Xˆt(N,Λ))k |ψ〉 (4.23)
for some ψ ∈ H(Xt|N,Λ). Similarly, the bounded and discrete version of the
velocity random variable can be represented on the Hilbert space
H(Vt|N,Γ) =
N⊕
j=1
Hj
(note that particular partitions considered implies that N = N ′) as the diagonal
operator
Vˆt(N,Γ) =
N∑
j=1
j|j〉〈j|.
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The two Hilbert spaces H(Xt|N,Λ) and H(Vt|N,Γ) have the same dimension
and so they are unitary equivalent, i.e. there exists a unitary map Uˆ : H(Vt|Γ)→
H(Xt|Λ). Hence we can represent Vˆt(N,Γ) on H(Xt|N,Λ) and viceversa. The
entropic uncertainty relation (4.22) ensures that
[Xˆt(N,Λ), Vˆt(N,Γ)] 6= 0 (4.24)
Let us now analyse what happens when we change the size of the partition.
First, we consider the limit N →∞ which means that the size of the partitions
goes to zero. Because the sets ∆XN,k shrink to a point, say {x}, we have
lim
N→∞
〈ψ|Pˆ (Xˆt(N,Λ))k |ψ〉 = limN→∞P [Xt|Λ ∈ ∆
X
N,k] = 0 (4.25)
for any ψ, i.e. any P . This means, by prop 9.14 of [3], x ∈ σc(Xˆt(Λ)) (here
Xˆt(Λ) := Xˆt(∞,Λ) ). By the arbitrariness of x we conclude, as expected, that
Xˆt(Λ) is a bounded operator with purely continuous spectrum. Note that the
Hilbert space on which we can define Xˆt(Λ) is
H(Xt|Λ) :=
∫ ⊕
Λ
Hxdx
which is not separable in general. Here, Xˆt(Λ) can be written as
Xˆt(Λ) =
∫
Λ
xP (Xˆt(Λ))(dx).
Similar conclusions hold for the operator representing the bounded and discrete
velocity random variable: Vˆt(Γ) := Vˆt(∞,Γ) is a bounded operator with contin-
uous spectrum. Since for any value of N , Xˆt(N,Λ) is the operator representing
the random variable obtained by discretizing the same random variable Xt|Λ,
also the operators Xˆt(N,Λ) can be obtained by discretising the same operator
Xˆt(Λ). The same holds for Vˆt(N,Γ). At this point because (4.24) is valid for
any possible partition chosen in the consistent way explained in the previous
section (i.e. for any N), we can conclude that
[Xˆt(Λ), Vˆt(Γ)] 6= 0.
Since Γ and Λ are arbitrary, with similar considerations we may conclude that
[Xˆt, Vˆt] 6= 0 (4.26)
where Xˆt is the unbounded operator on a Hilbert space H(Xt) := H(Xt|R)
such that Xˆt(Λ) = PˆΛXˆtPˆΛ (here PˆΛ is the projector from H(Xt) to the Hilbert
space H(Xt|Λ)) and Vˆt is defined in a similar manner.
We conclude by observing that H(Xt|Λ) and H(Vt|Γ) may be not separable
(and so also H(Xt) and H(Vt)). In general, non-separable infinite-dimensional
Hilbert spaces are not mutually isomorphic (see [58], corr. 5.5). Thus in this
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case we cannot define a unitary map Uˆ : H(Vt) → H(Xt) which maps the
operator representations of Xt and Vt onH(Vt) into the corresponding operators
in H(Xt). This is an effect of the possible lack of separability of the Hilbert
spaces H(Xt) and H(Vt). However this does not mean that we cannot represent
the velocity random variable on H(Xt|Λ) and vice-versa: one simply represents
the velocity random variable on H(Xt|N,Λ) and then takes the limit. However,
to have a consistent description the velocity operator obtained in this limit
must be isomorphic to the operator Vˆt diagonal on H(Vt|Γ). We will refer to
this problem with the name “separability problem” and we will comment on it
in the next section. We conclude by observing that the result obtained here, as
explained in the previous section, holds for any value of t′ > t.
4.3 Comparison with quantum mechanics
In model A it turns out that the Hilbert space is finite dimensional and the
dimension is determined by the number of points. Hence, even if this model
is capable to reproduce the non-commutativity of quantum mechanics, surely
the commutator between [XˆN , VˆN ] cannot be equal to (4.1). Indeed, it is well
known that (4.1) does not hold on a finite dimensional Hilbert space. Taking
the limit M →∞, a comparison with quantum mechanics is not possible since
time is a discrete parameter in model A.
On the other hand in model B, the construction presented leads to an infinite
dimensional Hilbert space. It may be not separable while in ordinary quantum
mechanics the Hilbert space always is. Comparing this model with model A, we
can understand that this time the number of points in the space process, M ,
does not determine the dimension of the Hilbert space. After a bit of thought,
one can realize that this is a consequence of the fact that we are using prob-
ability measures which admit a density with respect to the Lebesgue measure.
Another consequence of this fact is the continuous spectrum of the operators
representing the particle process. However, one can always imagine that, if we
let the support of the probability measure shrink to a single point (hence ob-
taining a Dirac measure, which is not absolutely continuous with respect to the
Lebesgue measure), the operators have a pure point spectrum. This suggests
that the “real” continuity of the spectrum is obtained only in the limit M =∞
and the absolute continuity is possible only in this case. One may observe the
following. When M →∞ we can have two cases:
a) the points increase in a non dense way: their number is infinite but in any
subset of R these is just a finite number of them (they behaves as numbers
in N or Z);
b) the points increase in a dense way: their number is infinite and in any
subset of R there is an infinite number of them (like numbers in Q). We
will refer to this case with the name dense-point limit.
Note that in both cases they are assumed to be countable. In the first case, Xˆt
can be seen as the limit of a sequence of compact operators: the spectrum is
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purely point-like. However, this possibility does not seem to be comparable with
the usual position operator in quantum mechanics, which is bounded (and not
compact) when we restrict it to a subset of R. On the other hand, the second
case is more interesting. Indeed, it may give rise to bounded operators which
are not compact. This suggests that to completely recover quantum mechanics,
the dense-point limit must be taken.
Despite the observations done above, we still want to try a comparison with
non-relativistic quantum mechanics. This time we are really closer to deriving
the canonical commutation relation between position and momentum from the
quantities of the model, as we will see. Assume the following:
i) The Hilbert space on which we can represent Xˆt is separable and infinite-
dimensional, i.e. L2(R);
ii) There exists a self-adjoint operator
Hˆ =
1
2m
∇2x + V (x)
which, together with Xˆt, fulfils all the mathematical requirements needed
to apply the Ehrenfest theorem (see [60]).
Clearly Hˆ is nothing but the ordinary hamiltonian operator in quantum me-
chanics. At this point, by the Ehrenfest theorem, we have the equation
d
dt
〈Xˆt〉ψ = 1
m
〈Pˆt〉ψ,
where m is the mass of the quantum particle and ψ ∈ L2(R). Consider now the
velocity random variable of the model B
Vt(t
′) =
Xt′ −Xt
t′ − t .
Note that, after the removal of the space process, the three random variables lies
in three different probability spaces and there does not exist a joint probability
space where we can describe all of them (we recall that when we remove the
space we use the unconditional transition probabilities). Thus this expression
is purely formal and, in particular, it is not expected to hold at the level of the
outcomes of these random variables. However, the following expression makes
sense
E[Vt(t′)|St] = E[Xt
′ |St]− E[Xt|St]
t′ − t
since the probability measures of each expectation are defined on different prob-
ability spaces. Using the procedure explained in the previous section and under
the assumption i), we can jointly describe these three random variables using a
non-commutative probability space. In particular, we compute the expectation
using the Hilbert space structure, writing
E[Vt(t′)|St] = 〈Vˆt(t′)〉ψ = 〈Xˆt
′〉ψ − 〈Xˆt〉ψ
t′ − t ,
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where ψ ∈ H with H Hilbert space constructed as in section 4.2.4. This time
an explicit procedure to construct ψ is not known despite some results in this
case can be found in [Cur7]. From this equation we can write that
lim
t′→t
〈Vˆt(t′)〉ψ = d
dt
〈Xˆt〉ψ = 1
m
〈Pˆt〉ψ,
which means that the weak -limit t′ → t of velocity operator in model B, under
assumptions i) and ii), coincides with the momentum operator of non-relativistic
quantum mechanics. Note that the assumption i) on the separability of the
Hilbert space is crucial for this consideration. Finally, we also note that sep-
arability also solves the problem of the non-unitary equivalence of H(Xt) and
H(Vt) mentioned at the end of section 4.2.4.
Summarising, despite Model B is capable to reproduce the commutation
relation between the position and velocity operators of the particle, which re-
sembles the quantum mechanical commutation relation, it did not succeed in
the derivation of (4.1). However, if in some other model (similar to model B) we
can justify i) and ii) in some way, we can have a correspondence of the model
with non-relativistic quantum mechanics.
Chapter 5
Probabilistic intermezzo:
point processes
In this chapter we will introduce the notion of point process. A particular class
of point processes, the determinantal one, will be analyzed and some interesting
features discussed. These notions will we used in chapter 6, where an attempt
to justify the assumption i) and ii) of section 4.3 is presented.
5.1 Point processes
A simple introduction to the general theory of point processes can be found in
[61], while a more systematic approach is presented in [62]. These two are the
main references for the concepts introduced here.
5.1.1 General structure
Before starting with the formal mathematical description, let us first explain
what point processes are and how they are described. Let X be a d-dimensional
space and let ξ label a point process on it. Loosely speaking, ξ can be thought
as a collection points of X randomly chosen according to some probability dis-
tribution. To describe it, on a d-dimensional space, the most natural way is by
counting the number of points that fall in a given subset of X. Let B ⊂ X and
let Nξ(B) be the number of points of ξ inside B. It is not difficult to imagine
that we can completely describe the point process ξ by knowing Nξ(B) for any
subset B of X, i.e. by knowing the collection {Nξ(B)}B⊂X. More precisely, we
can say that {Nξ(B)}B⊂X contains enough information to recover the position
of all points of ξ. Note that this is true only if the points of ξ are not too dense:
if Nξ(B) = ∞ for any B ⊂ X we are not able to reconstruct the single points
locations by a counting technique. Let us now formalise this idea.
Definition 25. Let X be a locally-compact second countable Hausdorff space
and let B(X) be the Borel σ-algebra on it. Let N : B(X)→ N be a non-negative
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integer valued counting measure on X. When N(B) < ∞ for any B ∈ B(X)
bounded, we say that the counting measure is boundely finite. The set
NX := {N(·)|N(B) <∞ for all bounded B ∈ B(X)},
is called space of all the boundely finite counting measures on X.
The space NX can be equipped with the vague topology, which allows to
define open sets that can be used to construct a Borel σ-algebra B(NX).
Definition 26. Let (Ω, E , P ) be a probability space, X be a locally-compact sec-
ond countable Hausdorff space and NX be the space of all the boundely finite
counting measure on it. The P -measurable map ξ : (Ω, E , P ) → (NX,B(NX))
defined as
ξ : ω 7→ {Nξ(B;ω)}B∈B(X),
is called point process over X.
Let us explain better how this definition fits with the idea explained in the
beginning. Given ω ∈ Ω the realisation ξ(ω) of the point process is fixed. Then
the number of points of ξ(ω) that fall in B is Nξ(ω)(B) = Nξ(B;ω). Since we
have this information for any Borel set B ⊂ X we can reconstruct the whole
collection of points of ξ(ω). If no confusion arises, we will omit the dependence
of ξ on ω. Note that in general, such a collection of points cannot be regarded
as a discrete random subset of X. Indeed, there can be point processes whose
points may overlap, namely Nξ({x}) = m > 1 for some x ∈ X, and others where
this does not happens.
Definition 27. A point process ξ on X is said simple if Nξ({x}) 6 1 for all
x ∈ X.
In case of simple point processes, ξ can be represented as the (random)
subset ξ := {x1, x2, · · · } ⊂ X without loosing any information. Such collection
of points is also called configuration of ξ. In general we may always represent
the point process ξ as a collection of points, i.e. ξ := {x1, x2, · · · }, but when
the process is not simple they do not form a subset of X because there can be
xi = xj for some i, j: this information is lost if ξ is thought as a set.
Definition 28. Let ξ be a point process on X. If Nξ(X) = M 6 ∞ then ξ is
said finite, while if Nξ(X) =∞ the point process is said locally-finite.
Note that any point process which is locally finite on X, induces a finite point
process on any compact subset Λ ⊂ X by construction.
Let us now explain how a point process is described from the statistical point
of view. Consider a finite point process ξ on X, and the probability distibution
µξ := P ◦ ξ−1 induced on (NX,B(NX)). When the distribution µξ is used to
compute the probabilities of events like
{N(A1) = n1} ∩ · · · ∩ {N(Ar) = nr}, (5.1)
with Ai ∈ B(X) and ni ∈ N for all i = 1, · · · , r, µξ takes a special name.
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Definition 29. Let ξ : (Ω, E , P )→ (NX,B(NX)) be a point process, the proba-
bility distributions
µξ(A1, n1; · · · ;Ar, nr) := P [Nξ(A1) = n1, · · · , Nξ(Ar) = nr],
where Ai ∈ B(X) and ni ∈ N for all i = 1, · · · , r, are called finite-dimensional
distributions (or fidis) of the point processes ξ.
The importance of the fidis for the description of a point process is encoded
in the following theorem [61].
Theorem 13. Let ξ : (Ω, E , P )→ (NX,B(NX)) and η : (Ω, E , P )→ (NX,B(NX))
be two point processes on X. If all the fidis of ξ and η coincide, then ξ and η
have the same distribution.
This means that, if the fidis of two point processes are the same then they
are equal in distribution, namely ξ d= η. Typically point processes are not
described in terms of fidis directly, but by using two quantities, the Janossy
measure and the moment measure, from which the fidis can be derived. Let
us introduce the Janossy measure. Consider the event (5.1), used to compute
the fidi µξ(A1, n1; · · · ;Ar, nr) and assume that {Ai}ri=1 is a finite partition of X
(i.e. ∪ri=1Ai = X and Ai ∩ Aj = {∅} for any i 6= j). When this event happens,
the point process contains exactly n = n1 + · · · + nr points. This observation
allows us to write the following:
µξ(A) =
∞∑
n=0
pnΠn(A)
where A ∈ B(NX) is a generic event and
i) {pn}∞n=0 are the probabilities that the point process has exactly n points,
thus they fulfil the normalisation condition
∞∑
i=0
pn = 1; (5.2)
ii) Πn(A) is a probability distribution on X(n), i.e. the n-fold product space
X×· · ·×X, which can be interpreted as the probability distribution of the
position of the points of ξ, given that their number is exactly n.
To implement indistinguishability of the points of ξ, the joint probability dis-
tribution Πn should assign equal weight to any permutation of the coordinates
(x1, · · · , xn). If Πn is not so, we can always implement indistinguishability by
introducing the symmetrised form
Πsymn (A1 × · · · ×An) =
1
n!
∑
σ∈Pn
Πn(Aσ(1) × · · · ×Aσ(n))
where Pn is the set of all the permutations of n elements and A1, · · · , Ar ∈ B(X)
form a finite partition of X.
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Definition 30. Let ξ : (Ω, E , P )→ (NX,B(NX)) be a point process on X. Taken
a finite partition A1, · · · , An ∈ B(X) the (n-th) Janossy measure of ξ is defined
as
Jn(A1 × · · · ×An) : = pn
∑
σ∈Pn
Πn(Aσ(1) × · · · ×Aσ(n))
= n!pnΠ
sym
n (A1 × · · · ×An).
From the normalisation condition (5.2) we can see that Jn is not a probability
measure. In fact, observing that Πn(X(n)) = 1, we can write
∞∑
n=0
Jn(X
(n))
n!
= 1, (5.3)
where we interpret J0(X(0)) = p0. For any n > 1 we have
Jn(X
(n)) = pnn! (5.4)
It is clear that any family of symmetric measures fulfilling the normalisation con-
dition (5.3), can be used to construct the probability distribution {pn}∞n=0, using
(5.4), and so also the sets of symmetric probability distributions {Πsymn }∞n=0.
Now we want to show explicitly how to construct the fidis of the point process
from the Janossy measures. In order to do that, we recall that the multinomial
coefficient (
n
n1, · · ·, nr
)
=
n!
n1! · · ·nr!
counts the number of ways we may arrange n = n1 + · · · + nr objects in r
different boxes putting n1 objects in the 1-th box, . . . , nr objects in the r-th
box. This implies that
µξ(A1, n1; · · · ;Ar, nr) = pn
(
n
n1, · · ·, nr
)
Πsymn (A
(n1)
1 × · · · ×A(nr)r )
=
Jn(A
(n1)
1 × · · · ×A(nr)r )
n1! · · ·nr! ,
(5.5)
where A1, · · ·An form a finite partition on X. In general, the sets on which the
fidis can be evaluated do not form a partition of X, however we can still find
them by the Janossy measure. Suppose that A1, · · · , Ar are disjoint sets but
they do not from a partition. Hence there exists a set C = (A1 ∪ · · · ∪Ar)c such
that X = A1 ∪ · · · ∪ Ar ∪ C and clearly Ai ∩ C = {∅}. Thus A1, · · · , Ar, C is
a partition of X and the previous formula applies. Let n = n1 + · · · + nr and
s ∈ N, we can write that
µξ(A1, n1; · · · ;Ar, nr;C, s) = Jn+s(A
(n1)
1 × · · · ×A(nr)r × C(s))
n1! · · ·nr!s! .
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Using the law of total probability, we have
µξ(A1, n1; · · · ;Ar, nr) =
∞∑
s=0
µξ(A1, n1; · · · ;Ar, nr;C, s)
and so
µξ(A1, n1; · · · ;Ar, nr) = 1
n1! · · ·nr!
∞∑
s=0
Jn+s(A
(n1)
1 × · · · ×A(nr)r × C(s))
s!
.
(5.6)
At this point it should be clear that Janossy measures are important tools
to describe a point process. However nothing was said about their meaning.
We already observed that they are not probability measures, thus a statistical
interpretation is not available in general. By the way, in some particular case
such interpretation is available.
Definition 31. Let ξ : (Ω, E , P ) → (NX,B(NX)) be a point process on X and
let Jn(A1×· · ·×An) be a n-th Janossy measure of the process. Let µ be a Borel
measure on X. The function jn(x1, · · · , xn) such that
Jn(A1× · · · ×An) =
∫
A1
· · ·
∫
An
jn(x1, · · · , xn)µ(dx1) · · ·µ(dxn)
is called (n-th) Janossy density of the point process ξ with respect to µ.
The Janossy densities have a particularly simple interpretation, in fact
jn(x1, · · · , xn)µ(dx1) · · ·µ(dxn) represents the probability that there are exactly
n points in the process ξ, one in each of the n distinct infinitesimal regions
(xi, xi + dxi). The notion of Janossy measure (or density, if it exist) can be
extended to the case of locally finite point processes by restricting the point
process ξ on some compact region Λ ⊂ X. Everything remains the same except
that the normalisation condition (5.3) and (5.4) are not computed with X(n)
but by using Λ(n). Similarly in the equation (5.6), A1, · · · , Ar are a partition of
Λ not of X. For this reason, it is typical to make this Λ-dependence explicit by
adding a label in the symbol of the Janossy measure (or density), i.e. Jn(A1 ×
· · · × An|Λ) and jn(x1. · · · , xn|Λ) which are called local Janossy measure and
density, respectively. The existence of a the Janossy density when X = Rd
and the measure µ is the ordinary Lebesgue measure, can be used to define an
important class of point processes.
Definition 32. Let ξ be a point process on X ⊆ Rd. If, for all n > 1 and some
bounded A ∈ B(Rd), the local Janossy measures Jn(dx1 × · · · × dxn|A) exist
and are absolutely continuous with respect to the Lebesgue measure, the point
process is said regular on A. If this happens for any bounded A ∈ B(Rd), then
ξ is said regular point process.
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Regularity is important because it implies simpleness: more precisely, if a
point process ξ on Rd has Janossy measure admitting Janossy densities with
respect to the Lebesgue measure, then ξ is simple (see Prop. 5.4 V in [62]).
Let us now describe the second quantity which is typically used to describe a
point process: the moment measure. By definition, a point process is described
by using random measures, i.e. measure-valued random variables. Moment
measures are just the moments of these random variables, which are measure-
valued. This description of a point process ξ on X, is clearly related to the
description via the Janossy density. Let us start with the simplest case: the
intensity measure or 1st-moment measure. The intensity measure of a locally
finite point process ξ in X is defined as the measure
M1(A) := E
[∑
x∈ξ
χA(x)
]
, (5.7)
where χA is the indicator function of the set A ∈ B(X). The intensity measure is
by definition the expectation value of the counting measure on A, i.e. M1(A) =
E[Nξ(A)], and so it can be interpreted as the expected number of points of ξ in
A. Similarly one can define the 2nd-moment measure as
M2(A1 ×A2) := E
[ ∑
x,y∈ξ
χA1×A2(x, y)
]
. (5.8)
Also in this case, we can conclude that M2(A1 × A2) = E[Nξ(A1)Nξ(A2)].
Recognising that Nξ(A1)Nξ(A2) is the number of elements of the set {(x, y) ∈
A1 × A2, x, y ∈ ξ}, we can interpret the 2-th moment measure as the intensity
measure of a point process on X×X. In this definition of M2, two contributions
can be distinguished:
M2(A1 ×A2) = E
[ ∑
x,y∈ξ
χA1×A2(x, y)
]
= E
[ ∑
x,y∈ξ
x 6=y
χA1×A2(x, y)
]
+ E
[∑
x∈ξ
χA1×A2(x, x)
]
= E
[ ∑
x,y∈ξ
x 6=y
χA1×A2(x, y)
]
+M1(A1 ∩A2),
where we used the fact that χA1×A2(x, x) is non zero only for x ∈ A1 ∩A2, i.e.
χA1×A2(x, x) = χA1∩A2(x). The quantity
M[2](A1 ×A2) := E
[ ∑
x,y∈ξ
x 6=y
χA1×A2(x, y)
]
(5.9)
is called 2nd-factorial moment. Like for the 2nd moment measure, the 2nd
factorial moment measure can be seen as the intensity measure of a point process
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on X× X consisting of all the 2-tuples of distinct points of the original process
ξ. Note that
M[2](A×A) = M2(A×A)−M1(A)
= E[Nξ(A)2]− E[Nξ(A)]
= E[Nξ(A)(Nξ(A)− 1)].
The moment measures defined by (5.7), (5.8) and (5.9) can be generalised as
follows.
Definition 33. Let ξ be a point process on X, n ∈ N and A1, · · · , An ∈ B(X).
The measure
Mn(A1 × · · · ×An) := E
[ ∑
x1,··· ,xn∈ξ
χA1×···×An(x1, · · · , xn)
]
is said n-th moment measure of the process ξ, while the measure
M[n](A1 × · · · ×An) := E
[ ∑
x1,··· ,xn∈ξ
x1 6=···6=xn
χA1×···×An(x1, · · · , xn)
]
is said n-th factorial moment measure of the process ξ.
In general, these measures may not exist for any n (they can be infinte
sometimes). The n-th moment measure can be written as the expectation of
a product of counting measures. More precisely, let A1, · · · , Ar ∈ B(X) with
r 6 n, then
Mn(A
(n1)
1 × · · · ×A(nr)r ) = E[(Nξ(A1))n1 · · · (Nξ(Ar))nr ]
where ni ∈ N for all i = 1, · · · , r and n1 + · · · + nr = n. A similar formula for
the n-th factorial moment is not available in general, but a similar result holds
for disjoint sets. Indeed, introducing the r-th factorial power of x
x[r] :=
{
x(x− 1) · · · (x− r + 1) for r 6 x
0 otherwhise.
where x ∈ R and r ∈ N, if A1, · · · , Ar ∈ B(X) with r 6 n are disjoint sets, one
can write that
M[n](A
(n1)
1 × · · · ×A(nr)r ) = E[(Nξ(A1))[n1] · · · (Nξ(Ar))[nr]] (5.10)
where again ni ∈ N for all i = 1, · · · , r and n1 + · · ·+ nr = n.
Moment measures and the Janossy measures are related. In particular, we
can pass from the Janossy measures to the moment measures using
M[n](A
(n1)
1 × · · · ×A(nr)r ) =
∞∑
s=0
Jn+s(A
(n1)
1 × · · · ×A(nr)r × X(s))
s!
. (5.11)
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This relation can be inverted provided that all the moments exist (i.e. M[n](X(n)) <
∞ for any n ∈ N), getting
Jn(A
(n1)
1 × · · · ×A(nr)r ) =
∞∑
s=0
(−1)sM[n+s](A
(n1)
1 × · · · ×A(nr)r × X(s))
s!
. (5.12)
Also in this case it is not necessary that the sets A1, · · · , Ar form a partition of
X. If the point process is not finite, these last two equations may still be used
by replacing X with some subset Λ ⊂ X and by using the local Janossy measures
on Λ. Also in this case these measures, Mn or M[n], may admit densities with
respect to some measure µ on X.
Definition 34. Consider a point process ξ and a measure µ, both defined on X.
If, given A1, · · · , Ar ∈ B(X) disjoint subsets of X and ni ∈ N for all i = 1, · · · , r
such that n1 + · · ·+ nr = n, we can write
M[n](A
(n1)
1 × · · · ×A(nr)r ) =
∫
A
(n1)
1 ×···×A(nr)r
ρn(x1, . . . , xn)µ(dx1) · · ·µ(dxn)
the function ρ(x1, . . . , xn) is said n-th correlation function of the process ξ.
It is not difficult to see that the relations (5.11) and (5.12) can be used to
relate these densities with the Janossy densities and viceversa. Also in this
case we have an interpretation of the quantity ρ(x1, · · · , xn)µ(dx1) · · ·µ(dxn):
it represents the probability to find at least n points of the process ξ, one in
each of the n distinct infinitesimal regions (xi, xi + dxi) . In contrast with the
Janossy densities, in this case the number of points in the intervals is not fixed
(for jn(x1, · · · , xn) the number is exactly n). Note that (5.12) and (5.11) can
be used to pass from Janossy to moment densities and viceversa.
5.1.2 Marked point processes
A very useful extension of the notion of point process is the one of marked point
process, whose main features will be briefly presented here.
There can be situations where the point process is not the principal object
that one wants to analyze, like for example, when the point process is just a
component of a more complex model. In such situations, it is sometimes useful
to associate to each point xi of the point process, an additional variable mi
belonging to some set M. Such variables are called marks and can be anything:
for example they can be a label (e.g. the time at which an event happened), a
random variable or a set. The set M containing all marks is said mark space.
The resulting point process, whose generic points are represented by the couple
(xi,mi), is said marked point process.
Definition 35. A marked point process on X is a point process on X×M having
points ξ˜ = {(x1,m1), (x2,m2), · · · }, such that Ng(A) := Nξ˜(A × M) < ∞ for
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any A ∈ B(X). The point process ξg defined with the measures {Ng(A)}A∈B(X)
is said ground process.
Not all point processes on the product space X ×M are marked point pro-
cesses, but only those for which the ground process is still a point process. A
rather simple case when this is always possible is when the mark space is a finite
set, i.e. M := {1, · · · , k} for some k ∈ N. The marked point process in this case
is said multivariate, and the finiteness condition of the marked point process is
always satisfied. In fact, we have
Ng(A) = Nξ˜(A× {1, · · · , k}) =
m∑
i=1
Nξ˜(A× {i}), (5.13)
which follows from the additivity of counting measures between disjoint sets
(note that (A × {i}) ∩ (A × {j}) = {∅} for i 6= j). Since Nξ˜(A × {i}) < ∞
for all A ∈ B(X) then also Ng(A) < ∞ for all A ∈ B(X), showing that if the
space of marks is a finite set, then any point process on X×M is marked. The
counting measures Ni(A) := Nξ˜(A× {i}) define point processes on X× {i}, for
any i ∈ M, which are sometimes called component processes of ξ˜.
5.1.3 Determinantal point processes
Here we want to describe an interesting class of point processes: the determinan-
tal point processes. Our interest in this particular class of processes is mainly
due to the fact that the whole statistical properties are determined by the kernel
of a (locally) trace-class operator over a separable infinite-dimensional Hilbert
space. The main references are [63, 64, 65, 66, 67, 68].
From now on, we assume X = Rd for simplicity. Let Kˆ be an operator acting
on L2(Rd) such that
As1) Kˆ ∈ Bloc1 (L2(Rd)) ∩ B2(L2(Rd), namely Kˆ admits kernel K(x, y) and
Tr(PˆΛKˆPˆΛ) <∞
where Λ ⊂ Rd is compact and PˆΛ : L2(Rd)→ L2(Λ) is a projector;
As2) Oˆ 6 Kˆ < Iˆ, namely the spectrum of Kˆ is in [0, 1);
As3) Kˆ is a self-adjoint operator, which implies that the associated kernel
K(x, y) : Rd × Rd → C is hermitian, namely such that
K(x, y) = [K(y, x)]∗
for any x, y ∈ Rd.
Given such operator Kˆ, consider its local version on Λ ⊂ Rd, i.e. KˆΛ := PˆΛKˆPˆΛ.
By the Mercer theorem (see Th. 4.27 in [3]) the kernel associated to KˆΛ can be
written as
KΛ(x, y) =
∑
µΛ
µΛϕµΛ(x)ϕ
∗
µΛ(y) (5.14)
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where µΛ ∈ R are eigenvalues and ϕµΛ ∈ L2(Λ) are the corresponding eigenvec-
tors of KˆΛ. Note that, in any case, KΛ(x, y) = χΛ(x)K(x, y)χΛ(y). Now we are
ready to define the point process we are interested in.
Definition 36. Let ξ be a locally-finite simple point process on Rd having, for
any n ∈ N, n-th factorial moment density given by
ρn(x1, · · · , xn) = det([K(xi, xj)]i,j=1···n),
where x1, · · · , xn ∈ Rd and K(x, y) is the kernel of an operator Kˆ on L2(Rd)
fulfilling As1)− As3). The point process ξ is said determinantal point process
(DPP) on Rd.
In the above definition, the writing [K(xi, xj)]i,j=1···n is a short hand nota-
tion for the n× n matrix whose (i, j)-th element is K(xi, xj). By construction,
in a DPP all the moment densities are well defined. This implies that all the
(local) Janossy densities exist, are well defined and can be found using (5.11).
Following [66], we derive the Janossy density in a different way. Given Kˆ in
L2(Rd), operator whose kernel define a DPP on Rd, let us define
JˆΛ := (Iˆ− KˆΛ)−1KˆΛ.
This operator is usually called local interaction operator. It can be proved that
JˆΛ ∈ B1(L2(Rd)), hence it admits kernel, denoted by the symbol JΛ(x, y), and
in particular from (5.14), we can write that
JΛ(x, y) =
∑
µΛ
µΛ
1− µΛϕµΛ(x)ϕ
∗
µΛ(y).
Given a configuation of the DPP, say {x1, · · · , xn}, define the function
ηΛ(x1, · · · , xn) := det([JΛ(xi, xj)]i,j=1,··· ,n). (5.15)
Then the Janossy densities can be computed using the following result [66, 68].
Proposition 2. Let Kˆ be an operator on L2(Rd) fulfilling As1) − As3) and
K(x, y) its associated kernel. Let ξ be a DPP on Rd with kernel K(x, y). Then
for all compact subset Λ ⊂ Rd and n ∈ N/{0}, the local Janossy density of the
process ξ is
jn(x1, · · · , xn|Λ) = det(Iˆ− KˆΛ)ηΛ(x1, · · · , xn)
while j0(Λ) = det(Iˆ− KˆΛ).
In the above proposition, det(Iˆ − KˆΛ) must be interpreted as Fredholm
determinant (see [69] for mathematical details). Recalling the discussion done
in the section 5.1.1, the kernel K(x, y) of a DPP ξ contains all the information
needed to completely characterise the process. Indeed, it allows to compute all
5.1. POINT PROCESSES 79
the fidis of ξ, but we may also deduce other properties. Moreover, from the 1st
moment measure, for any A ⊂ Rd we have that
E[Nξ(A)] =
∫
A
K(x, x)dx
=
∫
Rd
χA(x)K(x, x)dx
= Tr(PˆAKˆ) = Tr(KˆA)
where PˆA : L2(Rd) → L2(A) is an orthogonal projector. Setting A = Rd, we
can see that the expected number of points is nothing but that trace of Kˆ. This
suggests that directly from Kˆ, we can obtain information on the finiteness of
the DPP. This theorem formalise exactly this idea [66, 67].
Theorem 14. Let Kˆ be an operator on L2(Rd) fulfilling As1)−As3) and let ξ
the DPP generated by the associated kernel. We have
i) If Tr(Kˆ) < ∞, i.e. Kˆ ∈ B1(L2(Rd)) then P [Nξ(Rd) < ∞] = 1 which
means that the point process is finite with probability 1, while when Tr(Kˆ) =
∞ the point process is only locally-finite, namely P [Nξ(Rd) <∞] = 0;
ii) P [Nξ(Rd) 6 m] = 1 for some m ∈ N/{0} if and only if Kˆ has finite rank
and Rank(Kˆ) 6 m;
iii) The number of points of the process is exactly m ∈ N/{0} if and only if
Kˆ is an orthogonal projector having Rank(Kˆ) = m.
A DPP whose kernel is an orthogonal projector is said orthogonal. Finally,
we conclude by explaining what happens to a DPP when we remove a point.
For a point process, this operation is called thinning. DPPs are closed under
thinning in the sense that the new point process obtained after this operation
is still a DPP. More formally, given a DPP ξ on Rd we may form a new point
process as follows. Given a point z ∈ Rd, we condition the DPP on the event
z ∈ ξ and then remove this point. With this procedure a new point process
is obtained, say ξ/{z}, which is the DPP ξ without the point z. For the DPP
obtained with this procedure the following theorem holds [68, 70].
Theorem 15. Let ξ be a DPP with kernel K(x, y) and z ∈ Rn such that
0 < K(z, z) < ∞. Then the point process obtained by removing z from ξ as
described above is again a DPP with kernel K˜(x, y) given by
K˜(x, y) = K(x, y)− K(x, z)K(z, y)
K(z, z)
.
This theorem can be extended also to points z ∈ Rd for which K(z, z) = 0 or
K(z, z) =∞, if we can approximate z with points s all having 0 < K(s, s) <∞.
Also in this case the process ξ/{z} is still a DPP with kernel given by
K˜(x, y) = K(x, y)− lim
s→z
K(x, s)K(s, y)
K(s, s)
.
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5.1.4 DPP diffusion
In the description of the DPP done in section 5.1.3, we did not mention time
at any level. In this sense the DPP (as any point process) can be considered as
a “spatial process”, i.e. a collection of random variables parametrised by space
(see definition 26). In ordinary stochastic processes, the parameter is typically
assumed to be the time and time-evolution is stochastic. Here we want to
describe, at a very qualitative level, how it is possible to implement a stochastic
time-evolution for a DPP. In particular, we will describe how to implement a
diffusive time-evolution: this will be done by using suitable Dirichlet forms.
Let us start with an analogy. The diffusion process we are going to describe
can be imagined as follow. A DPP can be thought as a classical gas of fermionsa
and the diffusion process we want to describe is the diffusion of such a gas. Note
that, because of the fermionic character, the gas cannot be thought as non-
interacting: even by neglecting all the possible interactions between particles
two fermions cannot be found in the same place, i.e. there is an exchange-
correlation interaction to be taken into account. Such interaction prevents the
formation of clusters in the process: in this sense, it is a repulsive interaction
between particles. A possible approach to describe this diffusion process can be
the following. Given a DPP configuration ξ one marks each point with a label
t ∈ R+. The t-components of marked point process thus obtained, ξt = ξ×{t},
is made of couples (xi, t), with xi ∈ ξ and t ∈ R+, representing the spatial
and temporal location of the point. Then we can imagine that each point in
ξt evolves in time according to some stochastic differential equation (SDE), one
for each point. Since we have an infinite number of points (in general), we
have an infinite number of SDEs. In addition, to model the repulsiveness due
to the fermionic character of the gas, the SDEs describing the trajectories of
each particle should have a drift term which depends on the locations of all
the other particles. Thus, if we want to find the configuration of this gas (the
position of each particle) at a given time t ∈ R+ (knowing its configuration at
some time t0 < t), we should solve an infinite system of coupled SDEs. It is not
easy to do so, however this problem can be tackled from a different perspective
using the so called Dirichlet forms, as explained in [71]. The interested reader,
in appendix find a very brief review on Dirichlet forms and its relation with
Markov processes.
The Dirichlet forms approach for the diffusion of a DPP is used in [72] for a
particular class of DPP, those having translational invariant kernels. The appli-
cation of the same method to more general cases, can be found in [66] and [73]:
here we report the main steps explained in these works, for the construction of
such a diffusion. By definition of point process, a DPP is a random variable
taking values on the space (NRd ,B(NRd)). Let µdpp be the probability distri-
bution for such a process. If ξ is a configuration of the DPP, take its restriction
aThe word “classical” in this context should be interpreted as follows: a gas of classical
fermion is a gas of particles having n-point correlation functions equal to the one of a quantum
gas of fermions. However, no quantum description of these particles is needed for the definition
of such a gas [63, 67].
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to Λ, compact subset of Rd, i.e. ξΛ := ξ ∩ Λ. Then define N fΛ as the subset of
NRd
N fΛ := {N ′ ∈ NRd |N ′(Λ) <∞},
i.e. the set of all the finite simple counting measures on Λ, which is the set on
which ξΛ takes values. To the restrincted DPP ξΛ, one can associate an Hilbert
space L2(N fΛ , µdpp). Consider the set of real valued functions F : N fΛ → R,
which can be written as
F (ξΛ) = f0χ{Nξ(Λ)=0} +
n∑
i=1
χ{Nξ(D)=i}fi(x1, · · · , xi)
where x1, · · · , xn ∈ ξΛ, n ≥ 1 is an integer, f0 a constant and fi are smooth
symmetric functions. Call this set SΛ. It can be proved that SΛ is dense in
L2(N fΛ , µdpp), hence F (ξΛ) can seen as the typical element of L2(N fΛ , µdpp). On
SΛ, one can define a gradient operator
∇N
f
Λ
x F (ξ) :=
n∑
k=1
χ{Nξ(Λ)=k}
∑
y∈ξ
χ{y=x}∇xfk(x1, · · · , xk),
where ∇x is the ordinary gradient in Rd. This last definition allows to introduce
the following symmetric real bilinear form on S(Λ)
εΛ(F,G) = E
[ ∑
y∈ξΛ
∇N
f
Λ
y F (ξΛ) · ∇N
f
Λ
y G(ξΛ)
]
,
where · denotes the ordinary scalar product in Rd. This form can be extended
to the whole L2(N fΛ , µdpp) and, under suitable conditions, can be rewritten as
(see lemma 4.2, [73])
E
[ ∑
y∈ξΛ
∇N
f
Λ
y F (ξΛ) · ∇N
f
Λ
y G(ξΛ)
]
= E[F (ξΛ)HˆΛG(ξΛ)],
where HˆΛ is a symmetric non-negative definite operator acting on L2(N fΛ , µdpp).
Considering the closure of such operator, one obtains the from
εΛ(F,G) = E[F (ξΛ)HˆΛG(ξΛ)]. (5.16)
Then (εΛ,Dom(Hˆ
1/2
Λ )) is a Dirichlet form on L2(N fΛ , µdpp) (see Th. 4.1, [73]).
This Dirichlet form, which is defined on the space N fΛ on which the DPP ξΛ
takes values, can be used to construct a stochastic time-evolution for ξΛ which
is a diffusion. In particular the following theorem holds (Th. 5.1, [73]).
Theorem 16. Let ξ be a DPP on Rd with kernel K(x, y) and probability distri-
bution µdpp. Let Kˆ the locally trace-class integrable operator associated to this
kernel from which one can construct the function ηΛ(x1, · · · , xn) as in (5.15),
where Λ is a compact subset of Rd. Assuming that
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a) (x1, · · · , xn) 7→ ηΛ(x1, · · · , xn) is continuously differentiable on Λn;
b) for any n ∈ N, 1 6 i, j 6 n and 1 6 h, k 6 d,∫
Λn
∣∣∣∣∂x(h)i ηΛ(x1, · · · , xn)∂x(k)j ηΛ(x1, · · · , xn)ηΛ(x1, · · · , xn)
∣∣∣∣·
· χ{ηΛ(x1,··· ,xn)>0}(x1, · · · , xn)dx1 · · · dxn <∞,
where ∂
x
(h)
i
is the derivative with respect to the h-th component of xi ∈ ξ;
Then there exists a Markov process {ξt}t∈R+ on N fΛ such that
i) {ξt}t∈R+ is a diffusion (i.e. the trajectories are continuous with probability
one);
ii) The transition probabilities of {ξt}t∈R+ can be calculated using the semi-
group Tˆt associated to the Dirichlet from (ελ,Dom(Hˆ
1/2
Λ )) defined in (5.16);
iii) {ξt}t∈R+ is unique up to µdpp-null sets;
iv) {ξt}t∈R+ has µdpp invariant measure.
Let us explain a bit further the content of this theorem. Given a DPP ξ and
taking its restriction on some compact subset Λ, one can construct a diffusion
process from the Dirichlet form (5.16). If HˆΛ is the generator of the Dirichlet
form and A ∈ B(NRd) is an event at time t0 with probability µdpp(A, t0), then
the probability of the event A at time t+ t0, p(A, t+ t0) can be computed as
p(A, t+ t0) = e
−tHˆΛµdpp(A, t0).
The theorem ensures that such diffusion process is unique and also that the
stochastic process at time t+ t0 is still determinantal, namely
p(A, t+ t0) = µdpp(A, t0).
Hence, such time-evolution preserves the determinantality of the process. Since
the determinantal point process is simple, the trajectories of the single points
of ξ do not collide during this evolution. In fact, we have the following theorem
(see Th. 5.3, [73])
Theorem 17. Under the assumptions of theorem 16, for d > 2 the diffusion is
non-colliding.
Chapter 6
A possible geometry for
quantum mechanics
In this chapter we propose a model of space which is capable to justify the
assumption i) done at the end of chapter 4. Imposing the correct symmetry
group, one can justify also the assumption ii). To do that, we reconsider model
B explained in chapter 4 under a different point of view which makes easier to
replace the space process with a generic point process. Using a determinantal
point process as space process, in section 6.2 assumption i) will be justified.
6.1 3-D generalization of model B and point pro-
cess structure
Here, we describe model B using the general theory of point processes explained
in section 5.1. This enables us to generalize model B from 1-D to 3-D in a quite
straightforward way.
6.1.1 Model B: underlying point process structure and
generalization to 3D case
In model B, two are the main ingredients: the space process SBt and the particle
process Pt = (Xt, Vt(t′)). Let us start from the space process SBt . Since SBt is
a random distribution of points over the real line, we should be able to describe
it with the theory of point processes presented in the previous section. Suppose
we have a collection of M independent Wiener processes taking values on R.
At a given time t, the subset of R formed by all positions of each Wiener
process defines a point process. Call ξt such point process, without assuming
distinguishability we can easily conclude that the fidis density of such process
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are given by
ρξt(x1, · · · , xM ) =
1
M !
∑
σ∈PM
M∏
i=1
ρ
W
(σ(i))
t
(xi) (6.1)
where σ is a permutation of {1, · · · ,M}, PM is the set of all the permutations
over this set, and ρ
W
(i)
t
(x) is the probability density of the i-th 1-D Wiener
process at time t. One may note that, if we assume that the Wiener processes
are identically distributed, we recover the probability distribution used in model
B for SBt in this particular case. However, without this assumption, this formula
does not coincide with the one used in model B: the difference lies in the fact
that here we are not assuming the distinguishability of the Wiener process. We
will come back on this fact soon, but for the moment we observe that, at this
level, we are describing only the random pattern formed by these points. Given
the expression above, one can immediately realise that theM -th Janossy density
is
jM (x1, · · · , xM ; t) =
∑
σ∈PM
M∏
i=1
ρ
W
(σ(i))
t
(xi).
This holds for any time t ∈ R+ hence, the time evolution of the Wiener processes,
can be used to obtain the fidis and Janossy densities at any time. Now consider
the particle process of model B, and in particular the position random variable
Xt (see (22))
Xt(ω) := piIt(ω)(S
B
t (ω))−W i0t (ω). (6.2)
The position random variable selects one of the points of SBt (ω), and takes the
value of the difference between the point selected and the origin of the reference
frame. To express this selection procedure with this writing, the point of the
space process must be distinguishable: only in this way one can choose the
i-th point. Thus, in order to use the definition above starting for the point
process ξt with fidis given by (6.1), we need to distinguish their points. This
can be done introducing by an additional label, say i, attached to each point
and considering the marked point process obtained in this way. More precisely,
consider the point process ξt, call x
(i)
t its i-th point according to some arbitrary
ordering, and consider the set of points
ξ˜t = {(x(1)t , 1), · · · , (x(M)t ,M)}.
It is a multivariate marked point process on R (by construction, the ground
process is exactly ξt). Using the marked point process ξ˜t we can really select a
point of ξt, thus the definition of Xt used makes sense. More precisely we can
say that the point process of model B can be described by using the marked
point process ξ˜t: the fidi densities of ξ˜t corresponds to the probability densities
of SBt . In this sense SBt is a particular case of the point process described here.
Using (5.13) we can write
Nξt(A) =
M∑
i=1
Nξ˜t(A× {i})
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where A ∈ B(R). Each component Nξ˜t(A×{i}) is a point process consisting of
a single point. The selection procedure, due to the random variable It, can be
represented considering the It-th component of ξ˜t, i.e. Nξ˜t(A× {It}). Defining
NXt(A) := Nξ˜t(A×{It}), the point process ξXt := {NXt(A)}A∈B(R3) represents
the position of the particle at time t. We can use the counting measure NXt(A)
to determine where the particle is: NXt(A) 6= 0 only for those A containing
the point Xt = piIt(ξ˜t), and this can be used to determine the position of the
particle. Compared with (6.2), we can see that the origin is assumed to be in 0
at time t. This can be done without loss of generality, since to have a non-zero
origin one can always perform a suitable translation. From now on we consider
the origin always in 0. Also the distribution of Xt can be derived from such a
measure. In order to see it, let us define the intensity measure
µXt(A) := M1(A) = EξXt [NXt(A)]. (6.3)
Since ξXt consists of a single point, clearly NXt(R3) = Nξ˜t(R
3×{It}) = 1, which
implies that µXt(R3) = 1, i.e. it is a probability measure. This is the probability
distribution of the random variable Xt, in fact µXt(A) is the expected number
of times we find the particle in the set A ∈ B(R), i.e. its probability to be
found in A. Note that in (6.3) the expectation is taken with respect to the
point process ξXt , which depends both on the ground process ξt (thus on the
marked point process ξ˜t) and the selection random variable It. Hence we can
write
µXt(A) =
∫
A
µXt(dx)
=
∫
A
∫
NRd
νXt|ξt=ζ(dx)νξt(dζ)
=
∫
A
∫
N˜Rd
µXt|ξ˜t=St(dx)µξ˜t(dSt)
Thus the position random variable of model B can be described by using suit-
able components of the multivariate marked point process constructed from a
suitable point process.
Before going on, let us discuss the relation between the indistinguishability
of the points, the need of a labeling, and the arbitrariness of this labeling.
We have seen that the point process ξt describes the random pattern of the
space process but, in order to define the position random variable, we need to
introduce an arbitrary labeling among the points (i.e. we need to consider the
marked point process ξ˜t). The arbitrariness of this labeling, needed to define
ξ˜t, may sound strange. However, this situation is a quite common situation.
In fact, suppose we have a point P ∈ R. In order to describe it we need a
reference frame, namely, we need to specify an origin O and a way to measure
the distance between O and P . The choice of these two objects is completely
arbitrary. The relation between ξt, ξ˜t and the labeling is similar to the one just
described. In particular, to define this ordering one may choose an arbitrary
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point in ξt, the origin, and use an arbitrary distance function to label all the
other points: the label i of a point x ∈ ξt contains the information needed to
describe the point in the correct way with respect to the chosen origin (which
is automatically in 0). Thus changing the distance function (which is arbitrary)
changes the labeling. In this sense ξt can be thought as R without specifying
a distance function, while ξ˜t can be thought as R equipped with a particular
distance function. In this sense, the need and the arbitrariness of the labeling
introduced above should not be considered as a strange thing.
The generalization to the 3-D case is straightforward: one can replace the
densities ρ
W
(i)
t
(xi) associated to the 1-D Wiener process at time t with the cor-
responding densities associated to the 3-D Wiener process. The M -th Janossy
densities (and so the fidi densities) obtained in this way are associated to a
point process in R3, and this holds at any time t. In the 3-D case, the particle
position is a 3-vector, namely
Xt := (X
1
t , X
2
t , X
3
t ). (6.4)
As for the 1-D case, equation (6.3) gives us the distribution µXt(A) for some
A ∈ B(R3). The velocity random variable can be obtained by using (6.4) in the
definition given for model B. Thus, the velocity random variable is the 3-vector
Vt(t
′) :=
Xt′ −Xt
t′ − t . (6.5)
Then one can proceed as in chapter 4 to prove that, after the removal of the
space process, when we represent these random variables on a common Hilbert
space, the operators associated to each component do not commute, i.e.
[Xˆit , Vˆ
i
t (t
′)] 6= 0, (6.6)
where i = 1, 2, 3. Since we want to compare it with ordinary quantum mechan-
ics, we also need to check if the components of Xˆt commute among them. If it is
not so, there is no hope to re-obtain ordinary non-relativistic quantum mechan-
ics from any modification of this model. We recall that the non-commutativity
is deduced by means of an entropic uncertainty relation, obtained after condi-
tioning on the point process. The strategy used to derive the bound between the
sum of HSt(Xt) and HSt(Vt(t′)), is based on the fact that the transition proba-
bilities depend on the point process at different times (say t and t′). Indeed, we
condition the position and velocity random variables to a given realization St
but Vt(t′) depends also on St′ (since it depends on Xt and Xt′). Thus the con-
ditioning on St is not sufficient to have a delta-like probability distribution for
Vt(t
′) when this happens for Xt: the minimal uncertainty on Vt(t′) is bounded
by the uncertainty of SBt′ given St, and this is the origin of the bound in the
sum of the two entropies. If we apply this idea to the 3-D generalization, we
cannot derive any bound between the components of Xt. In fact given Xit and
Xjt , with i 6= j, their probability distributions can be derived as marginal of
µXt and so we can always define a conditional probability like µXit |Xjt . However
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µXit |Xjt may depend only to a single St, hence after conditioning on such point
process configuration, we can always shrink the transition probabilities µXit |Xjt ,
to delta-like measures, which implies that HSt(Xit) + HSt(X
j
t ) > 0 (after a
suitable discretization). Thus
[Xˆit , Xˆ
j
t ] = 0, (6.7)
for all i, j = 1, 2, 3. However, using this commutation relation together with
(6.4) and (6.5), we have to conclude that
[Xˆit , Vˆ
j
t (t
′)] =
1
t′ − t [Xˆ
i
t , Xˆ
j
t′ ], (6.8)
(note the time indices) and
[Vˆ it (t
′), Vˆ jt (t
′)] = − 1
(t′ − t)2
{
[Xˆit , Xˆ
j
t′ ] + [Xˆ
i
t′ , Xˆ
j
t ]
}
, (6.9)
for all i 6= j. Notice that in general [Xˆit , Xˆjt′ ] 6= 0, and [Xˆit′ , Xˆjt ] 6= 0. This
concludes the 3-D generalisation of model B presented in chapter 4.
6.1.2 The role of separability in the 3-D generalization of
model B
The commutators (6.6) and (6.7) suggest that the operator representing the
position random variable in model B, Xˆt, resemble the ordinary position op-
erator of non-relativistic quantum mechanics (such operator will be labeled by
Qˆt, to avoid ambiguities). In section 4.1.5 and section 4.2.4, the construction
of the Hilbert space representation of the position operator was explained in
detail. Since in the 3-D generalization we replace the position random variable
with a vector-valued random variable, the Hilbert space on which the operator
representing the position random variable acts, is
H(Xt) = H(X(1)t )⊗H(X(2)t )⊗H(X(3)t ),
where H(X(i)t ) is the Hilbert space on which the operator representing the i-th
component of Xt is defined. Clearly H(Xt) is infinite-dimensional and non-
separable in general, because each H(X(i)t ) is not. We recall that on this Hilbert
space we can describe also the operator Vˆt(t′), but it is not diagonalizable on
the same basis of Xˆt (which is diagonal by construction in H(Xt), see section
4.2.4). The importance of the separability was already recognized in section
4.3 where we showed that, assuming the separability of the infinite dimensional
Hilbert space on which the operators are represented, we can relate the ve-
locity random variable of the model to the ordinary momentum operator of
non-relativistic quantum mechanics Pˆt. The same argument can be used also in
the 3-D generalization: assuming the separability of H(Xt), and the existence
of a suitable operator Hˆ, by the Ehrenfest theorem we can prove that
lim
t′→t
Vˆ
(i)
t (t
′) =
1
m
Pˆ it
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in weak sense for any i = 1, 2, 3, where m is a constant with the dimension of
a mass, and Pˆ it is the i-th component of Pˆt. Summarising, if we can justify
separability then a direct correspondence between the particle in model B and
a quantum particle seems to be possible.
6.2 Model C
In this section, we modify model B in order derive the right commutation rela-
tions between position and momentum and establish a correspondence between
this new model and non-relativistic quantum mechanics. The model we will ob-
tain will be called model C. Before starting let us point out that the proposed
model does not take into account the spin of a quantum particle: this model was
not conceived for such a scope. This does not mean that we cannot describe a
particle with spin, but simply that the description is done exactly as in ordinary
non-relativistic quantum mechanics (hence this model does not add anything to
the ordinary description).
The idea behind model C is the following. In this model, we use as space
process a DPP, since it is described by using a separable infinite-dimensional
Hilbert space. The analysis done in section 6.1, where we recognize the underly-
ing point process structure of model B, allows to replace the point process used
for model B with a DPP in a quite straightforward way. Closure under thinning
of the DPP allows to derive the right separable Hilbert space structure for the
particle process. Since separability is not enough to establish a correspondence
between the velocity operator Vˆt(t′) and the quantum momentum operator Pˆt,
one needs also to introduce a suitable operator Hˆ. This can be done by impos-
ing the correct symmetry group for a non-relativistic system, i.e. the Galilean
group.
6.2.1 The space process
We start the description of this model from the space process. At a given time,
say t = 0, the space process is represented by a DPP on R3 with locally trace-
class operator Kˆ on L2(R3). The number of points of the DPP is assumed
to be infinite which means, by the theorem 14, that Rank(Kˆ) = ∞. The
space process evolves via diffusion, as briefly explained in section 5.1.4. Such
a diffusion preserves the determinantality of the process: this means that if at
time t = 0 the space process is determinantal it remains so for any t > 0, as
theorem 16 shows.
Definition 37. At a given time t the space process of model C, call it SCt , is a
DPP on R3 with locally trace-class operator Kˆ on L2(R3) having Rank(Kˆ) =∞.
The time evolution of SCt , i.e. t 7→ SCt , is a DPP diffusion. The stochastic
process SC = {SCt }t∈R+ is the space process of model C.
A possible realisation of the space process SC is given in figure 6.1.
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Figure 6.1: A pictorial representation of a realization of the space process of
model C. Note that in model C, the point process at different times is a collection
of points in a 3-D space, which here is represented by the 2-D planes in light-
blue. The colored points belonging to the same plane represent a configuration
of the DPP at a given time. The trajectories of the DPP diffusion are also
drawn in the back.
6.2.2 The particle process
Let us turn our attention to the particle process at a given time t. We have
already seen in section 6.1.1 how we can describe the particle process using a
marked point process, whose ground process is the point process of the model.
Thus we consider the marked point process
S˜Ct := {(x(1)t , 1), (x(2)t , 2), · · · },
defined exactly as in section 6.1.1. According with the discussion done in that
section, this can be considered as the physical space equipped with a particular
distance function. By (5.13),
NSCt (A) =
∞∑
i=0
NS˜Ct (A× {i})
which is finite since the ground process is a DPP. This means that, by con-
struction, the sum on the RHS is convergent and so each member of the sum
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is a point process too. The point process {NS˜Ct (A × {i})}A∈B(R3) has only a
single point and is obtained from the initial DPP, SCt , by deleting all the points
having mark j 6= i. Hence, applying repeatedly theorem 15, we can conclude
that {NS˜Ct (A × {i})}A∈B(R3) is a DPP. Call ρˆ the locally trace-class operator
on L2(R3) of this DPP. Since it has a single point, we have to conclude that
Rank(ρˆ) = 1 ( see theorem 14), which means that the kernel of ρˆ can be written
as
ρ(x, y) = ψ(x)ψ∗(y),
where ψ(x) ∈ L2(R3). We introduce a selection random variable, i.e. the
positive integer valued random variable It : ΩI → N, which allows to define
the position of the particle at time t as the point described by the DPP ξXt :=
{NS˜Ct (A× {It})}A∈B(R3).
Definition 38. Let S˜Ct be the marked point process defined above with ground
process SCt and It be an N-valued random variable. The position of the particle
at time t in model C is described by the point process on R3 defined as
ξXt := {NXt(A)}A∈B(R3),
where NXt(A) := NS˜Ct (A× {It}) for any A ∈ B(R
3).
Let us label by Xt the (single) point of ξXt : this is the position random
variable at time t. Again the origin is assumed to be in 0, without loss of
generality.
Definition 39. Let Xt and Xt′ be the position random variables at time t and
t′ obtained from ξXt and ξXt′ , respectively. The velocity random variable Vt(t
′)
is defined as
Vt(t
′) :=
Xt′ −Xt
t′ − t .
As for model B, Vt(t′) should be interpreted as the average velocity of the
particle in the time interval [t, t′].
As already explained, theorem 15 implies that ξXt is a DPP with a rank-1
kernel. This means that the intensity measure of this process, is
M1(A) =
∫
A
ρ(x, x)dx =
∫
A
|ψ(x)|2dx.
Since µXt(A) := M1(A) is the expected number of times one finds the point
of ξt in A, we can conclude that Xt has probability density |ψ(x)|2 for some
ψ(x) ∈ L2(R3). However, as in model A and model B, we are not interested in
the probability P [Xt ∈ A] = µXt(A), but rather in the conditional probability
with respect to some configuration of the space process. Let St label a possible
configuration of the marked point process S˜Ct with fidis density µ(St), namely
we can write
µ(A1, n1; · · · ;Ar, nr) =
∫
A
(n1)
1 ×···×A(nr)r
µ(St)dSt.
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As explained in section 5.1.1, the fidis can be expressed in terms of the Janossy
measure, thus the fidis density expressed above can be obtained from the Janossy
densities (which always exist for a DPP). We note that once St is fixed, the
position random variable can vary only over a discrete set of points, i.e. over
the set ΛSt := {x|x ∈ St} which is a subset of R3. Thus we can write
µXt(A) =
∫
A
|ψ(x)|2dx =
∫
NR3
∫
ASt
|ψ(y,St)|2dStdy,
where ASt is the subset of ΛSt compatible with the event {Xt ∈ A}. As a
matter of fact the integral with respect to y is actually a sum of discrete values.
As already observed in section 4.3, in order to deal with probability measures
absolutely continuous with respect to Lebesgue we need to take the dense-point
limit. In this limit, the point of space gets denser and denser till the continuum
(R3) is reached. Let us describe more formally how this limit may be taken.
The (local) density of the space process SCt , can be measured by counting the
number of points in an arbitrary set A ⊂ R3, namely with n := NSCt (A). The
dense point limit is obtained for n→∞ for any A ⊂ R3 (when n =∞ for any
A ⊂ R3 the point process structure of the space is replaced by the continuum).
The density n parametrises also the marked point process S˜Ct (we write S˜Ct [n]).
The function y 7→ ψ(y,St) is in L2(ΛSt[n]) for any n finite. Since n = ∞
corresponds to the continuum R3 and L2(A) ⊂ L2(B) if A ⊂ B a, in the dense
point limit we have y 7→ ψ(y,St) ∈ L2(R3). From now on, we assume to work
in the dense-point limit of the space process. In this case we write
µXt(A) =
∫
NR3
∫
A
|ψ(y,St)|2dStdy
=
∫
NR3
∫
A
|ψSt(y)|2µ(St)dStdy
where
ψSt(y) :=
ψ(y,St)√
µ(St)
. (6.10)
The conditional probability density µXt|St(x) = |ψSt(x)|2 is the probability
measure that we can use, repeating the arguments used for model B (see section
IV E and section IV F in [54]), to represent the random variable Xt with an
operator on an Hilbert space H(Xt). After conditioning on St, since ψ(x) ∈
L2(R3), then also ψSt(x) is a square integrable function on R3, i.e. ψSt(x) ∈
aWe are assuming that a function f(x) in L2(A) is extended to L2(B) setting f(x) = 0
when x ∈ B/A.
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L2(R3)|Stb. We have that
E[Xt|St] =
∫
R3
x|ψSt(x)|2dx
=
∫
R3
ψ∗St(x)xψSt(x)dx
= 〈ψSt |XˆtψSt〉,
(6.11)
where Xˆt is a self-adjoint multiplicative operator on L2(R3)|St whose action is
XˆtψSt(x) = xψSt(x), (6.12)
and with domain given by D(Xˆt) := {φ ∈ L2(R3)|St | Xˆtφ ∈ L2(R3)|St}. The
domain is defined such that Xˆt is a well defined operator on L2(R3)|St . This
is exactly the operator representing Xt on an Hilbert space, when we follow
the procedure explained in chapter 4. Thus we can conclude that the DPP
process induces the separability of the Hilbert space H(Xt) of model C. It is
not difficult to note that Xˆt coincides with the ordinary position operator Qˆt in
non-relativistic quantum mechanics. Finally, also the velocity random variable
can be represented on the same Hilbert space, i.e. Vˆt(t′) is an operator acting
on L2(R3)|St , as in the case of model B. Separability ensures that starting from
the velocity random variable and constructing the Hilbert space H(Vt), the op-
erators representing the particle process on this Hilbert space coincide with the
position and velocity operators defined on H(Xt). Summarising, on L2(R3)|St
the two operators associated to the particle process are defined. In particu-
lar, the position of the particle process coincides with the quantum mechanical
operator.
6.2.3 Recovering the momentum operator
Nothing, for the moment, can be said about the relation between Vˆt(t′) and
the momentum operator of non-relativistic quantum mechanics. In section 4.3,
we argue that separability, together with the existence of a suitable operator
Hˆ, implies that for t′ → t, the operator representing the velocity random vari-
able, reduces to the momentum operator of ordinary non-relativistic quantum
mechanics. Here we repeat the argument in a more systematic way, and we
introduce the required Hˆ operator via symmetry group considerations.
We want to show that the operator representing the velocity random variable
Vˆt(t
′), reduces to the ordinary momentum operator of non-relativistic quantum
mechanics Pˆt. In order to do that, we can use the Ehrenfest theorem. We will
not state it in its whole generality, but we consider only the part of this theorem
regarding the position operator in quantum mechanics (see Cor 1.2 and Th 1.3
[60]).
bIt is worth to note that ψSt (x) is a square integrable function on R3, thus is an element
of L2(R3). However, to emphasize the dependence on the configuration of the DPP and
distinguish such Hilbert space from the L2(R3) space of the DPP, we choose to use the symbol
L2(R3)|St .
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Theorem 18. Let Hˆ be an operator on an Hilbert space L2(Rd) of the from
Hˆ = −
d∑
i=1
1
2mi
∂2
∂q2i
+ V (q)
with domain D(Hˆ) = H2(Rd) c where m1, · · · ,md > 0, V : Rd → R is a real
valued, locally integrable function fulfilling the Kato-Rellich conditiond. Let ψt
be a solution of the Schrödinger equation having Hamiltonian Hˆ written in the
Qˆi-representation, where Qˆi the i-th component of the position operator in non-
relativistic quantum mechanics. Then 〈Qˆi〉ψt is continuously differentiable with
respect to t for any ψt ∈ D(Hˆ) ∩D(Qˆit) and satisfies the equation
d
dt
〈Qˆi〉ψt = i
(
〈Hˆψt|Qˆiψt〉 − 〈Qˆiψt|Hˆψt〉
)
.
Moreover, if V : Rd → R has also locally weak derivative which is integrable,
and also
√|∇V | satisfies the Kato-Rellich condition, the equation above reduces
to
d
dt
〈Qˆi〉ψt =
1
mi
〈Pˆ i〉ψt . (6.13)
First we observe that in model C, µXt|St(x) = |ψSt(x)|2 depends on time
(it represents the probability distribution of the position of the particle at time
t), thus one should write ψSt(x, t) instead of ψSt(x): such time dependence was
omitted in section 6.2.2. However, the operator Xˆt associated to the random
variable Xt always fulfils (6.12), for any time t. In this sense, it does not evolve
in time. Now, computing the expectation value of the velocity random variable,
we can write
E[Vt(t′)|St] = E[Xt
′ |St]− E[Xt|St]
t′ − t
=
〈Xˆt′〉ψt′ − 〈Xˆt〉ψt
t′ − t ,
where we used (6.11) and we omitted the St label in the last line. As already
observed at the end of [54], the expectation values used in the first line of
cH2(Rd) is the Sobolev space of square integrable functions on Rd.
dLet Gˆ : D(Gˆ)→H and Vˆ : D(Vˆ )→H be densely defined operators on the Hilbert space
H. If there exist a, b ∈ [0,∞)] such that
‖Vˆ ϕ‖ 6 a‖Gˆϕ‖+ b‖ϕ‖,
for any ϕ ∈ D(Gˆ), then Vˆ is said Gˆ-bounded. The greatest lower bound of all the numbers a
satisfying the condition above for some b, is said relative bound of Vˆ with respect to Gˆ. We
say that Vˆ satisfies the Kato-Rellic condition if, given
Gˆ = −
d∑
i=1
1
2mi
∂2
∂q2i
,
the Vˆ is Gˆ-bounded with relative bound a < 1.
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the above formula are defined on different probability spaces: the three random
variables cannot be defined on the same probability space after the space process
is removed. Taking the limit t′ → t, we get
lim
t′→t
E[Vt(t′)|St] = lim
t′→t
〈Xˆ〉ψt′ − 〈Xˆ〉ψt
t′ − t =
d
dt
〈Xˆ〉ψt .
Since Qˆt = Xˆt, equation (6.13) suggests that
lim
t′→t
E[Vt(t′)|St] = lim
t′→t
〈Vˆt(t′)〉ψt =
1
m
〈Pˆ 〉ψt .
At the level of operators, if the relation above holds, we can say that limt′→t Vˆt(t′) =
Pˆt/m weakly. In order to state that, we need to introduce an operator Hˆ on
L2(R3)|St fulfilling the conditions in theorem 18.
To introduce Hˆ in a physically meaningful manner, we can proceed using
the symmetry group. We have already observed in the introduction, that the
symmetry group of quantum theory is one of the three underling assumptions
of the set of postulates used. The symmetry group of non-relativistic quantum
mechanics is the central extension of the Galilean group (see [74], or Ch. 12
of [3]) and we may impose that the probabilistic description of our model is
invariant under this symmetry group. A subgroup of the Galilean group is the
abelian additive group (R,+) of time translations. The operator Hˆ can be
introduced, via Stone’s theorem, as the generator of the time translation of the
Galilean group. In particular, for a single particle, it is
Hˆ =
1
2m
Pˆ 2 (6.14)
where Pˆ is the momentum operator in non-relativistic quantum mechanics and
such operator fulfils the requirements of theorem 18. This is nothing but the
kinetic term for a non-relativistic free quantum particle. This means that
ψSt(x, t) ∈ L2(R3)|St evolves in time as
ψSt′ (x, t
′) = e−iHˆtψSt(x, t),
or equivalently
i
d
dt
ψSt(x, t) = HˆψSt(x, t),
which is the usual Schrödinger equation for a free non-relativistic quantum par-
ticle. Clearly this time evolution for the probability of Xt is not a consequence
of model C only, but is a general feature of the Galilean group. In addition by,
representing the Galilean group on L2(R3)|St ,we also obtain the operator repre-
sentation of other physical observables like, for example, the angular momentum.
Summarising, by using considerations on the symmetry group of non-relativistic
systems one can introduce the operator Hˆ with the correct properties in a phys-
ically meaningful way. This justifies the conclusion that for a non-relativistic
particle,
lim
t′→t
Vˆt(t
′) =
Pˆt
m
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weakly, for some constant m > 0 having the dimension of a mass. In this
way, we may recover the quantum mechanical momentum operator in model
C. Note that this is not a consequence of the Ehenefest theorem and Galilean
group only: model C, assuming a stochastic geometry for the space in which
the particle moves, is capable to reproduce the correct Hilbert space structure
without postulating it in advance. Because of this we can conclude that, model
C together with the Galilean group is capable to reproduce the non-relativistic
quantum mechanics of a free particle.
6.2.4 n-particle generalization
In the previous section, we arrived at the conclusion that we can use model C to
describe a free single quantum particle. Here we want to extend the discussion
to the n-particle case. In particular, we want to understand if we can derive
from model C the tensor product postulate of non-relativistic quantum mechan-
ics, namely the fact that the Hilbert space associated to two distinguishable
particles is the tensor product of the single-particle Hilbert spaces. Here we
will consider the 2-particle case only, since considerations to the case n > 2 can
be straightforwardly generalized. As we will see, despite model C is capable to
describe two or more particles, we cannot fully derive the tensor product pos-
tulate without adding further conditions (or at least the author was not able to
do so).
Following the idea explained in section 6.2.2, where we discussed the position
random variable for a single particle, we generalize the description to the case
of two particles in the following natural way. Given the space process SCt on R3
at a given time t, let us consider two marked DPPs S˜Ct (a) and S˜Ct (b), one for
each particle, having both as ground process SCt . Then we consider the point
process obtained from the Cartesian product of S˜Ct (a) and S˜Ct (b), namely
SCt := {(x(1)t , 1)× (y(1)t , 1), (x(1)t , 1)× (y(2)t , 2), · · · }
where x(i)t and y
(j)
t are points of SCt . The ground process of S
C
t has counting
measure
Ng(A×B) =
∞∑
i=1
∞∑
j=1
NSCt
(A× {i} ×B × {j}),
which is finite, because Ng(A × B) is just the number of points of SCt × SCt in
A×B, and SCt is a DPP. Thus each component must be NSCt (A×{i}×B×{j}) <∞, and so it defines a point process. Such process can be obtained from the
original point process SCt by removing all the points having labeling different
from i and j. By theorem 15, the thinned point process is again a DPP and
has at least two points. However, we can always say that the point process
has just a single point if we consider, as ground process of SCt , the Cartesian
product of two copies of SCt . This is the same observation done in section 5.1.1
which allows to interpret the moment measure M2 for a point process ξ as the
intensity measure M1 of the point process ξ × ξ. This means that for i and j
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fixed, the counting measure NSCt (A× {i} ×B × {j}) can define a point process
on R3×R3 = R6 having a single point. Now, we introduce two selection random
variables, It : Ω→ N and Jt : Ω→ N, which may depend on each other, and we
define the point process on R6
ξ(Xat ,Xbt ) := {NSCt (A× {It} ×B × {Jt})}A×B∈B(R6),
as done in section 6.2.2. The joint probability distribution for the positions of
two particles at a given time t will be
µ(Xat ,Xbt )(A×B) =
∫
A×B
ρ1(x, y)dxdy,
where ρ1(x, y) is the intensity measure density of the point process ξ(Xat ,Xbt ).
At this point a difficulty arises: we are not able to deduce the that ρ1(x, y) =
|ψ(x, y)|2 with ψ(x, y) ∈ L2(R6) = L2(R3) ⊗ L2(R3). The reason for this diffi-
culty lies in the fact that, if a point process ξ is a DPP, then the point process
ξ×ξ is not in general a DPP. As consequence, we cannot define the Hilbert space
L2(R6)|St , and so in general the Hilbert space on which the operators associated
to the two position random variables are defined, may be non-separable. More
precisely, we can have two cases:
a) The point process SCt is determinantal. If so, as in the single particle case,
we know that there exist ψ(x, y) ∈ L2(R6) = L2(R3)⊗ L2(R3) such that
µ(Xat ,Xbt )(A×B) =
∫
A
∫
B
|ψ(x, y)|2dxdy.
In this case, using (6.10), we obtain that the (conditional on St) probabil-
ity density of the position of the two particles, µ(Xat ,Xbt )|St , is given by the
square modulus of a function in L2(R3)⊗L2(R3). At this point depending
on whether µ(Xat ,Xbt )|St factorize, i.e. µ(Xat ,Xbt )|St = µXat |StµXbt |St , or not,
one can describe particles which are uncorrelated or entangled.
b) The point process SCt is not determinantal. In this case we are in a sit-
uation which is similar to the one of model B. Once we choose to repre-
sent the position random variables with operators, the Hilbert space on
which both these operators acts, H(Xat , Xbt ), is in general non-separable,
which implies that H(Xat , Xbt ) ⊃ L2(R3) ⊗ L2(R3). However, also in this
case we can describe uncorrelated or entangled-like particles depending on
whether the probability distribution µ(Xat ,Xbt )(A × B) after conditioning
on St (which, in any case, defines a state on the algebra describing two
particles in model C) factorise or not.
We have to admit that the case a) seems to be very rare. Thus, we conclude
that using the natural generalization of the procedure showed in section 6.2.2,
we cannot say that the Hilbert space on which we can describe two particles
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is always the tensor product of the single-particle Hilbert spaces. To overcome
this difficulty we suggest the following approach. Instead of deriving the tensor
product structure from the point process structure of space, one may solve
this difficulty “probabilistically”, as explained below. For a single particle, the
ordinary quantum mechanical description of probability applies. This means
that the whole machinery of quantum logic and its propositional calculus can
be used to describe a single particle in model C. This is almost sufficient to
derive the tensor product postulate. In fact, following the work of D. Aerts
and I. Daubechies [19], within the quantum logic framework, given two quantum
systems and requiring that 1) the structure of the two systems is preserved;
2) a measurement on one system does not disturb the other (in the sense that
operators associated to the two systems commute); 3) maximal information
obtained on both systems separately gives the maximal information on the joint
system; one can conclude that the Hilbert space of the joint quantum system is
the tensor product of the single particle Hilbert space. Summarizing, by adding
these assumptions, the tensor product postulate of quantum mechanics can be
used within the framework of model C.
6.2.5 Does the Bell and PBR no-go theorems apply to
model C?
The work done till now shows that model C can be put in correspondence with
ordinary non-relativistic quantum mechanics. However, the models proposed
in chapter 4 and model C use essentially classical probability theory (more
precisely, the Kolmogorov’s axiom of probability theory), a possibility which
seems to be excluded by various no-go theorems. Here we will argue why Bell’s
theorem [75] and PBR theorem[76] do not rule out the models proposed and in
particular model C.
In chapter 3 we described the general probabilistic framework in which the
three models were elaborated. In particular we introduce the notion contextual
probabilistic model elaborated in [47] and [48]. In chapter 4 and also here, each
random variable is considered on its own probability space. The position Xt and
the velocity Vt(t′) are defined initially on a common probability space however,
we describe them only when the space is removed. This changes the probabil-
ity space on which these random variables are considered. Xt is defined on a
probability space obtained by conditioning on St. Also the velocity Vt(t′) can
be defined on a probability space obtained conditioning on St, but is not the
same of Xt because the Bayes theorem does not hold (we use the unconditional
transition probabilities). Thus each random variable is considered on its own
probability space: this is a consequence of the removal of the space process.
The entropic uncertainty relations that we found in the models enforce exactly
this conclusion: the position and the velocity random variable must be in two
different probability spaces. Both Bell’s and PBR theorem assume that all the
observables can be represented as random variables acting on the same prob-
ability space (where the Bayes theorem holds): this is the reason why the two
theorems cannot be applied directly. For the analysis of the probabilistic argu-
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ments used in the Bell’s theorem we refer to [47, 48, 77]. There it is explained
how fundamental is the assumption of a single probability space for the validity
of the Bell’s argument. Moreover, as explained in [78, 79, 32] the non commu-
tativity of the position operator at two different times (something that happens
in model C) is sufficient to have a maximal violation of the Bell’s inequality.
A direct application of the PBR argument to model C is not possible at the
moment. However since in model C each observable is in its own probability
space, the PBR theorem does not seem to be applicable in this case.
Chapter 7
Conclusion
In this last chapter we list and criticize some of the assumptions used in the
models presented in [54] and in model C. Let us start with an informal summary
of the work done. In chapter 4 we start to develop a series of models to derive,
using probabilistic considerations, the commutation relations [Qˆi, Pˆi] = iˆI and
the Hilbert space structure of quantum mechanics. The physical space was
always assumed to be the random distribution of points and not the underlying
R3 space. On the physical space, a particle was defined through two random
variables: one for its position and one for its velocity at a given time (which is
always an external parameter). This particle moves by jumps from one point of
the physical space to the other. Once the physical space is not taken into account
in the probabilistic description of the particle (operation that was implemented
by conditioning on a space configuration, and not averaging over all the space
configurations), the mathematical model that we can use to describe the particle
is a non-commutative probability theory (we can no longer use the ordinary
measure-theoretic description consisting in a single probability space). Imposing
conditions on the space process (requiring to be a DPP) and on the group of
symmetry under which the particle is invariant (the symmetry group is the
central extension of the Galilean group), we showed that the description of the
particle in this framework coincides with that of a non-relativistic quantum
particle. Summarizing, we showed that assuming that the geometry of the
physical space is stochastic and discrete, a simple jump-type kinematics for a
particle is capable to reproduce the ordinary quantum description in the dense-
point limit.
7.1 Critics
Below we list and discuss some possible critics on the proposed model.
i) Space process. We chose to model space with a random distribution of
points over a R3. Nothing forbid to start from some kind of "stochas-
tic manifold", in the sense of a manifold on which the distance between
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points changes at random. For an interesting work in this direction, one
may consult [80, 81]. Other interesting structures can be graphs, namely a
collection of points (called vertex ) and relations between two points which
can be visualized with a straight line linking the two related points (called
edge). To implement the intrinsic randomness of space, one can imag-
ine to have a probability distribution over the set of all edges, describing
the probability that an edge, linking point a to point b, exists. This last
approach is particularly interesting since it leaves open the possibility to
recover the underlying mathematical space R3 with some limiting proce-
dure [82]. Connections between DPP and graphs are known since long
time [64, 65]. We also note the following curious fact: the dimensionality
of the problem is dictated by the dimensionality of the underlying math-
ematical space and not of the physical space. The use of graphs for the
description of the space process may also help to remove this unpleasant
feature of the model, for example, using techniques similar to those used
for causal set [83, 84, 85].
ii) Hilbert space representation. As already discussed in chapter 3, the Hilbert
space representation of the random variables of the model is obtained
via algebraic methods. Only in some cases, we can represent explicitly
the probability distribution with vectors of the Hilbert space, i.e. in all
the cases where QRLA applies. However, only for dichotomic and tri-
chotomic random variables, simple conditions for the application of QRLA
are known. In the more general case, no simple condition is known up to
now. In [86] an interesting possibility of how to represent a probability
distribution with vectors in L2(R3) is presented: there a vector in L2(R3)
from a probability distribution is constructed but nothing is said about a
change of basis. This means that, in principle, given a probability distri-
bution of the position, we can construct ψ(x), but we do not know how
to change basis and derive the probability distribution of the velocity. In
the limit where the velocity of the model coincides with the quantum me-
chanical momentum, we know how a change of basis can be performed,
but in the general case, the algorithm is not available. In [Cur7] another
possible approach is presented despite it is only able to construct ψ(x) up
to a local phase factor and so not very satisfying.
iii) Determinantal point process. In order to induce the correct Hilbert space
structure, i.e. an infinite dimensional separable Hilbert space, we used a
specific point process: the DPP. Thanks to this structure we were able
to derive the correct description of a free quantum particle. However,
since space is "removed" from the models, it seems strange that space
still plays such a fundamental role. For example, there are other point
processes, like the permanental or more generally α-determinantal point
process [87], which use kernels of locally trace-class operators in L2(R3).
Thus one may expect to obtain the quantum description of a single particle
also using these processes. However, results which hold for a DPP do not
hold anymore for these processes and so technical difficulties may arise.
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Moreover, also the necessity of special classes of point processes to induce
the L2 structure seems to be a rather artificial condition: probably solving
the Hilbert space representation problem explained in ii) or some algebraic
consideration, may remove this constraint leaving us free to choose any
point process we like or, more generally, random fields.
iv) Tensor product postulate. As observed in section 6.2.4, model C has dif-
ficulties in justifying the tensor product postulate. This is not surprising
since we use DPP, to induce the correct Hilbert space structure: when we
cannot use anymore the DPP, the problem of the correct Hilbert space
structure appears. The way out proposed uses results of quantum logic
to justify such a postulate [19]. Because quantum logic can be considered
as the background logic of probability theory describing a quantum sys-
tem, this solution has a "probabilistic flavour". Note that the necessity
to appeal to a more detailed analysis of the probabilistic structure of the
models, is in agreement with the observations done in ii) and iii) on the
L2 structure.
v) Dependence of the Hilbert space on the space configuration. When we
constructed the Hilbert space associated to a single particle in section
6.2.2, we obtained a St-dependent object. If such a dependence is relevant
for the evolution of the state vector, more general time-evolutions of ψSt
are possible, for example a stochastic unitary time-evolution. However
in this case it is not expected to give rise to any observable effect, as
suggested in [Cur6] where a somehow similar situation is considered.
7.2 Future outlook
The critical points recognized are of two kinds: geometric and probabilistic.
From the probabilistic side, find simple conditions for the applicability of the
QRLA to any couple of random variables may solve the criticality ii), iii) and
v). On the other hand, the geometric problem mentioned in i) strays in the
active research field of quantum gravity. The models proposed are interesting
because despite space is removed to get the quantum description, it is an active
player of the whole model. Space possesses its own dynamics, something which
resembles the situation we have in general relativity (despite the space dynamics
used here was not chosen to mimic any general relativistic effect). Moreover,
starting from a manifold equipped with a stochastic metric, the stochastic me-
chanics [88, 89, 90] can be obtained (see [81] for an overview). It is interesting
to observe that a similar picture, of a particle jumping at random on the space,
emerge in stochastic mechanics from a careful analysis of the stochastic trajec-
tories of a quantum particle[89, 91].
To conclude, we think that an interesting part of the new description pre-
sented here is the model of space used. Maybe, by applying this new ingredient
in contests which are outside the realm of quantum mechanics, can give rise
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to new interesting results. For example, this idea of space may be used in the
contest of the early universe, where the effects of such a structure of space may
be relevant.
Chapter 8
Appendix
Proof of the theorem 2
Proof. (see [25]) We can easily see that A = {Mˆf |f ∈ L∞(Ω, E , P )} is an
algebra of operators (with involution). The state φ is clearly faithful, hence
what we need to prove is that A is strongly closed. Then if this is true, by
the von Neumann’s double commutant theorem [3], φ is always a normal state.
In order to prove the strong closure, let us consider a sequence of functions
{fn}n∈N ∈ L∞(Ω, E , P ) such that
s− lim
n→∞ Mˆfn = Xˆ
where Xˆ is some operator. The above expression is equivalent to
L2 − lim
n→∞ Mˆfψ = Xˆψ ∀ψ ∈ L2(Ω, E , P )
We may always assume, without loss of generality that ‖Xˆ‖ = 1. Now, we need
to prove that Xˆ = Mˆf . Let us set f(ω) := Xˆ1(ω), since the identity function
1(ω) ∈ L2(Ω, E , P ). Now, consider the set
E := {ω ∈ Ω||f(ω)|2 > 1 + }
for any  > 0. Clearly, E ∈ E and so, using the Cauchy – Schwarz inequality
and recalling that ‖Xˆ‖ = 1, we can write
P (E) =
∫
Ω
χE(ω)P (dω) = ‖χE(ω)‖2L2
> ‖XˆχE(ω)‖2L2 = ‖fχE(ω)‖2L2
=
∫
E
|f(ω)|2P (dω) > (1 + )P (E)
which implies that P (E) = 0. Since this holds for any  > 0, then |f | 6 1 almost
everywhere with respect to P , from which we conclude that f ∈ L∞(Ω, E , P ).
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For g ∈ L∞(Ω, E , P ), since L∞(Ω, E , P ) ⊂ L2(Ω, E , P ), we can write that:
Xˆg = L2 − lim
n→∞ fng
= MˆgL2 − lim
n→∞ fn
= Mˆgf = gf.
Since L∞(Ω, E , P ) is dense in L2(Ω, E , P ) we can conclude that Xˆ = Mˆf .
Proof of the theorem 10
Before starting the proof, let us first explain its structure and some technical
facts. The proof can be divided in two parts. In the first part (Step 1 -
Step 3) is just a proof that dispersion free states do not exist in a non abelian
algebra. Clearly it is not the first time that this fact is proved, however here we
prove this fact in a probabilistic manner: we construct explicitly the random
variables and the joint probability spaces. Only in the last part (Step 4), the
entropic uncertainty relations come into play. To explicitly construct the joint
probability space and the random variables, a technical point is needed.
Theorem 19 (Th. 9.15 [3]; Cp. IV, Th. 2.3 [14]). Let H be a separable Hilbert
space and let Aˆ1, · · · , Aˆn be a set of self-adjoint mutually commuting bounded
operators. Let Pˆ (Aˆ1), · · · , Pˆ (Aˆn) be the associated PVMs, then there exists a
unique PVM Pˆ (Aˆ) such that
Pˆ (Aˆ)(B1 × · · · ×Bn) := Pˆ (Aˆ1)(B1) · · · Pˆ (Aˆn)(Bn)
where Bi ∈ B(R) for any i. Pˆ (Aˆ) : B(Rn) → B(H) is called joint PVM of
Aˆ1, · · · , Aˆn. If F : R→ C is bounded measurable function, then∫
Rn
F (xk(x))Pˆ
(Aˆ)(dx) =
∫
R
F (xk)Pˆ
(Aˆk)(dxk) = F (Aˆk)
where x = (x1, · · · , xn) ∈ Rn and xk(x) is the k-th component of x.
We can say that our proof is a corollary of this theorem. In particular we
are interested in the consequences of it on the spectral measure. First we recall
that, as a consequence of the spectral decomposition theorem, given a bounded
self-adjoint operator Tˆ then its spectrum is the support of the associated PVM,
i.e. σ(Tˆ ) = supp(Pˆ (Tˆ )). Now, the above theorem ensures that σ(Aˆ) = σ(Aˆ1)×
· · ·×σ(Aˆn). Using the joint PVM and given a normalised ψ ∈ H, we can define
the joint spectral measure simply as:
µ
(Aˆ)
ψ (dx) = 〈ψ|Pˆ (Aˆ1)(dx1) · · · Pˆ (Aˆn)(dxn)ψ〉
which is a probability measure on the probability space (σ(Aˆ1)×· · ·×σ(Aˆn), E , µ(Aˆ)ψ ),
where E is a borel σ-algebra. This is the tensor product of the probability spaces
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associated to the spectral measures one can construct from the single PVMs, i.e.
(σ(Aˆk),B(σ(Aˆk)), µ
(Aˆk)
ψ (dx)). The independence properties of the probability
measure µ(Aˆ)ψ depend on ψ.
Hence the existence of a joint PVM of the multiplicative form as described
in the theorem, ensures the existence of a common probability space for all
commuting operators when thought as random variables. If the operators
Aˆ1, · · · , Aˆn do not commute this is not anymore possible: we can always multi-
ply them obtaining again a self-adjoint operator, the spectral theorem ensures
the existence of a PVM for such product and so a probability space (i.e. a
spectral measure) can be defined, but this probability space cannot be related
(at least in a trivial manner, i.e. the one seen above) to the probability spaces
associated to each operator.
The second technical fact is the following. In general, not all the GNS
representations of a C∗-algebra A are faithful. Faithfulness is an important
property because it allows to think the whole algebra as operators over the same
Hilbert space. Luckily, there exists the (general) Gel’fand-Naimark theorem
which tells us how to construct a representation which is always faithful (the so
called universal representation).
Theorem 20 (Th. 14.23 [3]). For any C∗-algebra with unit A there exists
an Hilbert space H and an isometric ∗-isomorphism Π : A → BGN , where
BGN ⊂ B(H) is a C∗-sub-algebra of B(H).
More precisely, the universal representation of A onH is defined as the direct
sum of all the representations with respect to ω, i.e. Π := ⊕ωpiω. The Hilbert
space is defined in a similar way, i.e. H := ⊕ωHω. This allows to always think
about A as a C∗-sub-algebra if B(H), but for technical reasons, we will need
to consider the von Neumann algebra that we can construct on H closing BGN .
This forces us to the following definition.
Definition 40. Given a C∗-algebra with unit A, then Avn := Π(A)s is the
closure in the strong topology of A when it is though as an algebra of bounded
operators on H, the Hilbert space of the universal representation. Avn will be
called strong closure of A.
Now we can start with the proof of theorem 10.
Proof. Step 1: [a, b] = 0 ⇒ a = f1(c), b = f2(c) for c ∈ Avn.
We will prove that given a, b ∈ A, if [a, b] = 0 then we can always find two maps
f1 and f2 and an element of the strong closure of the algebra c ∈ Avn such
that a = f1(c) and b = f2(c). Let Ac[a, b] be the commutative sub-algebra of A
generated by a and b.
Consider a state ω : A → C, then by the GNS theorem we may represent
A using bounded operators over Hω. Assume that pˆiω is faithful (i.e. one-
to-one, we will deal with the general case at the end) and let Aˆω = pˆiω(a)
and Bˆω = pˆiω(b) be the representation of a and b on it. Since [Aˆω, Bˆω] = 0
then theorem 19 ensures that there exists a joint spectral measure, say Pˆ (Cˆ),
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which is associated to some self-adjoint bounded operator Cˆ whose existence is
guaranteed by the spectral decomposition theorem. Now, take F : R → C as
the identity function, then theorem 19 allows us to write∫
σ(Aˆω)×σ(Bˆω)
x1(α, β)Pˆ
(Cˆ)(dαdβ) =
=
∫
σ(Aˆω)
αPˆ (Aˆω)(dα) = Aˆω
where x1 is the projector on the 1-th component of the vector (α, β). Thus
we can see that, setting f1(·) = x1(·), we have Aˆω = f1(Cˆ). Clearly the same
holds for Bˆω. Because by construction Cˆ commutes with either Aˆω and Bˆω,
then Cˆ ∈ Ac[Aˆω, Bˆω]. The chosen representation pˆiω : A → B(Hω) is faithful,
hence we can conclude that c ∈ Ac[a, b] ⊂ A ⊂ Avn, a = f1(c) and b = f2(c).
Assume now that the representation is not faithful. In this case we may invoke
the Gel’fand-Naimark theorem and then the same arguments apply. This time
c may not belong to the original algebra A (it belongs to the strong closure of
A, c ∈ Ac[Aˆω, Bˆω] ⊂ Avn in general) because c this time is a generic element of
B(H), not of BGN .
Step 2: Given Π : A → Avn then σAvn(Π(a)) ⊂ σA(a).
This is a technical step. We recall that given a ∈ A, C∗-algebra with unit I, the
spectrum of a (in A) from the algebraic point of view is the set σA(a) := {λ ∈
C|@(a− λI)−1 ∈ A}.
Let τ : A → Avn be a unit-preserving ∗-homomorphism between A and its
strong closure (it cannot be an isomorphism). An example is τ(·) = Π(·), i.e.
the universal representation itself. Let I and Ivn be the identities of A and Avn,
respectively. Then by definition of τ , Ivn = τ(I) and so given λ ∈ C we have
Ivn = τ((a− λI)−1(a− λI)) = τ((a− λI)−1)(τ(a)− λIvn)
and so we have that (τ(a)−λIvn)−1 = τ((a−λI)−1). Now, if λ ∈ σAvn(a), then
@(τ(a)− λIvn)−1 ∈ Avn, which is possible if and only if @(a− λI)−1 ∈ A which
means that λ ∈ σA(a). The converse is not true in general. Thus σAvn(τ(a)) ⊂
σA(a).
Step 3: [a, b] = 0 ⇒ ∃ω such that µ(a)ω (·) = δα(·) and µ(b)ω (·) = δβ(·).
Because [a, b] = 0, we know that there exists a probability space where a and b
are ordinary random variable. Let µ(a)ω (dx) and µ
(b)
ω (dx) be the spectral measure
of a and b for a given state ω on A. We want to prove that there exists a state ω
such that µ(a)ω (dx) = δα(dx) and µ
(b)
ω (dx) = δβ(dx) for some suitable α ∈ σA(a)
and β ∈ σA(b). For any state ωvn : Avn → C, the universal representation
Π : A → Avn allows us to define the corresponding state ω on A, setting
ω := ωvn ◦ Π. Then if Cˆ ∈ Avn and f : Avn → A is a function we can write
that:
ω(f(Cˆ)) = ωvn(Π(f(Cˆ)))
=
∫
σAvn (Cˆ)
[Π ◦ f ](x)µ(Cˆ)ωvn(dx).
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Suppose that Cˆ is the operator of Step 1. By theorem 19 we can also write
that:
ω(f(Cˆ)) =
∫
σAvn (Aˆω)×σAvn (Bˆω)
[Π ◦ f ](x)µ(Cˆ)ωvn(dx)
Form what we found in Step 2, we know that σAvn(Aˆω)×σAvn(Bˆω) ⊂ σA(a)×
σA(b). Let us now choose the state ω′vn such that µ
(Cˆ)
ω′vn(dx) = δγ(dx) for some
γ = (α1, β1), which is always possible for a single random variable. Now if we
set f = f1 as in Step 1, we can write that:
ω′(a) =
∫
σAvn (Aˆω)×σAvn (Bˆω)
Π(f1(x))µ
(Cˆ)
ω′vn(dx)
=
∫
σAvn (Aˆω)×σAvn (Bˆω)
Π(f1(x))δγ(dx)
=
∫
σAvn (Aˆω)
Π(x)δα1(dx)
=
∫
σA(a)
αµ
(a)
ω′ (dα)
and so µ(a)ω′ (dα) = δα1(dα) with α1 = f1(γ) ∈ σAvn(Aˆω) ⊂ σA(a). The same
holds for b setting f = f2. Thus for the same state, we have two delta-like
probability measures for commuting observables: this is simply a proof of the
existence of dispersion free states for abelian C∗-algebra.
Step 4: infω[Hω(a, ε) +Hω(b, δ)] = 0⇔ [a, b] = 0.
Let ω′ be the state found in Step 3 and ε = {Ei}i∈I , δ = {Fj}j∈J two par-
titions. Using ω′, clearly C(ε, δ) := infω[Hω(a, ε) +Hω(b, δ)] = 0 for any (ε, δ)-
partition. Suppose that C(ε, δ) = 0 even if [a, b] 6= 0 for any (ε, δ)-partition.
If this is possible, since the Shannon entropy is always non-negative, the only
possibility to have C(ε, δ) = 0 is to have a delta-like spectral measure for both
a and b. In the state where this happens we have a common probability space
for a and b (i.e. there exists a joint PVM). But this contradicts theorem 19.
Note that we have no contradiction, if C(ε, δ) = 0 just for some (ε, δ)-partition.
Indeed, we can always have C(ε, δ) = 0 for any partition where the supports of
the induced probability measures is completely contained in exactly one set of
the partition, if this happens for both a and b, namely, if suppµ(a)ω ⊂ Ei ∈ ε and
suppµ(b)ω ⊂ Fj ∈ δ, then C(ε, δ) = 0. Thus we can say that if for some partition
(ε, δ)
Hω(a; ε) +Hω(b; δ) > C(ε, δ) > 0
then [a, b] 6= 0, and this concludes the proof.
Proof of the corollary 1
Proof. Let ω be a mixed state, hence it can be written as λω1 + (1− λ)ω2, for
λ ∈ (0, 1). If a ∈ A is a self-adjoint element of the algebra and ε is a given
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partition, from the definition of pω,εi , we can see that:
pω,εi = λp
ω1,ε
i + (1− λ)pω2,εi .
Because the entropy is a concave function, we can write thatHω(a; ε) > λHω1(a; ε)+
(1−λ)Hω2(a; ε). Hence if a and b fulfil an entropic uncertainty relation for pure
states, then it holds also for mixed states, with the same constant C(ε, δ). In-
deed:
Hω(a; ε) +Hω(b; δ) > λ[Hω1(a; ε) +Hω1(b; δ)]
+ (1− λ)[Hω2(a; ε) +Hω2(b; δ)]
> λC(ε, δ) + (1− λ)C(ε, δ) = C(ε, δ)
which concludes the proof.
POVM and non-simmetrically conditioned observ-
ables
Let A and B be two correlated random variables on a common probability space
(Ω, E , P ) and assume we use some conditional probabilities Pc to describe them:
in this way we have a contextual probability space. We also require that they
fulfill conditions ii) and iii) of section 3.2.3 so that we expect that they are
described after conditioning using a non-abelian probability space. We want to
study which kind of representation for these two random variables is possible on
a common Hilbert space when they are non-symmetrically conditioned, namely
when
p(a|b) 6= p(b|a).
When this condition hold we cannot use the transition probabilities to define the
square modulus of the scalar product on a common Hilbert space H. Basically,
the reason for that is the need to define two scalar products on the same vector
space: one such that |〈a|b〉1|2 = p(a|b) and one such that |〈a|b〉2|2 = p(b|a). In
this way one defines two Hilbert spaces on which both the random variables
may be represented as operators. Note that a condition needed in order to have
a good definition of scalar product is the double stochasticity of the transition
probabilities, namely ∑
b
p(a|b) =
∑
a
p(b|a) = 1. (8.1)
In the case of binary random variable this implies symmetrically conditioning
[47], while for random variables having three or more possible outcomes this
is not always true. Here we will show that when p(a|b) 6= p(b|a), instead of
using two Hilbert spaces, it is possible to have a representation of the random
variables on a single Hilbert space using POVM.
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Consider two POVMs on some finite dimensional Hilbert space H. In par-
ticular we consider the following POVMs:
Mˆa =
∑
a′
λ(a|a′)Pˆa′
Nˆb =
∑
b′
µ(b|b′)Qˆb′
(8.2)
where Pˆa′ = |a′〉〈a′|, Qˆb′ = |b′〉〈b′|. λ(a|a′) and µ(b|b′) are two real and positive
numbers such that ∑
a
λ(a|a′) = 1,
∑
b
µ(b|b′) = 1. (8.3)
It is know that POVM are tools used to describe realistic (non-ideal) mea-
surement since they are able to describe also the uncertainty due to a lack of
efficiency of the experimental apparatus [92, 36]. According to the formalism
used in quantum mechanics to describes non-ideal measurements, given a the
quantum state |ψ〉, the probability to measure B = b is given by
P (b||ψ〉) = 〈ψ|Nˆb|ψ〉, (8.4)
and a similar equation holds for P (a||ψ〉) using Mˆa. From this follows that if
|ψ〉 = |a〉, then
P (b||a〉) =
∑
b′
µ(b|b′)〈a|b′〉〈b′|a〉
=
∑
b′
µ(b|b′)p˜(a|b′)
(8.5)
where we set p˜(a|b) = |〈a|b〉|2. Note that these transition probabilities are dif-
ferent from p(a|b) and p(b|a). In particular they are symmetrically conditioned
and double stochastic by construction. We will discuss them in detail later.
Similarly for |ψ〉 = |b〉 we get
P (a||b〉) =
∑
a′
λ(a|a′)p˜(a′|b). (8.6)
It is not difficult to see that P (a||b〉) can be different from P (b||a〉), provided
that the λs and the µs are different or they do not have both delta-like shape.
Hence we can set them equal to p(a|b) and p(b|a), showing that there is the
possibility to represent two random variables on a single Hilbert space even if
they are not symmetrically conditioned.
Let us now discuss how to choose the transition probabilities p˜(a|b). In gen-
eral they are arbitrary. However, if we require that p˜(a|b) have to be calculated
from p(a|b) and p(b|a), they are uniquely determinate. To keep the discussion
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simple we consider the case of A and B binary random variables. Let us assume
for the moment that p(a|b) and p(b|a) are doubly stochastic. Then in this case
we can chose
p˜(a|b) = p(a|b) + p(b|a)
2
, (8.7)
which are symmetric by construction and normalized because double stochastic-
ity. Note that this is the unique symmetric function of p(a|b) and p(b|a) having
the properties of a transition probability, i.e. normalization when we sum over a
or b. Let us now see what happens if p(a|b) and p(b|a) are not double stochastic.
In this case, a naive application of (8.7) would not give normalized probabil-
ity. To avoid this problem one can proceed as follow. First one constructs the
matrices
P(a|b) =
[
p(a1|b1) p(a2|b1)
p(a1|b2) p(a2|b2)
]
(8.8)
and
P(b|a) =
[
p(b1|a1) p(b2|a1)
p(b1|a2) p(b2|a2)
]
(8.9)
These are positive matrices which are only stochastic (i.e. only the rows sum
up to 1). At this point using the Sinkhorn’s theorem [93, 94], one can find
two diagonal matrix D1 and D2 (up to a multiplicative constant) such that the
matrix Q(a|b) = D1P(a|b)D2 is double stochastic. Q(a|b) is unique (up to a
multiplicative constant). Similarly from P(b|a) one can find a double stochastic
matrix Q(b|a). Using the entries of these matrices in (8.7), one can define p˜(a|b)
and define the (square modulus) of the scalar product on the vector space. One
obtain in this way a single Hilbert space on which both the POVM are defined.
All generalize straightforwardly to the case of n different outcomes, and using
functional analysis, also to the continuous case [95].
The only thing that remains to check is if it is really possible to construct the
POVMs Mˆa and Nˆb. Let us focus on Mˆa (for Nˆb what follows can be applied
mutatis mutandis). We have to show that there exist the λs such that (8.6)
holds for any choices of p(a|b) and p˜(a|b). Again we consider first the case of
binary random variable. By construction Mˆa2 = Iˆ − Mˆa1 , hence we may focus
only on Mˆa1 . To define this POVM, we need to show that the following problem
as at least a solution: find x, y ∈ [0, 1] such that
p(a1|b) = yp˜(a1|b) + xp˜(a2|b), (8.10)
for some b. First consider the case where at least one of the two p˜ is bigger than
p(a1|b), say p˜(a1|b). In this case we may set
y =
p(a1|b)
p˜(a1|b) < 1, and x = 0,
which are a solution of (8.10) fulfilling x, y ∈ [0, 1]. Now consider the case where
both the p˜ are less than p(a1|b). In particular we assume that
p(a1|b) > p˜(a1|b) > p˜(a2|b). (8.11)
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Note that this condition is not restrictive. Indeed, if p˜(a2|b) > p˜(a1|b) one
simply exchange x and y. From (8.10) we have that
x =
p(a1|b)
p˜(a2|b) − y
p˜(a1|b)
p˜(a2|b) .
We have x > 0 when p(a|b) > yp˜(a1|b), which is always true for any y ∈ [0, 1]
because of (8.11). On the other hand we have x 6 1 for
y > p(a1|b)− p˜(a2|b)
p˜(a1|b) .
The RHS is less or equal to 1 for any p(a1|b) 6 1, which is always the case,
while it is bigger than zero only when p(a1|b) > p˜(a2|b), which is true because
of assumption (8.11). This show that there exist an y ∈ [0, 1] solving (8.10) for
any x ∈ [0, 1]. It is not difficult to see that x, y are not uniquely determined.
Hence there can be different POVMs leading to the same transition probability
p(a|b). Let us now consider the case of random variables with n > 2 outcomes.
The previous proof does not generalize in a straightforward manner. However
one can observe that (8.6), defines a Markov chain where the matrix with entries
λ(ai|aj) is the associated transition matrix. This matrix can be estimated [96,
97] from a numerical simulation of the initial and final state of the Markov
chain. Regarding the continuous case, since each measurable function can be
approximated using simple functions [3], there are indications that the result
may hold also in this case.
This shows that it is possible to represent on the same Hilbert space two
random variables that are neither symmetrically conditioned nor have double
stochastic transition probabilities using POVM.
Proof of the proposition 1
Proof. Since VN = XN+1 − XN , clearly XN+1 and XN are conditionally in-
dependent under the event A = {XN = a}. Let ϕVN (λ)|A, ϕXN+1(λ)|A and
ϕXN (λ)|A be the characteristic functions of the three random variables consid-
ered here, computed with the conditional probabilities. By conditional indepen-
dence we can write that
ϕVN (λ)|A = ϕXN+1(λ)|A · ϕ−XN (λ)|A.
Since
ϕ−XN (λ)|A =
∑
a′
e−iλa
′
δa,a′ = e
−iλa
ϕXN+1(λ)|A =
∑
b
α(b, a)eiλb
we have that
ϕVN (λ)|A =
∑
b
α(b, a)eiλ(b−a).
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Because b − a ∈ Z, clearly ϕVN (λ)|A = ϕVN (λ + 2pi)|A which means that the
random variable VN is a discrete random variable (as expected). The inversion
formula of the characteristic function, in this case is
P [VN = c|A] = lim
T→+∞
1
2T
∫ +T
−T
e−iλcϕVN (λ)|Adλ.
Thus
P [VN = c|A] = lim
T→+∞
1
2T
∫ +T
−T
e−iλc
∑
b
α(b, a)eiλ(b−a)dλ
=
∑
b
α(b, a) lim
T→+∞
1
2T
∫ +T
−T
eiλ(b−a−c)dλ
=
∑
b
α(b, a) lim
T→+∞
eiT (b−a−c) − eiT (b−a−c)
2Ti(b− a− c)
=
∑
b
α(b, a) lim
T→+∞
sinc(T (b− a− c))
where sinc(x) = sinx/x. Since lima→∞ sinc(ax) = δx,0 when x ∈ Z, we conclude
that
P [VN = c|A] =
∑
b
α(b, a)δb−a−c,0 = α(a+ c, a).
This concludes the proof.
Proof of theorem 11
Proof. Given P [VN = c], we can always write
P [VN = c] =
∑
S′N
P [VN = c,SAN = S′N ]
and similarly
P [XN = a] =
∑
S′N
P [XN = a,SAN = S′N ].
Note that the sum over all possible configurations of the space process at time
N is well defined, since the number of configurations is clearly countable (it is
a cartesian product of a discrete process taking value on the integers). Substi-
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tuting these expressions in (4.10) and dividing by P [SAN = SN ], we get
∑
S′N
P [VN = c, SAN = S′N ]
P [SAN = SN ]
=
∑
a
α(a+ c, c)
∑
S′N
P [XN = a,SAN = S′N ]
P [SAN = SN ]
PSN [VN = c] +
∑
S′N
S′N 6=SN
P [VN = c,SAN = S′N ]
P [SAN = SN ]
=
∑
a
α(a+ c, c)PSN [XN = a]+
+
∑
a
α(a+ c, c)
∑
S′N
S′N 6=SN
P [XN = a,SAN = S′N ]
P [SAN = SN ]
Moving the second term of the LHS to the RHS, we obtain (4.12) and (4.13).
Note that in general (4.13) is non zero since
∑
a
α(a+ c, a)P [XN = a,SAN = S′N ] 6= P [VN = c,SAN = S′N ].
This concludes the proof.
Proof of theorem 12
Proof. The entropy is a non-negative quantity by definition, hence varying with
respect to all PSN [XN = a] clearly HSN (XN ) > 0. Now consider the entropy
for the random variable VN and let us study what happens when we vary with
respect to all PSN [XN = a]. Given PSN [XN = a], the probability PVN [VN = c]
can be computed by means of the formula in theorem 11. On the other hand
we are always free to use the conditional transition probabilities αSN (c, a), i.e.
to work on the joint probability space of XN and VN , to study how HSN (VN )
change varying with respect to PSN [XN = a]. This allow us to write
HSN (VN ) >
∑
a
PSN [XN = a]HSN (VN |XN = a),
with
HSN (VN |XN = a) = −
∑
c
αSN (c, a) logαSN (c, a).
The conditional transition probabilities αSN (c, a) can be rewritten as follows.
Consider the joint probability PSN [XN+1 = b,XN = a]. In what follows, with-
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out loss of generality we set SiON = 0 at any time N . We can write the following
PSN [XN+1 = b,XN = a] =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]PSN [S(i)N+1 = b,XN = a]
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]·
·
( M∑
j=1
PSN [S
(i)
N+1 = b|XN = a, IN = j]PSN [XN = a, IN = j]
)
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]·
·
( M∑
j=1
PSN [S
(i)
N+1 = b|XN = a, IN = j]PSN [IN = j|XN = a]PSN [XN = a]
)
Since the event {XN = a} ∩ {IN = j} = {S(j)N = a} by definition and because
PSN [XN+1 = a+ c,XN = a] = PSN [VN = c,XN = a], from this decomposition
we can conclude that
αSN (c, a) =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a]·
·
( M∑
j=1
PSN [S
(i)
N+1 = b|S(j)N = a]PSN [IN = j|XN = a]
)
.
We also note that
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a] = 1,
M∑
j=1
PSN [IN = j|XN = a] = 1.
(8.12)
In what follows, we set γ(i) := PSN [XN+1 = S
(i)
N+1|S(i)N+1 = b,XN = a] and
η(i, j) := PSN [S
(i)
N+1 = b|S(j)N = a] in order to keep the notation compact. From
the above decomposition of αSN (c, a) we can write that
HSN (VN |XN = a) = −
∑
c
 M∑
i=1
γ(i)
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
) ·
· log
 M∑
i=1
γ(i)
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
) .
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Note that since only positive probabilities contribute to the entropy, all the
αSN (c, a) are different from zero. This implies that all the γ(i), η(i, j) and
PSN [IN = j|XN = a] used to compute the entropy are strictly positive. Since
f(x) = −x log x is a concave function, by the Jensen inequality and using (8.12),
we have
HSN (VN |XN = a) >
∑
c
M∑
i=1
γ(i)
(
−
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
·
· log
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
))
>
∑
c
(
M∑
i=1
γ(i)
)
min
i
(
−
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
)
·
· log
( M∑
j=1
η(i, j)PSN [IN = j|XN = a]
))
>
∑
c
min
i
( M∑
j=1
PSN [IN = j|XN = a]
)
min
j
(−η(i, j) log η(i, j))

=
∑
c
min
i,j
(−η(i, j) log η(i, j))
where mini,j means the minimum over i, j ∈ {1, · · · ,M} keeping c constant.
Summarising, we have that
H(VN |XN = a) >
∑
c
min
i,j
(
−PSN [S(i)N+1 = a+ c|S(j)N = a] logPSN [S(i)N+1 = a+ c|S(j)N = a]
)
.
Note that in the RHS there is still a dependence on a, which can be removed
by taking the minimum with respect to it. Thus we can write that
HSN (VN ) >
∑
a
PSN [XN = a]H(VN |XN = a) > D1,
where we set
D1 := min
a
[∑
c
min
ij
(
− PSN [S(i)N+1 = a+ c|S(j)N = a] logPSN [S(i)N+1 = a+ c|S(j)N = a]
)]
.
(8.13)
D1 is a positive number, since PSN [S
(i)
N+1 = a + c|S(j)N = a] ∈ (0, 1) (we ex-
clude the case of deterministic space process) and only positive probabilities
contribute to the entropy, as said above. To explicitly show that the D1 does
not depend on PSN [XN = a] and PSN [VN = c], let us study in detail the terms
PSN [S
(i)
N+1 = a+ c|S(j)N = a]. Recalling that the random walks are independent
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and that PSN [S
(i)
N+1 = a+ c|S(j)N = a] 6= 0 only for the S(j)N ∈ SN , we can write
that
PSN [S
(i)
N+1 = a+ c|S(j)N = a] =

0 if i = j and c 6= ±1;
pi if i = j and c = 1;
1− pi if i = j and c = −1;
PSN [S
(i)
N+1 = a+ c] if i 6= j
where pi and 1 − pi are the transition probabilities of the i-th random walk,
which are fixed by hypothesis. Again, the first case is excluded since only
positive probabilities contribute to the entropy. What we need to check is the
last case, namely PSN [S
(i)
N+1 = a + c]. Since in the configuration SN there is
also the i-th random walk, this term reduces to
PSN [S
(i)
N+1 = a+ c] = P [S
(i)
N+1 = a+ c|S(i)N = e]
for some e ∈ Z. The only terms of this kind that contribute to the entropy are
those having e = a + c ± 1, i.e. the transition probabilities of the i-th random
walks, which are fixed by hypothesis. Thus fixing pi for all i ∈ I implies that
D1 is a positive constant. Summarising we showed that
HSN (XN ) +HSN (VN ) > D1,
when we vary over any possible value of PSN [XN = a] and when the transition
probabilities of the M random walks are fixed.
To conclude the proof we need to study what happens when we vary over all
possible values of PSN [VN = c]. Similarly to the previous case, HSN (VN ) > 0
while HSN (XN ) changes according with the inequality
HSN (VN ) >
∑
c
PSN [VN = c]HSN (XN |VN = c),
where HSN (XN |VN = c) is the entropy computed using αSN (a, c) = PSN [XN =
a|VN = c]. From the definition of XN and VN , one can conclude that
{XN = a}∩{VN = c} = {XN = a}∩{VN = c}∩{XN+1 = a+c} = {VN = c}∩{XN+1 = a+c}.
This implies that PSN [XN = a, VN = c] = PSN [XN+1 = a+ c, VN = c], i.e.
αSN (a, c) = PSN [XN = a|VN = c] =
PSN [XN = a, VN = c]
PSN [VN = c]
=
PSN [XN+1 = a+ c, VN = c]
PSN [VN = c]
.
As before, the whole analysis reduces to the study of this term. Given PSN [XN+1 =
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a+ c, VN = c] we can write that
PSN [XN+1 = a+ c, VN = c] =
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N = a+ c, VN = c]P [S(i)N+1 = a+ c, VN = c]
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]·
·
(∑
j,d
PSN [S
(i)
N+1 = a+ c|VN = c, IN = j,XN+1 = d]PSN [VN = c, IN = j,XN+1 = d]
)
=
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]·
·
(∑
j,d
PSN [S
(i)
N+1 = a+ c|VN = c, IN = j,XN+1 = d]·
· PSN [IN = j,XN+1 = d|VN = c]PSN [VN = c]
)
.
Observing that the event {VN = c}∩ {IN = j}∩ {XN+1 = d} = {S(j)N = d− c},
we conclude that
αSN (a, c) =
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c]·
·
(∑
j,d
PSN [S
(i)
N+1 = a+ c|S(j)N = d− c]PSN [IN = j,XN+1 = d|VN = c]
)
.
Note that
M∑
i=1
PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a+ c, VN = c] = 1∑
j,d
PSN [IN = j,XN+1 = d|VN = c] = 1
(8.14)
Defining γ˜(i) := PSN [XN+1 = S
(i)
N+1|S(i)N+1 = a + c, VN = c] and η˜(i, j) :=
PSN [S
(i)
N+1 = a + c|S(j)N = d − c], the whole analysis done in the previous case
can be repeated. One has simply to replace γ(i) with γ˜(i), η(i, j) with η˜(i, j)
and use (8.14) instead of (8.12), obtaining
HSN (XN |VN = c) >
∑
a
min
i,j,d
(
− PSN [S(i)N+1 = a+ c|S(j)N = d− c]·
· logPSN [S(i)N+1 = a+ c|S(j)N = d− c]
)
.
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Setting
D2 := min
c
[∑
a
min
i,j,d
(
−PSN [S(i)N+1 = a+c|S(j)N = d−c] logPSN [S(i)N+1 = a+c|S(j)N = d−c]
)]
which is a positive constant, we conclude that
HSN (XN ) +HSN (VN ) > D2,
when we vary over any possible value of PSN [VN = c] and when the transition
probabilities of the M random walks are fixed. Setting D := min{D1, D2} the
statement of the theorem follows. This concludes the proof.
Essentials of Dirichlet forms and its relation with
Markov processes
Let H be an Hilbert space and consider a dense subspace D ⊂ H. A map ε :
D×D → R is said real bilinear form if ε(αu+βv, z) = αε(u, z)+βε(v, z), for any
u, v, z ∈ D, and α, β ∈ R. A real bilinear form is said positive if ε(u, u) > 0, for
any u ∈ D, and symmetric if ε(u, v) = ε(v, u) for any u, v ∈ D. Let 〈·|·〉 denote
the scalar product on H, and consider the bilinear form (u, v) := ε(u, v) + 〈u|v〉
which is defined for all u, v ∈ D. When ε is symmetric and positive, the bilinear
form (·, ·) is an inner product on D. We say that the real symmetric positive
bilinear form ε is closed if D is an Hilbert space, when equipped with the inner
product (·, ·) defined above. Now we are ready to define a Dirichlet form.
Definition 41. Let (X,X , µ) be a σ-finite measure space and set H = L2(X, µ).
Consider a real symmetric positive bilinear form ε : D ×D → R, where D ⊂ H
is dense, which is also closed. If for any  > 0, there exists a real function φ(x),
x ∈ R with the following features
i) φ(x) = x for x ∈ [0, 1],
ii) φ(x) ∈ [−, 1 + ] for any x ∈ R,
iii) φ(x)− φ(x′) ∈ [0, x− x′] whenever x′ < x,
for which when u ∈ D then φ(x) ∈ D and
ε(φε(u), φε(u)) 6 ε(u, u),
the couple (ε,D) is said Dirichlet form on L2(X, µ).
For the rest of this appendix, we assume that X is a locally compact second
countable metric space and µ is a Borel measure having support on the whole X.
This abstract object is important because of the following theorem (Th 1.3.1,
[87])
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Theorem 21. There is a one to one correspondence between a Dirichlet form
(ε,D) on L2(X, µ) and the family of non-positive definite self-adjoint operators
on L2(X, µ). The correspondence is the following
ε(u, v) = 〈[−Hˆ]1/2u|[−Hˆ]1/2v〉
and D([−Hˆ]1/2) = D, where D(Hˆ) is the domain of the operator Hˆ.
The operator Hˆ is called generator of the Dirichlet form. Note that, because
it is self-adjoint we can write
ε(u, v) = −〈u|Hˆv〉
but note that Dom(Hˆ) ⊂ D. Using such a generator, one can define the operator
Tˆt := exp(−tHˆ) (8.15)
acting on L2(X, µ). Since −Hˆ is non-negative, Tˆt is always bounded. It also has
the semigroup property, i.e. Tˆt+s = TˆtTˆs, and it can be proved that it is also
strongly continuous on L2(X, µ). The link between these objects and stochastic
processes is encoded in the following theorem (Th. 1.4.1, [87]).
Theorem 22. Let ε be a Dirichelt form on L2(X, µ) with generator Hˆ. Then
the operator (8.15) is a strongly continuous semigroup such that
0 6 Tˆtu 6 1 µ-a.s
whenever 0 6 u 6 1, µ-a.s., with u ∈ L2(X, µ).
At this point the connection with stochastic processes starts to appear.
Given a Markov process, {Xt}t∈R+ taking values on X with distribution µX ,
consider its transition probability density p(x, t|s, y). Note that we are im-
plicitly assuming that the transition probability admits a density, however the
whole argument remains valid even in the general case. Given p(x, t|s, y), we
can define the following integral operator
Sˆtf(x) :=
∫
X
f(y)p(x, t|s, y)dy,
where f(x) is a bounded measurable function. More generally this operator is
well defined any for f ∈ L2(X, µX). From the Markov property, the semigroup
property follows, i.e. Sˆt+s = SˆtSˆs. We note that 0 < Sˆrf(x) < 1 for all
x ∈ X whenever 0 < f(x) < 1 for all x ∈ X, i.e. when f(x) is a probability
density. In addition Sˆt1 = 1, which is a consequence of the fact that p(x, t|s, y)
are transition probability densities. Finally, one can prove that Sˆt is strongly
continuous in t when thought as a linear operator on L2(X, µX). Taking the
generator of Sˆt, i.e. the operator
−Hˆ ′ := lim
t→0
Sˆtf(x)− f(x)
t
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where f(x) ∈ L2(X, µX), one can define a Dirichlet form ε′(f, g) = −〈f |Hˆ ′g〉 on
L2(X, µX). Thus one can study the properties of the Markov process {Xt}t∈R+
using Dirichlet forms. Note that the opposite is not always true: for example
in theorem 22, nothing is said on the condition Tˆt1 = 1 which clearly holds for
a Markov process. Among the properties of {Xt}t∈R+ that can studied using
Dirichlet forms, there are also the path properties. In particular one can verify
if the process is a diffusion or not. We conclude by saying that to be sure to
obtain a Markov process, one needs to add other conditions on the Dirichlet
form (ε,D): for example, to obtain Tˆt1 = 1, one has to require that 1 ∈ D
and ε(1, 1) = 0. For a detailed and complete discussion on the general relation
between Dirichlet forms and Markov processes we refer to [87].
List of symbols used
H, generic Hilbert space
P(H), set of all the orthogonal projectors on H
B(H), set of all the bounded operators on H
B∞(H), set of all the compact operators on H
B2(H), set of all the Hilbert-Schmidt operators on H
B1(H), set of all the trace-class operators on H
dimA, dimension on the vector space A
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