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Résumé
Cet article présente une nouvelle approche de modélisa-
tion et de supervision d’expérience interactive. Cette ap-
proche a été utilisée pour concevoir un jeu sérieux avec
un robot Nao. Ce jeu permet aux plus jeunes, de découvrir
de manière ludique l’exposition dédiée à l’ethnographie au
muséum d’histoire naturelle de La Rochelle et l’exposition
consacrée à l’archéologie au musée Sainte Croix de Poi-
tiers. La phase de modélisation du jeu est divisée en deux
parties. La première consiste à définir des comportements
atomiques, regroupable en patterns. La seconde étape vise
à définir des agents implémentant les patterns précédem-
ment définis, en spécifiant les contenus et les comporte-
ments réels exécutés sur le procédé contrôlé, dans notre
cas le robot Nao. Le premier objectif de cette approche
est d’externaliser les contenus du jeu et les comportements
réels du procédé (les différents postures et gestures de Nao)
en base de données. Le second objectif est de pouvoir dé-
finir un jeu sérieux sans aucune contrainte concernant le
procédé piloté.
Mots Clef
Modélisation formelle, réseaux d’automates, robotique, in-
teraction homme-robot.
Abstract
This paper presents a new approach to designing and su-
pervising an interactive experience. The approach is im-
plemented by creating a serious game with a Nao robot.
This game allows youth to discover in a fun way the ex-
hibition dedicated to the ethnographic artifacts of La Ro-
chelle’s natural history museum and the exhibition dedica-
ted to archaeology at the Sainte Croix Museum in Poitiers.
The design phase of the game is divided into two steps. The
first step defined the atomic behaviors grouped within the
pattern. In the second step, the agents implementing these
patterns were created ; they specified the contents and be-
haviors to be executed on the controlled process, in our
case the Nao robot. The first objective is to externalize the
contents of the game (e.g. robot speech) and the real beha-
viors of the process (e.g. the different postures and gestures
of the Nao) in a database. The second objective is to be
able to define a serious game without constraints on the
process piloted.
Keywords
Formal model, automatas network, robotic, human-robot
interaction.
1 Introduction
Les musées sont continuellement en recherche de nou-
velles manières d’améliorer l’expérience des visiteurs, de
leur permettre de découvrir les collections et d’acquérir de
nouvelles connaissances. Ainsi, depuis plusieurs années, le
jeu sérieux a démontré son potentiel pour créer de l’enga-
gement et amener les utilisateurs à améliorer leur compré-
hension d’un sujet [15]. Les avantages de l’apprentissage
par le jeu ont donc été démontrés [33, 13] et de nombreux
sites culturels se sont équipés de fonctionnalités ludiques
dans cet objectif. Ces enjeux sont particulièrement forts
pour le jeune public qui peut montrer un désintérêt pour
les musées. Les dispositifs digitaux ludiques représentent
un vecteur d’engagement efficace pour ces générations.
Ainsi, on trouve aujourd’hui, dans ces lieux de culture, des
systèmes basés sur des écrans mobiles [9], des approches
de réalité augmentée [24], de transmedia et des solutions
d’immersion virtuelle [7] pour permettre aux visiteurs de
naviguer dans les contenus.
Intégrer des systèmes à base de robots est une nouvelle
perspective particulièrement intéressante. En effet, les ro-
bots deviennent de plus en plus présents dans notre vie
quotidienne (bien souvent dans un contexte de support à
l’humain). Il peut s’agir de robots d’accueil comme au
King’s College de Londres où la réceptionniste est un ro-
bot nommé Inkha ou dans les supermarchés pour guider les
consommateurs dans leur recherche de produits ou four-
nir des conseils nutritionnels, tels que LoweBot [28], Aiko
Chihira [31], et Pepper [5]. Les robots ont également inté-
grés des oeuvres artistiques [2, 18] dans le cadre de projets
transdisciplinaires entre artistes et scientifiques.
Ainsi, les robots investissent aujourd’hui les musées et les
lieux de culture pour constituer une alternative aux dispo-
sitifs numériques de diffusion d’information ou de créa-
tion d’engagement auprès des visiteurs. L’intérêt de cette
nouvelle approche tient dans plusieurs points. Elle permet
d’une part une interaction plus naturelle avec les visiteurs
(il est plus aisé de visiter le musée et jouer sans avoir à
être équipé d’une tablette, d’un téléphone ou d’autres équi-
pements qui pourraient interférer avec la visite et la décou-
verte des oeuvres). D’autre part, elle ouvre la voie à une dy-
namique sociale entre les visiteurs (pouvant échanger entre
eux quand bien même ils sont de simples spectateurs de
l’interaction). Enfin, les systèmes de vision par ordinateur,
intégrés au robot, permettent de détecter la présence de vi-
siteurs et le robot peut alors les interpeller pour les inviter
au jeu. Ainsi, un simple visiteur qui n’a pas fait la démarche
de jouer sur tablette ou de s’équiper d’un dispositif de réa-
lité virtuelle peut devenir un joueur pour une partie de sa
visite.
1.1 L’interaction robotique dans les lieux de
culture
Un certain nombre d’expérimentations ont déjà été menées
pour analyser la faisabilité et l’impact de l’introduction
des robots dans les lieux de culture. Ainsi, depuis 2014,
deux robots sont en charge d’accueillir les visiteurs au Mu-
sée National des Sciences et Innovations émergentes à To-
kyo et peuvent également produire du contenu verbal. A
l’exposition Eppur Si Muove au Musée d’Art Moderne de
Luxembourg, un robot Nao sur une base de robot mobile
est chargé de guider le public et de présenter les œuvres
[16]. En France, dans le cadre d’un projet sur l’esthétisme
artificiel, le robot Berenson a été déployé au musée du quai
Branly. Ce robot se comporte comme un critique d’art ; il
exprime une émotion lorsqu’il se trouve devant une oeuvre.
Son opinion évoluera grâce aux réactions des visiteurs pré-
sents autour de lui [6]. De plus, certains musées, en rai-
son de leur architecture, ne sont pas accessibles aux per-
sonnes à mobilité réduite (et ne peuvent réaliser les tra-
vaux nécessaires). Le musée du château d’Oiron en France
a appréhendé ce problème et, au premier étage du musée,
a présenté un robot (Norio) qui peut être contrôlé à dis-
tance par un joystick à partir du rez-de-chaussée, ce qui
permet aux personnes handicapées de découvrir les œuvres
qui leur sont inaccessibles [17]. Sous une autre forme, un
projet actuellement mené au L3i consiste à piloter un robot
à partir d’un casque de réalité virtuelle 1. Cette plateforme,
destinée actuellement à la recherche et l’aide aux victimes
en milieu hostile à l’homme pourrait être adaptée à la visite
d’espaces culturels pour les personnes à mobilité réduite.
Nous avons donc, au travers de notre projet "Musées 3.0"
et en collaboration avec le muséum d’Histoire Naturelle de
La Rochelle et le musée Sainte Croix de Poitiers, déve-
loppé une expérience interactive pour les jeunes visiteurs
au travers d’un jeu sérieux. Ce jeu leur permet de décou-
vrir, d’une manière intéressante et ludique, une partie des
collections, au travers d’un quiz oral proposé par un robot
1. Tests réalisés sur un robot Pepper et un casque HTC Vive.
Nao. Le robot Nao, initialement développé par la société
française Aldebaran (aujourd’hui Softbank Robotics), dis-
pose d’un ensemble de capteurs (notamment une caméra,
un sonar et des capteurs tactiles) qui lui permettent de per-
cevoir l’environnement dans lequel il évolue. Ce robot est
également capable d’interagir verbalement avec l’humain
au travers de ses microphones et haut-parleurs (le robot in-
tégrant les API de reconnaissance et de synthèse vocale).
Le jeu, quant à lui, consiste en un jeu de piste dirigé par le
robot qui pose des questions aux jeunes joueurs. Ces der-
niers partent alors dans le musée à la recherche de la ré-
ponse et retournent vers Nao pour répondre lorsqu’ils l’ont
trouvée.
1.2 Une approche générique de modélisation
et de supervision
Concevoir une scénarisation de qualité pour une expérience
interactive peut soulever un certain nombre de défis. D’une
part, il est parfois complexe de produire une arborescence
de cas suffisamment riche pour offrir à l’utilisateur une sen-
sation de liberté dans ses choix d’interaction. De la même
manière, une trop grande liberté de l’utilisateur dans une
arborescence importante réduit la capacité du concepteur
à analyser la qualité de chacune des exécutions possibles.
Que ce soit dans l’univers des jeux [11], des systèmes de
communication [20] ou de pilotage de robots [25], la né-
cessité d’utiliser une modélisation de l’activité est primor-
diale. Cette dernière permet de disposer des méthodes né-
cessaires à l’anticipation des chemins possibles de l’utili-
sateur, à la composition dynamique de comportement favo-
risant une arborescence plus large et à l’analyse des traces
d’interaction à posteriori. Ainsi, l’utilisation de réseaux de
Petri par exemple [3, 10, 36] ou d’automates à états finis
[29, 35] est répandue dans l’état de l’art. En effet, ces ap-
proches permettent de garantir une haute qualité d’expé-
rience par la vérification de certaines propriétés (de sécu-
rité, d’accessibilité ou de vivacité notamment).
C’est dans cette dynamique que [27] propose CITE, un fra-
mework dédié complet destiné à faciliter la phase de mo-
délisation d’un système interactif et garantissant une sou-
plesse suffisante pour atteindre les objectifs de complexité
et d’extensibilité. Il s’agit ici de prendre en compte toutes
les dimensions de l’interaction (le temps, l’espace, l’inter-
action et le contenu) en utilisant un modèle formel capable
de construire dynamiquement l’arborescence du scénario
à partir de la description des agents, de leurs comporte-
ments et des contextes de leur exécution. Nous décrivons
ici la structure de CELTIC implémentant les dimensions
CIT (Contenu, Interaction et Temps) du modèle CITE ba-
sée sur deux couches de description (la dimension E, cor-
respondant à la prise en compte des lieux de l’interaction
n’est pas présentée ici). Le processus de supervision dyna-
mique consiste à contrôler l’expérience interactive au re-
gard du modèle formel (basé sur des automates à états fi-
nis). L’architecture complète de pilotage (appelée EDAIN)
a été définie et implémentée. Nous avons prouvé l’effica-
cité de ce modèle dans le cadre d’expériences en présence
de public.
L’un des avantages de ce modèle est qu’il permet de pro-
duire, après exécution, une trace complète de l’expérience
de chaque utilisateur, modélisée sous la forme d’un auto-
mate temporisé. Nous montrerons ici, l’intérêt de cette in-
formation pour l’analyse des comportements et pour le po-
tentiel qu’elle peut représenter pour l’apprentissage dyna-
mique en vue de l’amélioration du modèle. En effet, elle
constitue une première étape d’intégration d’un processus
visant à affiner la valeur des paramètres du modèle en fonc-
tion des exécutions passées via un bouclage de pertinence.
2 CELTIC : éditeur de modélisations
d’expériences interactives
CELTIC (Common Editor for Location Time Interaction
and Content) est un éditeur générique de production de mo-
dèle pour des expériences interactives. Il peut s’agir d’un
jeu, d’une application ou comme dans notre cas d’étude,
d’une expérience de jeu avec un robot. L’objectif est de
proposer une modélisation générique et modulaire qui per-
mette de mettre en oeuvre une supervision et une analyse
des traces des utilisateurs. Ce modèle vise de plus à prendre
en compte les différentes composantes de l’interaction : le
temps, l’espace et le contenu. La littérature propose diffé-
rentes approches de modélisations permettant une supervi-
sion et une adaptation que ce soit dans l’univers du web
[12, 34] ou de la scénarisation de jeu vidéo [21, 22, 23].
Ces travaux reposent pour la plupart sur des modélisations
formelles garantissant une plus grande souplesse dans le
contrôle de l’exécution. Ainsi, comme cité précédemment,
les réseaux de Petri sont souvent utilisés pour modéliser et
vérifier les activités asynchrones, en particulier les jeux sé-
rieux [1, 26]. Des approches de logiques linéaires ont été
mises en œuvre pour représenter la consommation de res-
sources dans le contexte du jeu [8], ou des techniques à
base d’automates ont été utilisées pour garantir à l’exé-
cution d’atteindre un état souhaité par analyse d’accessi-
bilité [30]. Cependant, ces modèles se révèlent souvent
complexes à manipuler car ils restent bas-niveaux et mo-
nolithiques (ils nécessitent, en effet, de modéliser l’inté-
gralité de l’arborescence d’interaction). Une solution est
alors de permettre une modélisation offrant une construc-
tion dynamique du modèle. Une première approche de su-
pervision dynamique basée sur un modèle générique a été
proposée dans [29], et a donné naissance à un cadre de
supervision appelé #Telling. La modélisation, ici divisée
en trois couches, peut superviser l’activité en fonction des
scènes d’exécution. Les comportements atomiques des en-
tités sont modélisés par des automates à états finis ensuite
composés dynamiquement pour représenter le comporte-
ment global d’une entité dans une scène. Dans cette ap-
proche, l’objectif est de laisser une possibilité importante
de choix à l’utilisateur tout en garantissant la qualité du
cadre narratif et ce en facilitant la tâche du concepteur.
Bien que l’efficacité de ce modèle ait été prouvée, elle est
limitée par certains points. Elle ne permet pas de prendre
en compte la dimension temporelle, ni dans la définition
du comportement, ni dans le passage d’une situation à une
autre. Enfin, la gestion de contenu n’est pas prise en charge
et reste intégrée au modèle, ce qui complexifie lourdement
la tâche de conception. Nous présentons ici une extension
de cette dernière approche qui facilite le contrôle et per-
met l’externalisation du contenu et la représentation des
contraintes temporelles.
2.1 Principe du modèle à deux couches
Notre approche est, elle aussi, basée sur des réseaux d’au-
tomates temporisés à états finis , très adaptés pour représen-
ter des systèmes synchrones avec des contraintes de temps.
Nous simplifions la tâche de modélisation par une méthode
en deux étapes. La modélisation d’une expérience interac-
tive est divisée en deux parties :
— tout d’abord, la description de l’expérience est réa-
lisée de manière abstraite, en définissant les en-
tités réutilisables (les comportements et les pat-
terns), modélisées par des automates temporisés.
Cette étape crée la couche déclarative ;
— par l’instanciation des entités génériques dans des
agents, regroupés dans des contextes d’exécution
ordonnés, la couche d’implémentation est alors dé-
finie.
Le processus de création d’un système interactif est illustré
dans les figures 1 et 2 et détaillé dans les sections 2.2 et 2.3.
Variable déclarative
- vd1
- vd2
Chan
- m1
- m2
Horloge
- x
Comportement
- b1
- b2
- b3
Pattern
- p1
- p2
FIGURE 1 – Couche déclarative du modèle.
Base de données de contenus
Module
Parametre
Contenu
Sortie
- a1
- a2
Agent
- p1
- b1
- b3
- b3
Mapping module 
et contenu
- va1
- a3
- b1
Contexte
- c1
- c2
- c3
 c1
 c2  c3
m1?x>2
m2?
x<5
Graphe de contextes
FIGURE 2 – Couche d’implémentation du modèle.
2.2 La couche déclarative
La couche déclarative est celle dans laquelle nous définis-
sons les entités génériques du système modélisé, à savoir
les comportements atomiques qui peuvent être exécutés.
Ces comportements sont associés à des variables déclara-
tives (des entiers, des chaînes de caractères ou des boo-
léens) et à des messages (channels), qui sont notamment
les signaux permettant de synchroniser plusieurs compor-
tements pour la composition dynamique. Les comporte-
ments sont ensuite regroupés en patterns qui représentent
un ensemble de comportements, spécifiques à l’entité, qui
peuvent être réutilisés par le principe d’héritage multiple.
L’enjeu majeur de cette couche déclarative est de permettre
la représentation de comportements atomiques et de pat-
terns de comportements. Ceux-ci peuvent être réutilisés et
composés dynamiquement au sein d’agents dans la couche
d’implémentation.
Les comportements et les patterns. Dans notre ap-
proche, un comportement atomique est une transition d’au-
tomate temporisé [19] qui viendra s’agréger avec tous les
autres comportements possibles de l’agent. Par exemple,
nous souhaitons représenter un premier comportement per-
mettant au robot de se lever (dans un délai compris entre 2
et 5 unités de temps) et un second lui permettant de réaliser
une reconnaissance vocale. Les modèles de ces comporte-
ments sont représentés sur la figure 3.
S0
x<5
S1
seLever
[estDebout = false]
{estDebout := true}
x≥2
x :=0
P0
x<=10
P1
recoVocale
[estDebout = true]
x :=0
FIGURE 3 – Automates temporisés des comportements se-
Lever et recoVocale
Les patterns décrivent un ensemble de comportements sus-
ceptibles d’être exécutés conjointement au sein de l’ap-
plication et sont implémentés par des agents. Un auto-
mate temporisé du pattern est alors obtenu par le produit
synchronisé de l’ensemble des automates des comporte-
ments qui le composent (selon l’algorithme de synchroni-
sation décrit dans [4]). Cette composition permet au sys-
tème d’évoluer par la synchronisation de deux entités ou
par leur évolution individuelle. Un exemple d’automate ob-
tenu à partir des comportements définis précédemment est
donné à la figure 4.
L’éditeur. La conception du modèle dans cette couche
déclarative repose sur un éditeur actuellement en cours de
développement dans sa seconde version basée sur des tech-
nologie web afin de permettre une édition accessible à tous
S0P0
x<5
S1P0
x<=10
S1P1
seLever
[estDebout = false]
{estDebout := true}
x≥2
x :=0
recoVocale
[estDebout = true]
x :=0
FIGURE 4 – Automate temporisé du pattern
sur un serveur distant. Cet éditeur produit un fichier XML
de scénario. Ainsi, pour les comportements et le pattern dé-
crits précédemment, l’éditeur produit la couche déclarative
présentée à la figure 5.
1 < d e c l a r a t i v e _ l a y e r >
2 < c l o c k i d ="X" / >
3 < d e c l a r a t i v e _ v a r i a b l e i d =" e s t D e b o u t " t y p e =" boo l " / >
4 < b e h a v i o r i d =" s e L e v e r " . . . / >
5 < b e h a v i o r i d =" r e c o V o c a l e " . . . / >
6 < b e h a v i o r i d =" bouger " . . . / >
7 < b e h a v i o r i d =" p a r l e r " . . . / >
8 < p a t t e r n i d =" recoUp " . . . >
9 < b e h a v i o r i d =" s e L e v e r " p r i o r i t y =" 1 " / >
10 < b e h a v i o r i d =" r e c o V o c a l e " p r i o r i t y =" 2 " / >
11 < / p a t t e r n >
12 < / d e c l a r a t i v e _ l a y e r >
FIGURE 5 – Déclaration d’un pattern
2.3 La couche d’implémentation
La couche d’implémentation utilise les comportements et
patterns décrits en amont pour concevoir les entités im-
pliquées dans l’expérience interactive : les agents et les
contextes d’exécution. Il s’agit, dans un premier temps,
de construire des agents qui implémentent des comporte-
ments et des patterns. Ces agents sont ensuite liés dans des
contextes d’exécution représentant une situation spécifique
dans lequel les agents interagissent entre eux.
Les agents. Un agent peut implémenter certains des
comportements atomiques décrits dans la couche déclara-
tive. Il peut aussi implémenter le rôle d’un ou plusieurs pat-
terns grâce au mécanisme d’héritage multiple.
Chaque comportement composant l’agent doit corres-
pondre à une spécification de la part du concepteur. Ainsi,
grâce aux variables d’agents, le concepteur va pouvoir ap-
pliquer un ensemble de contraintes, conditionnant l’exé-
cution du comportement. La dernière tâche a effectuer
est l’association d’un module à chaque comportement. La
base de données possède une table Module contenant l’en-
semble des modules exécutables sur le processus piloté. Par
exemple, pour le comportement recoVocale (ligne 9 de la
figure 6), le concepteur va associer le module correspon-
dant (dans notre cas le module 1). Ce module, pour être
exécuté, impose la spécification de plusieurs paramètres
(présent dans la table Parametre de la base de données) :
— dictionnary (ligne 10). Ce dictionnaire correspond
au vocabulaire proposé à Nao pour la reconnais-
sance vocale ;
— time (ligne 11). Une durée d’écoute pendant la-
quelle le joueur pourra répondre à la question posée
(durée pendant laquelle le robot sera à l’écoute).
Chaque module renvoie à la fin de son exécution une liste
de valeurs de sorties (présent dans la table Sortie). Le
concepteur doit alors indiquer dans quelle variable du mo-
dèle chaque valeur retournée sera sauvegardée. Dans notre
exemple, le module associé au comportement recoVocale
retourne le mot reconnu (wordRecognized) et un taux de
confiance (confidence). Ici, le concepteur a donc déclaré
deux variables d’agent (ligne 3 et 4) dans lesquels vont
être sauvegardés les données reçues à la fin de l’exécution,
grâce à l’instruction saveIn. Enfin, le concepteur peut indi-
quer quel contenu est utilisé lors de l’exécution d’un mo-
dule (en utilisant la table du même nom). Par exemple, lors
de l’utilisation du module de synthèse vocale, le concep-
teur peut indiquer l’identifiant du discours à prononcer par
le robot (ce discours étant présent dans la table des conte-
nus).
Le concepteur peut spécialiser un agent grâce aux dif-
férents comportements qu’il implémente. L’automate de
comportement de l’agent sera alors obtenu par le pro-
duit synchrone de l’ensemble des comportements. L’en-
jeu majeur de cette couche est de garantir la réutilisabi-
lité des comportements. Un agent spécifique à une expé-
rience interactive donnée peut utiliser des comportements
atomiques conçus pour une autre expérience. C’est là l’un
des enjeux majeurs de notre modèle.
Les figures 6 et 7 donnent une représentation XML de la
déclaration d’un agent dans la couche d’implémentation et
de son automate de comportements.
Les contextes et le graphe de contexte. Le contexte dé-
crit une situation dans laquelle un certain nombre d’agents
va être impliqué. Sa description se fait au travers de la liste
des agents impliqués (figure 8). L’automate de contexte
sera alors construit par synchronisation de l’ensemble des
automates des agents présents.
Le scénario global d’exécution est produit par le graphe de
contexte. Il s’agit d’un automate temporisé de haut niveau
qui représente les passages entre contextes d’exécution (un
exemple est donné à la figure 9).
Cette couche d’implémentation agrège d’abord les com-
portements dans les agents, puis les agents dans les
contextes et produit dynamiquement les automates de com-
portement de ces derniers par synchronisation.
3 EDAIN : l’architecture de supervi-
sion
L’expérience interactive ayant été modélisée, notre outil
de supervision (EDAIN) assure la gestion de l’expérience
d’une part au travers d’une exécution pilotée par le par-
cours du graphe de contexte (et suivi des comportements
générés dynamiquement au sein des contextes via la syn-
1 < g l o b a l _ v a r i a b l e i d =" o u t " t y p e =" s t r i n g " v a l u e =" " / >
2 < a g e n t i d =" a g e n t A c c u e i l ">
3 < a g e n t _ v a r i a b l e i d =" wordRecognized " t y p e =" s t r i n g "
v a l u e =" " / >
4 < a g e n t _ v a r i a b l e i d =" c o n f i d e n c e " t y p e =" do ub l e " v a l u e
=" 0 . 0 " / >
5 < p a t t e r n i d =" recoUp ">
6 < b e h a v i o r i d =" s e L e v e r " rename=" " module=" 18 ">
7 < modu lePa rame te r i d =" p o s t u r e " t a b l e =" B e h a v i o r "
id_bdd =" 20 " s a v e I n =" " / >
8 < / b e h a v i o r >
9 < b e h a v i o r i d =" r e c o V o c a l e " rename=" " module=" 1 ">
10 < modu lePa rame te r i d =" d i c t i o n n a r y " t a b l e ="
Conten tDependance " id_bdd =" q u e s t i o n I D "
s a v e I n =" r e p o n s e C o r r e c t e " / >
11 < modu lePa rame te r i d =" t ime " v a l u e =" 10 " / >
12 < o u t p u t i d =" wordRecognized " s a v e I n ="
wordRecognized " / >
13 < o u t p u t i d =" c o n f i d e n c e " s a v e I n =" c o n f i d e n c e " / >
14 < / b e h a v i o r >
15 < / p a t t e r n >
16 < b e h a v i o r i d =" bouger " rename=" " module=" 3 ">
17 < modu lePa rame te r i d =" g e s t u r e " t a b l e =" B e h a v i o r "
id_bdd =" 9 " / >
18 < o u t p u t i d =" o u t " s a v e I n =" o u t " / >
19 < / b e h a v i o r >
20 < b e h a v i o r i d =" p a r l e r " rename=" a c c u e i l P u b l i c " module
=" 2 ">
21 < modu lePa rame te r i d =" speed " v a l u e =" 80 " / >
22 < modu lePa rame te r i d =" t e x t " t a b l e =" C o n t e n t " id_bdd
=" 7 " / >
23 < o u t p u t i d =" o u t " s a v e I n =" o u t " / >
24 < / b e h a v i o r >
25 < / a g e n t >
FIGURE 6 – Déclaration de l’agent
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FIGURE 7 – Automate temporisé (simplifié) de l’agent
1 < c o n t e x t i d =" Wai t i ng ">
2 < a g e n t i d =" a g e n t A c c u e i l " / >
3 < a g e n t i d =" p e r s o n n e D e t e c t i o n " / >
4 < / c o n t e x t >
FIGURE 8 – Déclaration d’un contexte dans la couche
d’implémentation.
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FIGURE 9 – Graphe de contexte
chronisation des agents) et d’autre part via des appels dis-
tants des comportements sur le procédé supervisé (dans
notre cas : le robot Nao).
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FIGURE 10 – Diagramme de séquences de la supervision.
L’objectif de notre plateforme est de dissocier la modéli-
sation et la supervision de l’activité. Il était alors possible
d’utiliser le même modèle pour contrôler différents procé-
dés, à condition de développer un client spécifique pour
chaque processus. Un diagramme de séquences de la su-
pervision est détaillé dans la figure 10.
Cet outil de supervision utilise le fichier de spécification
précédemment généré en entrée et charge le graphe de
contexte. La transition d’un contexte à un autre est réalisée
au travers de la réception des signaux ou via des passages
de transitions spontanés par satisfaction des gardes (c’est
ici la sémantique dynamique de l’automate temporisé du
graphe de contexte qui détermine la réalisation de l’exécu-
tion).
4 Expérimentations publiques et
analyses des situations types
Les expérimentations menées dans les différents lieux de
culture ont plusieurs objectifs. Tout d’abord, elles nous per-
mettent d’éprouver la méthode de modélisation proposée et
de vérifier la généricité du modèle de scénario, la réutilisa-
bilité des éléments de la couche déclarative d’une expéri-
mentation à une autre et la facilité avec laquelle les conte-
nus sont décorrélés du modèle (au travers de l’architecture
s’appuyant sur la base de données présentée à la figure 2).
Une autre validation porte sur l’exactitude de notre algo-
rithme de composition dynamique des comportements pour
construire les agents et les comportements du système au
sein des contextes et sur la qualité du processus de super-
vision permettant d’exécuter le graphe de contexte. Enfin,
nous souhaitons pouvoir récolter des données sur les exé-
cutions de tous les utilisateurs afin d’exploiter la structure
du modèle et mettre en oeuvre des méthodes de fouille de
données pour extraire automatiquement des informations
sur les comportements des usagers.
Nous avons réalisé deux expérimentations publiques pour
des évènements tels que la fête de la science (Muséum
d’Histoire Naturelle de La Rochelle) ou les Off de la Ga-
mer Assembly (Poiters).
FIGURE 11 – Expérimentation au Muséum d’Histoire Na-
turelle - 2017.
La première expérimentation a eu lieu lors de la fête de la
science 2017 (figure 11). Le scénario créé pour l’occasion
avait pour objectif de faire découvrir certaines oeuvres ex-
posées, sous forme de quiz, proposé par les robots Nao. Un
total de 46 joueurs a pu découvrir les oeuvres au travers
de ce jeu. La seconde expérimentation, dédiée au musée
Sainte Croix de Poitiers, s’est déroulée lors de la Gamers
Assembly 2018. Nous proposions à cette occasion, un nou-
veau scénario interactif, faisant intervenir les robots Nao et
des jeux développés sur tablettes pour l’occasion. Au tra-
vers de deux séances, nous avons reçu un nombre total de
11 joueurs.
4.1 Hypothèse de réutilisabilité
Les comportements et patterns de comportements définis
pour le robot Nao concernent un certain nombre d’ac-
tions liées aux capteurs et effecteurs de cette plateforme.
Il peut s’agir de détecter une présence humaine, de par-
ler, d’écouter une réponse de l’utilisateur par exemple. Les
comportements décrits dans la couche déclarative pour la
première expérimentation ont été réutilisés sans difficulté
pour la seconde expérimentation (environ 70% de réutili-
sation). Nous avons donc pu redéfinir de manière relati-
vement simple un nouveau scénario sur la base des élé-
ments existants. De plus, d’un lieu de culture à un autre, les
contenus manipulés dans le scénario changent (puisqu’ils
s’appuient sur les collections des musées). La structure de
stockage des textes dans la base nous permet aujourd’hui
d’utiliser un comportement générique (par exemple parler)
et de le connecter rapidement à un nouveau contenu inté-
gré dans la base de données. Cette nouvelle architecture
nous préserve des difficultés de construction des scénarios
d’exécution que pouvaient poser l’outil propriétaire de Nao
(Choregraphe), qui présentait une dépendance au contenu
très forte et posait de grandes problématiques pour la réuti-
lisabilité des scénarios.
4.2 Algorithme de supervision
Au cours de la première expérimentation publique, nous
avons validé l’algorithme de supervision dans sa ver-
sion non-temporisée (les comportements et le graphe de
contexte ne contenaient pas d’horloges). L’algorithme s’est
avéré efficace et a permis de réaliser un pilotage de l’ac-
tivité cohérent avec la modélisation réalisée. L’extension
mise au point au cours de la seconde expérimentation a
donc consisté à intégrer ces contraintes temporelles dans
le modèle et à en tenir compte pour la supervision.
4.3 Analyse des comportements utilisateurs
Nous avons intégré, dans notre superviseur, un système
d’observation de l’expérience pour générer des traces
d’exécution. Dans l’exemple de la figure 12, les lignes 1, 3
et 5 correspondent à l’exécution d’un comportements sur le
robot avec une liste de paramètres propre à chaque module
(à noter que les paramètres text et gesture de la ligne 1 ont
des valeurs entières, correspondants aux identifiants de la
base de données). Les lignes 2, 4 et 6 correspondent quant
à elles au retour d’exécution des modules sur le robot. Par
exemple, la ligne 2 nous apprend que le joueur 3 a répondu
"oui" à la question posée avec un taux de reconnaissance
de 52 %.
L’objectif à terme est d’utiliser ces traces d’exécution pour
analyser le comportement de l’utilisateur final. En effet,
lors de la conception de l’expérience interactive, il est diffi-
cile pour le concepteur de prévoir tous les cas d’utilisation
possibles en situation réelle. Nous souhaitons donc, grâce
à ces traces, utiliser un système de clustering visant à ef-
fectuer une analyse qualitative de l’expérience a posteriori.
Nous utilisons pour cela les traces issues de la première
expérimentation (muséum). En effet, lors de celle-ci, des
cas d’erreurs sont apparus à plusieurs reprises :
— des erreurs de reconnaissances vocales. Ces erreurs
étaient en particulier dues à la résonance de la salle
et du nombre importants de personnes qui s’y trou-
vaient ;
— des abandons. Une longue file d’attente s’est créée
au fil de l’après midi qui a découragé un certain
nombre de joueurs ;
— des erreurs de reconnaissance faciale liées à l’éclai-
rage ou au mauvais positionnement du joueur.
1 13 o c t . 2017 14 : 2 6 : 5 2 ; j o u e u r : 3 q u e s t i o n ; p a r a m e t e r s : [
s p e e d : 100 , t e x t : 8 , d i c t i o n n a r y : oui , non , t i m e :
10 , g e s t u r e : 9 ]
2 13 o c t . 2017 14 : 2 7 : 0 6 ; j o u e u r : 3 q u e s t i o n B a c k ;
p a r a m e t e r s : [ c o n f i d e n c e : 0 .521499991417 ,
w o r d R e c o g n i z e d : o u i ]
3 13 o c t . 2017 14 : 2 7 : 0 7 ; j o u e u r : 3 r eponseOu t1 ;
p a r a m e t e r s : [ g e s t u r e : 9 , s p e e d : 100 , t e x t : 9 ]
4 13 o c t . 2017 14 : 2 7 : 1 2 ; j o u e u r : 3 reponseOut1Back ;
p a r a m e t e r s : [ o u t : ok ]
5 13 o c t . 2017 14 : 2 7 : 1 3 ; j o u e u r : 3 p o s e r Q u e s t i o n ;
p a r a m e t e r s : [ s p e e d : 100 , t e x t : 1 , g e s t u r e : 9 ]
6 13 o c t . 2017 14 : 2 7 : 2 3 ; j o u e u r : 3 p o s e r q u e s t i o n B a c k ;
p a r a m e t e r s : [ o u t : ok ]
FIGURE 12 – Exemples d’observations obtenus lors de
l’expérimentation.
L’objectif est d’utiliser un algorithme pour identifier au-
tomatiquement des clusters. Ceux-ci seront ensuite uti-
lisés afin d’identifier dans quelle situation un joueur se
trouve lors d’une prochaine expérimentation afin d’intégrer
le bouclage de pertinence et améliorer le modèle (notam-
ment le seuil de confiance pour la reconnaissance).
Nous disposons de 4000 traces représentant les parties de
46 joueurs. A partir de ces traces, nous recréons le graphe
modélisant l’évolution d’un joueur dans notre jeu. Nous
identifions ainsi quatre clusters émergeant, représentant les
parties terminées, les abandons, les erreurs de reconnais-
sance vocale et les erreurs d’identification. Leur répartition
est donnée dans le tableau suivant, sachant qu’un graphe
peut appartenir au plus à deux clusters (par exemple, la
partie a pu être terminée mais des problèmes de reconnais-
sance vocale sont apparus).
Parties Problèmes Problèmes Abandons
terminées de reco. d’identification
vocale
39% 28% 7% 54%
TABLE 1 – Vérité terrain de la première expérimentation.
Nous utilisons un algorithme d’apprentissage non super-
visé pour effectuer la clusterisation qui doit pouvoir identi-
fier automatiquement le nombre optimal de clusters. Toutes
ces contraintes nous ont amenées à utiliser l’algorithme de
clusterisation Affinity propagation [14]. Nous déterminons
trois vecteurs caractéristiques différents pour effectuer la
clusterisation :
— vecteur "states" : vecteur identifiant pour chaque
graphe, le nombre d’occurrences de chaque états du
graphe ;
— vecteur "transitions" : vecteur identifiant pour
chaque graphe, le nombre d’occurrences de chaque
transitions du graphe ;
— vecteur "states + transitions" : couplage des deux
vecteurs précédents.
Pour chaque vecteur de caractéristiques, nous ajoutons une
donnée concernant la durée finale de l’expérience.
L’utilisation des deux premiers vecteurs par l’algorithme
Affinity propagation permet d’identifier 5 clusters. Cepen-
dant, aucune sémantique particulière n’en ressort. En effet,
la donnée sur le temps de la partie a beaucoup influencé
l’algorithme. Nous avons donc utilisé le troisième vecteur
qui permet quand à lui d’identifier 6 clusters, que nous
avons étiqueté a posteriori de la façon suivante :
— Abandon sans erreur particulière ;
— Partie terminée avec erreur de reconnaissance vo-
cale ;
— Abandon avec problème d’identification des
joueurs (le joueur était mal placé devant le robot) ;
— Abandon avec erreur de reconnaissance vocale ;
— Erreur d’identification ;
— Partie terminée sans erreur particulière.
Sur la base de cette clusterisation, la prochaine étape
consistera à identifier dynamiquement dans quelle situation
le joueur se trouve afin de parer aux problèmes éventuelle-
ment rencontrés, de façon dynamique.
5 Conclusion
Nous avons présenté ici notre modèle de conception d’ex-
périences interactives et la mécanique de supervision per-
mettant de l’utiliser pour piloter le système. Des expé-
riences publiques ont été menées. Elles nous ont permis
de valider notre approche et d’entamer des travaux sur
l’analyse des comportements utilisateurs via la détection
de clusters dans les traces.
De plus, ces expérimentations nous ont prouvé à quelle
point la prise en compte du temps est importante pour ob-
tenir une interaction de qualité. En effet, plus encore que
dans les systèmes informatiques classiques, le paramétrage
des temps de parole du robot et des délais au cours des-
quels il écoute une réponse verbalisée par le public est pri-
mordiale. Par exemple, nous avons constaté que la rapidité
de réponse d’un utilisateur est la plupart du temps dépen-
dante de son âge. Ainsi, un enfant va répondre très rapi-
dement (parfois même avant que la séquence d’enregistre-
ment du robot soit déclenchée), alors qu’une personne plus
âgée prend davantage de temps avant de verbaliser sa ré-
ponse (et souvent alors que cette même séquence d’enre-
gistrement est terminée). De plus, le choix des délais d’at-
tente du robot avant de réagir à la présence d’un visiteur, sa
vitesse de parole ou de mouvement doivent être paramétrés
avec précaution car ces éléments ont un impact fort sur la
perception du public [32]. C’est dans cette dynamique que
nous avons intégré au framework une prise en compte des
contraintes temporelles pour les comportements des agents
et pour la gestion des passages entre contextes. Au delà
de cela, nous envisageons d’utiliser les traces utilisateurs
pour déterminer par apprentissage automatique les délais
d’interaction appropriés aux types de visiteurs et mettre en
place un raffinement dynamique du modèle via un bou-
clage de pertinence. C’est ce qui constitue aujourd’hui la
perspective principale de nos travaux. Enfin, nos premiers
tests concernant le pilotage d’un robot Pepper via la pla-
teforme CELTIC/EDAIN ont été concluant. En effet, une
partie du jeu a pu être déployé sur le robot Pepper sans au-
cune modification du modèle.
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