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I. Introduction and Statement of the Results
The radial symmetry (exept for a translation in the space variable) of the
minimizers of the functional
1
2 |
RN
| grad u(x)|2 dx+|
RN
F(u(x)) dx
subject to
|
RN
G(u(x)) dx=1
has been investigated. If F(u) and G(u) are even functions of u that ques-
tion is related to a very well known result of Gidas et al. ([1]) about the
radial symmetry (except for a translation in the space variable) of positive
solutions of certain semilinear elliptic equations. An alternative approach
has been introduced by Alvino et al. ([2]).
In this paper we study that question (under regularity and smoothness
assumptions on F and G ) without the positiveness assumption. To be
honest we must say that, so far, we have been unable to exhibit an example
where the minimizer changes sign. But, perhaps more important, the proof
works for more general functionals (for instance, functionals with two func-
tions u( } ) and v( } ), giving rise to elliptic systems). In particular, at least
under some assumptions, we give a positive answer for a question raised by
Brezis and Lieb ([4]) and Lions ([5]).
We believe that it is important to recall a result of Esteban ([3]) which
says that the minimum of Bc ( | grad u(x)| 2+u2(x)) dx (Bc is the exterior
of a ball centered at the origin) subject to Bc |u(x)| pdx=1, for
2< p<2NN&2, is achieved at a function which is not radially symmetric.
Notice that for this functional to speak about translation invariance is
meaningless.
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The method we use works also for the case where we have integrals on
a sphere centered at origin, provided the minimization problem is
unconstrained.
Regretfully our method does not work either if the integrals are taken on
RN and there are more than one constraint or the integrals are taken on
a sphere centered at the origin and there is one (or more) constraint. It fails
also in the presence of nonlocal terms.
Our first case is the functional defined above, namely
V1(u)= 12 |
RN
| grad u(x)| 2 dx+|
RN
F(u(x)) dx
subject to
I1(u)=|
RN
G(u(x)) dx=1
for u( } ) in H 1(RN).
We denote by f (u) and g(u) are the derivatives of F(u) and G(u), respec-
tively.
Theorem I. We assume that the followings condition are satisfied:
(H1, 1) F, G : R  R are C 2 functions with F(0)=G(0)=0 whose
derivatives also vanish at zero and satisfy the growth assumption
| f (u)|, | g(u)|c |u| p&1 for |u|1 for some constant c and some
p<2NN&2;
(H1, 2) if u( } ) is an element of H 1(RN) and u( } )0 then g(u( } ))0
(a manifold condition).
If u # H 1(RN) is an (admissible, of course) element where V1 achieves its
minimum then, except for a translation in the space variable, u is radially
symmetric.
Remarks. (1) Condition H1, 2 is satisfied if, for instance, g(u){0 for
u{0 and small because if u # H 1(RN) and u( } )0 the measure of
[x # RN : '| g(u(x))|2'] is positive for '>0 and small.
(2) The existence of minimizer has been investigated in [5] among
many others.
In the second case we have
V2(u)=M \|A | grad u(x, y)| 2 dx dy++|A F(x, u(x, y)) dx dy
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subject to
I2(u)=|
A
G(x, u(x, y)) dx dy=1
for u( } ) in H 10(A). Here A is the cylinder 0_R
K=[(x, y) : x # 0, y # RK]
where 0/RL is a bounded open set with smooth boundary 0; we set
N=L+K. As before we denote by f (x, u) and g(x, u) the derivatives of
F(x, u) and G(x, u) with respect to u.
Theorem II. We assume that the following conditions are satisfied:
(H2, 1) M : R+  R is a C1 concave function with M$(t)>0 for t>0;
(H2, 2) F, G : 0_R  R are C 2 functions with respect to u such
that F(x, 0) = G(x, 0) = f (x, 0) = g(x, 0) = 0 for any x in 0 and
| f (x, u)|, | g(x, u)|c|u| p&1 for any x # 0, |u|1 and some constants c and
p<2NN&2;
(H3, 2) if u( } ) in an element in H 10(A) and u( } )0 in A then
g(x, u( } ))0 in A (a manifold condition).
If u # H 10(A) is a minimizer of the problem above then, except for a transla-
tion in the y-variable, u( } ) is radially symmetric with respect to that variable.
Remarks. (1) Assumption H3, 2 is satisfied if, for instance, g(x, u){0
for u{0 and small and x in a, say, open subset of 0;
(2) Theorem I is a consequence of Theorem II with M(t)=t2 and 0
empty but we prefer to give separated proof for them.
(3) Instead of imposing continuity with respect to x we might ask
just for integrability with respect to that variable and to remove the boun-
dedness assumption of 0.
(4) Instead of taking u # H 10(A) we might consider different boundary
conditions provided that they are independent of y.
As the third case (the ``system'' case) we consider the functional
V3(u, v)= 12 |
RN
[ | grad u(x)| 2+| grad v(x)| 2] dx+|
RN
F(u(x), v(x)) dx
subject to
I3(u, v)=|
RN
G(u(x), v(x)) dx=1
for u and v in H 1(RN).
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Theorem III. We assume that the following conditions are satisfied:
(H3, 1) F, G : R2  R are C2 functions with F(0, 0)=G(0, 0)=
Fu(0, 0)=Fv(0, 0)=Gu(0, 0)=Gv(0, 0)=0 and whose partial derivatives
satisfy the growth assumption |Fu(u, v)|, Fv(u, v)|, |Gu(u, v)|, |Gv(u, v)
c( |u| p&1+|v| p&1) for |u|+|v|1 and some constant c and some
p<2N(N&2);
(H3, 2) if u and v belong to H 1(RN) then Gu(u( } ), v( } )),
Gv(u( } ), v( } ))(0, 0) provided (u( } ), v( } ))(0, 0).
If (u( } ), v( } )) belongs to H 1(RN)_H 1(RN) and it minimizes the problem
above then, except for a translation (the same for both u( } ) and v( } )) in the
space variable, u( } ) and v( } ) are radially symmetric.
Remarks. (1) Assumption H3, 2 is satisfied if (Gu(u, v), Gv(u, v)){
(0, 0) for (u, v){(0, 0), small and outside of a set of measure zero.
(2) Theorem III gives a positive answer (at least under some assump-
tions) to a question raised by Lieb and Brezis [4] and Lions [5].
The next and last case is that for which the integrals are taken in a ball
centered at the origin and there is no constraint. We consider the func-
tional
V4(u)= 12 |
B
| grad u(x)|2 dx+|
B
F(u(x)) dx
for u in H 10(B), where B/R
N is a ball centered at the origin.
Theorem IV. Suppose that the following conditions are satisifed:
(H4, 1) F : R  R is a C 2 function with F(0)=0 (a normalization con-
dition) and whose first derivative f (u) satisfies the growth condition | f (u)|
c|u| p&1 for |u|1, some constant c and some p<2N(N&2).
If u( } ) # H 10(B) is an element where the minimum is achieved and
V(u( } ))<0, then u( } ) is radially symmetric.
Remarks. (1) If the minimum of V4 is zero (namely, u( } )#0 mini-
mizes V4 but other elements might be a minimizer too) then we have a
technical difficult.
(2) In fact, it has been proved in [6] that the minimizer of V4
does not change sign. So Theorem IV is a consequence of a theorem of
Gidas et al.
As a final remark we want to point out that some combinations of the
results above can be made; for instance, we can consider the system case
381radial symmetry of minimizers
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in a ball with center at the origin, the system case in a cylindrical domain
and so forth.
As we will see, the proof of the results above is, in some sense, elemen-
tary. The only deep result we use is the unique continuation principle.
II. Proof of the Theorems
We will give a more detailed proof of Theorem I; for the remaining ones
we just point out the main differences.
Proof of Theorem I. Let u( } ) # H1(RN) be an element where the mini-
mum V1, m is achieved. Then, due to the fact that V1 , I1 : H1(RN)  R are
C1 and the contraint defines a manifold, there is a constant : such that u( } )
satisfies the Euler equation
&2u+ f (u)=:g(u). (I.1)
In particular, due to the growth condition, u( } ) # L(RN).
Our first claim (which will be repeated in the proof of the remaining
results) is: for any hyperplane ? in RN there is a (unique) hyperplane ?~
parallel to ? such that u( } ) is symmetric with respect to ?~ .
In fact, let ?~ be a hyperplane parallel to ? such that ?~ + G(u(x)) dx=
1
2=
?~ & G(u(x)) dx, where ?~ + and ?~ & stand for the half-spaces determined by
?~ (at this point uniqueness is not clear because G(u) is allowed to change
sign; we will come back to this point later). Let v the element of H1(RN)
which is symmetric with respect to ?~ and v(x)=u(x) for x in ?~ +; clearly
v is admissible (here we see that this argument breaks down if V1(u)
involves higher derivatives of u( } )). Next notice that
|
?~ +
(12 | grad u(x)| 2+F(u(x))) dx=|
?~ &
(12 | grad u(x)|2+F(u(x))) dx
for, otherwise, we would have, say,
|
?~ +
(12 | grad u(x)| 2+F(u(x))) dx<|
?~ &
(12 | grad u(x)|2+F(u(x))) dx
and this would imply V(v)<V(u)=V1, m and this is impossible because v
is admissible. From the equality of the integrals above we conclude
V(v)=V1, m ; this means that v is also an element where the minimum is
attained and so, for some constant : , v satisfies &2v+ f (v)=: g(v);
however, since v=u on ?~ + and g(v(x))0, we must have :=: .
382 orlando lopes
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Defining a(x)=10 [ f $(v(x)+t(u(x)&v(u))+:(g$(v(x)+t(u(x)&v(x))] dx
andw=u&v we see that 2w+a(x)w=0, and w=0 on ?~ + ; since a( } ) #
L(RN) the unique continuation principle (see appendix) implies w=0 on
RN and the claim is proved.
Next we make a translation in the coordinate system in such way that
u is symmetric with respect to the N coordinate planes; in particular, u is
symmetric with respect to the new origin O.
Our next claim is that u( } ) is symmetric with respect to any hyperplane
passing through origin O. In order to draw a picture we take N=2 and we
let r to be such a line.
We know that there is a line r~ parallel to r such that u is symmetric with
respect to r~ . Suppose r~ is not r. We consider all lines parallel to r in such way
that the distance between two consecutive lines is equal to the distance
between r and r~ and we label the region between them as in Fig. 1. Then we
have R0 u
2(x) dx=R1 u
2(x) dx because u( } ) is symmetric with respect to the
line r~ ; we also have R0 u
2(x) dx=R2 u
2(x) dx because u( } ) is symmetric with
to respect the origin; so, if we keep reflecting, alternatively, with respect to
r~ and with respect to the origin we see that R0 u
2(x) dx=Ri u
2(x) dx,
i=1, 2, ... and this implies u( } )#0 because u( } ) # L2(RN), a contradiction.
The fact that u( } ) is radially symmetric is an obvious consequence of that
it is symmetric with any hyperplane passing through the origin and this
proves Theorem I.
The uniqueness of the hyperplane, whose existence we have proved in the
first claim, is now clear because if a function is symmetric with respect to
two different parallel hyperplanes then it is periodic in the normal direction.
Now we pass to the proof of Theorem II. One of the difficulties of it is
that the corresponding Euler equation has a nonlocal term but, due to the
concavity of the function M( } ) we can overcome that difficulty.
Proof of Theorem II. As before we claim that for any hyperplane ? in
RK there is a (unique) hyperplane parallel to it such that u is symmetric in
the y-variable with respect to ?~ .
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In fact, let ?~ be a hyperplane parallel to ? such that 0_?~ & G(x, u(x, y)) dx dy
=0_?~ + G(x, u(x, y)) dx dy=
1
2 where ?~ & and ?~ + are the half-spaces deter-
mined by ?~ . For simplicity we define the quantities a=0_?~ & | grad u(x, y)|
2
dx dy, b=0_?~ + | grad u(x, y)|
2 dx dy, c=0_?~ & F(x, u(x, y)) dx dy and
d=0_?~ + F(x, u(x, y)) dx dy. Let u1 be the element of H
1
0(A) which is sym-
metric (in the y-variable) with respect to ?~ and coincides with u in 0_?~ & ;
similarly, let u2 the element of H 10(A) which is symmetric (in the y-variable)
with respect to ?~ and coincides with u in 0_?~ &. Since u1 and u2 are
admissible we have M(a+b)+c+dM(2a)+2c and M(a+b)+c+d
M(2b)+2d and then 2M(a+b)M(2a)+M(2b); in view of the concavity
of the function M( } ), this last inequality has to be an equality and we
conclude that
2M(a+b)=M(2a)+M(2b) (II.2)
and then
M(a+b)+c+d=M(2a)+2c (II.3)
and
M(a+b)+c+d=M(2b)+2d (II.4)
From Equation (II.2) we conclude that M$(a+b)=M$(2a)=M$(2b); in
fact, if a=b this is clear; if a{b, say a<b, then M is a linear function in
the interval [2a, 2b] and this implies the desired equality.
If we let v=u1 , equality (II.3) shows that v is also a minimizer and then
it satisfies the Euler equation
&M$ \|A | grad v(x, y)| 2 dx dy+ 2v(x, y)+ f (x, v(x, y))
=;g(x, v(x, y)) (II.5)
where ; is a constant.
As we have pointed out, M$(A | grad u(x, y)| 2 dx dy)=M$(A
| grad v(x, y)|2 dx dy)=m>0. From this point on the proof goes exactly
as the proof of Theorem I; so Theorem II is proved.
The proof of Theorem III is exactly as the proof of Theorem I and the
reason for having the same translation for u( } ) and v( } ) is that we choose
?~ such that ?~ & G(u(x, y), v(x, y)) dx dy=?~ +G(u(x, y), v(x, y)) dx dy=
1
2
and so, such a choice depends just on G(u(x, y), v(x, y)) (see appendix for
the unique continuation principle for systems).
Proof of Theorem IV. For simplicity we take N=2 and, as before, we
show that any minimizer is symmetric with respect to any diameter of the
384 orlando lopes
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circle. In fact, let u be a minimizer and AB be any diameter. As before, in
order to show that is symmetric with respect to AB it is sufficient to show
that AB splits V4(u) in the middle. Suppose not; let A$B$ a cord parallel to
AB that splits V4(u) in the middle (here we are using the assumption
V4(u)<0); we reflect the arc A$B$ with respect to the cord A$B$ and we
denote by 01 and 02 the regions according to Fig. 2.
We define v(x) to be equal to u(x) for x in 01 and v(x)=0 for x in 02 .
Then v is also a minimizer of V4 because F(0)=0 and then it satisfies the
Euler equation &2v(x)+ f (v(x))=0; since v vanishes on 02 we must have
f (0)=0 and this is a contradiction because w#0 also solves the same
equation. The rest of the proof is as in the proof of Theorem I and
Theorem IV.
At the beginning we considered only the case of functionals given by
integrals on the entire space. The possibility of extending the method to
functionals given by integrals on spheres was pointed out by Professor O.
Kavian.
Appendix: The Unique Continuation Principle
Usually the unique continuation principle is stated and proved for cer-
tain scalar equations and so, for sake of completeness, we present a proof
for a very particular class of elliptic systems. This proof is due to Paulo D.
Cordaro, from Universidade de Sa~ o Paulo, and it follows the method of
[7], chapter VIII.
Let u # H 2(RN, Rm) be an m-vector valued function whose components
belong to H 2(RN) and assume u(x) solves the linear system
2u(x)+A(x) u(x)=0 (1)
where A(x) is an m_m matrix whose entries belong to L(RN).
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Proposition. Let x0 # RN and  # C(RN) be such that:
(a) grad (x0){0;
(b) there is a neighborhood 0 of x0 such that u(x)=0 in
[x # 0 : (x)>(x0)]. Then u(x)=0 in a full neighborhood of x0 .
Proof. Defining *(x)=(x)&|x&x0 | 2 we may assume that
grad *(x){0 in 0. According to [7], p. 203, Remark 3, any level surface
of *(x) is strongly pseudo-convex with respect to the laplacian operator
and then denoting e**(x) by .(x) we can use Theorems 8.6.3 and 8.9.1 to
conclude that there are a neighborhood 00 of x0 in 0 and a constant C>0
such that
{ | |v(x)| 2 e2{.(x) dxc | |2v(x)| 2 e2{.(x) dx (2)
for v # C c (00), {C and * large.
If we define
|=[x # 00 : (x)>(x0)] (3)
we see that u(x)=0 in |. Furthermore
[x # 00 : .(x).(x0), x{x0] (4)
is a subset of | because .(x).(x0) implies *(x)*(x0) and then
(x)(x0)+|x&x0 |2.
Now let v(x)=(v1(x), ..., vm(x)), v # c= (00 , R
m) be an m-vector valued
function. Since (2) holds for each component vi (x), 1im, and
|v(x)|2=v21(x)+ } } } +v
2
m(x)
and
|2v(x)| 2=|2v1(x)| 2+ } } } +|2vm(x)| 2,
we see that
{ | |v(x)| 2 e2{.(x) dxC | |2v(x)| 2 e2{.(x) dx (5)
for any v # C c (00 , R
m), {C and * large. Taking limites we conclude that
(5) holds for v # H 2c(00 ; R
m).
Let /(x) # C c (00) be such that /(x)=1 for x in an open neighborhood
U of x0 in 00 . Since
|2u(x)|C1|u(x)| (6)
386 orlando lopes
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for x in RN and u(x)=0 in | we have
|2(/(x) u(x))C1 |/(x) u(x)| (7)
in | _ U and so there is an =>0 such that
|2(/(x) u(x))|C1|/(x) u(x)| (8)
for x # 00 and .(x)>.(x0)&=.
Using (5) and (8) we get
{ | |/(x) u(x)| 2 e2{.(x) dxC | .(x).(x0)&= |2(/(x) u(x)| 2 e2{.(x) dx
+CC1 | |2(/(x) u(x)| 2 e2{.(x) dx
and then for {CC1 we have
({&CC1) |
.(x)>.(x0)&=
|/(x) u(x)| 2 e2{(.(x0)&=) dx
({&CC1) | |/(x) u(x)| 2 e2{.(x) dx
C | |2(/(x) u(x))| 2 e2{(.(x0)&=) dx.
Letting {   we conclude that /(x) u(x)=0 for .(x)>.(x0)&= and
the proposition is proved because /(x)=1 for x in V.
Corollary. If u # H 2(RN, Rm) solves (1) and u(x)=0 in some open set
then u(x)=0 in RN.
Proof. Let F be the support of u and suppose F is not empty. Let
y # RN&F and x0 # F be such that | y&x0 || y&x| for any x # F. Defining
(x)=| y&x0 | 2&| y&x| 2 we have (x0)=0, grad (x0)=&2(x0&y){0
and (x)0 for x in F; in particular u=0 in [x # RN : (x)>0]. By the
proposition above u(x) has to vanish in a neighborhood of x0 , a contradic-
tion. So, F is empty and the corollary is proved.
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