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BERNOULLI DECOMPOSITION AND ARITHMETICAL INDEPENDENCE BETWEEN
SEQUENCES
HAN YU
ABSTRACT. In this paper we study the following set
A = {p(n) + 2nd mod 1 : n ≥ 1} ⊂ [0.1],
where p is a polynomial with at least one irrational coefficient on non constant terms, d is any
real number and for a ∈ [0,∞), a mod 1 is the fractional part of a. By a Bernoulli decomposition
method, we show that Amust have box dimension equal to one.
1. INTRODUCTION
This paper is a self-contained sequel of [Y18a]. We use the idea of Bernoulli decomposition
to consider a number theoretic problem. Given two sequences x = {xn}n≥1, y = {yn}n≥1
in [0, 1], it is often of great interest to study their independence. In terms of sequences with
dynamical background, this can be also understood as the disjointness between dynamical
systems, see [F67] for more details. Intuitively, we want to say that two sequences x, y are
independent if {(xn, yn)}n≥1 is in some sense close to the product set X × Y, where X,Y are
the sets of numbers in the sequence x, y respectively. We give two natural ways of expressing
this idea.
Definition 1.1. Let x = {xn}n≥1, y = {yn}n≥1 be two sequences in [0, 1]. We write X,Y to be the
sets of numbers in the sequence x, y respectively. Then we say that x and y are:
• topologically independent if X × Y is equal to the closure of the set of elements in the sequence
{(xn, yn)}n≥1.
• arithmetically independent if the set H(x, y) of numbers in the sequence {xn + yn}n≥1 attains
the maximal box dimension, namely,
dimBH(x, y) = min{1,dimBX + dimBY }.
As an easy example we see that {nα}n≥1 and {nβ}n≥1 are topologically and arithmetically
independent if 1, α, β are linearly independent over the field Q. It is also possible to study
the independence between {nα}n≥1 and {n2β}n≥1 based on Weyl’s equidistribution theorem.
Naturally, a next question is to ask about the independence between {nα}n≥1 and {2nd}n≥1,
where d is any real number. For a polynomial p with degree k with real coefficients, we write
p(n) =
∑k
i=0 ain
i. We say that p is irrational if at least one of the numbers a1, . . . , ak is an
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irrational number. In this paper, we show the following result. See Section 2.2 for a clarification
of the notation that appear below.
Theorem 1.2. Let p be an irrational polynomial and let d be any real number. Then the sequences {p(n)
mod 1}n≥1 and {2nd mod 1}n≥1 are arithmetically independent.
Wenote that there is a curious connection between sequences of form {p(n)+2nd mod 1}n≥1
and αβ-sequences. Let α, β be two real numbers, an αβ-sequence {xn}n≥1 is such that x1 = 0
and for each i ≥ 1we can choose xi+1 = xi+α mod 1 or xi+1 = xi+ β mod 1 freely. We have
the following interesting problem.
Conjecture 1.3. Let α, β be such that 1, α, β are independent over the field of rational numbers. Then
any αβ-sequence has full box dimension.
This conjecture is related to affine embeddings between Cantor sets, symbolic dynamics and
Diophantine approximation, see [K79], [FX18] and [Y18b]. A lot of ideas for proving Theorem
1.2 appeared in [Y18b] for αβ-sets. For this reason, we can consider Theorem 1.2 as a cousin
of Conjecture 1.3. Although the Bernoulli decomposition method we introduce in this paper
cannot be used directly for αβ-sequences, it still sheds some lights on Conjecture 1.3.
We also consider here a number theoretic result which is closely related to the independence
of sequences. Let m be an odd number and we consider the ring R[m] of residues modulo m.
This is the finite set {0, . . . ,m−1} togetherwith the integermultiplication and addition modulo
m. In this setting we can also consider the sequence {2n+ cn mod m}n≥0 where c is an integer
such that gcd(c,m) = 1. On one hand the +c mod m action on R[m] can be seen as uniquely
ergodic, which is analogous to+α mod 1 action on the unit interval with an irrational number
α. On the other hand, {2n mod m}n≥0 is an orbit under the ×2 mod m action. A analogy
of Theorem 1.2 would be that {2n + cn mod m}n≥0 is large in R[m]. We prove the following
result which confirm this intuition. We remark that themethod for proving the following result
shares some strategy for proving Theorem 1.2. This is a special case of Problem 6 in the third
round of the 27-th Brazilian Mathematical Olympiad, [27BMO]. For this reason, we will not
provide the solution for the fully generalized case.
Theorem 1.4. Let m ≥ 3 be an odd number and c be such that gcd(c,m) = 1. Let D(m) be the
number of residue classes visited by {2n + cn mod m}n≥0. ThenD(m) = m. In other words, for each
r ∈ R[m], there is an integer nr such that 2nr + cnr ≡ r mod m.
2. PRELIMINARIES
2.1. Dimensions. We list here some basic definitions of dimensions mentioned in the intro-
duction. For more details, see [F05, Chapters 2,3] and [M99, Chapters 4,5]. We shall useN(F, r)
for the minimal covering number of a set F in Rn with balls of side length r > 0.
2.1.1. Hausdorff dimension. Let g : [0, 1) → [0,∞) be a continuous function such that g(0) = 0.
Then for all δ > 0we define the following quantity
Hgδ(F ) = inf
{
∞∑
i=1
g(diam(Ui)) :
⋃
i
Ui ⊃ F,diam(Ui) < δ
}
.
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The g-Hausdorff measure of F is
Hg(F ) = lim
δ→0
Hgδ(F ).
When g(x) = xs thenHg = Hs is the s-Hausdorff measure and Hausdorff dimension of F is
dimH F = inf{s ≥ 0 : Hs(F ) = 0} = sup{s ≥ 0 : Hs(F ) =∞}.
2.1.2. Box dimensions. The upper box dimension of a bounded set F is
dimBF = lim sup
r→0
(
− logN(F, r)
log r
)
.
Similarly the lower box dimension of F is
dimBF = lim inf
r→0
(
− logN(F, r)
log r
)
.
If the limsup and liminf are equal, we call this value the box dimension of F and we denote it
as dimB F.
2.2. The unconventional fractional part symbol. For a real number α, it is conventional to use
{α} for its fractional part. It is unfortunate that {.} is also used to denote a set or a sequence
as well. For this reason we will use mod 1 for the fractional part. More precisely, for a real
number xwewrite x mod 1 to denote the unique number a in [0, 1) such that a−x is an integer.
2.3. Sets and sequences. We write {xn}n≥1 for the sequence x1x2x3 . . . . Sometimes it is con-
venient to use {xn}n≥1 to denote the following set
{x : ∃n ∈ N, x = xn}.
Thus {xn}n≥1 and dimB{xn}n≥1 should be understood in this way.
2.4. Filtrations, atoms and entropy. LetX be a set with σ-algebra X . A filtration of σ-algebras
is a sequence Fn ⊂ X , n ≥ 1 such that
F1 ⊂ F2 ⊂ · · · ⊂ X .
Given a measurable map S : X → X and a finite measurable partitionA ofX, we denote S−nA
to be the following finite collection of sets (notice that S might not be invertible)
{S−n(A) : A ∈ A}.
Then we use ∨n−1i=0 S−iA to be the σ-algebra generated by S−iA, i ∈ [0, n − 1]. An atom in
∨n−1i=0 S−iA is a set A that can be written as
A =
⋂
i
Ci
where for each i ∈ {0, . . . , n − 1}, Ci ∈ S−iA. In this sense ∨n−1i=0 S−iA is generated by a finite
partition An−1 of X which is finer than A. Let µ be a probability measure, then we define the
entropy of µ with respect to a finite partition A as follows
H(µ,A) = −
∑
A∈A
µ(A) log µ(A).
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We define the entropy of S as follows
h(S, µ) = lim
n→∞
1
n
H(µ,An−1),
where A is a partition such that ∨∞i=1S−iA = X . Here we implicitly used Sinai’s entropy theo-
rem, see [PY98, Lemma 8.8]
2.5. Dynamical systems and factors. Ameasurable dynamical system is in general denoted as
(X,X , S, µ) where X is a set with σ-algebra X and measure µ and a measurable map S : X →
X. In case when X is clear in context (for example Borel σ-algebra in Borel spaces) then we
do not explicitly write it down. Given two dynamical systems (X,X , S, µ), (X1 ,X1, S1, µ1), a
measurable map f : X → X1 is called a factorization map and (X1,X1, S1, µ1) is called a factor
of (X,X , S, µ) if µ1 = fµ and f ◦ S = S1 ◦ f.
2.6. Bernoulli system. Let Λ be a finite set of symbols and let Ω = ΛN be the space of one sided
infinite sequences over Λ.We define S to be the shift operator, namely, for ω = ω1ω2 · · · ∈ Ω,
S(ω) = ω2ω3 . . . .
Then we take a σ-algebra on Ω generated by cylinder subsets. A cylinder subset Z ⊂ Ω is such
that Z =
∏
i∈N Zi and Zi = Λ for all but finitely many integers i ∈ N.We construct a probability
measure µ on Ω by giving a probability measure µΛ = {pλ}λ∈Λ on Λ and set µ = µNΛ. We
require here that pλ 6= 0 for all λ ∈ Λ. Then this system is weak-mixing and has entropy
h(S, µ) =
∑
λ∈Λ−pλ log pλ. We call this system a Bernoulli system. We can also introduce a
metric topology on Ω by defining d(ω, ω′) = #Λ−min{i∈N:ωi 6=ω
′
i}. This turns Ω into a compact
and totally disconnected space. For ω ∈ Ω and r ∈ (0, 1), we use B(ω, r) to denote the r-ball
around ω with radius r with respect to the metric d constructed above.
3. A MATHEMATICAL OLYMPIAD PROBLEM
We first illustrate a short proof of Theorem 1.4 which provides us some motivation.
Proof of Theorem 1.4. Let l = ord(2,m) be the order of 2 in the multiplication group (Z/mZ)∗.
This can be done because gcd(2,m) = 1. For convenience we consider c = 1 and note that
other cases can be shown with the same method. Since l = ord(2,m)we consider the following
sequence
{2nl + nl mod m}n≥0.
We see that 2nl ≡ 1 mod m for all n ≥ 0. However H = {nl mod m}n≥0 is a subgroup of
Z/mZ of order m/gcd(l,m). For convenience we write ∆ = gcd(l,m). This ∆ plays the same
role of the entropy in the proof of Theorem 1.2. If∆ = 1 thenD(m) = m follows automatically.
We consider the case when∆ > 1. Now for each integer r we consider the following sequence
{2r+nl + r + nl mod m}.
This sequence forms a coset of H. More precisely it is 2r + r +H. Now if {2r + r mod ∆}r≥0
would visit all residue classes modulo ∆, then 2r + r + H, r ≥ 0 would visit all cosets of
H in Z/mZ and {2n + n}n≥1 would visit all residue classes modulo m. Since ∆ is an odd
number as well we see that we have reduced the problem for m to the problem for ∆ which
BERNOULLI DECOMPOSITION 5
is strictly smaller than m. We can iterate this reduction procedure. Since we are consider-
ing positive integer set, either we eventually obtain ∆ = 1 or else we can consider further
gcd(∆, ord(2,∆)) < ∆. The later can not happen infinitely often. This concludes the proof. 
4. EQUIDISTRIBUTED SEQUENCES
In this section, we prove some results for equidistributed sequences. We are particularly
interested in taking subsequences.
Definition 4.1. LetH = {xn}n≥1 be an equidistributed sequence in [0, 1] with respect to the Lebesgue
measure. LetK ⊂ N = {k1, k2, . . . } be an integer sequence. We introduce the following sequence
AK(H) = {xki}i≥1.
Wewill be interested mostly in the closure of the set of numbers in AK(H). For convenience
we denote CK(H) to be the closure of the set of numbers in AK(H). Observe that CN(H) =
[0, 1]. CK(H) does not need to contain any intervals. Indeed, let {yn}n≥1 be an enumeration
of rational numbers in (0, 1). For each n ≥ 1, let In ⊂ [0, 1] be the open interval centred at yn
with length ǫn > 0. Assume further that
∑
n ǫn = 0.5. One thing to observe is that I = ∪nIn has
Lebesgue measure at most 0.5. SinceH equidistributes, for each n ≥ 1,
{k : xk ∈ In}
has natural density equal to ǫn. Then we see that
{k : xk ∈ ∪n≤NIn}
has natural density at most 0.5 for each integer N ≥ 1. We construct a sequence K ⊂ N in the
following way. First, for N = 1, we choose an integer k1 and a subset K1 ⊂ {1, . . . , k1} such
that
{xn}n∈K1 ∩ I1 = ∅.
We can achieve further that #K1 ≥ 0.49k1. Now let N = 2, similar as the above step, we can
choose an integer k2 > 1 and a subsetK2 ⊂ {k1 + 1, k1 + k2} such that
{xn}n∈K2 ∩ (I1 ∪ I2) = ∅.
Continuing this manner, for each N ≥ 1, we obtain a non-empty setKN ⊂ N such that
{xn}n∈KN ∩ (I1 ∪ · · · ∪ IN ) = ∅.
Now let K = ∪NKN . Then it is possible to see that for each integer n ≥ 1, xk ∈ In for at most
finitely many k ∈ K. Thus CK(H) either does not contain yn or contains yn as a isolated point.
Since {yn}n≥1 is dense in [0, 1], CK(H) can not contain any intervals. We can even achieve that
K has upper natural density at least 0.49.
The above argument shows that we can not saymuch about topological structures ofCK(H).
In turn, we focus on the Lebesgue measure.
Lemma 4.2. Let H be as in Definition 4.1. Suppose that K has upper natural density ρ > 0. Then
CK(H) has Lebesgue measure at least ρ.
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Proof. We first examine a simple case. Let I ⊂ [0, 1] be an interval with length larger than 1− ρ.
Then since H equidistributes we see that
K ′ = {k : xk ∈ I}
has natural density larger than 1 − ρ. Therefore K ∩ K ′ cannot be empty. This implies that
CK(H) ∩ I 6= ∅. Now let I be any open set with Lebesgue measure larger than 1− ρ. By [SS05,
Theorem 1.3], I can be written as a countable union of closed intervals with disjoint interiors,
say I = ∪n≥1In. Then for a large enough integerN the Lebesgue measure of ∪n≤NIn is greater
than 1− ρ. Nowwe want to study the following set,
K ′′ = {k : xk ∈ ∪n≤NIn}.
It is tempting to claim thatK ′′ natural density greater than 1− ρ. The difficulty here is that the
intervals In, n ≥ 1 are not really disjoint. In fact for In ∩ In′ can contain at most one point. For
this reason we shrink each interval In to I ′n by fixing their centres and reducing their lengths to
(1− ǫ)In. By choosing ǫ small enough, ∪n≤NI ′n has Lebesgue measure greater than 1− ρ. Now
we see that
K ′′′ = {k : xk ∈ ∪n≤NI ′n}.
has natural density greater than 1 − ρ. Then K ∩ K ′′′ 6= ∅ and CK(H) ∩ (∪n≤NI ′n) 6= ∅. This
implies that [0, 1] \ CK(H) is an open set with Lebesgue measure at most 1 − ρ. Thus CK(H)
has Lebesgue measure at least ρ. 
The above lemma is essentially sharp. We can not hope to bound the Lebesgue measure of
CK(H) to be larger than the upper natural density ofK. Indeed, let I = [0, 0.5] and we take
K = {k : xk ∈ I}.
Then CK(H) = I and it has Lebesgue measure 0.5. Because of the equidistribution property
of H , K has natural density 0.5. However, it is possible to obtain better bounds for specially
chosen sequencesK.
Lemma 4.3. Let H,K as in Definition 4.1. Let (Ω, S, ν) be a Bernoulli system and let Ω′ ⊂ Ω be a
measurable set with positive ν measure. For each ω ∈ Ω, we define
K(ω,Ω′) = {k ∈ N : Sk(ω) ∈ Ω′}.
Then AK(ω,Ω′)(H) equidistributes for ν almost all ω ∈ Ω.
Proof. Let I ⊂ [0, 1] be a closed interval. For each ω we are interested in the following limit,
lim
n→∞
1∑n
i=1 1Ω′(S
i(ω))
n∑
i=1
1Ω′(S
n(ω))1I(xn).
Of course we need to require that
∑n
i=1 1Ω′(S
n(ω)) is not zero for large enough n. This happens
for almost all ω.We see that almost surely
lim
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω)) = ν(Ω′) = p > 0.
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This can be seen by using the ergodicity of Bernoulli systems. Now we want to estimate the
following sum
n∑
i=1
1Ω′(S
n(ω))1I(xn).
For a fixed interval I with length |I| we know that the following sequence
KI = {k ∈ N : xk ∈ I}
has natural density |I|. If we are able to show that almost surely
lim
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω))1I(xn) = p|I|, (*)
then we will see that for almost all ω,
lim
n→∞
1∑n
i=1 1Ω′(S
i(ω))
n∑
i=1
1Ω′(S
n(ω))1I(xn) = |I|.
For convenience we write Xn(ω) = 1Ω′(Sn(ω)). If Ω′ is a ball of radius 2−r, we decompose the
integer set with modulo r. For each j ∈ {0, . . . , r − 1} we denote
Nj = {kr + j : k ≥ 0}
andKj = KI∩Nj. For each j ∈ {0, . . . , r−1}, if#Kj =∞, we enumerateKj = {kj(1), kj(2), . . . }
in increasing order. By the law of large numbers we see that for ν almost all ω,
lim
n→∞
1
n
n∑
i=1
Xkj(i)(ω) = p.
We can apply this to each j with#Kj =∞. Now we see that,
1
n
n∑
i=1
Xn(ω)1I(xn) =
1
n
r−1∑
j=0
∑
i:kj(i)≤n
Xkj(i)(ω).
If #Kj =∞, we saw that for ν almost all ω,∑
i:kj(i)≤n
Xkj(i)(ω) = #(Kj ∩ [1, n])p + o(#(Kj ∩ [1, n])).
If #Kj <∞ then we see that for all ω,∑
i:kj(i)≤n
Xkj(i)(ω) ≤ #Kj = O(1).
We want to sum up the above bounds over j ∈ {0, . . . , r − 1}. As there are finitely many terms
to sum we see that the little-o parts sum up to
o(#KI ∩ [1, n])
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and we have
r−1∑
j=0
∑
i:kj(i)≤n
Xkj(i)(ω) = #(KI ∩ [1, n])p −
∑
j:#Kj<∞
#(Kj ∩ [1, n])p + o(#KI ∩ [1, n]) +O(1).
Dividing n in the above expression we see that for ν almost all ω,
1
n
n∑
i=1
Xn(ω)1I(xn) = p
#(KI ∩ [1, n])
n
+ o
(
#(KI ∩ [1, n])
n
)
+O(n−1)
Taking n→∞ we see that
lim
n→∞
1
n
n∑
i=1
Xn(ω)1I(xn) = p|I|. (**)
This proves (∗) for Ω′ being a ball of radius 2−r for each r ≥ 1. Suppose that Ω′ satisfies (∗) then
Ω′c satisfies (∗) as well because
1Ω′(S
n(ω)) + 1Ω′c(S
n(ω)) = 1
for all ω and all n ≥ 1. A cylinder set in Ω can be written as a finite disjoint union of balls in
Ω. Let Ω′1, . . . ,Ω
′
k be k ≥ 2 pairwise disjoint balls in Ω. Then we know that (∗) holds for each
Ω′i, i ∈ {1, . . . , k}, for almost all ω ∈ Ω. Thus we can deduce that for almost all ω ∈ Ω, (∗)
holds simultaneously for all Ω′1, . . . ,Ω
′
k. This implies that (∗) holds for ∪ki=1Ω′i as well. Thus we
have shown that (∗) holds for all cylinder subsets of Ω.We want to upgrade this result for the
σ-algebra generated by cylinder sets, which will be sufficient since this is the σ-algebra we are
considering. Let Ω′ be an element in this σ-algebra with ν-measure p. Then for each ǫ > 0 we
can find a cylinder set Ω′′ such that
ν(Ω′∆Ω′′) ≤ ǫ.
Then we see that
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≤
n∑
i=1
1Ω′′(S
n(ω))1I(xn) +
n∑
i=1
1Ω′\Ω′′(S
n(ω))1I(xn).
For ν almost all ω, the first summation is ν(Ω′′)|I|n+ oN (n) (by what we have shown in above)
and the second can be bounded by
n∑
i=1
1Ω′\Ω′′(S
n(ω))1I(xn) ≤
n∑
i=1
1Ω′\Ω′′(S
n(ω)) = ν(Ω′ \Ω′′)n + oN (n),
this is because the Bernoulli system in consideration is ergodic. This implies that for almost all
ω (in a manner that depends on ǫ),
lim sup
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≤ ν(Ω′′)|I|+ ǫ ≤ (p+ ǫ)|I|+ ǫ.
We apply the above with a sequence ǫi ↓ 0, as a result for almost all ω,
lim sup
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≤ p|I|. (1)
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For the other direction, observe that
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≥
n∑
i=1
1Ω′′(S
n(ω))1I(xn)−
n∑
i=1
1Ω′′\Ω′(S
n(ω))1I(xn).
With similar argument as above we see that,
lim inf
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≥ (p− ǫ)|I| − ǫ.
We apply the above with ǫ ↓ 0 again and we see that for almost all ω,
lim inf
n→∞
1
n
n∑
i=1
1Ω′(S
n(ω))1I(xn) ≥ p|I|. (2)
Combining (1), (2) we see that (∗) holds for the σ-algebra generated by cylinder sets. Now we
apply the above argument to intervals with rational end points, as there are countably many of
them, we see that almost surely (∗) holds for all I with rational end points. This concludes the
proof. 
In particular, the above lemma says that if we choose a subset K of integers by choosing
each integer with probability p, then almost surely CK(H) = [0, 1]. This happens no matter
how small p is, as long as p > 0. We see that almost surely, K has natural density p and if we
would apply Lemma 4.2 we only obtain that CK(H) has Lebesgue measure at least p, which is
much weaker than the result of Lemma 4.3.
Now we finish this section by combining the above lemmas and obtain the following theo-
rem.
Theorem 4.4. Let H be a equidistributed sequence in [0, 1]. Let K be an integer sequence with lower
natural density ρ > 0. Let (Ω, S, µ) be a Bernoulli system. Let Ωi, i ∈ I be a finite collection of pairwise
disjoint events (measurable subsets of Ω). Suppose that
∑
i∈I µ(Ωi) = 1 − ǫ, where ǫ < ρ. Then there
is a full measure set Ω′ ⊂ Ω( not depending on K) such that for each ω ∈ Ω′, there is an i = i(ω,K)
such that
CK∩KΩi (H)
has Lebesgue measure at least ρ− ǫ. Here KΩi is defined as follows
KΩi = {k ∈ N : Sk(ω) ∈ Ωi}.
Proof. We see that almost surely, KΩi has natural density µ(Ωi) for each i ∈ I. By Lemma 4.3,
we see that almost surely, AKΩi (H) equidistributes in [0, 1] for each i ∈ I. Let Ω′ ⊂ Ω be a full
measure set in which the above two properties hold for each i ∈ I . Then for each ω ∈ Ω′ we
see that
d(∪i∈IKΩi) = 1− ǫ.
Since K has lower natural density ρ > ǫ, we see that K ∩ ∪i∈IKΩi has lower natural density
at least ρ − ǫ > 0. Notice that KΩi , i ∈ I are pairwisely disjoint. For each i ∈ I we write
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Ki = K ∩KΩi and ρi = d(Ki). Then we see that∑
i∈I
ρi ≥ ρ− ǫ.
We remark here that the above inequality may not hold if ρi, i ∈ I are replaced by lower natural
densities. We see that there is an i ∈ I such that
ρi ≥ (ρ− ǫ)µ(Ωi).
Recall that AKΩi (H) equidistributes. We enumerate KΩi as k1 < k2 < . . . . Then Ki ⊂ K ,
viewed in this enumeration, has upper natural density at least ρi/µ(Ωi) which is at least ρ− ǫ.
Now let H ′ = AKΩi (H) and letK
′
i be the following sequence
K ′i = {j ∈ N : kj ∈ Ki}.
Then by Lemma 4.2 we see that CK ′
i
(H ′) has Lebesgue measure at least ρ − ǫ. This concludes
the proof. 
5. BERNOULLI FACTORS AND A COMBINATORIAL SINAI FACTOR RESULT
In this section we closely follow [Y18a, Section 9]. In order to increase the readability and
self-containing, we present here full details.
Theorem 5.1 (Sinai’s factor theorem). Let (X,S, µ) be an ergodic dynamical system then any Bernoulli
system (Ω, SB , ν) with h(SB , ν) ≤ h(S, µ) is a factor of (X,S, µ).
When (Ω, SB , ν) is a factor of (X,S, µ)with the same entropy, then intuitively all the complic-
ities are carried by (Ω, SB , ν) and therefore the fibres of f should not be too complicated with
respect to the map S. The following result expresses this intuition in a clear way. The following
result is known as Rohlin’s disintegration theorem, and we adopt the version in [S12].
Definition 5.2 (Simmons). Let f : X → Y be a measurable map between two measurable spaces and
let µ be a measure on X with projection µY = fµ on Y . We call a collection of measures {µy}y∈Y a
system of conditional measures if the following properties hold,
1 : For all y ∈ Y , µy is a measure supported on f−1(y) and for µY almost all y ∈ Y , µy is a
probability measure.
2 : We have the law of measure disintegration. For all Borel set B ⊂ X, we have
µ(B) =
∫
µy(B)dµY (y).
If X,Y are also metric spaces (f need not to be continuous) we require further that the following holds
for µY almost all y ∈ Y .
3 : µy = limr→0 µf−1(B(y,r)), where the limit is in the weak* sense and µf−1(B(y,r)) is the condi-
tional measure of µ on f−1(B(y, r)), namely, for any Borel set B ⊂ X with positive µ measure,
µf−1(B(y,r))(B) =
µ(B ∩ f−1(B(y, r)))
µ(B)
.
Theorem 5.3 (Rohlin, Simmons). Let f : X → Y be a measurable map between two metric spaces
with corresponding Borel σ-algebra. Then there exists a system of conditional measures.
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Then we have the following result due to [W16, Lemma 6.4] which is a direct consequence
of conditional Shannon-McMillan-Breiman theorem, Egorov’s theorem and the Portmanteau
theorem.
Theorem 5.4 (Wu). Let (X,S, µ) be an ergodic dynamical system with X being a Borel space. Let A
be a finite partition of X such that ∨∞i=0S−iA generates the σ-algebra of X. For each x ∈ X not on the
boundaries of sets in ∨ni=1S−iA, for each n ∈ N we denote An(x) the unique atom A of ∨ni=0S−iA such
that x ∈ A.
If µ does not positive measures to boundaries of S−iA for all i ∈ N and h(S, µ) > 0 then there exist
a Bernoulli factor (Ω, SB , ν) with measurable factorization map f : X → Ω and for each δ > 0 there
exist a Xδ ⊂ X and a constant Cδ with the following properties,
1 :µ(Xδ) > 1− δ.
2 :For all x ∈ Xδ and n ≥ 1, µf(x)(An(x)) ≥ Cδ2−nδ and µf(x) is a probability measure.
3 :For all integers n ≥ 1, there exists a measurable set Bnδ ⊂ Ω with ν(Bnδ ) ≥ 1 − δ and a
r = r(δ, n) > 0 such that for all ω ∈ Bnδ and all atoms An we have
µ(f−1(B(ω, r)) ∩An)
µ(f−1(B(ω, r)))
≥ (1− δ)µω(An).
From the above results we can obtain the following combinatorial version of Sinai’s factor
theorem.
Definition 5.5 (Combinatorial Bernoulli factor). Let (X,S, µ) be an ergodic system. Let A be a
finite partition generating the Borel σ-algebra of X. For δ > 0, we say that (X,S, µ) is δ-Bernoulli if
the following statements hold:
There is a number cδ > 0 and for each integer n ≥ 1, there is an integer N(n) and a measurable
decomposition Dn = {Dn(1), . . . ,Dn(N(n))} ofX such that (DNn , πS, πµ) is a Bernoulli system where
π : X → D is defined by taking π(x) to be the sequences of sets Dn ∈ Dn such that Sn(x) ∈ Dn. For
each i ∈ {1, . . . , N(n)}, we write M˜n(i) to be the collection of atoms of An intersecting Dn(i). For
each i, there is a subcollection Mn(i) ⊂ M˜n(i) consisting at most cδ2nδ many elements such that the
union of atoms in ∪iMn(i) has µ measure at least 1− 2δ.
We say that (X,T, µ) satisfies the weak Bernoulli property if it is δ-Bernoulli for each δ > 0.
The following result is a variant of [W16, Theorem 6.1] and it is closely related to Austin’s
theorem on the weak Pinsker property, see [A18].
Theorem 5.6 (weak Bernoulli property). We adopt the conditions in Theorem 5.4. Then (X,S, µ)
satisfies the weak Bernoulli property. Moreover, let ǫ > 0 be arbitrarily chosen in (0, 1) and H =
{hk}k≥1 be an equidistributed sequence in [0, 1]. For each δ ∈ (0, 1), there is a constant cδ > 0 and X ′δ
with full µ measure such that for all n ≥ 1, all x ∈ X ′δ and all K ⊂ N with lower natural density at
least ρ > 2δ+ ǫ, there is a collectionMn =Mn(x,K) of at most cδ2nδ atoms ofAn with the following
property:
Denote the union of elements inMn asMn. We construct the following sequence
K ′(x) = {k ∈ N : Sk(x) ∈Mn}.
Then the following set has Lebesgue measure at least ǫ
CK∩K ′(x)(H).
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Proof. We use Theorem 5.4 to find a setXδ with µ(Xδ) > 1− δ. Then for each integer n ≥ 1 we
can find Bnδ with ν(B
n
δ ) ≥ 1− δ and r = r(δ, n) > 0.Without loss of generality we shall assume
that r = d−k where d is the number of digits of the Bernoulli system and k is an integer. For
each ω ∈ Bnδ we have
µ(f−1(B(ω, r)) ∩An)
µ(f−1(B(ω, r)))
≥ (1− δ)µω(An).
Now because of the topology we chose for Ω, we see that B(ω, r) consists all sequences in Ω
with the same first k digits as ω. In particular if ω′ ∈ B(ω, r) then B(ω′, r) = B(ω, r). This
property reflects the fact that Ω is an ultrametric space. Notice that for any Bernoulli system
(Ω, SB , ν), any ball of positive radius has positive ν measure. In particular µ(f−1(B(ω, r))) > 0
and by properties (2)(3) in Theorem 5.4, for each ω′ ∈ Bnδ ∩B(ω, r)we have
µ(f−1(B(ω, r)) ∩An)
µ(f−1(B(ω, r)))
=
µ(f−1(B(ω′, r)) ∩An)
µ(f−1(B(ω′, r)))
≥ (1− δ)µω′(An) ≥ (1− δ)Cδ2−nδ
whenever An = An(x) for some x ∈ Xδ ∩ f−1(ω′). Now it is possible to see that for all x in the
setXδ ∩ f−1(B(ω, r) ∩Bnδ )we have the following result
µ(f−1(B(ω, r)) ∩An(x))
µ(f−1(B(ω, r)))
≥ (1− δ)Cδ2−nδ .
On the other hand we clearly have∑
atoms An
µ(f−1(B(ω, r)) ∩An)
µ(f−1(B(ω, r)))
= 1,
thereforeXδ ∩ f−1(B(ω, r) ∩Bnδ ) can be covered by at most
2nδ
(1− δ)Cδ
many atoms of ∨ni=0S−iA.Now let Y (ω) = Xδ ∩ f−1(B(ω, r)∩Bnδ ). Since there are only finitely
many r balls in Ω we see that as ω varies in Bnδ there are finitely many different sets of form
Y (ω). Denote the collection of these sets as {Y1, . . . , YN ′(n)} where N ′(n) is an integer. For
each i ∈ I = {1, . . . , N ′(n)}, let Ω(i) ⊂ Bnδ be the set of form B(ω, r) ∩ Bnδ such that Yi =
Xδ ∩ f−1(Ω(i)). We notice here that the union of all Yi is a rather large subset of X, more
precisely we have the following result,
µ
(⋃
i∈I
Yi
)
= µ
(
Xδ ∩ f−1(Bnδ )
) ≥ 1− 2δ.
For each i ∈ I we write the collection of atoms intersecting Yi asMn(i) and write their union
asMn(i). Then we saw that
#Mn(i) ≤ 2
nδ
(1− δ)Cδ
and the following collection of atoms in
∪iMn(i)
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covers ∪iYi. In particular, we have
µ(∪A∈∪iMn(i)A) ≥ µ(∪iYi) ≥ 1− 2δ.
In order to finish the proof for the weak Bernoulli property, we need to specify Dn. Denote the
number of r-balls of Ω as N(n), which is in general larger than N ′(n). We enumerate them as
B1, . . . , BN(n). Then precisely N ′(n) of them intersect Bnδ . We assume that these are the first
N ′(n) elements. We take Dn(i) to be f−1(Bi) for each i. For each i ∈ {1, . . . , N(n)}, we take
M˜n(i) to be the collection of atoms in An intersecting Dn(i). For each i ∈ {1, . . . , N ′(n)} we
already constructed Mn(i) in above. For i ∈ {N ′(n) + 1, N(n)} we can choose Mn(i) to be
empty and concludes the proof of the first part.
Now we consider the following sequence for x ∈ X,
K(x) = {k ∈ N : Sk(x) ∈ Xδ}
by the ergodic theorem we see that for µ almost all x ∈ X, K(x) has natural density at least
1− δ. For each i ∈ I and x ∈ X we construct the following set
K ′i(x) = {k ∈ N : Sk(x) ∈Mn(i)}
and we see that
K(x) ∩K ′i(x) = {k ∈ N : Sk(x) ∈Mn(i) ∩Xδ}
⊃ {k ∈ N : Sk(x) ∈ Yi}
= {k ∈ N : Sk(x) ∈ f−1(Ω(i)) ∩Xδ}
= K(x) ∩K(f(x),Ω(i))).
Here K(f(x),Ω(i)) = {k ∈ N : Sk ◦ f(x) ∈ Ω(i)}. By Lemma 4.3, we claim that for µ almost all
x ∈ X and any sequenceK with lower natural density at least 2δ + ǫ there exists an i ∈ I such
that
CK∩K(x)∩K(f(x),Ω(i))(H)
has Lebesgue measure at least ǫ. Indeed, we know that K ∩K(x) has lower natural density at
least δ + ǫ for µ almost all x ∈ X and∑i∈I ν(Ω(i)) = ν(Bnδ ) ≥ 1 − δ. By Lemma 4.3, there is a
full ν measure set Ω′ with the property that for all sequence K0 with lower natural density at
least δ + ǫ, for each ω′ ∈ Ω′ there is a i ∈ I such that
CK0∩K(ω′,Ω(i))
has Lebesgue measure at least ǫ.As Ω′ has full ν measure, there is at least one (in fact, µ-almost
all) x ∈ X such that f(x) ∈ Ω′. Now if x ∈ X is such that K(x) ∩K has lower density at least
δ + ǫ and at the same time f(x) ∈ Ω′, then there is i ∈ I such that
CK∩K(x)∩K(f(x),Ω(i))(H)
has Lebesgue measure at least ǫ. However, such choices of x ∈ X ranges over a full µ-measure
set, which proves the claim. The second part of the theorem follows since the above argu-
ment holds for all n ≥ 1 and we can find a full measure set X ′δ ⊂ X which satisfies all our
requirements. 
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6. ON SEQUENCES {p(n) + 2nd mod 1}n≥1
Given any irrational number c and any number d we consider the sequence {nc + 2nd
mod 1}n≥1. If d is a rational number then 2nd takes only finitely many values. From here we
know that in this case {nc + 2nd mod 1}n≥1 have box dimension 1, in fact it must be dense
in [0, 1]. If d is randomly picked according to the Lebesgue measure then intuitively nc and
2nd are somehow independent and {nc+ 2nd mod 1}n≥1 can be viewed as an equidistributed
sequence with a random pertubation and it is plausible that {nc+2nd mod 1}n≥1 should have
box dimension 1.
Theorem 6.1. Let c be an irrational number and d be any real number. We have
dimB{nc+ 2nd mod 1}n≥1 = 1.
Proof. Let Or2(d) be the following orbit closure
{2nd}n≥1.
Or2(d) is then a closed ×2 mod 1 invariant subset of [0, 1] and therefore there exist ×2 mod 1
invariant probability measureswhose supports are contained inOr2(d). By taking ergodic com-
ponents we can find an invariant measure µ whose support is contained in Or2(2) and the ×2
mod 1 action is ergodic with respect to µ. Our idea is to take a µ-typical point d′ and study the
sequence {nc+2nd′ mod 1}n≥1. In order to set up the link between {nc+2nd mod 1}n≥1 and
{nc + 2nd′ mod 1}n≥1 we first observe that d′ ∈ Or2(d) and therefore there exists a sequence
{ik}k≥1 such that 2ikd mod 1 → d′ as k → ∞. Consider the points ikc mod 1, without loss
of generality we shall assume that ikc mod 1 → c∗ as k → ∞, where c∗ ∈ [0, 1]. Consider the
points (ik+1)c+2ik+1d for integers k.We see that this sequence of points converge to c∗+c+2d′
mod 1. Similarly for each integerM we see that (ik+M)c+2ik+Md converges to c∗+Mc+2Md′
mod 1. As this holds for any integerM we see that
c∗ + {nc+ 2nd′}n≥1 ⊂ {nc+ 2nd}n≥1.
Therefore we see that it is enough to show that {nc+ 2nd′}n≥1 has full lower box dimension.
Now consider the ergodic dynamical system ([0, 1], T, µ) where T is the ×2 mod 1 action.
Consider the partition [0, 0.5] ∪ [0.5, 1] which we denote as A. It is easy to show that T−nA
generates the Borel σ-algebra as n → ∞. Then we have h(T, µ) = h(T, µ,A). If µ supports on
boundaries of T−nA for integers n then as those boundaries are rational numbers we see that
we can pick d′ ∈ Q and in this case {nc+ 2nd′}n≥1 = [0, 1]. Now assume that µ does not have
any boundary supports. Our further argument can be split into two cases based on whether or
not h(T, µ) is 0.
6.1. Zero entropy. When h(T, µ) is equal to zero, then for each integer n we have 2n many
disjoint dyadic intervals of length 2−n covering [0, 1]. Denote this collection of intervals as Dn.
We see that
−
∑
I∈Dn
µ(I) log µ(I) = o(n).
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Suppose that the above sum is bounded from above by ǫ′n for each large enough n. Then for
each δ′ > 0, we define the following subset
Vδ′ = {v ∈ Dn : µ(v) ≥ 2−nδ′}.
Then it is easy to see that∑
v∈V
µ(v)(− log µ(v)) =
∑
v∈Vδ′
µ(v)(− log µ(v)) +
∑
v/∈Vδ′
µ(v)(− log µ(v)) < nǫ′.
If v /∈ Vδ′ then− log µ(v) > nδ′ log 2 and therefore
nǫ′ >
∑
v/∈Vδ′
µ(v)(− log µ(v)) >
∑
v/∈Vδ′
nδ′µ(v) log 2.
Then we see that ∑
v∈Vδ′
µ(v) = 1−
∑
v/∈Vδ′
µ(v) > 1− 1
log 2
ǫ′
δ′
.
On the other hand because
∑
v∈V µ(v) = 1 then we see that
#Vδ′ ≤ 2nδ′ .
Let δ′ =
√
ǫ′we see that for all large enough n, at least 1−10δ′ portion of µmeasure is supported
in a collection of at most 2nδ
′
many dyadic intervals in Dn. Let d′ be a µ-typical number which
is generic with respect to µ. Let δ > 0 be a small number. LetM be a large integer and there is
a collection of at most 2Mδ many dyadic intervals in DM which support at least 1− 10δ portion
of µ measure. Denote this collection of dyadic intervals as MM and write their union as SM .
As d′ is generic with respect to µwe see that for large enough integers n, {2nd′ mod 1} spends
at most 1 − 20δ portion of time in SM . More precisely, AM = {n ∈ N : 2nd′ mod 1 ∈ SM} is
an integer sequence with natural density at least 1 − 20δ. By Lemma 4.2, the closure E of {nc
mod 1}n∈AM has Lebesgue measure at least 1 − 20δ. We will need at least (1 − 20δ)2M many
dyadic intervals in DM to cover E for otherwise the Lebesgue measure of E is smaller than 1−
20δ.Denote this collection of dyadic intervals asFM .We say that the pair (sM , fM ) ∈ MM×FM
related (or sM is related to fM ) if there is an integer n ∈ AM such that 2nd′ mod 1 ∈ sM and nc
mod 1 ∈ fM .Now each sM ∈ SM is related to at least one of fM in FM . Then by the pigeonhole
principle we see that there exists at least one fM which is related to at least (1 − 20δ)2M/2Mδ
many elements inMM . This implies that in order to cover {nc+2nd′ mod 1}n∈AM with dyadic
intervals in DM , we need at least 0.01(1 − 20δ)2M/2Mδ many of them. As the above argument
holds for all large enough integerM we see that dimB{nc+ 2nd′ mod 1}n≥1 ≥ 1− δ. As δ can
be arbitrarily small, this concludes the case when h(T, µ) = 0.
6.2. Positive entropy. In this case we use the second part of Theorem 5.6. In the statement we
use K = N, δ > 0 be an arbitrarily chosen small number and Xδ is full µ subset of [0, 1]. For
each integerM , we can find a collection MM of at most cδ2Mδ many dyadic intervals in DM ,
where cδ > 0 is a constant depending on δ. Denote the union of those dyadic intervals as SM .
Let AM = {n ∈ N : 2nd′ ∈ SM}. Then the closure of {nc}n∈AM has Lebesgue measure at least
1− 2δ. The rest of the proof is exactly the same as the zero entropy case and this concludes the
positive entropy case. 
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Having established the result for {nc + 2nd mod 1}n≥1 it is natural to ask what is the situ-
ation for {p(n) + 2nd mod 1}n≥1 where p : Z → R is a polynomial with at least one irrational
coefficient. In fact we can treat the polynomial case with a similar method. If we know that d
is a generic point with respect to an ergodic measure of the doubling map, then the argument
in the above proof can be applied to show that {p(n)+ 2nd mod 1}n≥1 has full box dimension.
The only thing we need here is that {p(n) mod 1}n≥1 equidistributes in [0, 1]. If d is not such
a generic point we want to choose another number d′ in Or2(d). This step is very crucial. In
the case when p(n) = nc for a irrational number c, we can use some sort of translational invari-
ance of the sequence {nc mod 1} to set up the link between {nc+ 2nd mod 1} and {nc+ 2nd′
mod 1}.We can not directly use this argument for the general polynomial situation. Somemod-
ifications are needed. As an illustration, we first deal with the sequence {n2c+ 2nd mod 1}.
Again we have to re-select a number d′ in Or2(d) and we want to set up a link between
{n2c + 2nd mod 1} and {n2c + 2nd′ mod 1}. Let ik → ∞ be a sequence of integers such that
2ikd → d′ as ik → ∞. Then we consider points i2kc, (ik + 1)2c, (ik + 2)2c. It is of no loss of
generality to assume that there exist three numbers c1, c2, c3 ∈ [0, 1] such that the fraction parts
of i2kc, (ik + 1)
2c, (ik + 2)
2c converge to c1, c2, c3 respectively. Indeed, we only need to take
a subsequence out of a subsequence three times to ensure all numbers converge as required.
Now, observe the following relation which holds for all integer k ≥ 1,
((ik + 2)
2c− (ik + 1)2c)− ((ik + 1)2c− i2kc) = 2c.
This implies that (by treating the integer part and fractional part in the above expression sepa-
rately) we have
c3 − c2 mod 1 = c2 − c1 + 2c mod 1.
Now for each integerM we consider theM + 1 points i2kc, . . . , (ik +M)
2c. We can still assume
that they converge ( mod 1) respectively to c0, c1, . . . , cM . Arguing as above we see that for
each integerm ∈ {1, . . . ,M},
cm+1 − cm mod 1 = cm − cm−1 + 2c mod 1.
This implies that {c0, c1, . . . cM} is actually {c0 + n(c1 − c0) + n(n − 1)c}n=Mn=1 . It is evident that
along the sequence ik → ∞ we have 2ik+md mod 1 → 2md′ mod 1 for each m ∈ {0, . . . ,M}.
This implies that {c0 + n(c1 − c0) + n(n − 1)c + 2nd′}n=Mn=1 ⊂ {n2c+ 2nd}n≥1. Now for each
integerM we obtained a number c0(M) such that
{c0(M) + n(c1(M)− c0(M)) + n(n− 1)c+ 2nd′}n=Mn=1 ⊂ {n2c+ 2nd}n≥1.
We can assume that for a subsequence Mk → ∞ both c0(Mk), c1(Mk) converges. Therefore
there exist numbers c∗0, c
∗
1 ∈ [0, 1] such that,
{c∗0 + nc∗1 + n(n− 1)c + 2nd′}n=∞n=1 ⊂ {n2c+ 2nd}n≥1.
This means that {n2c+ 2nd}n≥1 contains a translational copy of {nc∗1 + n(n− 1)c+ 2nd′}n≥1
and this is exactly the result we want. Notice that {nc∗1 + n(n − 1)c mod 1} equidistributes in
[0, 1].
Theorem 6.2. Let c be an irrational number and d be any real number. We have
dimB{n2c+ 2nd mod 1}n≥1 = 1.
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The above method can be iterated to obtain the result for general polynomials. We omit here
the full detail and only state the result.
Theorem 6.3. Let d be any real number and p be a polynomial with at least one irrational coefficient of
non constant term. We have
dimB{p(n) + 2nd mod 1}n≥1 = 1.
Proof. Our task is to show that if we choose a number d′ inside the orbit closure Or2(d) then
there is an equidistributed sequence {xn}n≥1 such that {xn + 2nd′} ⊂ {p(n) + 2nd mod 1}n≥1.
As we can choose d′ to be generic with respect to an ergodic measure of the doubling map, the
argument in the proof of Theorem 6.1 can be applied to show the result of this theorem. If c is
a rational number, it is easy to see that for each k ≥ 1, the fractional part of nkc for integers n
can attain at most finitely many values. Therefore we can assume that p has degree at least two
and the coefficient of the highest term is a irrational number.
Givenm ≥ 2many real numbers x1, . . . , xm.We define them-th order difference inductively
as follows. Form = 2we write
∆2(x1, x2) = x1 − x2.
Having defined the (k − 1)-th order difference ∆(x1, . . . , xk−1) we can define the k-th order
difference as
∆k(x1, . . . , xk) = ∆k−1(∆2(x1, x2),∆2(x2, x3), . . . ,∆2(xk−1, xk)).
For example we see that
∆3(x1, x2, x3) = (x1 − x2)− (x2 − x3) = −2x2 + x1 + x3
and
∆4(x1, x2, x3, x4) = ∆3(x1 − x2, x2 − x3, x3 − x4) = −2(x2 − x3) + (x1 − x2) + (x3 − x4).
If p has degreem ≥ 2, then
∆m(p(n), p(n+ 1), . . . , p(n+m− 1)),
viewed as a function of n, is a polynomial of degree 0, namely, a constant c′. On the other
hand, for any given numbers x1, . . . , xm−1, there is a unique way to extend these numbers to
an infinite sequence x1, . . . , xn, . . . such that
∆m(xn, . . . , xn+m−1) = c
′
for all n ≥ 1. It is also possible to see that xn = p1(n) mod 1 for a polynomial p1 with degreem
and the coefficient of the highest order term is the same as that of p. Then the same argument
as we have shown in the case when p(n) = n2c can be applied here. As a result we see that
there is a irrational polynomial p0, which is in general different than p such that
{p0(n) + 2nd′}n≥1 ⊂ {p(n) + 2nd mod 1}n≥1.
From here we can use the entropy argument in the proof of Theorem 6.1 and finish the proof of
this Theorem. 
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It is interesting to see whether we can replace {p(n) mod 1} with an arbitrary equidis-
tributed sequence xn in [0, 1]. The difficulty is that in this case we cannot easily shift d in
{xn + 2nd} into d′. The above results seem to suggest the plausibility the following statement.
LetH = {xn}n≥1 be an equidistributed sequence in [0, 1]. Then we have for all d ∈ [0, 1],
dimB{xn + 2nd mod 1}n≥1 = 1.
However, this is not the case.
Theorem 6.4. There is an equidistributed sequenceH = {xn}n≥1 and a real number d such that
{xn + 2nd mod 1}n≥1 = {0}.
Proof. Let d′ be a generic point with respect to the doubling map and the Lebesgue mea-
sure. Then {2nd′}n≥1 equidistributes in [0, 1]. Take d = 1 − d′ and we see that {2nd + 2nd′
mod 1}n≥1 = {0}. 
Despite the above result, it leaves open the following problem.
Question 6.5. Let d′, d′′ be two real numbers. Is it true that
dimB{3nd′ + 2nd′′ mod 1}n≥1 ≥ max{dimB{3nd′ mod 1}n≥1,dimB{2nd′′ mod 1}n≥1}
or even
dimB{3nd′ + 2nd′′ mod 1}n≥1 ≥ min{1,dimB{3nd′ mod 1}n≥1 + dimB{2nd′′ mod 1}n≥1}?
We note that the above problem is closely related to the results in [HS12]. In fact Or3(d′) =
{3nd′ mod 1}n≥1 andOr2(d′′) = {2nd′′ mod 1}n≥1 are×3,×2 invariant sets respectively. Then
by [HS12, Theorem 1.3], for each projection π : (x, y) ∈ R2 → ux + vy ∈ R with u, v ∈ R
and uv 6= 0, the projected image π(Or3(d′) × Or2(d′′)) always attains the maximal dimension,
namely,
dimH π(Or3(d
′)×Or2(d′′)) = min{1,dimHOr2(d′′) + dimHOr3(d′)}.
In particular if we choose u = v = 1 in above we see that the sum set Or3(d′) +Or2(d′′) attains
the maximal dimension. This argument almost gives an answer to Question 6.5. The difficulty
of Question 6.5 is that we are not taking the sum set of Or2(d′′) and Or3(d′′) but sums between
individual elements in the sequences {2nd′′ mod 1}n≥1 and {3nd′ mod 1}n≥1.
7. FURTHER QUESTIONS
7.1. Hausdorff dimension. So far we considered the box dimension sequences of form {p(n)+
2nd mod 1}n≥1. A natural question is what about the Hausdorff dimension of its closure? One
observation is that if {2nd mod 1} has full Hausdorff dimension, then because it is a closed
×2 mod 1 invariant set, it must be [0, 1]. In particular we have 0 ∈ {2nd mod 1}. By the
argument in the proof of Theorem 6.1 we see that there is another polynomial with at least
one irrational coefficient such that {p′(n) + 2n0} is contained in the closure of {p(n) + 2nd
mod 1}n≥1. This implies that {p(n)+2nd mod 1}n≥1 itself must be dense in [0, 1]. On the other
hand, if {2nd mod 1} has Hausdorff dimension strictly smaller than 1, then observe that the
following difference set
{p(n) + 2nd mod 1}n≥1 − {2nd mod 1}n≥1
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is dense in [0, 1]. Since {2nd mod 1} is ×2 mod 1 invariant we see that the box dimension of
{2nd mod 1} is equal to its Hausdorff dimension which is strictly smaller than 1. This implies
that {p(n) + 2nd mod 1}n≥1 must have positive Hausdorff dimension. Thus we proved the
following theorem.
Theorem 7.1. Let d be any real number and p be a polynomial with at least one irrational coefficient of
non-constant term. We have
dimH {p(n) + 2nd mod 1}n≥1 > 0.
The above result and argument is fromD-J. Feng and we thank him for permission to include
it here. It is interesting to see whether stronger results can hold. We pose here the following
problem.
Question 7.2. Let d be any real number and p be a polynomial with at least one irrational coefficient of
non constant term. Is it true that there is a absolute constant a > 0 such that
dimH {p(n) + 2nd mod 1}n≥1 ≥ a.
Can a be chosen to be 1?
In the beginning of Section 4, we see that a subsequence of an equidistributed sequence may
not be anywhere dense. Motivated by this result we ask here the following question.
Question 7.3. Let d be any real number and p be a polynomial with at least one irrational coefficient of
non constant term. Can {p(n) + 2nd mod 1}n≥1 be nowhere dense in [0, 1]?
A negative answer to the above question would affirmatively answer Question 7.2.
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