INTRODUCTION
The perception of size is a fundamental process in vision; perceiving and navigating through the natural environment involves the continuous assessment of the sizes of objects and spaces (Kosslyn, Flynn, Amsterdam, & Wang, 1990) . In engineered environments, the size of an object is often used to communicate critical information (Wickens, & Hollands, 2000) to pilots, drivers, operators of heavy or dangerous equipment, and many others who rely on displays, graphs, and gauges. The magnitudes of 2-D representations of objects are often used as surrogates for speed, distance, temperature, and other variables that are intrinsically 1-D. Objects are also commonly used to represent number in statistical graphs and displays -for example, in scientific visualization and industrial instrumentation. Although displayed on a 2-D surface (a screen, a sheet of paper, or a gauge), the representation of an object may have an apparent dimensionality of 1-D, 2-D, or 3-D, depending on whether a line, an area, or a volume is used. It is natural and accurate to represent 1-D and 2-D objects on a surface, but 3-D objects cannot be faithfully portrayed in the plane. In the last instance, the illusion of depth must depend on the use of 2-D cues such as occlusion, relative height, shading, linear perspective, texture gradient, and motion parallax.
In a real-time display, the numbers displayed may vary continuously over time, an apparent 3-D object may move, or the viewing position of the observer may shift. For example, if a box varying in height is viewed from a fixed position, the shape of the top of the box may be varied in perspective to assist in creating the illusion of three dimensionality. In addition to the normal 2-D cues, motion parallax may be used to enhance the illusion of depth -motion parallax is one of the most powerful enhancers of the illusion of depth (Rogers & Graham, 1979) . In elaborate data analytic applications that enhance the illusion of depth (see examples at the following Web sites: Visualize, Inc., http://www. visualizetech.com/; Miner3D, http://miner3d. com/; ADVIZOR Solutions, Inc., http://www. advizorsolutions.com/), the observer's view of several objects may be altered simultaneously.
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Information displays commonly use 2-D and 3-D objects even though the numbers represented are 1-D. This practice may be problematic because the psychophysical relation between perceived and physical magnitudes is generally nonlinear for areas and volumes. Nonetheless, this research shows that apparent 2-D and 3-D objects can produce linear psychophysical functions if only one dimension shows variation. Processing time increases with the number of dimensions in the objects that show variation, not with the apparent dimensionality. Indeed, when only one dimension showed variation, apparent 3-D objects were judged more quickly than were apparent 2-D or 1-D objects. These results present a challenge for computational models of size perception and have implications for the design of information displays. Actual or potential applications of this research include the design and use of statistical graphs and information displays; objects that display variation in more than one dimension should not be used to represent single (1-D) numerical variables if they are to be judged accurately and rapidly.
Data mining software applications often allow observer-controlled movement (e.g., by rotation, oscillation, or varying the height and/or azimuth of the viewpoint), thus giving a more convincing illusion of depth (Chittaro, Combi, & Trapasso, 2003; Keim, 2002) .
Psychophysics
Recent fashion has embraced the use of objects that have two or three apparent dimensions (Carswell, Frankenberger, & Bernhard, 1991) . The practice is so widespread that it is now unusual to see simple line graphs or 2-D bar charts, except in the scientific literature. However, although the psychophysical relation between perceived size (P) and physical size (Π) is known to be approximately linear for lines, it is usually nonlinear for areas and volumes, for which the exponents of power functions fitted to the data are less than unity (see Figure 1 ). These exponents are often referred to as Stevens's law exponents and have typically been found to vary with the dimensionality of the object -exponents for length are near 1.0, those for area are near 0.8, and those for volume are near 0.6 (Baird, 1970; Stevens & Galanter, 1957; Teghtsoonian, 1965) .
In a study designed to assess how people judge objects used in graphs and displays, Spence (1990) found that the Stevens's exponent for size did not always reflect the apparent dimensionality. Some of Spence's stimuli (rectangles, boxes, and cylinders represented in two dimensions) had two or three apparent dimensions, and yet the estimated exponents were in the region of unity. Spence speculated that effective dimensionality rather than apparent dimensionality was responsible for the observed variation in exponents. He defined effective dimensionality as the number of dimensions showing variation, independent of what the dimensionality appeared to be. Thus a set of boxes with identical bases, but varying in height, would have an effective dimensionality of one but an apparent dimensionality of three. Similarly, a set of bars in a bar chart would have an effective dimensionality of one but an apparent dimensionality of two. However, Spence's experiment was not explicitly designed to manipulate the effective dimensionality of the objects used, and his speculation was post hoc. Also, his 3-D stimuli were staticno cues other than perspective were used to enhance the illusion of three dimensionality.
Accuracy of Processing
It is always possible to render 1-D data in either a 2-D or a 3-D format. However, since the earliest work on the subject (e.g., Croxton & Stein, 1932) , there have been disagreements regarding the propriety, accuracy, efficiency, and esthetics of representations that add extraneous dimensions. In an influential book, Tufte (1983) recommended that one should maximize the "data-ink ratio," implying that a 1-D or 2-D representation is always preferable to an apparent 3-D depiction. However, Spence (1990) has shown that the accuracy of judgments for highdimensional graphical elements was not impaired relative to that for their lower dimensional counterparts, and Kosslyn (1989) had doubts regarding Tufte's advice on purely theoretical grounds. Using relatively realistic 3-D graphs with several elements, Siegrist (1996) failed to support Tufte's hypothesis that charts with a high data-ink ratio should be superior to those with a low data-ink ratio. However, Siegrist's data suggested that the number of bars and their relative height can have an effect on the accuracy of participants' estimates. Also, Zacks, Levy, Tversky, and Schiano (1998) reported lowered accuracy when irrelevant depth cues were added to bar graphs. Barfield and Robless (1989) reported that novices performed better with 2-D graphs than with 3-D graphs, whereas expert users did not show this effect.
Speed of Processing
Spence (1990), Spence and Krizel (1994) , and Carswell et al. (1991) found that highdimensional objects were judged more quickly than were low-dimensional objects, at least for objects showing variation on only one dimension. Latencies increased with the number of effective dimensions but not the number of apparent dimensions. Siegrist (1996) , however, found that his participants took more time to make judgments with realistic 3-D bar charts than with their 2-D counterparts.
At first glance, Siegrist's (1996) finding would seem to be the more logical -more complex objects might be expected to require more processing time -and would also be consonant with at least one model that has been proposed for how the sizes of simple objects are judged. Butler and Overshiner (1983) hypothesized that people calculate area or volume by a kind of mental multiplication, with areas requiring a single multiplication and volumes requiring two. Butler and Overshiner's participants performed mental multiplication with pairs and triples of numbers, showing a decline in the exponent in the fitted power function relating the mental multiplication result to the true product as the number of terms in the product increased. Butler and Overshiner noted that the nonlinearities in mental multiplication were similar to those present in size estimation, supporting the speculation that multiplication may be involved in the estimation of size. If their hypothesis is correct, objects with dimensionalities higher than one should require one or two multiplications, each of which requires time. An analysis of latency data in the present experiment will provide a test of this hypothesis and will also help explain the differences found in previous work.
Hypotheses
This study examines three hypotheses, which are stated in a form that is consonant with the preliminary results obtained by Spence (1990) . As noted, there is evidence in the literature to support both alternatives with respect to each hypothesis.
H1: The magnitude of Stevens's exponents will reflect the number of dimensions showing variation, rather than the apparent dimensionality.
H2: On average, response latency will be shorter with increasing apparent dimensionality.
H3: On average, response latency will be longer with increasing effective dimensionality, which is the number of dimensions showing variation.
METHOD Participants
The 20 participants (9 women, 11 men) were faculty or undergraduate or graduate students at the University of Toronto. Some were volunteers, and others were paid $10 (Canadian) for their participation. Their ages ranged from 21 to 57 years, and all participants had normal corrected vision.
Apparatus
Participants viewed the displays on a 52-cm monitor at 1024 × 768 pixel resolution driven by an ATI Turbo Graphics adapter in an Intel Pentium II (300 MHz) class computer.
Stimuli
The stimuli (see Figure 2 ) consisted of computer-generated pairs of lines, rectangles, boxes, pyramids, and frusta (truncated pyramids). The apparent 3-D stimuli were presented as 2-D wire frames (with hidden line removal) monochromatically (white on black) with a visual angle varying between approximately 0.1°a nd 7.0°, depending on the magnitude of the numbers represented by the objects. The 3-D stimuli rotated clockwise at a rate of 18°/s and were refreshed every 3°. The resulting motion parallax produced smooth apparent rotation and a convincing illusion of depth. The apparent 1-D and 2-D stimuli (lines and rectangles) were presented without motion. A horizontal line (1 pixel wide) with a movable cursor (see Figure 3) was positioned below each pair of stimulus objects. A static 3-D condition was not included because the addition of motion parallax is known to result in a more convincing illusion of depth (Rogers & Graham, 1979) ; in addition, Spence (1990) has already demonstrated that static 3-D representations are judged at least as accurately as, and more rapidly than, lower dimensional objects.
Task
The task was a variant of Metfessel's (1947) and Comrey's (1950) constant-sum method. Participants divided a horizontal line of constant length into two parts in the same proportion as the sizes of two objects. Participants were told to attend to size, and the descriptors "length," "area," and "volume" were not used. Participants divided the horizontal line by moving the mouse, which in turn moved the cursor right and left, and then by clicking the mouse button when they were satisfied with their division of the line. Spence (1990) introduced this adaptation of the constant-sum procedure to estimate the exponents of Stevens's power functions with simple geometrical objects, such as those found in statistical graphs. Spence and Krizel (1994) also used the method in a study with children.
Procedure
The participants sat 50 to 70 cm away from the monitor. Their heads were not restrained, nor was a fixation point used. The adjustable incandescent lighting in the lab was turned down low. Participants were told that speed and accuracy were equally important. After the instructions participants completed 15 practice trials, during which they made judgments of three examples of each kind of stimulus object. Participants then made judgments of four blocks of stimuli, each containing 120 pairs with a random order of presentation within blocks.
The four blocks of stimuli were constructed as follows. One block consisted of 80 rectangle pairs (40 effective 1-D and 40 effective 2-D) and 40 line pairs (40 effective 1-D) . The other three blocks contained apparent 3-D objects: The first had 120 box pairs, the second had 120 pyramid pairs, and the third had 120 frustum pairs. Each of the apparent 3-D groups contained the same number of effective 1-D, 2-D, and 3-D pairs (40 pairs of each type). Thus there were 40 exemplars of each apparent-effective dimensionality combination.
The 20 participants were randomly allocated to four groups of 5 participants. Each group received the four stimulus sets in different orders according to the rows of a randomly selected 4 × 4 Latin square. Participants took a short break between blocks of trials.
RESULTS

Data Analysis
Using the procedure described in Appendix A, Stevens's exponents were calculated for each of the apparent-effective dimensionality combinations judged by each participant. Visual inspection of the data did not reveal any substantial outliers, so ordinary least squares regression was used to fit the linearized model.
Stevens's Exponents
Analysis of variance confirmed significant differences among the objects, F(11, 209) = 44.9, MSE = 0.01, p < .0001. As may be seen in Figure 4 , there was a general decrease in mean exponent with increasing effective dimensionality. The exponents for the line and the effective 1-D box were larger than for the effective 1-D pyramid, rectangle, and frustum, which in turn were larger than those for the remaining effective 2-D and 3-D objects; the effective 2-D box and rectangle had larger exponents than did the other effective 2-D and 3-D objects (StudentNewman-Keuls, p < .05).
Where only one dimension of the objects was varied, the mean exponent of the five kinds of objects ranged between 0.90 and 1.08 with an overall mean of 1.0, regardless of apparent dimensionality. When two dimensions of the Figure 3 . Participants judged the relative sizes of two objects using the constant-sum method. Participants divided the line such that the parts were proportional to the sizes of the two objects. The objects rotated around their vertical axes.
objects were allowed to vary, the exponents ranged between 0.70 and 0.78 with a mean of 0.74. When all three dimensions were varied, the apparent 3-D objects yielded exponents between 0.61 and 0.65 with a mean of 0.63. Thus hypothesis H1 is supported: The magnitude of Stevens's exponents reflects the number of dimensions showing variation, rather than the apparent dimensionality. Figure 5 shows the mean latencies grouped by object class and by effective dimensionality within each class. The apparent 3-D objects are arranged from left to right in order of the increasing complexity of the arithmetical computations required to compute their volumes (see Table 1 ). There were differences between objects, F(4, 9360) = 62.2, MSE = 4.34, p < .0001, with the mean latencies for lines and rectangles being slower than those for the boxes, which in turn were slower than those for the pyramids and frusta (Student-Newman-Keuls, p < .05. There were also differences among effective dimensions, F(2, 9360) = 78.2, MSE = 4.34, p < .0001, with latencies for one effective dimension being faster than those for two and three effective dimensions, which did not differ from each other (Student-Newman-Keuls, p < .05). Processing time increased with effective dimensionality and decreased with apparent dimensionality. Within the class of apparent 3-D objects, processing time decreased as the geometrical complexity of the object increased. Thus hypothesis H2 is supported: On average, response latency is shorter with increasing apparent dimensionality. Also, hypothesis H3 is supported: On average, response latency is longer with increasing effective dimensionality, which is the number of dimensions showing variation.
Response Time
DISCUSSION
The results (Figure 4) show that the Stevens's exponent is diagnostic not of the apparent dimensionality of a set of objects, but only of the effective dimensionality, which is the number of dimensions showing variation. A box, pyramid, or frustum can have a Stevens's exponent that varies from about 0.6 to about 1.0; a rectangle can have an exponent varying from about 0.8 to 1.0; and, in this study, lines produced an exponent a little larger than unity. These results may explain why psychophysical experimenters have found a similarly wide variation in exponents for geometrical objects over the decades. It is the effective dimensionality that determines the size of the Stevens's exponent, not, as was generally supposed, the apparent dimensionality. No previous study in the psychophysics of size has controlled this property of the stimulus objects, and hence it is likely that the pattern of variability in each of the three dimensions was the major determinant of the size of the Stevens's exponent in previous studies.
The reaction time data are even more remarkable. The greater the apparent dimensionality, the quicker the judgment, on average. A pyramid or a frustum is judged more quickly than a line, independent of the effective dimensionality of the former. Among the 2-D and 3-D objects, the more complex objects are judged faster than the simpler objects. (The "complexity" of an object is assumed to be proportional to the number of arithmetical operations necessary to compute its magnitude; see Table 1 ). The size of a frustum is estimated more quickly than that of a box or a rectangle. This is quite extraordinary -one might have expected a "simpler" object to be processed more quickly than a "complex" one. The speed advantage to the highdimensional objects is even more pronounced if the objects have the same effective dimensionality. For example, the effective 1-D box, pyramid, and frustum are judged about 1 s faster than the line and about 0.75 s faster than the rectangle. Across the range of objects that have more than one apparent dimension, the effective 1-D objects are judged more quickly than the effective 2-D and 3-D objects, which do not differ statistically. It should be noted that learning effects are not responsible for the decrease in reaction times. Participants judged the different objects in different orders, according to a balanced set of sequences, using the rows of a randomly chosen Latin square. Furthermore, there was no evidence of decreasing reaction times within blocks of trials.
Perceptual and Cognitive Processing
The ability to gauge size rapidly may be preattentive (Stuart, Bossomaier, & Johnson, 1993) , suggesting that the required computations are done in parallel to accommodate the demanding processing load. However, even a massively (sides a, b) A r e a A = ab 1 Box (base area A; height h)
Note. Each of the areas A and A 1 is computed by multiplying the lengths of two adjacent sides of the corresponding rectangle; for example, A = ab. parallel process could probably provide information on visual angle at best, and thus some other process would probably be required to reduce the computational load. However, knowing visual angle is only the first step in assessing size; more information is certainly needed. As Kosslyn et al. (1990) have noted, projected visual angle information must be combined with knowledge of distance to achieve size constancy. However, even this is not enough to determine the actual size. Height and width do not tell the whole story -depth must be determined and then somehow combined with height and width information to estimate size. Bulk, volume, mass, weight, or some other similar quantity must be computed -people do not deal with creatures from Flatland (Abbott, 1884) . Computation is necessary to produce useful estimates of size. Marr (1982) believed that the assessment of size (or volume) is computational and suggested that people decompose complex objects into simple forms such as cylinders, the volumes of which may then be easily computed, although the low-level processes by which such computation could be effected was not specified. Butler & Overshiner's (1983) model is one of the few attempts to specify the nature of such processes, but their model appears to rely on formal operations that have been in the human repertoire for at most a few hundred years. However, it is possible that people are capable of a rough arithmetic that owes nothing to instruction: Whalen, Gallistel, and Gelman (1999) demonstrated that their participants were able to perform quite well in tasks that normally require counting, even though the possibility of verbal counting was eliminated, and work with animals has produced similar results (Brannon & Terrace,1998; Dehaene, Dehaene-Lambertz, & Cohen, 1998; Fetterman, 1993) . There is also some evidence for the existence of neural structures that can implement the operation of multiplication (Gabbiani, Krapp, & Laurent, 1999; Hatsopoulos, Gabbiani, & Laurent, 1995; Koch & Poggio, 1992) . Thus it seems likely that beyond simple counting, a kind of rough and ready calculus may be available to both humans and animals; some kind of native, largely unlearned multiplication capability might be involved in the estimation of area and volume.
Nevertheless, the results of the present experiment pose a particular difficulty for models that assume a multiplication-like serial process. The notion of a "size arithmetic" such as that proposed by Butler and Overshiner (1983) is appealing, but it is not easy to see how their framework can accommodate the data of the present experiment. If the present participants were computing volume by use of a serial multiplication strategy, one would expect the exponents to be the same for all apparent 3-D objects. However, the exponent changed with effective dimensionality, not with apparent dimensionality. Additionally, the sizes of the pyramids and frusta were estimated more quickly than were those of the boxes. This is puzzling because each of these objects is more complex than a box. It is therefore difficult to imagine multiplication being a basis for the computation of the sizes of these objects. It is conceivable in the case of the box, but hardly for the other two objects.
Moreover, if multiplication is the basis for size estimation, it seems logical that the response latency for all apparent 3-D objects should be greater than for apparent 2-D objects, which should be judged more slowly than apparent 1-D objects. At least two multiplication operations would be necessary for volume, whereas only one would be required for area and none at all for length. However, 3-D objects are always judged faster than 1-D and 2-D objects if their effective dimensionality is one, and also sometimes when it is not. However, judgments of more complex objects are not linear with increasing size. Pyramids and frusta have Stevens's exponents as low as 0.6 when their effective dimensionality is three. Computation of size with complex 3-D objects seems to be rough and ready -fast, but nonlinear with physical size. The estimation of size proceeds more slowly with simpler objects, but the result is closer to linearity.
Perhaps the biggest puzzle is why effective 1-D objects were judged more quickly when the apparent dimensionality was three. All effective 1-D objects yield exponents near unity, regardless of their apparent dimensionality. However, among the effective 1-D objects, the apparent 3-D objects are judged much more quickly than the apparent 2-D and 1-D objects. It is possible that because the world is full of 3-D objects but true 1-D or 2-D objects are rare, the mechanisms that compute size are specialized for three-dimensional objects. For example, a single view of a box varying only in height presents three identical vertical lines to the viewer; perhaps this redundancy may assist processing in some way. The computation of size with 1-D or 2-D objects may be less natural, even when the actual number of dimensions showing variation is only one.
Applications
The results of this study have immediate practical application for designers of graphs, displays, scientific visualizations, and instrumentation (Spence & Lewandowsky, 1990) . The use of elements other than lines or bars to convey numerical data has become popular in recent years. Designers feel, perhaps correctly, that apparent 3-D objects are more attractive than lines or bars. The move to high-dimensional objects has not been restricted to replacing lines and bars with boxes -it is now common to see pyramids, cylinders, spheres, and other more complex solids. Carswell et al. (1991) reported a 10% increase of charts with decorative depth cues between 1978 and 1988 in two business journals, with readers seeming to prefer the higher dimensional representations. The present results suggest that this elaboration may be useful because processing times are faster than with simple lines or bars. However, if the effective dimensionality of the objects exceeds one, this gain will be realized at the expense of estimates of size that are nonlinear and made more slowly. This is undesirable in a display that must be read quickly and accurately, and therefore sets of objects that display variation in more than one dimension should not be used to represent single (one-dimensional) numerical variables in statistical graphs or other similar visualizations.
Although 3-D pyramids and frusta are judged even more quickly than are boxes, the results of this study indicate that the Stevens's exponents associated with these more complex objects are consistently lower than the exponents for boxes. This implies that the psychophysical relationship between the physical volume and the judged size is likely to deviate further from linearity with more complex objects. Consequently, graph designers may prefer boxes to more complex objects when using 3-D representations in their charts.
APPENDIX A Estimating Stevens's Exponent
In the Metfessel-Comrey-Spence task, the participant makes a judgment of the relative sizes of two quantities, Π and Ω, the sum of which may be assumed to be unity without loss of generality. Indeed, the sums of the physical sizes in the experiments reported here varied over trials and over objects. The terms Π and Ω correspond to the lengths, areas, and volumes of the two objects presented in the 1-D, 2-D, and 3-D situations respectively. Because Π+ Ω may arbitrarily be assumed to be unity, then, equivalently, Π + (1 -Π) = 1. Assume that the participant's magnitude estimate of the size of either quantity follows Stevens's law; for example, P = αΠ β , in which α is a scale factor and β is the exponent of the power function.
If the participant forms the ratio of the subjective size of one object, P, to the subjective size of the other object, Q, the following model applies,
which, after inversion, may be restated as
As noted by Spence (1990) , this expression may be linearized,
and then ordinary least squares regression (using a no-intercept model) may be used to obtain an estimate of the Stevens's exponent β.
