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0. Introduction 
J. LERAY [Lel] a CtudiC les singularites et un prolongement analytique 
de la solution du probleme de Cauchy dans le domaine complexe. 
[WI], [W2], [De P]. [H2] et [HLW] ont etudie les singular-it& de la 
solution du probleme de Cauchy ramifie pour l’operateur differentiel a 
caracteristiques de multiplicite constante. Le cas de caracteristiques en 
involution a CtC Ctudit par [SVW]. 
En suivant les raisonnements de ces articles, dans cet article, nous 
Ctudions un prolongement analytique de la solution du probleme de Cauchy 
dont les donnees de Cauchy ont des singularites polaires. 
En plus, nous ajoutons une remarque sur un domaine d’existence de la 
solution du probleme de Cauchy a donnees singulieres. 
(*) Texte pr&entC par Bernard GAVEAU, reGu en decembre 1996. 
YCsaku HAMADA, 61-36 Taiekura-cho, Shimogamo, Sakyo-ku, Kyoto 606-0806, Japon 
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D. SCHILTZ a effect& une remarque sur les singularites de la solution 
dans le cas des caracteristiques en involution. 
L’auteur remercie vivement J. VAILLANT de ses encouragements 
constants. 
1. Notations et CnoncCs 
Soit X(R) un voisinage de l’origine de C’jsl: X(R) = {(x:,~.x’) : 
x = (Xl. . . .:1:,,), 113:ll = maxg<,~,~ ]5,, ] 5 R}, R( > 0) est une constante. 
[x” = (x-1 ? . . . . :1:,,-I)]. 
On considere un operateur differentiel d’ordre ~1, holomorphe sur X (R(j). 
&)( > 0) &ant une constante ; 
Son polynbme caracteristique est note 9(x:, [). < = (go. . . . . <,, ). 
Soit S l’hyperplan :x0 = 0, suppose non caracteristique pour 9; nous 
supposons g(z; 1,. . . .O) = 1 sur X(&j). 
fitudions le probleme de Cauchy 
(1.1) u(z, D)u(x) = 0. D;u(O, d) = w&‘); il E [o, 711 - 11, 
oti les WI, (.z’), h E [O. VI, - 11, sont des fonctions holomorphes sur 
(S\T) n X(&), T = {:I:: .I:() = :I:,, = 0}, ayant des singularites polaires 
sur T n X(Ro). 
Nous faisons l’hypothese suivante : 
HYPOTH~SE 1.1. - 9 est de la forme 
g(z, 0 = .90(x, E)” + .&a:. <) + gq.7., E). 
ou .90, g’, 9” sont des polynomes holomorphes sur X(&r), homogenes en 
<, de degres respectifs t, rrl,. m : Pp = 71). 
L’equation g~~(x, I) = 0, pour $ = (4a.0,. . ,O, l), possede Y racines 
distinctes y;, % E [l.e]. 
g’(:Q) = 0 pour g” = (<I.. . . ,(,,-I) = 0. 
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Les modules des coefficients de ,q’ et g” sur X(Ro) sont respectivement 
inferieurs a M’ et &I”. 
M” est suffisamment petit, 
(1.2) ll!l’C~~)II wE”IIEl”‘-l> ll.d’c.~)II I ~“IEI”‘. 
,, I, II-1 
14 = Cc,. IE’I = CEi, IE”I = c E;, 6 E (R+)‘i+l> 
/=o i=l /=1 
oh on d%ne par II44II = Clnl<,,‘~u~.,.E~~-(~o) b&W’~ E E 
CR+) 7 “+I la fonction spectrale sur X(Ro) de l’operateur differentiel 
Alors vu l’hypothesc 1.1, on a 
D” 
ou X,(x,<‘), % E [l:e sont des fonctions holomorphes sur X(R.0) x 
K’: llC”Il < w, IElI - 11 < 4 ou w est une constante > 0 suffisamment 
petite. 
Soient k; (.), Z E [I, !I], les solutions des problemes 
D()kj(Z) = X,(x, D,,J, k;(z)), k,(O. 2) = 2,, 
Diminuons X(R”) pour realiser ceci : les ki( .) sont holomorphes sur 
X(Ro). 
Alors nous avons 
TH~OR~ME 1.1. - Fuisons 1 ‘hypothtse 1.1. 
11 existe alms des corwtantes ~0, ~(0 < ~0; 11 5 1) ne d&pendant que de 
90 et X(Ro) et qui posstdent les proprikte’s suivantes. 
Soit E(> 0) me constante telle que E 5 ~0. 
Supposons RM’ + M” 5 I&, R &ant me constante 0 < R 2 
min{ 1, R(j). 
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Alors le problbme de Cauchy (1.1) posst?de une unique solution ~1, 
holomorphe SW le revgtement universe1 R[V \ Uf=, K;(E)] d’un domaine 
v \ UL G( ) E , 03 V est un voisinage de 1 ‘origine de C”+l tel que 
et 
K,(E) = {:I:: :I: E V&(,( 2 Ik;(:c)l} 
Plus pre’ciskment, %I, est de la forme ; 
+ H(x), 
oti F&IT), G&), H(.,) T sont des,fonctions holomorphes sur V, et la se’rie 
C,T!, w est conveyente sur V \ K, (E). 
Les F;(x), i E [l.p] vkr$ent a(~:, D)F,(z) = 0 et Cl=, F,(x) = 0 
sur V. 
2. Preuve du thkoritme 1.1: une construction d’une solution formelle 
Nous introduisons les fonctions auxiliaires .f, (t), j E Z, vkrifiant les 
conditions suivantes : 
d?,(t) ~ = &l(t). 
dt 
j E z: ct pour un entier $ > 1. .f,,( t) = log t, 
f,r-;(t) = (-l)‘-% - l)! 
p i > 1. i - 
D’aprks le principe de superposition, dans (1 .l) il suffit d’ktudier le 
problitme 
(2.1) u(x. D)u(z) = 0. 
L&(0, 2:‘) = f-r,(:~.,,)7~l,(:~:‘). h, E [O. m - 11. 
oti G,,(d), h E [0, 713 - I] sont des fonctions holomorphes sur X(&j) f’ S. 
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Considkrons les problkmes de Cauchy successifs 
fI(X. D) =: cJ)(X, D)” - qc, D), 
qa:, D) =I -[cJ’(s. D) + ,q”(:zT> D) + b(z. D)]. 
b(x, D) est done un oplrateur diffkrentiel d’ordre WI, - 1. 
Alors 
(2.3) %l,(:r:) = 5 W(:r) 
.s=o 
est une solution formelle du probkme (2.1). 
Cherchons chaque U(“)(x) sous la forme; 
oh L$::‘(:I:) = 0 pour j voisin de -cc, ou bien s < 0. 
Voici une formule : pour une fonction holomorphe f(t), 
a(:c, D){f(k(n:))U(:r:)} = a(:c. [D.,.k(z)]Dt + D.~)f(t)U(Z)It=~,(,c.) 
,,, 
III c G- j f(k(:c))L Ji(:c). j=o 
oti nous avons not6 ici 
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L <, /j E [0, m] sont des opkrateurs diffkentiels d’ordres N. En particulier. 
9 &ant le polyn6me caractkristique de (I,., et (*(:I.) &ant une fonction 
holomorphe dkpendant de II,. 
Dans l’hypothkse 1.1, on note que !/(:I:,<) = C,yz: [,:/.;(.I:.<), oti 
les .$(:I;, <) sont des polyn6mes holomorphes sur X(&J), homogknes 
en 4 de degrks m - 1 et vu que X:,(3:) = .I:,, + (y, + O(.r:)):r:~, 
(U.,.k:,(:r:))l,,.,,=o = (7,. 0. . 0. 1). 
Le polynbme caracdristique !/(.I:. [D,.k, (:I:)]T + <) de 
g’(x, [D,.k,(r)]Dt + D.,.) est 
done, 
,,, ?,I 
g’(z, [Dxk,(2)]Dt + I?,.) =c L’,, j.,q”- j+ c Lb. jyq”- j. 1=0 1=1 
oil L’,, ,,;, Lk, j ; sont des opkrateurs diffkentiels d’ordre /J et le module 
des coefficients de Li, j., sur X(R), pour 0 < R < Ro, est infkieur B 
M’RB1 et L’,, $,; ne contient pas 0;:. B1 &ant une constante ne dependant 
que de a et X(h). 
De mEme, on a 
,,I 
g”(X. [D.,.k;(z)]D, + II,.) = c L’;.;Dj”- j 
151 
oti LI: ; sont des opkrateurs difftkentiels d’ordre /j et le module de leurs 
coefficients est infkrieur B AI”&, II1 Ctant une constante ne dkpendant 
que de 90 et X(&j). 
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Ainsi, pour que UC.‘) satisfasse (2.2), il suffit de verifier 
(2.5) 
&I ;1,,., est un operateur differentiel d’ordre p ne contenant pas IIf;. A j.,, 
A:.,,.i, Al,. j./' Al:.; et Jj.; sont des operateurs differentiels d’ordre @. Les 
modules des coefficients de A’,,,j,,, Al, j,i, A!:.; et <I,.; sur X(R), pour 
0 < R 5 Ro, sont inferieurs a M’RB, 11I’B, M”B et NB respectivement, 
B etant une constante ne dependant que de 90 et X(Ra), ou le module 
des coefficients de b(z, D) sur X(R”) est suppose inferieur a N. A’,. j,i 
ne contient pas 0;. 
Nous passons a la condition initiale: 
Pour 4 E [O; m - 11, 
ou IT’:,; sont des operateurs differentiels d’ordre L-l en Do, holomorphes 
sur X( Ro) et la partie principale de H& est ( ~)[LIalci(~)j’~- ‘0;:. 
Done, pour satisfaire la condition initiale, il suffit de verifier, pour s > 1, 
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ix fq;q,., l.t.,,=o = 0. (I E [O. m-11. j > 1. 
/=1 k0 
Ces equations sont considerees comme un systeme lineaire d’inconnus 
D;u;~~,,;(o,:c’), h E [O,p - I], % E [l, e]. Le determinant H de leurs 
coefficients est, comme dans [De P], comme suit. 
Soit la matrice N(C) = (dx.,,(O)~~x~,,,.l<~,~~,, ob OX.,, = 
(;I:)<‘-” pour ~1, 5 X, fix.,,(<) = 0 pour /I, > X, alors on a 
H = det(N&). . . . : N(CO)C,=o,c,(o..,f). rE[lJ] # 0 S’11’ X(h). 
On a done, 
oh A”.h ,, I sont des operateurs differentiels d’ordre ,0 en Do, holomorphes 
sur X(Ro) et A/j,;,k(z’) sont des fonctions holomorphes sur X(Ra). 
Nous pouvons ainsi successivement determiner Ujt.‘, en resolvant (2.5), 
(2.6). 
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En effet, Ccrivons 
q? : u!," I’.; (j’ 5 j? i E [l,e]) sont connus, 
q? : @fj”) j,-h.;l,‘.o=o 1.i’ 5 j, i E [l,e], h E [O,p - 11) sont connus. 
-(r,-l)+,j-l entrafnent I:+1 et xO(a_l)+j et, pour s 2 1, 1C,sl)+j9 
entrahent 1Z,5,,+j+19 Xt.(l,-l)--hl~+,j~ 
Alors on peut dCterminer successivement L$:‘. En particulier, 
(2.7) U!“’ = 0 pour j < -(p - 1)-q .I .’ > s > 0, ou bien s < 0 
Ainsi nous obtenons une solution formelle de (2.1): 
I 
u(x) = k F fj(ki(Z))lJi:)(X) fi: 
(2.8) 
i=l .s=Dj=-(pl)-,sp 
= h 2 fj(ki(x:))f2,j.i(Z), 
i=l,,=--x 
Oii 
(2.9) q.;(z) = c o;‘;.‘(x), 
.s>[-{ ?}I+ 
oil [a]+ = max{ [a], O]-, [cy] &ant le plus petit entier supkrieur ?I cy. 
REMARQUE 2.1. - Si g’ z g” = 0 
(2.7)1 Uj:’ I= 0 pour j < -(s + l)(p - l), 
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3. Fin de la preuve du ThCor&me 1.1: La convergence de la solution 
formelle 
Pour demontrer que la solution formelle de la section 2 est exacte, nous 
utilisons la methode de fonctions majorantes ([GKL], [WI], [W2], [De PI, 
[HLW] et [PW]). 
Soit, pour p E N, 
( 
.I’ 1 
(Pl,(cq). z:0, 7.) = (J”.ro -to ~ 
p! r-2’ 
(3.1) $,(‘C) = yp(:r:o, z: o.r)I,=q,.)> 
Z,,(XJ) = p:r;() + 2 :r:, , 
/=1 
ou z E C et T, Q( 2 0), p( > 1) sont des constantes. 
D’apres [WI], [De P], [HLW] et [PW], nous avons 
PROPOSITION 3.1. - Pour R > r’, 
Preuve. - 11 suffit de demontrer la 4e majoration. En effet, on a, pour 
P 2 1, 
B Yp-I + w, + - r-z Yp 
Vu que & >> 1 ceci majore > (~~‘-1 + (a + F)(P~,, d’oti la 4e majoration. 
C.Q.F.D. 
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PROPOSITION 3.2. -. Soit &J) = C,,,,L ,),.,) gxJ”+‘dw” WI 
ope’ruteur diff&rentieI d’ordre m en D,,. et d’ordre mg en Do, holomorphe 
sur X(R). Le module des coeficients de n est irzfkrieur rj une constante 
Mo(> 0). 
Alms il existe urw constante Eo(> 0) ne d&pendant que de R, 
r (0 < r < R) et m telle que, 
si 71 < Dij+,, = (Do -- pD,)“cp,,I,=~,(,~.), pour p > 1 et s, p E N, on ait 
n(z, D)u < M&p”‘“-” D;+“‘$, 
1 ~()&p-“’ (Do + /)D--).~+“‘~,,I:=z,,(.r.). 
Si r’ 5 rnin { 1, R/2 }, nous pouvons choisir Eo comme une consrante ne 
d&pendant que de m. 
Preuve. - Vu l’hypothkse, on a 
Alors, vu la Proposit- on 3.1, on a 
11 en r&he que 
En posant EO = & &,I~,,, T )l’-l’kj on obtient la Proposition 3.2. Et si 
T 5 min{l,R/2), nous pouvons poier Eo = 2Clnlll,, 1. 
C.Q.F.D. 
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PROPOSITION 3.3. - (i) Pour (x > /j, CY,/~ E N, 
Pour dkmontrer cette Proposition, nous utilisons 
LEMME 3.1. - Soient f (2) une fonction holomorphe duns un domaine 2, 
de C et y, < E C. On a alors 
(3.2) fy f (D, + #f(z) = eqz + C)? z E vD: 151 < 7'0. 
i=o . 
rg &ant la distance de z et 82). 
En particulier, si D = {z; Izj < r}, la se’rie (3.2) est absolument et 
uniformkment convergente sur tout compact de ((2, C); [XI + ICI < r}. 
Preuve. - Vu la formule de Taylor, on a 
,p(--fC)f(, + (‘) = 2 g D_l(e’ ‘f(z)) 
i=o . 
= e7’ 2 $ (D: + r)‘f(z), 
i=o 
d’oti le Lemme. 
C.Q.F.D. 
Preuve de la Proposition 3.3. - (i) On a 
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vu [j!(a! - p)! 5 a!, Pi!(a - ‘1)! > a!, ceci est major6 par 
Vu le Lemme 3.1, on voit 
Ceci dCmontre (i). 
(ii) Vu (i), on a 
PO + PW %n = (Do + pD,p(D() + pDJ~cp,, 
= 2np.r” (QD, + 2&l l 
T - pz() - x 
= &,2fnyP~~ + o)‘h 1 
r - /q) - z 
C.Q.F.D. 
PROPOSITION 3.4. - ,rl existe une constante Bo( 2 I) ne &pendant que de 
90 et X(Ro) telle quc, pour des constuntes, Cl (> 0), Cz(> l), p( 2 l), 
17( > 0) ve’rijiant 
dam (2.8), on ait, pour s, j E N, 
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02 
Ici, nous supposons 0 < 7’ 5 min { 1. R/2} et 0 < R 5 Ro. 
Preuve. - Now convenons que ‘4’:“) = 0 pour s 2 0, ,j < - (;o - 1) - s~j, 
ou bien s < 0. 11 suffit de dkmontrer que les ‘3:“’ vkrifient des equations 
majorantes de (2.5) et (2.6); 
(3.5) 
et 
oh &, .A j, A;.!,, d;,,,, A(:, J,, d!i sont des opkrateurs differentiels 
majorants de &.i, h.;, A:,,,.;, A’,.,,.;, Al&, JL,, A/“!’ et A' ,,., ', + & ne 
contient pas Df , 0; respectivement. 
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En particulier, nous pouvons choisir di j, Ai, j, A’;, Jr comme suit; 
pour k E N. 0 < T : R 
D’abord, vu que ~1, ,,,. k.(:c’) < E, T~,,(:I:‘) << g, 0 < 1’ < 
min (1, R/2}, on a 
Bz, B &ant des constantes ne dkpendant que de 90 et X(Ro). 
Puis on a, pour s, j E N, 
p * ( .A ) .= 0 -(pl)-spt-.) WC;c;+‘(Do + PD-).‘+~‘y.,,‘I-=Z,,(.~). 
D’aprks la Proposition 3.2, oti 0 < T 5 min { 1, R/2}, on a, pour s, J’ E N, 
et 
B &ant une constante dkpendant que de go et X (Ro). 
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On a aussi, pour s 2 1, j > 0, 
< WB(Jm -tM”) c q-l (I‘:+‘- j (Do +pB)J y(o-l)l,l~=z,,( I.) I=0 
< 7nWB (M’X +M”) q-l c;+’ (Do f pD:)Jfl’ q?&&( ,‘)’ 
car, vu la Proposition 3.1, ~p(.~-~),, << (13)~ + p D:)” (p,\,,. 














~7j-l 'I-(I,-l)-s,,+,j- j+lJ 
i=l 
,,, 
< WBN c S (j - 1) C;-’ C;+‘- f (a + PDT1 q4-l)~,II=z,‘(.1~) 
j=l 
oti h (k) = 0 pour k < 0 et h (k) = 1 pour k > 0. 
Car, vu la Proposition 3.1, 
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Alors pour que les $“ ) vkifient (3.9, il suffit de choisir des constantes 




c;-lc; + mBN 




ml3 (M’R+ M”) + mBM’ + mBN 
Cl PGG OClC2~ 
done il suffit de choisir 
C2 > max {5mB, l}, 
(3.7) 








- 5mB’ Q(llC7;,. 
Passons g (3.6). D’abord, on a, pour h E [O, p - 11, j 2 h, 
D” ,&is) 
0 -(p-l)-.sp+.j--h = WC; ($+I-’ (Do + P 0:)” psl,I.zz,(.+ 
Puis on a 
K m2WB (6 (j - 1) C; Ci (Do + p D,)J-I p,sl, 
+ c; q’-‘+l (Do + p 02)” ‘~,s,,}~=~,~,~~ 
<< m”WBCi 
{, 
Cj i! -+ cj-lJ+l 
2, 2 > 
(Do + PD? c~.s,,I,=z,(.+ 
car (DO + p D,)J-l cp.9,~) +c ; (Do + P DJ” psy, j 2 1. 
BULLETIN DES SCIENCES MATH~MATIQUES 
18 Y. HAMADA 
Pour que les Q,;“’ verifient la premiere equation majorante de (3.6) il 
suffit de choisir Cl, Cj, 0. (T comme suit; 






1 2 I~‘BC;-~ - + u,r’BC;-“. 
u 
En plus, pour la deuxieme equation majorante de (3.6), on a, pour 
h E [O. p - I], 
II” III:: = WC;-” (II,, + ,dl:)l’-fr-l p()[.=z,,(.,.) > WC;; pOI-=Z,,(.,-). 0 
car, vu la Proposition 3.1, on a 
(Do + PD,) PO > f cp() >> $90; 0 < I’ 5 min { 1: R/2}. /) 2 1. 
Pour verifier (3.6), il suffit done de choisir 
T&?C;-~ ; 2 ;. m2BC;-” 2 ;. 6’2 >B. 
done 
(3.8) u > 2n,2BC?‘-2 - ’ 2 . C2 > 2rn’B. 
VU (3.7) et (3.8), pour que les Qi”’ verifient (3.5) et (3.6), il suffit de choisir 
(3.9) 
~2’2 > max (5m’B. l}, 









CT 2 max 
Cl G 
d’ou, en choisissant Bo = max { 5 m2B, I}, on obtient la Proposition 3.4. 
C.Q.F.D 
D’apres ies Propositions 3.3 et 3.4, nous avons 
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PROPOSITION 3.5. - Soient Bo, Cl, C2, p. (T des constantes de la 
Proposition 3.4 et e;z plus vkrijant Cl 2 l/2”+* C:). Alors on a, 
dans (2.9), 
(i) Pour :j = -(II - 1) - 0, IL 2 0, 
(ii) Pour j = -(p -- 1) + 0, 0 2 0, 
a,., << WeZn.“, (2c_l)(‘+1 (pD, + cy 7’ _ ,i,, _ z 1 . : I z=Z,,( .I.) 
Preuve. - Vu (2.9), pour j = --(JI - 1) - (1, o > 0, on a 
(-al- -Iti = -. <I 
D’aprL la Proiosition 3.4, on a 
D’aprks la Proposition 3.3, on a, pour Cl (2 CZ)~’ 5 l/2, 
Ceci dkmontre (i). 
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(ii> Vu (2.9), pour j = -(II - 1) + CY, (1 > 0, on a 
car [-?I+ = [-:I+ = 0. 
Done, d’aprks les Propositions 3.4 et 3.3, on a 
x ,A (T,)‘c (p D, + cry’ l 
T - PZO - 2 2=z,(.r) 
<< ; w (2 Cg’+l 
1 
1 - Cl (a&)” 
x 2 o.)‘cJ (p D, + (r)(’ l 
7’ - pql - z _=z,(,(.) 
<< w (2 c2y+l eZU.Q (p D, + cq 
1 
7- - P50 - 2 z=z,,(.r) 
d’ob (ii). 
C.Q.F.D. 
NOW allons dkmontrer le ThCorkme 1.1. 
D’aprk la Proposition 3.5, nous avons 
(3.10) E I f-(p-1)--r, (ki (4) I I Q-l)-,.; (4 I 
n=O 
<,,g [(y-1)+a+d-I]! 1 
- r,=O I kj (x) Ip-l+n+d q-1 
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Oil (Z) = pIX() I + >:y=l IXj 1. 
Cette sCrie est uniformkment convergente sur tout compact de 
{Z; I :J;rj 1 < cg 1 k, (X) 1 /2, /, 1X(] / + (2) < T’}, 
done. de 
(3.11) {z; I X() I < c2 1 k; (x) I/2. 2p(n + 1) IIll < ?-}. 
Le coefficient de log- k, (x) est 
(3.12) c 
0 Z]‘fd - 1 
Notons que k, (0) = 0, il existe alors une fonction x; (x) telle que 
k; (2:) < k; (x), 1 k, (x) 1 I Bo 11x:11 sur X (I&), en agrandissant BO 
si nkcessaire. 
Vu la Proposition 3 5, la sCrie (3.12) est majorke par 
x (2 cg (p I.& + a)” 
1 
7’-/lP()--z :=Z,(.r) 
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Vu le Lemme 3.1. cette serie majorante de (3.12) est Cgale a 
_ pj,7 (2 c2y+tl (‘2 n [ l,,i+c’? T, ( I.)] 
et vu que I;, (:I:) 1 5 13,) Ila:ll sur X (&I), elle est alors convergente sur 
tout compact de {.I:: p ( .I:(J 1 + (2) + 2 Ci p I?,) 11x11 < T}, et done de 
(3.13) { 3’: l(1) + 1) c:, /?I?() Il:cll < r}. 
De m&me, la serie 
(3.14) 1 
CC I+...+ 1 0 >]‘+‘1-1 fY - (p + fl - 1) 1 
A, (~l;)~l-(l’+‘~-l) 
x [(Y - (p + (1 - l)]! ilk 
est convergente sur tout compact de (3.13). 
Posons ~0 = & (5 1). 
Soit E (> 0) une co&ante telle que E 5 ~0. 
Supposons kf’R + kf” < & E” et choisissons Cr = 
(3.3). 
Alors toutes les constantes C;, /I. (7 telles que 
(1’ 
 && dans 
-1 )+o. I 
1 . 
> 
verifient les conditions dans les Propositions 3.4 et 3.5. 
Notons que chaque terme fI (k, (x)) (I,.; d’une representation (2.8) de 
la solution u (x) est independant de ces constantes Cl, C;;, p. (T. D’abord, 
dans (3.15), prenons Cz = $, alors vu (3.11) avec 7‘ 5 min (1: R/2} 
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Puis, dans (3. IS), prenons Cz = &, alors vu (3.13) avec r’ < 
nun (1. R/2}, le coefficient (3.12) de log A:, (:I:) est holomorphe sur 
[ .I:: ll:~:)I 5 22i+liij+lJ q miii {G. l}]. 
1 krivons u = L’1”1(,,. La serie (3.10) est alors uniformement 
convergente sur tout c,ompacc de 
et le coefficient (3.1;!) de log k; (:I:) et (3.14) sont holomorphes sur 
[:I:; lI:cIl < 11 R min { :$, I}]. 
Ceci demontre le ThCoreme 1.1. 
Nous remarquons qu’un domaine d’existence de la solution 1~ (2;) est 
independant de CT, c’est-a-dire, independant du module des coefficients du 
terme b d’ordre 5 sn, - 1. 
4. Remarques sur le thdoritme 1.1. 
Nous donnons quelc,ues remarques sur le Theoreme 1.1. 
REMARQUE 4.1. - Dans le ThCoreme 1.1, au cas ou ! = 1, dans la 
representation de u (x), il n’existe pas le terme logarithmique, c’est-a-dire, 
la solution TL (:I:) est uniforme sur V \ K (E), oti K (E) = ICI1 (E). 
REMARQUE 4.2. - Si M’ # 0, M” = 0, nous obtenons un exemple trait6 
par [HI]; 9 = 0; - &Dz, m = ?, = 2, 1 = 1, 71, = 2. 
REMARQUE 4.3. - D. SCHILTZ a fait des remarques concernant le cas de 
caracteristiques en in\ olution. 
EXAMPLE 4.1. - Considerons le probleme de Cauchy 
(D() + D1 + 2 ZlD2) D(,U (x) = 0. 
TL (0, x’) =o. Dou (0, x’) = ;> x:’ = (Xl , :I:%). 
La solution II, (:I;) est 
‘.I’” 




. 0 x2 -2zlTf72 
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Elle est holomorphe sur R {C3 \ (K1 u K2 u K(l)}, oil K; = 
{x: A:, (:I:) = O}. 1 = 0. 1, 2 ; x:r (J) = :I:>, /?a (X) = :I:? - 2 .Cl .I:() + Xl;, 
k(, (XI) = :I:2 - :rf = 0. 
Nous observons un peu plus precisement les singularites de la solution U. 
Soient un point 1~ = (0. :q’), :f/ = (1~1, 1(/l), 0 < 1 yj 1 < I:yr I’. 1 .I/L I 
suffisamment petit et L = { (:Q). :I:‘): :r’ = I)/‘} une droite ; 
Notons y une courbe fermee dans L, telle que son origine et son 
extremite sont le point !/ et y. qui fait q(> 1) tours autour du point 
(~1 (r~‘). 1~‘) dans L. 
Alors u peut se prolonger analytiquement le long de y. et au voisinage 
de l’extremite de 7, ‘(1, croit de -q T % (XI: - :I:J)-~/“. 
Soient ~1 la projection naturelle de R {C” \ (K1 U KJ)} sur 
C” \ (Kl U Kz) et 5 un point de base de 72 { (I?3 \ (K1 U KJ) } tel que 
p (GJ = :r/ et Q s’identifie a !/. 
Notons (S \ Tr une composante connexe de p-l (S \ ?Y) contenant 
8. D’apres le theoreme de Cauchy-Kowalewski, ‘0 possede un germe 
holomorphe sur (5’ \ Tr 
n/ se releve en un chemin + de R {C” \ (KI U Kz)} dont l’origine 
est $ et I’extremitt est .ii F (S \ Tg p (r/) = 11~. (F # q). Soit 
(S \ Tr une composante connexe de p-l (S \ T) contenant I!/ et I?[, une 
composante connexe de p -I (K:,), K[) = KC) \ {Kc, n (KI U Kj) } telle 
que @, n (S \ TT # ai. 
Alors u a des singularites sur I?[,. (Voir aussi [Le2].) 
D’autre part, dans I’Hypothese 1.1, .(/r) = [t,, ~1’ = [I&J, g” = 2 XI E&u, 
111 = 2, p = 2, ! = 1, ?I = 2. 
Alors le Theoreme I. I montre que, pour une constante quelconque, 
0 < r 5 1, 11 (.I.) est holomorphe sur V \ ICI (E), oti 1; = {:I:: [I:I:II < f c2}, 
li^l (c) = { :I:: .I: E I’. & I :QJ / 2 1 X:1 (:c) 1 }. En effet, un domaine V \ FCl (c) 
ne contient pas les surfaces K1 et Kz, et (S \ T) n V est un retracte par 
deformation de V \ lil (t). 
REMARQUE 4.4. - Supposons !I’ (x, <) = c/” (:I:. <) = 0 dans 1’Hypothese 
1.1. c’est-a-dire, M’ = M” = 0. 
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Alors, en prenant E --) 0, et R = Ru, u est holomorphe sur 
72 [li \ ul=, G] 3 oh V = {x:; [jx\1 5 11 I$)} et K, = {z: :I: E V, k; (z) = 
O}. Ceci a CtC deja dGmontrC dans [HLW]. 
Nous donnons un exemple qui demontre que dans le Theoreme 1 .l, 
V ne peut pas etre un voisinage de S dans X (I&). 
EXEMPLE 4.2. - Corsiderons le probleme de Cauchy 
(Do + Dl - 0, (2,))) D,) u (2:) = 0: 
7L(O, x1) = 0; Dou(0: Xl) = $ 
ou a (x:0) est une fonclion holomorphe sur {z; ) 20 1 < Q} et elle ne peut 
pas se prolonger analytiquement au dela de {:~u; 1 :r:o I = rg }, c’est-a-dire 
que (~0 ; I zo 1 = r(j) est la front&e naturelle de a (:Q) ; 
x = {x = (20, 21): /Z() / < T,). z1 E C}, 
s = ((0, 21); :I:1 E C}. 
La solution u (3;) est 
Pour 0 < I 21 / < r’o, soient 7,) = (20; :I:() = yn (r), 0 5 7 < 1. 
YO (0) = YO (1) = 0) un chemin ferme qui fait un tour autour ~0 = .cr 
dans { ~0; I ~0 I < rn ) et y = ((~0, ~1); ICO = y(j). 
Prolongeons analytiquement u le long de y, alors a l’extremite de ce 
chemin, on a 11 (z) =. 2 7r iA (xl). 
Done la solution ?L (z) est holomorphe sur R [Vu \ (K1 U Kz)], If~i, = 
{(:I:(,, 21); Il:c]I < rg}. K1 = (~1 = 0}, Kz = (~0 = zl}, mais il n’existe 
aucun voisinage V de S dans X tel que PL (cc) soit holomorphe sur 
~2 [V \ (Kl u J&)1. 
Enfin, nous donnons une application au Theoreme 1.1. 
Dans le probleme (1. l), nous ne faisons pas 1’Hypothese 1.1 pour .9 : 
Le polynome caracteristique 9 de n est holomorphe sur X (I&), 
9 (:I;, 1. 0, . . . . 0) = I sur X (R(j) et quelconque. 
Nous utilisons la hotation suivante. 
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NOTATION 4.1. - Notons CY,, % E [l. e], les racines distinctes de l’equation 
9 (0; <) = 0 pour < = (<(I, 0. . . 0. 1) ; 
!/ (0: (0, 0. . . 0. 1) = fJ ((0 - (Y,)“J. PI 2 1. % E [l, I]. 
En posant ‘U (:I:) = fl (Do - CY, D,,)“-l’f B(x), p = 2~;~ y,, dans (1. I), 
/=l 
comme dans [HLW], nous pouvons supposer p, = p. s; E [l, !I. 
Le polynbme 9 s’ecrit alors sous la forme; 
9 (:1.. E) = !I1 (lo3 6, )" + 92 (<I + !/:I c.1.. 0. 
Oil 
91 (%O? En) = I-I (Eo - (Q5,). 
/=1 
{12 (0 = !/ (0; <) - g (0; <I), 0. . . . 0. e,, ). 
g.3 (XI. <) = .9 (2. E) - g (0: <): 
done 9;2 (0 = 0 pour [” = (fr , . . <,,-I ) = 0, et le module des 
coefficients de 93 (:I:. 0 est suffisamment petit pour R suffisamment petit. 
Appliquons alors le Theo&me 1.1, ou dans 1’Hypothese 1.1, les 90, 
.‘I’, g” sont remplaces respectivement par ,91 (&I, E,,), 92 (0, 93 (:I:. 0, 
done k; (3;) = :I:,, + CI, .I:(J. 
Nous avons alors 
PROPOSITION 4.1. - Employms la Notation 4.1. 
I1 existe alors des constantes ~1, r/o (0 < ~1. no 5 1) ne dkpendant que 
de 9 et X (R(j) telles que, pour E (> 0) une constante quelconque ve’rifiant 
E 5 ~1, le probldme de Catchy ( 1.1) posskde une unique solution ?/ 
holomorphe sur R { I$ \ lJl=, C, (ii}, oli L$ = { :I:; 11x11 < I/() ~‘1’) et 
c, (E) = (2x 1X() I > I&, + w;:I:() / }, i E [l. e]. 
Plus pre’ciskment, u est de la @t-me: ( ‘11 = c ‘U, , 
i=l 
chaque ul &ant une fonction holomarphe sur R { & \ L, (&) } d’un type 
du The’orkme 1 .I. 
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Preuve de la Proposition 4. I. - D’abord, posons 
(4.1) I/92 (E)ll I M2 I E” I I E I- IIs3 (. 3 <)I1 5 M3R I E I”‘. 
D’aprks le ThCorkme 1 .l, il existe alors des constantes ~1, 111 
(0 < ~1. ~1 5 1) ne dependent que de g et X (R,) qui posddent les 
propriMs suivantes ; 
Soit E (> 0) une corstante quelconque telle que E 5 ~1. 
Supposons 
(4.2) R(Mz + MS) < ml’. 0 < R 2 rniu { 1, Ro } . 
Alors le problkme de Cauchy (1.1) posskde une unique solution u 
holomorphe sur le revCtement universe1 R [VI \ Ui=, K, (El] d’un 
domaine VI \ lJ~=, C, (E), oti VI = 
[ 
2; I/zJI 5 1~ R mirl { 1: g}]. 
Prenons R = min 1, Ro, $$& 
1 > 
. Alors la condition (4.2) est 
satisfaite. Notons que 
> y2E21) - 1 miu 
C 
1. Ro. Mu + M, ’ }Xmin{l_&}. 
Posons ~0 = V; rriin 
1 1, Ro, A} x rnin {I’ &}, ala-s on a 
T/i) = (2: 11~~11 5 VOE’~‘} c VI, d’oh la Proposition 4.1. 
C.Q.F.D. 
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