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We present an algorithm which produces a decomposition of a regular cellular complex
with a discrete Morse function analogous to the Morse–Smale decomposition of a smooth
manifold with respect to a smooth Morse function. The advantage of our algorithm
compared to similar existing results is that it works, at least theoretically, in any dimension.
Practically, there are dimensional restrictions due to the size of cellular complexes of higher
dimensions, though. We prove that the algorithm is correct in the sense that it always
produces a decomposition into descending and ascending regions of the critical cells in
a ﬁnite number of steps, and that, after a ﬁnite number of subdivisions, all the regions
are topological disks. The eﬃciency of the algorithm is discussed and its performance on
several examples is demonstrated.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and motivation
Given a smooth manifold M with a Morse function F deﬁned on it, classical Morse theory [1,2] is a powerful tool for
investigating the behavior of the function F , as well as the topological properties of M . The critical points of F together
with their indices determine a handle-body decomposition of the domain M . A different decomposition of M , carrying
topological as well as geometric information, is obtained from the stable and unstable manifolds of the critical points. The
intersections of these are regions where the function behavior is uniform in the sense that all gradient paths have the
same asymptotic behavior. If the function is Morse–Smale, that is, if the stable and unstable manifolds of the critical points
intersect transversely, then these regions form the Morse–Smale CW-complex. Such a decomposition enables a thorough
understanding of the domain M , as well as of the gradient ﬂow of the function F .
Consider for example the function shown on Fig. 1. Assume that the function models a geographic terrain, and that our
task is to ﬁnd a path starting at a point (x, y) in the descending disk of one of the maxima and ending in our preferred
maximum (x0, y0), which is traced optimally with respect to some criterion, for example height variation. This can be
reconstructed from the descending and ascending disks, but these are computationally expensive. The problem is even
more diﬃcult if, instead of the function f (x, y), only a sample of points on the surface is given. What we need, is a discrete
approximation of the ascending and descending disks of F . Once this is given, the required path can be constructed so that
it ﬁrst reaches a saddle in the common boundary of both maxima, and then ascends towards the preferred one.
In this paper we propose an algorithm based on the discrete Morse theory of Forman [3,4] to solve this problem. Discrete
Morse theory is a PL analogue of classical smooth Morse theory which has gained wide popularity and is used in topological
data analysis [5–8] as well as in addressing purely theoretical topological and combinatorial problems, as for example in
[9–11].
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In order to use discrete Morse theory for analyzing data, the initial data are ﬁrst extended to a discrete Morse function
on a triangulation (or, more generally, regular cellular decomposition) of the domain. This can be done using for example the
algorithm of [12] (which is used in our implementations). The algorithm of this paper provides a further step by constructing
the descending and ascending regions of the discrete Morse function and, from these, the discrete Morse–Smale complex.
The construction of discrete descending regions of a critical cell is motivated by the deﬁnition of descending disks in the
smooth case: as unions of V -paths, which are the discrete analogue of gradient paths, starting in the critical cell. Discrete
ascending regions are constructed using the same procedure on the dual V -paths in the dual complex K ∗ . The resulting
decomposition into descending regions is similar to the smooth case in top dimension where the obtained regions are
disjoint topological disks. In lower dimensions they are not necessarily disjoint, and not always disks, since, unlike gradient
paths in the smooth case, V -paths from different critical cells or even from the same critical cell ending in the boundary of
a speciﬁc critical cell s can merge before reaching this boundary. We show, though, that after a ﬁnite number of subdivisions
such merges can be eliminated, so that, as in the smooth case, the descending regions and the ascending regions form two
families of disjoint topological disks. The regions obtained typically do not intersect transversely. This is not a major problem
in the discrete case, though. The intersections nevertheless provide a discrete Morse–Smale decomposition of the cells of
the domain into regions where, like in the continuous case, all V -paths come from and tend towards the same two critical
cells.
In [11], Theorem 3.1 the connection between discrete and smooth Morse theory is described in detail. It is shown that a
smooth Morse function F on a closed Riemannian manifold M can be approximated by a discrete Morse function f on a C1
triangulation of M so that critical points of F correspond to critical cells of f . If, in addition, the function F is Morse–Smale,
the V -paths connecting any pair of critical cells p and q such that dim(p) = dim(q)+ 1 are in bijection with integral curves
of the gradient vector ﬁeld of F between the corresponding critical points.
Several other algorithms for constructing discrete ascending and descending disks, as well as a discrete Morse–Smale
complex exist. A classical example of an application of such a decomposition is the watershed segmentation algorithm in
digital image analysis [13,14]. In [15] a discrete Morse–Smale decomposition of a surface was constructed and applied to
geographic surface modeling, in [16], using a different approach, such a decomposition was used in molecular modeling. In
[17] 3D Morse–Smale complexes are used in volumetric data analysis. In [18] an algorithm for constructing a quasi Morse–
Smale complex, a combinatorial analogue of a 3D Morse–Smale complex, is given and in [19] an extension of this algorithm
is applied to several well known data sets. An overview of computational Morse theory with a large number of additional
references and applications can be found in [20]. All existing algorithms are restricted to 2 or 3 independent variables,
though, while real-world data often depends on more than 3 variables.
Our algorithm works, theoretically, in any dimension, and we have implementations in OCAML, C++ and C# that accept
simplicial or, more generally, polyhedral complexes without dimensional restrictions as input. In practice, however, the
implementations can be used for simplicial complexes of dimension 6 or less, since the number of cells in a complex
grows exponentially with the dimension, and the complexity of the algorithm depends on the number of cells. One of the
applications described in the last section uses a 4-dimensional data set.
An additional advantage of discrete Morse theory, in comparison to other approaches, is an eﬃcient and elegant mecha-
nism for dealing with noise which produces, by canceling pairs of critical cells, a simpliﬁed function in the sense that the
number of critical cells is reduced. This is similar to handle sliding in computational Morse theory of [18] and [15], and
allows the use of persistence [21,22] which has proven to be extremely useful in topological analysis of data [19,23,24].
The paper is organized as follows. In Section 2 we give a short overview of discrete Morse theory and introduce notation.
In Section 3 we describe the construction of descending and ascending regions of critical cells, and discuss the complexity
and the properties of the resulting decomposition. Finally, Section 4 contains several demonstrations and applications of our
algorithm. We ﬁrst give a short description of an application of our algorithm to qualitative data analysis in artiﬁcial intel-
ligence presented in [25]. Next, an analysis of the response of a mechanical system consisting of a cart and a rod attached
to its top is described. Our third example concerns the problem, presented in the beginning of this section. A procedure for
G. Jerše, N. Mramor Kosta / Computational Geometry 42 (2009) 639–651 641Fig. 2. A discrete Morse function cannot have both a(τ ) and b(τ ) equal to 1.
constructing an optimal path (with respect to some optimization criterion) using the decomposition into descending regions
is described, which is well deﬁned also in the case where the descending and ascending regions are not disks. Finally, we
use our decomposition to construct a macroeconomic model on a 4-dimensional data set. This is part of an ongoing project
with the goal to ﬁnd and algorithm for controlling the key parameters of the model which contribute to long term economic
growth of a country.
2. Discrete Morse theory
A discrete Morse function on a regular cellular complex K associates to every cell σ ∈ K a real number f (σ ) such that in
most cases f increases with increasing dimension except, possibly, in one direction. More precisely, for every cell τ (p) ∈ K
of dimension p the number of its codimension 1 faces with values of f greater than f (σ ) is at most one, and also the
number of its codimension 1 co-faces with values of f smaller than f (σ ) is at most 1. That is:
b(τ ) = #{ν(p−1) ∣∣ ν < τ, f (ν) f (τ )} 1,
a(τ ) = #{σ (p+1) ∣∣ τ < σ , f (τ ) f (σ )} 1.
The numbers a(τ ) and b(τ ) cannot both be one. Since, if there exists a face ν < τ such that f (ν)  f (τ ) as well as a
co-face σ > τ such that f (σ ) < f (τ ), then for any τ ′ < σ such that ν < τ ′ , as in Fig. 2 (where the arrows indicate the
direction of function descent) it follows that
f (τ ′) > f (ν) f (τ ) f (σ ) > f (τ ′)
which is a contradiction.
Because of this, the cells of K split into three subsets K = A ∪ B ∪ C (in the terminology of [12]). If both a(τ ) = b(τ ) = 0
then τ is a critical cell of index p = dimτ , and C is the set of all critical cells. If not, either a(τ ) = 1 or b(τ ) = 1, and τ is a
regular cell. A regular cell τ belongs to the set A if a(τ ) = 1 and to B if b(τ ) = 1.
For each τ ∈ A there exists precisely one σ ∈ B such that τ < σ and f (τ ) f (σ ). The map V : A → B which associates
τ (p) to σ (p+1) is called a discrete gradient vector ﬁeld, and points in the direction of steepest descent from the cell τ .
It is convenient to imagine a discrete gradient vector ﬁeld not as a map but as a collection of pairs (τ (p), σ (p+1)) such
that V (τ ) = σ , or arrows from τ to σ , in the direction of function descent. This representation of a discrete gradient vector
ﬁeld is used in all ﬁgures in this paper. The cells of K which are unpaired are precisely the critical cells.
In classical Morse theory the gradient vector ﬁeld points in the direction of steepest ascent of the function f , and its
gradient paths (traced in the direction opposite to the gradient ﬂow) are the paths of steepest descent. The discrete analogue
is a V -path, which is a sequence of cells
τ
(p)
0 < σ
(p+1)
0 > τ
(p)
1 < σ
(p+1)
1 . . . τ
(p)
r < σ
(p+1)
r > τ
(p)
r+1
such that V (τi) = σi and τi+1 is a face of σi different from τi for i ∈ {1, . . . , r}.
As in the classical case, function values decrease along a V -path. This implies that a V -path of a discrete gradient vector
ﬁeld V arising from a discrete Morse function cannot be closed, that is, the discrete gradient vector ﬁeld cannot contain
any cycles. Forman showed that this is characteristic for discrete gradient vector ﬁelds: a pairing V arises from a discrete
gradient vector ﬁeld of a discrete Morse function on K if and only if it contains no nontrivial closed V -paths.
In classical Morse theory, two critical points p1 and p2 of a Morse function F on M of indices differing by 1 can
be canceled when there exists exactly one gradient path between them. That is, using handle sliding, F can be smoothly
deformed to a function F ′ which has exactly the same critical points as F except p1 and p2 that become regular. This is
true also in the discrete case. If the critical cells σ and τ are connected by exactly one V -path starting in any cell of ∂σ
and ending in τ , i.e.
σ (p+1) = σ (p+1)−1 > τ(p)0 < σ(p+1)0 > τ(p)1 < σ(p+1)1 . . . τ (p)r < σ(p+1)r > τ(p)r+1 = τ (p)
then the pair σ ,τ can be canceled. This is done simply by modifying the discrete gradient vector ﬁeld V along the con-
necting paths to
V ′(τi) = σi−1
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V -path. Since there are no other V -paths connecting τ (p)0 < ∂σ and τ
(p) this can not create a nontrivial closed V ′-path and
so, according to Forman’s characterization, the modiﬁed V ′ is the discrete gradient vector ﬁeld of some Morse function for
which the cells τ and σ are no longer critical.
3. Algorithm
In this section we present our algorithm which, on the basis of a discrete Morse function f , produces two decompositions
of a regular cellular complex K with |K | a manifold. First, a decomposition of K into discrete descending regions of the
critical cells of f is constructed. Each of the regions contains exactly one critical cell s(p) , the maximum of the region, and
a collection of regular cells of dimension less than or equal to p.
In the second step we decompose, using the same procedure, the dual complex K ∗ into discrete descending regions of
the function − f . This gives a decomposition of K into discrete ascending regions of the critical cells.
3.1. Constructing the descending regions
In the smooth case, the unstable manifold of a critical point c of F is the union of all gradient paths of the ﬂow −grad F
starting close to the point c. In the discrete case the direction of function descent is indicated by the discrete gradient vector
ﬁeld V , which plays a similar role as the gradient vector ﬁeld in the smooth case. The discrete descending region D(s(p)) of
a critical cell s(p) thus contains all regular cells which appear in a V -path starting in the boundary of s(p) . The descending
region is constructed in two steps. In the ﬁrst step the frame which contains all cells of maximal dimension is constructed,
and in the second step the cells of lower dimension are added.
The critical cells are ﬁrst ordered by ascending dimension so that, when processing a critical cell of dimension d, the
descending regions of all critical cells of dimension less than d have already been constructed. This will be very important
in the second step of the algorithm.
Let s(p) be a critical cell. The frame fr(s) consists of all regular p and (p − 1)-dimensional cells appearing in a V -path
starting in the boundary of s. This part of the algorithm is a simple breadth-ﬁrst search through the regular (p − 1)-faces
of the included p-cells which terminates when no more regular (p − 1)-cells belonging to the set A (that is, no more
(p − 1)-dimensional arrow tails) can be found. Since a cell in the frame can typically be reached by several paths in V , a
set structure is used for storing the cells to eliminate duplicates.
This step of the algorithm is illustrated in Fig. 3. On the left, the discrete gradient vector ﬁeld is shown, the descending
frame of the maximum is in the middle and the descending frame of the saddle is on the right.
The frame fr(s(p)) contains only p and (p − 1)-dimensional cells. The next step is to decide which additional faces of
the cells in fr(s) should be included.
Consider a V -pair (α,β) incident to some simplex from fr(s(p)). Since V (α) = β , function values decrease from α
towards β . This implies that β belongs to the descending region D(s) when α does, so the pair (α,β) is included into or
excluded from the descending region together. It is included if all codimension one co-faces of α except β have already
been included. This is implemented by the following recursively used routine. Let S be the set of all (p + 1)-dimensional
co-faces of α, different from β , and incident to some p-dimensional cell from fr(s). The routine checks if all elements of S
belong to D(s). It ends when either a cell γ (d+1) ∈ S is found that belongs to the descending region of some other critical
cell of dimension less than p, in this case the pair (α,β) is not included, or all cells of S have been included in D(s), and
in this case the pair (α,β) is also included.
On Fig. 4 the left picture again shows the discrete gradient vector ﬁeld. In the middle picture, part of the descending
region of the maximum is already constructed (the 2-cells forming the frame are shaded, and the 1-cells that are already
included are bold), and the pair (α,β) that is processed is the diamond-shaped point and the dashed edge. Since all edges
that have this point as a face are already included in the descending disk, the pair (α,β) is added. On the right, the
Fig. 3. Building the frame of descending regions in a cellular complex.
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situation is different. The descending disk of the saddle has already been constructed and contains the dashed edge β . Since
β already belongs to the descending region of the saddle, the pair (α,β) will not be included.
Proposition 1. The construction of the descending region of a critical cell ends in a ﬁnite number of steps.
Proof. During frame construction we simply follow the direction of the discrete gradient vector ﬁeld V . Since V does not
contain nontrivial closed paths and the complex K is ﬁnite the frame is completed in a ﬁnite number of steps.
The second step of the construction, where lower dimensional cells are added, is recursive. The algorithm runs through
all V -pairs in the boundary of frame cells. For each pair (α(d), β(d+1)) which has not been processed it checks if all co-faces
of α of dimension (d + 1) are already included in the descending region. If it encounters a co-face which has not been
processed it checks that ﬁrst. This implies that the algorithm always proceeds in the direction opposite to V , so no cycles
can be created.
Since the number of pairs is ﬁnite, the algorithm ends in a ﬁnite number of steps. Notice that the algorithm can start
processing pairs in any order, independent of dimension. 
3.2. The boundary
The algorithm described in the previous section constructs discrete descending regions of a discrete Morse function
on a complex K with |K | a manifold without boundary. For manifolds with boundary, the boundary must be processed
separately.
Denote the discrete gradient vector ﬁeld of the restriction of f to the boundary by V ∂K . A critical cell ν of V ∂K is
(1) either a critical cell in V
(2) or is paired to a higher dimensional cell that does not belong to the ∂K ; such cells will be called boundary critical cells.
In the ﬁrst case no extra processing is needed, as ν is also a critical cell in V and its descending region has been
constructed in the previous step.
In the second case, the discrete descending region of a boundary critical cell ν(p) is constructed in two stages. First, the
discrete descending region of the critical cell ν(p) in ∂K is found using the algorithm of the previous section. In the second
stage, all cells of dimension p in the discrete descending region of ν(p) in ∂K , that are paired in V to a higher dimensional
cell β in the interior of K , are considered. The cell β is processed as a critical cell and its descending region is constructed.
The union of all regions obtained in this way constitutes the descending region of the boundary critical cell ν .
For example, consider f (x, y) = x + y on a triangulation of the square [0,1] × [0,1]. The discrete gradient vector ﬁeld
contains all cells except a minimum on the boundary which is the only critical cell.
The discrete gradient vector ﬁelds of f and f |∂K are shown on Fig. 5. The maximum μ of f |∂K is a boundary critical
1-cell. Its descending region in ∂K is all of ∂K except for the minimum. A boundary cell α which is paired with an interior
cell β in V is included into the descending region of μ together with β and its descending region. Finally, the descending
region of μ is the entire square without the minimum.
3.3. Ascending regions
The ascending regions of the critical cells of f on K are obtained from the dual complex K ∗ with the dual discrete
gradient vector ﬁeld V ∗ .
Viewing K as an abstract regular cell complex determined by its cells with speciﬁed dimension and the face relationship
between them, the dual complex K ∗ is obtained simply by reversing the dimensions and the face relationship on the cells.
That is, a cell α(p) ∈ K corresponds to a cell α∗(n−p) ∈ K ∗ , where n is the dimension of K , and if α is a face of β in K ,
644 G. Jerše, N. Mramor Kosta / Computational Geometry 42 (2009) 639–651Fig. 5. Discrete gradient vector ﬁeld on the square and its boundary.
Fig. 6. Ascending region of a saddle.
then α∗ contains β∗ as its face in K ∗ . In the geometric realization |K | of K , the vertices of K ∗ correspond to barycenters of
the n-cells of K , while a cell of higher dimension is spanned by a collection of vertices of K ∗ such that the corresponding
n-cells of K have a nonempty intersection. If |K | is a PL-manifold without boundary, then |K ∗| = |K |. If |K | is a PL-manifold
with boundary, then K ∗ is not a cell decomposition of |K | any more, since the cells of K ∗ which are dual to boundary cells
of K do not have a suﬃcient number of faces (for example, a 1-cell of this type has only 1 face). For our purpose K ∗ is just
a combinatorial object, though, so this geometric property does not represent a problem.
Also the dual discrete vector ﬁeld V ∗ is obtained simply by reversing the arrows in V . That is, two cells α∗ and β∗ are
paired in V ∗ if the cells β and α are paired in the original discrete gradient vector ﬁeld V . Thus, a cell α in K is critical of
index p if and only of the cell α∗ is critical of index (n − p) in K ∗ .
The discrete ascending region of a critical cell α of K is the dual of the discrete descending region of the critical cell α∗
of K ∗ (see Fig. 6).
3.4. Consistency
The descending and ascending disks of a smooth Morse function f on a manifold M form a decomposition of M into
topological disks. If the function is Morse–Smale, their intersections form the Morse–Smale complex on M . In the discrete
case, the descending and ascending regions obtained are always disks only in the top dimension, while in lower dimensions
they might not be disks. In addition, they might not be disjoint, that is, a cell can belong to the descending or ascending
disk of more than one critical cell. We ﬁrst prove that the descending regions (and therefore also the ascending regions) of
all critical cells form a covering of the underlying PL manifold.
Proposition 2. Let K be a regular n-dimensional cellular complex such that |K | is a manifold without boundary and let V be the
discrete gradient vector ﬁeld of a discrete Morse function on K . Then every regular cell α ∈ K is contained in the discrete descending
region of a critical cell β .
This is true also for manifolds with boundary, if the discrete gradient vector ﬁeld of f on K is an extension of the discrete gradient
vector ﬁeld of f |∂K .
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cell. A regular cell of top dimension is paired either to a cell γ (n−1)0 which is a face of at least one n-dimensional cell α1
other than α0, or it is paired to a boundary critical cell ν(n−1) of top dimension in ∂K . In the second case, α(n) belongs to
the descending disk of ν(n−1) . In the ﬁrst case, if α1 is critical, then α0 lies in its descending region, and if it is regular,
we repeat the same process for α1. Since the discrete gradient vector ﬁeld V does not have cycles and K is a ﬁnite cellular
complex this process must end in a ﬁnite number of steps at a critical cell α(n)i or a boundary critical cell, and α0 belongs
to its descending disk.
Assume now that descending disks of all critical cells have been built and that there exists a regular pair (α(p), β(p+1))
that is not included in any of them.
Since every cell is a face of some top-dimensional cell, α was processed during the construction of the descending region
of some cell σ . Since it was not included, there exists a co-face γ (p+1)1 of α, such that γ1 is included in the descending
region D(σ (n1)1 ), where n1 < n. In the construction of the descending region D(σ
(n1)
1 ) also α was processed since it is also
a face of γ0, and not included. So there must exist a co-face γ
(p+1)
2 of α which belongs to some other descending region
D(σ (n2)2 ), where n2 < n1. This argument can be repeated indeﬁnitely, and we obtain an inﬁnite sequence of critical cells
σ0, σ1, σ2 . . . with strictly decreasing positive dimensions which is a contradiction. So every regular pair (α(p), β(p+1)) is
included in the descending region of some critical cell. 
In smooth Morse theory the stable and unstable manifolds of a critical point are constructed from gradient paths, that is,
integral curves of the gradient vector ﬁeld, which begin or end at this point, respectively. An important property of integral
curves of a smooth vector ﬁeld is that they are pairwise disjoint—two different integral curves can be arbitrarily close but
do not merge. The discrete analogue of a gradient path is a V -path, and since there is no such thing as ‘arbitrarily close’
in the discrete world, a V -path typically splits into multiple paths, and several V -paths can merge into one path. Due to
this, discrete descending and ascending regions of different critical cells might not be disjoint, since V -paths beginning in
different critical cells might merge. They also might not be topological disks, except in the highest dimension.
Proposition 3. The descending region of a critical cell of maximal dimension (i.e. a maximum) collapses to the maximal cell. The same
is true for ascending regions of a critical cell of dimension 0 (i.e. a minimum).
Proof. For every cell σ of maximal dimension, its pair is a cell of codimension 1 which is either a boundary critical cell or
it is the face of precisely one other cell of maximal dimension. Because of this there exists precisely one V -path starting
at some (possibly boundary) critical cell s of maximal index (i.e. a maximum) leading to σ . Since a discrete vector ﬁeld
has no cycles, every such V -path leading to a cell in the boundary of the descending region of s determines a sequence of
elementary collapses starting in the boundary of the descending region and ending in s. A ﬁnite number of such V -paths
determines the necessary elementary collapses required to collapse the whole descending region to the cell s. 
For descending regions of critical cells of index smaller than maximal, i.e. saddles, this is not necessarily true, since
V -paths not containing cells of maximal dimension can merge. Fig. 7 shows a section of a 3-dimensional cubical complex
where V -paths in the descending region of a saddle split and merge again, so that the union is not a disk.
It is possible, however, to modify the decomposition of the cellular complex and the discrete gradient vector ﬁeld so that
the merging point of descending paths is pushed further towards the boundary of the descending region, while the discrete
vector ﬁeld outside the open star of the merging point is left unaffected. The idea is similar to splitting multiple saddles
in [15].
The left example on Fig. 8 shows a section of a 2-dimensional simplicial complex where the descending region of a
critical cell of index 1 is topologically a 1-sphere. The right side of this ﬁgure shows the modiﬁcation which pushes the
Fig. 7. Discrete descending region of a 2-saddle with splitting and merging V -paths.
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merging point further along descending values of f . The ﬁgure shows only one step of the pushing procedure, which can
be applied as many times as necessary.
Here is a description of the required modiﬁcation of a regular cellular complex in the general case. Assume that two
V -paths
. . . τ
(p−1)
i−1 < σ
(p)
i−1 > τ
(p−1)
i = τ < σ (p) > τ (p−1)i+1 , . . .
. . . τ
′(p−1)
j−1 < σ
′(p)
j−1 > τ
′(p−1)
j = τ < σ (p) > τ ′(p−1)j+1 , . . .
merge in the cell τ (p−1) which is paired with σ (p) . Let S be star(τ ) and let p1 and p2 be two disjoint paths in S from
the cell σi−1 to the cells σ and σ ′j−1, respectively.
The required modiﬁcation consists of replacing τ (p−1) by two parallel copies τ (p−1) and τ ′(p−1) , and σ (p) by two copies
σ (p) and σ ′(p) with ∂σ ′ containing the same cells as ∂σ , except for τ which is replaced by τ ′ . In addition, two new cells
are added: a cell ν(p) which has cells τ (p−1) and τ ′(p−1) in its boundary, and a cell μ(p+1) with ν,σ and σ ′ in its boundary.
We modify the star S in the following way
• in the boundary of all p-cells in the path p1 (except σ ) the cell τ is replaced by τ ′ ,
• in the boundary of the last (p + 1)-cell in the path p1 σ is replaced by σ ′ ,
• ν is added to the boundary of the ﬁrst (p + 1)-cell in the path p2,
• τ ′ and ν are added to the boundary of all other cells in S .
The modiﬁed ﬁeld V ′ coincides with V on both copies of τ , σ and their boundaries, and it pairs ν with μ. The new ﬁeld
V ′ now has two V ′-paths, which possibly merge in some cell τi+k = τ ′j+l (or are disjoint). So we have pushed the merging
point further along the discrete gradient vector ﬁeld V . Also note that this step does not affect V -paths originating from
critical cells in dimension p − 1 or lower and does not create any additional merge points for critical paths originating from
critical cells of dimension p.
Proposition 4. Let K be a ﬁnite cellular complex without boundary and let V be a discrete gradient vector ﬁeld on K . Then there exists
a ﬁnite sequence of steps described above which modify K into K ′ and V into V ′ in such a way that the set of critical cells remains
unchanged, and that the descending regions of all critical cells with respect to V ′ are topological disks.
Proof. The proof goes by ascending dimension of the cells of the complex. Since there is nothing to do for 0-dimensional
critical cells, we start with critical cells of dimension 1. Let τ (0)1 be the cell where V -paths originating from a critical 1-cell
s merge and let D be the descending region of s. Since K is ﬁnite, a ﬁnite sequence of steps described above pushes the
cell τ (0)1 into the boundary of D . We repeat this process for all such merges in the descending region of s. Let K
′′ be the
resulting complex, V ′′ the resulting gradient vector ﬁeld and D ′′ the discrete descending region of s in K ′ . Since D ′′ does
not contain its boundary, and since all merging points have been pushed into the boundary we have pushed the cells where
V ′′-paths originating from s merge away from D ′′ . Now the same argument as in Proposition 3 can be used to show that
D ′′ collapses to the critical cell s and is therefore a topological disk. Also, all V -paths coming from critical cells different
from s have been pushed off D ′′ , so D ′′ does not intersect any other descending regions.
Since all modiﬁcations take place in the interior of the descending disk of s, all other descending regions remain
unchanged. And since no additional merge points have been created in the process it follows that, after repeating this
procedure for all critical 1-cells, all descending regions originating from critical cells of dimension one are topological disks.
Precisely the same arguments work for critical cells of higher dimension. Assuming that descending regions for critical
cells of dimension less than p have already been processed and are therefore topological disks, the descending regions
for each critical cells of dimension p is processed in the same way as above. Since all merging points are pushed to the
boundary and since no other descending regions are affected, all descending regions of critical cells of dimension p are
transformed one by one into disks. Moreover, since the pushing step does not affect the descending regions of critical cells
of dimension less than p, descending regions of all critical cells of dimension up to p are now topological disks. 
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Let m be the total number of cells of K , n the dimension of the complex K , md the number of cells of dimension d, rd
the average number of codimension 1 faces (if K is a simplicial complex rd = d+1), pd the average number of codimension
1 co-faces and pmax = max(p0, p1, . . . , pn). Let ct be the total number of critical cells of the discrete Morse function f on
K , and cd the number of critical cells of dimension d.
The frame of a d-dimensional critical cell s(d) consists of d and (d− 1)-dimensional cells that belong to V -paths starting
in the boundary of s. For each d-dimensional cell in the frame, the set of its (d− 1)-dimensional faces has to be found, and
for each face its pair in V has to be found. Since faces and their pairs can be found in constant time, this takes at most
α × rd ×md operations for a suitable constant α.
Building all frames of critical cells thus takes
∑n
i=1 α×mi ×ri operations. In the case of simplicial complexes, the number
of operations is at most (n + 1) × α ×m × n. The complexity of this step is therefore O (n2 ×m).
To complete the descending regions requires determining whether a regular cell q that is incident to the region of some
descending disk is included in this region. First, its V-pair p has to be found which can be done in constant time. Next, a
list of all co-faces of the lower dimensional cell of the pair is required which can also be found in constant time. Each cell
in this list is then processed in the same manner. On average it takes p j operations for each cell of dimension j, so we
need at most
∑d
i=1 α′′ × pi ×mi operations to complete the descending region of one critical cell of dimension d, where α′′
is a constant. Since we can not use previous results when completing frames for other critical cells some cells are typically
checked more than once. So completing a frame for all critical cells takes at most ct
∑d
i=1 α′′ × pmax ×m = ct × pmax ×m×n
operations.
For simplicial complexes the complexity of the algorithm is altogether O (nm × (n + ct pmax)). Note that the algorithm
complexity increases exponentially with the dimension of the complex, since the number of cells grows exponentially. In
the special case where K is the Delaunay triangulation on a set of points in Rn , an upper bound for the total number of
cells is O (vn/2) where v is the number of points. In this case the algorithm has complexity O (vn/2n × (n + ct pmax)).
4. Examples
The algorithm presented in this paper has been applied to data sets from different domains. In this section we present
some of them.
4.1. The Q ING algorithm
We ﬁrst mention the algorithm Q ING which is an application of our algorithm to AI from [25]. The algorithm uses
discrete Morse theory to reconstruct the critical cells of a discrete Morse function obtained from the values of a sampled
function. The descending disks obtained using an early implementation of this algorithm were used for the construction of
a qualitative graph, that is, an undirected graph G = (VG , EG) that represents connections between the critical cells. The set
of vertices VG is the set of all critical cells. Two points α and β from VG with dimα  dimβ are connected if β is in the
boundary of the descending region of α. This graph was then used in learning in a qualitative model.
The Q ING algorithm, together with the parametric discrete Morse theory of [6] was used in a learning scheme presented
in [26] designed to teach a robot the concept of occlusion.
4.2. Mechanical system response
Our next example is obtained from a model constructed for the purpose of qualitative modeling of data in artiﬁcial
intelligence. The model is taken from [27]. We would like to thank the authors for permission to use the data. The data
represents measurements obtained from a system consisting of a cart and a rod attached to its top in such a way that it can
fall either backwards or forwards. The cart is set on ice (or other low-friction surface) and the rod is positioned upwards.
As the rod begins to fall, the cart responds, accelerating in the opposite direction of the fall.
Our discrete Morse function models the response of the cart in terms of the acceleration x¨, depending on the rod angle
ϕ and the angular velocity ϕ˙ . The measured values of x¨ are given on a square grid. A discrete gradient vector ﬁeld was
ﬁrst constructed on a triangulation of the grid using the algorithm of [12] producing, after cancellation, three maxima, four
saddles and two minima.
On Fig. 9 the discrete descending regions of all three maxima are on the left, and discrete descending regions of the four
saddles are on the right. The descending regions form a decomposition of the triangulated area into disjoint disks. Note that
the critical cell on the right side of the image is a boundary saddle. Its descending area separates the descending regions of
the two maxima.
The exact equation describing this model is
x¨ = aϕ˙
2 sin(ϕ) − b sin(2ϕ)
c − d cos2 ϕ . (1)
Fig. 10 shows the graph of this function (with suitable values of a, b, c and d) with the descending disks mapped onto it.
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Fig. 10. Graph of the cart function with a decomposition into descending disks.
The motivation for this example comes from qualitative modeling and simulation in artiﬁcial intelligence [28], as a step
further after the algorithm Q ING . The idea is, that understanding the response of the cart can provide an optimal strategy
for controlling the system in the unstable equilibrium. Given a state of the system described by values of ϕ and ϕ˙ , a V -path
from the given state towards this point encodes a strategy for control. Depending on some optimization criterion, an optimal
strategy can be chosen. In the next example we give a brief explanation of a controlling strategy towards a maximum.
4.3. Optimal path construction
In this example, a discrete approximation of the Morse–Smale decomposition of the smooth function on Fig. 1 is ﬁrst
constructed. The function is sampled on a random set consisting of 106 points in the domain. The Delaunay triangulation
on these points consists of approximately 4 ∗ 106 simplices. A discrete Morse function on this triangulation is constructed.
The discrete Morse–Smale complex is shown on Fig. 11. The required time to build the Morse–Smale complex on a PC was
a few seconds. The construction of the discrete Morse function was computationally the most expensive and required (on a
laptop) approximately 10 minutes.
We also present a procedure for designing an optimal path, with respect to an optimization criterion involving height
variation, from a given a point A = (x, y) in the domain, ending at a preferred maximal cell β (for example at the highest
one). A slight modiﬁcation of the described procedure can be used for constructing a path towards any critical point or even
towards any point in the domain. Note that the procedure described can be applied in any dimension and can be therefore
used to solve similar control problems in a more general setting. Also note, that the path constructed does not have the
smallest possible height variation. Such a path would involve the construction of level curves which is not the object of this
paper.
Assuming that a triangulation of the domain, a discrete Morse function on it, and a discrete Morse–Smale decomposition
are given, we ﬁrst determine the set of critical cells S with the property, that A lies in their descending regions. Since every
cell is contained in at least one descending region, the set S is nonempty, and because A may belong to several descending
regions, the set S may contain more than one element.
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Let α be a cell of the same dimension as β with A ∈ α. If β ∈ S then α is a cell of maximal dimension in the descending
disk of β , so there exists a unique V -path from β to α, and we simply climb up from α along this path.
If β /∈ S , we construct the qualitative graph, as in Section 4.1. The next step is to search through paths in the graph G
starting from any point γ ∈ S and ending in the required destination β to ﬁnd the path s which minimizes height variation.
Note that any other criterion can be used to choose the optimal path at this step.
The required optimal path consists of two parts. The ﬁrst part connects α with the closest saddle γ of index less than
β in s which lies in the boundary of the descending region of the initial point of s. The second part of the path follows s
from γ to β .
The cell α is connected to γ in the following way. First, all V -paths from α are constructed. If any one of them intersects
the ascending or descending disk of γ , we follow this path to the boundary, and then ascend or descend to γ . If none of
them do, we make a step along the unique V -path from the initial point of s to α, and repeat the procedure. After ﬁnitely
many steps we either reach the descending or ascending region of the initial point of s, or α, from where a V -path to this
point exists.
4.4. A macroeconomic model
In our last application, macroeconomic ﬁnancial indicators of European countries are analyzed. The data was retrieved
from the publicly available database Eurostat [29]. This example is part of an ongoing project involving a qualitative analysis
of the effect of key macroeconomic indicators on long term economic growth of a country. The motivation for this project is
the hypothesis formulated in [30] that long term economic growth can be achieved by balancing key macroeconomic factors.
In this example a ﬁve-year average of real GDP (gross domestic product) growth rate (Ggr) is used as a measure of long term
economic growth, and the effect of the following macroeconomic indicators as independent variables is analyzed: inﬂation
rate (I), balance of current account (BC A), and public debt (P D). An additional independent variable, GDP per capita (Gpp),
was used as a control variable to distinguish between different levels of economic development in the countries.
Each point in our model thus represents a point in R4 with coordinates the values of I , BC A and P D for one of the
European countries in a given year from 1998 to 2004, and the average value of Gpp over this and the next four years. The
average value of Ggr over this and the next four years is the dependent variable. Altogether 143 data points representing
the countries included in different years were available.
A Delaunay triangulation on the points in R4 was constructed, producing altogether 17451 simplices of dimension up
to 4. The discrete vector ﬁeld was reconstructed from the data points using the algorithm of [12] producing 2 critical cells
in dimension 4 (maxima), 13 in dimension 3, 24 in dimension 2, 16 in dimension 1 and 4 critical cells in dimension 0.
On a laptop, the descending and ascending disks are reconstructed immediately, once the triangulation and the discrete
vector ﬁeld are given. The reconstruction of the triangulation is also almost immediate, and the discrete gradient vector
ﬁeld is built in less than a minute. The graph, connecting the critical cells with respect to incidence in the boundaries of
the corresponding descending regions is given in Fig. 12.
For each country, data for the current year determines a point in the domain, and the model can be used to predict its
average economic growth in the next ﬁve years. The V -paths encode the changes in the parameter values which ensure
constant growth of the GDP growth rate. Finally, the Morse–Smale decomposition can be used to construct a path, similar
to the one in Example 4.3, which ends in a preferred position involving minimal variation in the GDP growth.
The two maxima correspond to Ireland in 1999 (m1) and Latvia in 2003 (m2). According expert knowledge from eco-
nomics, m1 represents the preferred maximum (since the high growth in Latvia is partly due to its post transition stage
from a state planned economy, and involves high risks in the form of very high inﬂation, public debt and unemployment).
So, for a country which is currently in the descending disk of m2 (for example Slovenia), a path leading from its current
position to a common 3-saddle, and from there along the gradient vector ﬁeld to m1 encodes the recommended strategy.
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