Abstract. We construct a family of non-collapsed, non-Kähler, non-Einstein steady Ricci solitons in even dimensions greater or equal to four. These solitons exist on complex line bundles over Kähler-Einstein manifolds of positive scalar curvature. They include a four-dimensional U (2)-invariant, non-collapsed Riemannian steady soliton on each of the line bundles O(k), k > 2, of CP 1 . Finally, we find Taub-Nut like Ricci solitons and demonstrate a new proof for the existence of the Bryant soliton.
Introduction
In this paper, we construct new families of non-collapsed and non-Kähler steady Ricci solitons in 4d and higher dimensions. A Ricci soliton (M, g) is a self-similar solution to the Ricci flow equations (1.1) ∂ t g ij = −2Ric ij that, up to diffeomorphism, homothetically shrinks, expands, or remains steady under Ricci flow. We will study only steady gradient solitons which satisfy the equation
for a smooth potential function f : M → R. Solitons are interesting objects, because they are candidates for blow-up limits of singularities in Ricci Flow. In 1 particular, Type I singularities correspond to shrinking solitons and all Type II singularities known so far are modelled on steady solitons. The new non-collapsed steady solitons we find here are likely to occur as singularity models in Ricci flow. In a separate paper, still in preparation, we have conducted numerical simulations verifying this.
In three dimensions the classification of non-expanding solitons has largely been carried out and singularity formation is well-understood. But in four dimensions, even though finding non-expanding Ricci solitons is a fundamental problem, to date there are surprisingly few examples known. The last one was discovered by Feldman, Ilmanen, and Knopf [FIK03] -the FIK shrinker -also shown to occur as a singularity model by Maximo [M14] . Before this, Cao [Cao96] had constructed a U (2)-invariant steady Kähler-Ricci soliton. This soliton, however, is collapsed and hence, as shown in Perelman's work [Perl08] , does not appear as a blow-up limit. The rotationally symmetric Bryant soliton [B05] is the last non-collapsed, non-Kähler, non-expanding soliton discovered in 4d.
Our new solitons in 4d are asymptotic to the 4d Bryant soliton's quotient by a cyclic group Z k of order k ≥ 3. But the underlying topology is different, because our solitons exist on the completion of the space R >0 × S 3 /Z k , k ≥ 3, obtained by adding an S 2 at the origin. Relying on an idea of Page and Pope [PP87] , our methods carry over to complex line bundles over Kähler-Einstein manifolds of positive scalar curvature. This allows us to prove the existence of non-collapsed steady solitons on such bundles, if their degrees are sufficiently large. In doing so we obtain (2n + 2)-dimensional solitons on the line bundles O(k), k ≥ n + 1, of CP n , which are also asymptotic to a quotient of the (2n + 2)-dimensional Bryant soliton.
In this paper we consider metrics for which the Ricci soliton equations reduce to a system of ODE's. In the lead up to the construction of the non-collapsed solitons, we show that a 1-parameter family of complete solutions exists. These solutions, however, correspond to collapsed solitons. [Wink17] and [Stol17] independently and by different methods discovered those collapsed solitons. Our main result, on the other hand, is showing that a critical choice of parameter for the initial condition of the ODE yields a non-collapsed soliton. In the final part of the paper we apply our methods to the spaces R >0 × S n , n ≥ 2, completed by a point. Thereby we prove the existence of a new 1-parameter family of Taub-Nut like Ricci solitons. Furthermore we demonstrate an alternative proof of the Bryant soliton's existence in all dimensions ≥ 3.
Below we would like to further motivate why the study of Ricci solitons is important and describe the geometries of our solitons in more detail. Solitons are important objects in the study of Ricci flow because they arise as blow-up limits of singularities: Let g(t), t ∈ [0, T ) be a smooth solution to the Ricci flow on a closed manifold M with T < ∞. Suppose that the Ricci flow develops a singularity at time T , i.e. there exists a point p ∈ M and a sequence of times t i → T such that the curvatures K i = |Rm g(ti) |(p) at p tend to infinity as t i → T . Then by Perelman's work it follows that the sequence of dilated solutions (M, g i (t)) (1.3) g i (t) :
converges in a suitable sense to a complete ancient solution (M ∞ , g ∞ (t)) of the Ricci Flow [ChI, Theorem 6 .68], which is referred to as the singularity model. A solution to the Ricci flow is ancient if it is defined for times ∞ < t < T 0 where T 0 ∈ R ∪ {∞}. Note that the topology of M ∞ can be very different from M . Hamilton [Ham95, Section 16 ] distinguishes between Type I and Type II finite time singularities, which are defined by the rate at which the curvature tends to infinity at a singularity. For a Type I singularity the curvature blows up at a rate sup i (T − t i )K i < ∞ and for a Type II singularity at a rate sup i (T − t i )K i = ∞. The blowup limit of a Type I singularity is a shrinking soliton [N10] , [EMT11] . For Type II singularities, on the other hand, it is not known whether the blow-up limit must be a soliton. However, the only known Type II singularities so far are all modeled on the Bryant soliton [GZ08] , [AIK11] , [W14] . We would also like to point out that not all solitons arise as blow up limits. Due to Perelman's no local collapsing theorem [Perl08, Section 4], only non-collapsed solitons can emerge as blow-ups. (M, g) is said to be κ-non-collapsed below the scale r > 0 at the point x if |Rm(g)| ≤ r −2 for all y ∈ B(x, r) and
A soliton is non-collapsed if for some κ > 0 it is κ-non-collapsed at all scales and points.
In this paper we will construct non-collapsed steady gradient solitons on manifolds that are the total space of certain complex line bundles. In four dimensions the topology and geometry of these manifolds are easy to describe. They are warped product metrics
that are completed by adding an S 2 at s = 0. Here s is the parametrization of the R ≥0 factor. In the language of complex geometry these spaces are diffeomorphic to the blowup of C 2 /Z k at the origin. To describe the metric g a(s),b(s) on the cross-sectional S 3 /Z k , recall the Hopf fibration π :
arising from the multiplicative action of (1.6)
If we equip S 3 and S 2 with the standard round metrics of curvatures 1 and 4 respectively, S 1 acts by isometries and π is a Riemannian submersion. This is not the only metric with this property. We can define squashed metrics g a,b on S 3 by rescaling the vertical S 1 -fiber directions by a factor of a and the horizontal directions by a factor of b relative to the standard round metric. The cross-sectional metric g a(s),b(s) is defined by taking the quotient of S 3 by (1.8)
and letting a and b vary with s. Therefore we can write the metric g as
, where σ is dual to the vertical vector field on S 3 obtained by the S 1 action and g S 2 ( 1 2 ) is the standard round metric on S 2 of curvature 4. We will show that for a metric of this form the soliton equation (1.2) reduces to a system of ODEs for a, b and f . We complete the metric by taking a(0) = 0 and b(0) > 0, i.e. shrinking the S 1 fibers of the cross-sectional S 3 /Z k to zero at s = 0. Thus at s = 0 we are left with an S 2 , showing that the manifold can be thought of as a radially filled in S 1 bundle over S 2 or, since S 2 is a complex manifold, as a complex line bundle over S 2 . In the language of complex geometry these complex line bundles are the bundles O(k) over complex projective space CP 1 . As the S 1 fibers of S 3 /Z k are parametrized by 0 ≤ θ < 2π k and the circumferences 2π k a(s) of the S 1 fibers behave like
as s → 0, we must require a ′ (0) = k, which is a neccessary condition to obtain a smooth metric at s = 0. This is how the topology of the manifold enters the analysis of solving the Ricci soliton equation.
In four dimensions it will follow from our main theorem 1.2 stated below that We will also prove that the asymptotics of these solitons are a ∼ b ∼ C √ s as s → ∞ for C > 0 a constant, showing that they are asymptotic to the quotient of the 4d Bryant soliton [B05] by Z k . The above result generalizes directly to higher dimensional warped product metrics of the form
Here the metric g a(s),b(s) is defined analogously via the Hopf fibration π : S 2n+1 → CP n and g CP n is the Fubini-Study metric. We will show that when k > n + 1 there exists a non-collapsed steady gradient soliton on these spaces.
Many important metrics are of the form (1.10). For example in the case k = n+1 the Ricci flat Eguchi-Hanson metric [EH79] and its higher dimensional generalizations [Cal79] , [FG81] [AG03], or when k < n + 1 the Ricci flat Taub-Bolt metrics [P78] and the shrinking Kähler-Ricci solitons found by Feldman, Ilmanen and Knopf [FIK03] .
For the metrics above the Ricci soliton equation (1.2) reduces to a system of ODEs in a, b and f . Relying on ideas developed in [BB85] and [PP87] , we obtain the same system of ODEs for certain metrics on complex line bundles over Kähler-Einstein manifolds of positive scalar curvature and our methods carry over. We will describe the setup here: Let M denote the total space of a complex line bundle over a Kähler-Einstein manifold (M , J,ĝ) of positive scalar curvature. Let ω and ρ be the Kähler and Ricci forms respectively and assume that the metricĝ is scaled such that ρ = 2(n + 1)ω.
is the Chern class of the canonical bundle ofM and therefore integral. Thus we can write ρ 2π = pσ, for p = p(M , ω) ∈ N and σ ∈ H 2 (M , Z) an indivisible cohomology class. We will be studying the complex line bundles whose Chern class is equal to kσ for k ∈ N. In the following we will denote such a line bundle by L k omitting the dependence on (M , J,ĝ) and consider metrics that locally are of the form
where A is a connection 1-form satisfying dA = ω onM , τ ∈ [0, 2π) is an angular coordinate of the S 1 subbundle of L k and s is the radial coordinate. For CP n equipped with the Fubini-Study metric we have p = n + 1 and L k = O(k). Note also that the above warped product metrics (1.9) can be written in the form (1.11), where the functions a(s) and b(s) have the same geometrical interpretation and the 1-form dτ − 2A corresponds to σ. The main result of this paper is In the final part of this paper we construct Taub-Nut like Ricci solitons on R 2n+2 and give a new proof for the existence of the Bryant soliton in dimensions ≥ 3. These results will follow with relative ease from the methods developed in the first part of the paper. This is because in the case k = 1, the warped product metric (1.10) can be interpreted as a metric on the completion of R s>0 × S 2n+1 by a point instead of an S 2 . The soliton equations remain unchanged and only the initial conditions need to be modified to account for the change in topology, i.e. we will need to require a = b = 0 and a ′ = b ′ = 1 at s = 0 to ensure smoothness of the metric at the origin. The Taub-Nut metrics [T51] , [H77] , [BB85] are all of this form. Notice also that when a = b everywhere we obtain a rotationally symmetric metric on R 2n+2 . This allows us to apply our methods to give another existence proof of the Bryant soliton in even dimensions ≥ 4. Surprisingly, the existence proof also carries over to odd dimensions, because the analytical structure of the equations remains unchanged. We merely lose the geometrical interpretation of a and b.
Gradient steady Ricci soliton equations
In the appendix A we show how the steady gradient Ricci soliton equation (1.2) reduces to the following system of ODEs for a metric of the form (1.11)
where (f, a, b) : R ≥0 → R 3 are functions depending on s only and n is the complex dimension of the base manifoldM . Note that these equations are also the soliton equations for the metrics (1.9) and (1.10), because they are special cases of the general metric (1.11).
The boundary conditions imposed on a, b and f to ensure smoothness of the metric at s = 0 depend on the topology of the underlying manifold through p and k. In particular τ has a period of ∆τ = 2πp (n+1)k , which follows by either considering the holonomy of the connection A or the construction of the line bundle given the Chern class kσ. Therefore we must require a ′ (0)∆τ = 2π for the metric not to have a conical singularity at s = 0. Furthermore taking a to be smoothly extendable to an odd function and b, f to be smoothly extendable to even functions around s = 0 we can ensure smoothness of the metric and f at s = 0. Notice also that the equations (2.1) − (2.3) only depend on f ′ and f ′′ , so that we can assume without loss of generality that f (0) = 0. Finally by the scaling symmetry g → αg, α ∈ R we can fix b(0) = 1. In summary our boundary conditions at s = 0 therefore read
For sections 2-7 of this paper we will implicitely assume these boundary conditions in all lemmas and theorems stated. Note that in the case that the underlying manifold is the complex line bundle O(k) on CP n , we have p = n + 1 and therefore a ′ (0) = k. The equations (2.1) − (2.3) with above boundary conditions are degenerate at s = 0 and we must specify f ′′ (0) to obtain a unique solution. This is further explained in appendix B, where we prove the following theorem: 
from which we easily obtain the following key lemma:
Proof. Follows from (3.1).
Remark 3.2. From lemma 3.1 and the boundary condition Q(0) = 0 it follows that if Q > 1 at some s 0 > 0 we must have that Q ′ > 0 for s > s 0 .
Applying the Bianchi identity to the soliton equation we can obtain the following lemma.
Lemma 3.3. For a steady gradient soliton R ij + ∇ i ∇ j f = 0 the identity
Proof. Using the contracted Bianchi identity ∇ a R a e = 1 2 ∇ e R we can compute
Thereby we obtain the desired result.
This result allows us to obtain nice evolution equations for the potential function f and the scalar curvature R.
Lemma 3.4. The potential function f of a steady gradient soliton satisfies
Proof. Making use of identity (3.2), a computation shows that ∇ i ∆f − |∇f | 2 = 0, from which the first equality of (3.3) follows. To prove the second equality, note that we can eliminate the second derivatives in the expression (9.5) for the scalar curvature R with help of the soliton equations (2.2)-(2.3). We thus obtain that
Applying L'Hôpital's rule and noting that b
It is a well-known fact that R ≥ 0 for any complete ancient solution to Ricci flow(see for instance [Chen09, Corollary 2.5]). Thus the second equality in (3.3) implies that we must require f ′′ (0) ≤ 0. In the rest of the paper we will assume this.
We may similarly derive an evolution equation for R Lemma 3.5. The scalar curvature of a gradient steady soliton satisfies
Proof. Applying the Bianchi identity (3.2) we obtain
from which the desired result follows.
4. Monotonicity properties of a, b, f , f ′ and R
Using the soliton equations (2.1)-(2.3) and evolution equations for f and R derived in the section above, we deduce various monotonicity properties of a, b, f , f ′ and R for Q < √ n + 1. We can prove the following lemma in a similar fashion
be a solution to the soliton equations (2.1)-(2.3). The following holds true
(
Proof. We first prove case (1). At a critical point s
This in conjunction with the boundary condition f ′ (0) = 0 proves the monotonicity of f . Noting that in local coordinates the evolution equation (3.3) for f reads
by the expression (9.9) for the Laplacian and
by the soliton equations (2.1) -(2.3), we obtain by differentiating (4.1) that
This proves that f ′′ < 0. To prove case (2) note that the continuous dependence of the solution (f, a, b) on f ′′ (0) and case (1) imply that f ≤ 0 everywhere. Since a ′ (0) > 0 we deduce that
b is a Lipshitz function on any closed interval I ⊂ (0, s 0 ) and hence, by standard theory of ODE, it follows from (4.1) that if f is constantly zero in a neighborhood of s = 0 it must be constantly zero on all of [0, s 0 ). So we are left to show that f is zero near s = 0. If this were not the case, there would be an interval of the form (0, ǫ), ǫ > 0 on which f, f ′ < 0. Furthermore, the boundary conditions (2.4) imply that
, for ǫ sufficiently small. However, from (4.1) it would then follow that f ′′ > 0 on (0, ǫ) leading to a contradiction.
Finally we can also prove that R is monotonically decreasing. Proof. From the evolution equation (3.5) for R we see that for any critical point s * > 0 for which R ′ = 0 we have ∆R = R ′′ ≤ −2|Ric| 2 = −2|∇ i ∇ j f | 2 < 0, where the last strict inequality follows from the previous lemma. Since R ′ = 0 and R ′′ < 0 at s = 0 we obtain the desired result.
Existence of complete solitons
In this section we will prove the following theorem:
Theorem 5.1. On the line bundle L k,p for k, p ∈ N there exists a family of complete steady Ricci solitons. In particular, there is a f 0 ≥ 0 such that any f
Remark 5.2. In [Wink17] and [Stol17] these solitons were constructed independently.
The strategy will be to first show that as long as Q < √ n + 1 a solution cannot blow up in finite distance and then use the evolution equation (3.1) of Q to argue that we can make Q arbitrarily small by picking f ′′ (0) ≪ −1.
Proof. By the monotonicity properties of a, b and f derived in lemma 4.1 we see that the condition Q < √ n + 1 implies
which in turn shows that
as long as Q < √ n + 1 holds true. Furthermore, by lemma 4.2 and (4.1) it follows that
Hence by the Picard-Lindelöf theorem we can extend the solution past s 0 . Now we show that for at least short distance s we have Q < √ n + 1.
. In particular we can extend the solution
Proof. From the evolution equation (3.1) for Q we have that whenever 0 ≤ Q ≤ 1 and
Integrating we obtain
by the monotonicity properties of f and b, and the fact that Q ′ (0) = a ′ (0). Integrating again, yields the desired result by lemma 5.3. Now we can prove theorem 5.1:
Proof of Theorem 5.1. From the soliton equations (2.1)-(2.3) it follows that
Solving the last equation for
′ and substituting the resulting expression into the evolution equation (4.1) of f shows that
for as long as a and b are increasing, which by lemma 5.4 is true for s < 1 a ′ (0) . Now (5.10) implies that for constants s 0 < 1 a ′ (0) and c 0 > 0, we can find an f 0 > 0, such that for f ′′ (0) < −f 0 we have f ′ (s) ≤ −c 0 for s > s 0 and hence, by the monotonicity properties, f (s) ≤ −c 0 (s − s 0 ) for s > s 0 . Therefore from lemmas 5.4, the inequality (5.7) and the fact that b ≥ 1 as long as Q < √ n + 1, we deduce that
By choosing s 0 small and c 0 large we can ensure that Q ≤ 1 for all times and thus lemma 5.3 yields the desired result.
Remark 5.5. From the above proof it follows that for any c ∈ (0, 1] there exists a f 0 > 0 such that for f ′′ (0) < −f 0 we have Q ≤ c.
Asymptotics
In this section we study the behavior of Q as s → ∞ in the case that f ′′ (0) < 0. The goal is to prove the following theorem:
Finally, any complete solution to the soliton equations satisfies Q ≤ 1 everywhere.
For this it will be useful to rewrite the soliton equations (2.2) and (2.3) for a and b in the form
As the limits of both f ′ and Q as s → ∞ exists, we will be able to derive the asymptotics of a and b from the following auxiliary lemma: 
Proof. Note that by writing z = y 2n+1 the ODE (6.4) becomes (6.7)
we get the system of equations
We will now investigate the phase diagram of this ODE system in the first quadrant w > 0, z > 0 (where we take z to be the x-axis and w to be the y-axis). Then consider the subregions in the first quadrant
where
Note that we have 0 < f − (z) < f (z, s) < f + (z) if we pick ǫ > 0 sufficiently small. In the Region R − we have
Because f + (z) is strictly increasing, any solution starting in R + will eventually enter S and never return to R + . Similarly lim z→∞ f ′ − (z) = 0 implies that any solution starting in R − will eventually leave R
We can prove a slight generalization to lemma 6.2, by considering the case in which 0 < c 1 (s) ≤ ǫ: 
Proof. First notice that y must be non-decreasing. This proves the lower bound.
To prove the upper bound we can follow the proof of lemma 6.2, however this time we only consider the subregions in the first quadrant of the phase diagram R + : w > f + (z) (6.14)
Any solution starting from R + will eventually enter R − and remain there. Furthermore any solution starting from R − remains in R − . Therefore there exists a s 0 > 0, such that for s > s 0 we have
Integrating this equation gives the desired result.
Now we can proceed to prove Proof. By lemma 3.1 we know that Q ′ changes its sign at most once and therefore the limit Q ∞ = lim s→∞ Q exists. To prove the second part note that the evolution equation (3.1) for Q can be written as
Integrating from 0 to s we obtain
This however implies that the RHS of (6.19) tends to ∞ as s → ∞, contradicting our assumption that Q ∞ < ∞.
In the case that b ∞ = ∞, it follows that b must be monotonically increasing. From this one can bound the RHS of (6.19) and show that lim s→∞ Q ′ = 0. Finally, in the case that 0 < b ∞ < ∞, we can apply L'Hôpital's rule to the RHS of (6.19) and show that the limit (6.21) lim
exists. Since 0 ≤ Q ∞ < ∞, we must have that lim s→∞ Q ′ = 0. Furthermore we can deduce that Q ∞ = 0 or 1 in this case.
For the rest of the paper we will denote Q ∞ = lim s→∞ Q and b ∞ = lim s→∞ b. 
Therefore b ′ must become negative in finite distance, contradicting the monotonicity of b. Proof. We will show that Q ∞ = 0 implies that Q ∞ = 1.
By lemma 6.5 we know that Q 2 ∞ ≤ n + 1. By lemma 6.4 we know that lim s→∞ Q ′ = 0 and by the assumption f ′′ (0) < 0 it follows that lim s→∞ f ′ = f First assume that 0 < Q 2 ∞ < n + 1. By applying lemma 6.2 to (6.1) and (6.2) we deduce that for any sufficiently small ǫ > 0 there exists an s 0 > 0 such that for s > s 0 (6.24)
where γ a,± = 4nQ
Taking the limit of (6.24) as s → ∞ we obtain (6.25)
Since ǫ > 0 can be chosen arbitrarily small, we conclude that Q ∞ solves the equation
which in the interval (0, √ n + 1) has the unique solution Q ∞ = 1. In the case that Q 2 ∞ = n + 1 it follows from corollary 6.3 that . From the claim, the equation (6.1) and the monotonicity properties of a, b, f , it thus follows that for ǫ > 0 there exist constants C 1 , C 2 , s 0 > 0 such that for s > s 0
Solving this differential inequality, one finds that a must be bounded as s → ∞, which proves the desired result. Proof. We will first show that b has to become monotonically decreasing. By lemma 6.6 we know that Q is unbounded and hence there exists an s 1 > 0 such that for s > s 1 we have Q 2 > n + 2. It follows from (2.3) that (6.37)
for s > s 1 . Multiplying this equation by b ′ and integrating we see that b ′ must become negative after finite distance s 2 . Furthermore, by lemma 4.1, b ′ remains negative on the maximal extension of the solution. Thus for s > s 2 we have by equation (2.2) and the monotonicity properties of f that (6.38)
where c 1 , c 2 > 0. However, one can use phase diagrams to prove that any a with a(s 2 ), a ′ (s 2 ) > 0 satisfying this differential inequality must blow up in finite distance. We prove this using phase diagrams: Taking z = a, w = a ′ we obtain the ODE system z ′ = w (6.39)
Since z ′ = a ′ > 0 we can take z to be the independent variable and obtain and hence we cross over to region R + in finite z. Furthermore on the curve w = g(z)
we have dw dz > g ′ (z) for z large enough. Thus we have that w(z) eventually remains in R + . However, switching back to the independent variable s, this implies that eventually
which can easily be shown to blow up in finite time.
Theorem 6.1 follows from above lemmas.
Existence of non-collapsed complete solitons
So far we have only shown the existence of gradient steady solitons with Q ∞ = 0 (see theorem 5.1 and remark 5.5). These solitons are collapsed and therefore cannot occur as blowup limits of Ricci flow on closed manifolds. In this section we will construct a complete steady soliton with Q ∞ = 1 in the case k > p. One can check that it is non-collapsed using theorem 6.1 of the previous section.
We begin by defining
By theorem 6.1 we know that for any f ′′ (0) < f * 0 we must have Q ≤ 1 everywhere. In the following we will show that f * 0 < 0 for a ′ (0) = k p (n + 1) > n + 1 and then argue that choosing f ′′ (0) = f * 0 leads to a complete non-collapsed steady gradient Ricci soliton. 
where a, b, f, p are viewed as functions of r and ′ denotes differentiation with respect to r. These equations can be solved explicitly by taking the gauge
for L > 0 a constant (see [PP87] ). Eliminating the term
2) by the expression obtained for it from (7.1) we deduce that
Substituting (7.7) into (7.3) and applying the gauge condition pa = L we obtain the first order equation
for a. Integrating, we therefore obtain the solution
where −L < r b < 0 is some constant. From this we can compute
showing that if we take
(7.14) = a ′ (0) and b s=0 = 1. However, taking the limit r → 0 − we see that We will now show that for this solution lim s→∞ Q = 1. Assume this were not true, then by lemma 6.6 lim s→∞ Q = 0 and thus, by lemma 3.1, there exists a unique s * such that Q max := max s∈[0,∞) Q = Q(s * ) < 1. We cannot have Q max = 1, because this would imply that a = b everywhere. Now take s * * > s * and note that by lemma 7.1 f * 0 < 0, since a ′ (0) = (n + 1) k p > n + 1. Hence, by the continuous dependence of the solution on f ′′ (0), we can find an ǫ 0 > 0 such that for all ǫ < ǫ 0 a solution (f ǫ , a ǫ , b ǫ ) : [0, s * * ] → R 3 with f ′′ ǫ (0) = f * 0 + ǫ < 0 exists and Q ǫ := aǫ bǫ obtains a local maximum Q max,ǫ < 1 at some s * ,ǫ < s * * . From lemma 3.1 we deduce that Q ǫ < 1 on the maximal extension of the solution (f ǫ , a ǫ , b ǫ ). However by lemma 5.3 we deduce that (f ǫ , a ǫ , b ǫ ), ǫ < ǫ 0 can be extended to a complete solution, which contradicts the definition of f * 0 .
This in conjunction with theorem 6.2 concludes the proof of our main theorem 1.2.
Taub-Nut like solitons and the Bryant soliton
As mentioned in the introduction, we can consider the completion of the warped product metric (1.9) on R >0 × S 2n+1 as a metric on R 2n+2 , by specifying the boundary conditions
This is because near s = 0 the metric is then of the form
To ensure that the metric is smooth at s = 0 we need to further require that a(s) and b(s) are extendable to smooth odd functions around s = 0. We would also like to point out that in the case of a = b everywhere, we obtain a general rotationally symmetric metric on R 2n+2 of the form
and the soliton equations (2.1) − (2.3) reduce to
which are precisely the soliton equations of a rotationally symmetric gradient steady soliton on R 2n+2 . We will exploit this fact in theorem 8.1 below to give a another proof of the existence of the Bryant soliton in even dimensions greater than four. Furthermore, if we take d = 2n + 2 and allow n ∈ { k 2 k ∈ N} to take half-integer values in (8.4) and (8.5), we obtain the rotationally symmetric soliton equations on
It will turn out that our proof of the existence of the Bryant soliton in theorem 8.1 carries over word by word to the odd dimensional case as well.
With boundary conditions (8.1), the soliton equations (2.1)-(2.3) are, as previously, degenerate at s = 0. Nevertheless one can adapt the proof of theorem 2.1 to show that for each a 0 , b 0 ∈ R there exists a unique analytic solution near s = 0 satisfying a ′′′ (0) = a 0 and b ′′′ (0) = b 0 in addition to the above boundary conditions. Furthermore the solution depends smoothly on a 0 and b 0 .
By applying L'Hôpital's rule to equation (2.1) we see
and from (3.4) it follows that R(0) = −2(n + 1)f ′′ (0). Since R ≥ 0 for any ancient solution to Ricci flow we must therefore require that a ′′′ (0) + 2nb ′′′ (0) ≤ 0. All of our previous results carry over word by word or with slight modifications, allowing us to prove the following theorem with little extra effort: Proof. In cases (1) and (2) we have f ′′ (0) = 0 and hence f ≡ 0 everywhere by lemma 4.2. It easily seen that a = b = s is the unique solution in case (1) and that it corresponds to the standard Euclidean metric on R 2n+2 . In case (2) we obtain the Taub-Nut metrics as derived in [AG03] .
By L'Hôpital's rule we compute that
Hence in case (4) we see that for small s > 0 we have Q ′ < 0. By lemma 3.1 it follows that Q ′ < 0 for as long as the solution exists and thus by lemma 5.3 we obtain a complete Ricci soliton (f, a, b) : [0, ∞) → R 3 . From lemma 6.6 it follows that lim s→∞ Q = 0 and therefore a ∼ const and b ∼ const √ s as s → ∞ by lemmas 6.7 & 6.4.
To prove case (3), assume that Q > 1 after finite distance s 0 . Then, by the continuous dependence on parameters, we could pick an ǫ > 0 sufficiently small such that the solution (f ǫ , a ǫ , b ǫ As mentioned above, the proof of the existence of the Bryant soliton in case (4) carries over word by word to odd dimensions d ≥ 3 by allowing n to take half-integer values. One easily checks that all of the previous results also hold for such n. In particular, no term involving n in the evolution equation (3.1) of Q or any other (in-)equalities studied above changes its sign when we allow half-integer values for n. We only fail to have a geometrical interpretation of a and b, when a = b in odd dimensions. When a = b, however, we can interprete a as in (8.3). Therefore we obtain another proof for the existence and uniqueness of the Bryant soliton in dimensions d ≥ 3: 
Conjectures
In this section we briefly discuss two conjectures relating to the non-collapsed solitons from theorem 1.2. We numerically integrated the soliton equations (2.1) − (2.3) and found strong support for the following conjecture: In particular, choosing the normalization
, we obtain a complete collapsed steady soliton Motivated by the discovery of the non-collapsed steady soliton in this paper, we also conducted preliminary simulations of the full Ricci flow equation (1.1) to investigate whether these solitons appear as singularity models. Our results seem to indicate that they do indeed occur as blow-up limits. A further paper on this is in preparation. We therefore conjecture: Fubini-Study metric as the base manifold. For the same reason we multiply the connection form A by 2. We will compute the full curvature tensor of g using Cartan's formalism. Pick an orthonormal frame of 1-forms e 0 = ds, e 1 = a (dτ − 2A) and e i = bê i , i = 2, 3, · · · , 2n + 1, whereê i is an orthonormal frame on the baseM . Denote by e i , i = 0, 1, · · · , 2n + 1 andê i , i = 2, 3, · · · 2n + 1 the corresponding dual basis. In the following indices will run from either 0 to 2n + 1 or 2 to 2n + 1, which will be clear from context.
The connection 1-forms θ Proceeding, we obtain
Note that we used that the complex structure J is parallel for a Kähler manifold and thus ω ikθ k j =θ k i ω kj . Finally we can compute the non-zero entries of the Ricci tensor via R ij = R k ikj
From this we can also compute the scalar curvature
Finally we need to compute the Hessian ∇ 2 f . From Koszul's formula it follows that the only non-zero terms are
Therefore we obtain the soliton equations (2.1)-(2.3). From above it also follows that the Laplacian ∆Φ of a function Φ : M → R depending only on s can be written as
Appendix B
Here we prove theorem 2.1 ascertaining the local existence of analytic solutions to the soliton equations (2.1)-(2.3) around the origin. We begin by proving theorem 9.2, which generalizes the following result of the French mathematicians Briot and Bouquet to a parameter dependent system of ODEs: We then show how the soliton equations (2.1)-(2.3) can be put in a form such that theorem 9.2 can be applied. This yields the proof of theorem 2.1. 
then there exists an ǫ > 0 and a one-parameter family of analytic vector valued functions u(·, λ) : (−ǫ, ǫ) → R n solving the ODE system r du(r, λ) dr = P (u(r, λ), r, λ) (9.13) u(0, λ) = 0 (9.14)
for λ ∈ (c − ǫ, c + ǫ). Furthermore u depends analytically on λ.
Remark 9.3.
(1) I n denotes the n × n identity matrix.
(2) For a matrix M we denote by M the operator norm with respect to the standard Euclidean norm on R n .
Proof. We follow the proof of the one-dimensional case presented in [H79] [Theorem 11.1]. Denote by u i and P i , i = 1, 2, · · · , n, the components of u and P respectively. By analyticity we can write P i as a power series around the origin (9.15) P i (u, r, λ) = k1,··· ,kn+2∈N
such that for some M > 0, R > 0 (9.16) |P ik1···kn+2 | < M R k1+···+kn+2 for i = 1, 2, · · · , n and k 1 , · · · , k n+2 ∈ N 0 . That is to say the powerseries converges whenever |u 1 |, · · · , |u n |, |r|, |λ − c| < R. Defining the analytic functions
we have that for |λ − c| <
we can then write (9.21)
for i = 1, 2, · · · , n, whenever |u i |, r < R and |λ − c| < R 2 . Below we fix such a λ and omit stating the dependence of our quantities on it.
We proceed by constructing a formal power series solution of the form 
for the j-th order terms (j > 1), where M j is a multinomial with non-negative coefficients depending on the variables indicated. In the following denote by D(m), m ∈ N the matrix with components (9.26) mδ ij − c ij .
Because the matrix c ij has no integer eigenvalues, D(m) is invertible for all m ∈ N and we can uniquely determine a ij order by order. In the following we will show that the resulting power series (9.22) has a positive radius of convergence. For this consider an analytic vector valued function Note that for fixed n ∈ N and a 0 ∈ R >0 we can freely varyḟ (0) = c. The boundary condition forḃ was derived by using the L'Hôpital's Rule and noting that (2.3) at s = 0 implies that b ′′ (0) = n + 1. Since onlyḟ andf appear in the equation we may consider this ODE as first order inḟ . Furthermore, defining F =ḟ and B =ḃ we can turn the equations (9.50)-(9.52) into a first order system of ODEs in (F, h, b for all m ∈ N. Therefore we can apply theorem 9.2 proving the desired result.
