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AbstractMarkov chains are an important tool for solving
practical problems. In particular, Markov chains have been
successfully applied in bioinformatics. Traditional statistical tools
for processing Markov chains assume that we know the exact
probabilities

pij

of a transition from the state

i

to the state

j.

fuzzy numbers

µij

which describe these probabilities; see, e.g.,

[13], [19].
A natural question is: once we have this information about
the one-step transition probabilities, what can we conclude

In reality, we often only know these transition probabilities with

about the 2-step transition probabilities? For example, in the

interval (or fuzzy) uncertainty. We start the paper with a brief

interval case, we would like to know the intervals

(

reminder of how the Markov chain formulas can be extended to

(2)
pij

the cases of such interval and fuzzy uncertainty.
In some practical situations, there is another restriction on the

=

pik · pkj : pab ∈ pab ,

k=1

Markov chainthat this Markov chain is symmetric in the sense

i and j , the probability of transitioning
i to j is the same as the probability of transitioning from
i: pij = pji . In general, symmetry assumptions simplify

n
X

n
X

)

pab = 1 .

b=1

that for every two states

In the fuzzy case, we would like to know the fuzzy sets

from

corresponding to

j

to

(2)

pij

.

computations. In this paper, we show that for Markov chains

III. F ROM THE C OMPUTATIONAL V IEWPOINT, I T I S

under interval and fuzzy uncertainty, symmetry has the opposite

S UFFICIENT TO C ONSIDER I NTERVAL U NCERTAINTY

effect: it makes the computational problems more difcult.

In the fuzzy case, to describe the corresponding uncertainty,
for each value

I. M ARKOV C HAINS ARE I MPORTANT
Many real-life processes are described by Markov chains,
in which the probability

pij

of going from state

i

to state

j

depends only on these two states and does not depend on the

µij (p)

p of the probability pij , we describe the degree

to which this value is possible.

For each degree of certainty
of values of

pij

of certainty  the

to described gene-related processes in bioinformatics; see, e.g.,

original fuzzy

[4], [12].

interval.

i, the probabilities pij of
j = 1, . . . , n should add up to one:

states

n
X

going to different

pij = 1.

(1)

pij of one-step transitions, we
(2)
probabilities pij of 2-step transitions as

we know the probabilities

(2)

n
X

can

(2)

II. M ARKOV C HAINS UNDER I NTERVAL AND F UZZY
U NCERTAINTY
In practice, we often do not know the exact values of the
Instead, we know the intervals

of possible values of

α-cuts

then, for each

p

pij ,

α-cuts.

are intervals.

pij

So, if instead of an interval

of possible values of

the transition probability, we have a fuzzy number

µij (p)

of

xij (α) (α-cuts

or, even more generally,

of the given fuzzy sets).

Our objective is then to compute the fuzzy number corresponding to the desired value

transitions, etc.

[pij , pij ]

α,

A fuzzy set can be thus viewed as a nested family of its

of nested intervals

pik · pkj .

Similarly, we can then dene the probabilities of 3-step

pij .

for every

possible values, then we can view this information as a family

k=1

transition probabilities

α-cuts

we can determine the degree of possibility that

A fuzzy number can be dened as a fuzzy set for which all

One computational advantage of Markov chains is that once

pij =

p,

belongs to the original fuzzy set [1], [3], [10], [15], [16], [17].

j=1

determine the

def

Vice versa, if we know
value

we can determine the set

α-cut pij (α) = {p | µij (p) ≥ α} of the
set. In many practical cases, this α-cut is an

previous history. In particular, Markov chains are actively used

For each state

α,

that are possible with at least this degree

. In this case, for each

α-cut of this fuzzy number can
be computed based on the α-cuts pij (α) of the corresponding
level

α,

(2)

pij

the corresponding

input fuzzy sets. The resulting nested intervals form the desired
fuzzy number for

(2)

pij

.

So, e.g., if we want to describe 10 different levels of uncertainty, then we must solve 10 interval computation problems.
Thus, from the computational viewpoint, it is sufcient to
produce an efcient algorithm for the interval case.

IV. I N G ENERAL , E FFICIENT A LGORITHMS FOR

IX. P ROOF OF NP-H ARDNESS

C OMPUTING 2-S TEP T RANSITION P ROBABILITIES UNDER
I NTERVAL U NCERTAINTY A RE K NOWN

◦

1 .

Our proof is based on reducing, to this problem, a known

n positive
εi ∈ {−1, 1}

NP-hard subset problem, where we are given

Specically, these algorithms are described in [11]. Motivations and details of these algorithms are given in the Appendix.

s1 , . . . , sn , and we
n
P
which
εi · si = 0.

integers
for

must nd the values

i=1

For precise denitions of NP-hardness, see, e.g., [5], [18].
V. S YMMETRIC M ARKOV C HAINS
In

some

practical

situations,

we

have

2◦ .

symmetric

(T-

invariant) Markov chains, i.e., Markov chains in which the

pij

probability

of going from state

i

to state

to the probability of going from state

j

j

is always equal

to state

i: pij = pji .

This happens, e.g., in describing mutations and other transitions in bioinformatics.

U NCERTAINTY
As we have mentioned, in real life, we often only know the

pij

Markov chain with
some small

◦

3

1
1
− α · si , + α · si
n
n

[p1i , p1i ] =

α > 0.
α

. The value

for

should be selected in such a way as to

guarantee that the transition probabilities are always non-

1
− α · si ≥ 0 for all i. This requirement
n
1
1
is equivalent to α · si ≤
, i.e., to α ≤
. This must hold
n
n · si
for all i, so we must make sure that α does not exceed the

negative, i.e., that

VI. S YMMETRIC M ARKOV C HAINS UNDER I NTERVAL

transition probabilities

To each instance of the subset
problem, we assign
·
¸ a

with interval (or fuzzy) uncertainty.

smallest of these values  i.e., the value corresponding to the
largest

si .

Thus, we can take

α=

How does the additional symmetry requirement change the
range of possible values of 2-step transition probabilities?

1
.
n · max si
i

The main change is that in the formula describing this range,
we must impose this additional symmetry requirement. Thus,
we arrive at the following formula:

(2)

pij,sym =
(

n
X

pik · pkj : pab ∈ pab , pab = pba ,

k=1

n
X

)
pab = 1 .

b=1

4◦ . In this case, for every i, the (unknown)
p1i = pi1 can be described as
1
p1i = pi1 = + α · ∆i ,
n
1
def
can take any value
where ∆i = p1i −
n
[−si , si ].

i=1

n µ
X
1

It is known that the symmetry assumption usually enables
us to speed up computations.

pij .
pij

become

symmetric, and it is known that for symmetric matrices,
there are often faster algorithms; see, e.g., [2].
It is therefore reasonable to expect that under interval uncertainty, symmetry will also be helpful.

i.e., that

1+

n
P
i=1

6◦ .

∆i = 1

(2)

p11,sym

and

prove that in the symmetric case, computing the (endpoints
of the) exact range

(2)

pij,sym

of 2-step probabilities is computa-

tionally difcult (namely, NP-hard).

i=1

∆i = 0 .

that in two steps we will return back from

(2)

p11,sym =

(2)

pij,sym ,

n
X

p1i · pi1 .

i=1
Since we only consider symmetric probabilities, we have

p1i ,

hence

(2)
p11,sym

Specically, we have mentioned that in the general case of
is a computationally feasible problem. In contrast, we will

n
P

= 1,

this probability is equal to

chain computations more complex.
interval uncertainty, computing 2-step transition probabilities

+ α · ∆i

state 1 to state 1. According to the general denition of

M AKES C OMPUTATIONS M ORE C OMPLEX

tations, under interval uncertainty, symmetry makes Markov

¶

Let us now nd the range of possible values for the

probability

VIII. U NDER I NTERVAL U NCERTAINTY, S YMMETRY

In this paper, we prove that, contrary to the above expec-

n

i=1

• First, because of symmetry, we need to store fewer data
• Second, the transition probability matrix

from the interval

5◦ . In terms of the auxiliary variables ∆i , the requirement that
n
P
p1i = 1 means that

VII. I N G ENERAL , S YMMETRY H ELPS

values

actual probability

=

n
X

pi1 =

p21i .

i=1

1
+ α · ∆i into this formula,
n
¶2
n µ
X
1
+ α · ∆i .
=
n
i=1

Substituting the expression
we get

(2)

p11,sym

p1i =

Here,
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1
+ α · ∆i
n

µ ¶2
1
1
=
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n
n

¶2

(2)

n µ ¶2
X
1

+

n
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A PPENDIX : A NALYSIS OF THE G ENERAL
(N ON -S YMMETRIC ) P ROBLEM AND A S TEP -B Y-S TEP
D ESIGN OF E FFICIENT A LGORITHMS FOR S OLVING T HIS
P ROBLEM
Reduction to SUE expressions. We would like to use interval
computations (see, e.g., [7], [8], [9], [14]) in our estimates. In
interval computations, one known source of excess width is
repetition of variables. It is known that if a formula is a single-

The reduction is proven, and so the problem of computing

use expression (SUE), i.e., if in this formula, each variable only

of 2-step transition probabilities in the symmetric interval-

occurs once, that for such formulas, straightforward interval

uncertainty case is indeed NP-hard.

computations lead to the exact range (see, e.g., [6]). To avoid

this excess width, let us rst represent the expression (2) in

course, we also need to check that this solution does belong to

SUE form.

this boundary element (and not to its extension) by checking

The original formulas have few repetitions of variables, so

that all linear inequalities that dene this element are satised.

this reduction can be easily done. The resulting expressions

(For vertices, we simply compute the value of the quadratic

are different for

i=j

and for

i 6= j .

For

i = j,

we get the

(2)

pii =

X

pik · pkj + p2ii .

(3)

k6=i
For

i 6= j ,

=

X

≈ 2n boundary
n
elements, this algorithm requires exponential (≈ 2 ) time. So,
we must design a faster algorithm. Our new algorithm will
actually use peeling  but not peeling applied to the original

we get the following SUE expression:

(2)
pij

function.)

The only problem is that since we have

following SUE expression:

pik · pkj + pij · (pii + pjj ).

problem, but peeling applied to reduced problems (with fewer
(4)

variables).
Reduction to a fewer-dimensional problem: Step 1. Let us

k6=i,j

describe how this reduction can be done.
Auxiliary peeling algorithm for solving quadratic optimization problems: reminder. To compute the exact range of

(2)

pij

, we must nd the maximum and the minimum of the

We will start with the case when

i=j

and we are looking

for the maximum of the quadratic expression (3). In this case,
we want to solve the following problem:

X

corresponding expressions (3) and (4) under the conditions
(1) and

pik · pki + p2ii → max

(7)

k6=i

pij ≤ pij ≤ pij .

(5)

under the conditions that

X

In other words, we want to optimize a quadratic function under
linear constraints (equalities and inequalities).
To solve these auxiliary optimization problems, we can use
the idea of peeling; see, e.g, [8]. The idea of peeling is a
natural extension of the known simplex techniques for solving
linear programming problems. This idea can be described as
follows.
From the geometric viewpoint, a region described by linear

In (7), the coefcients at

a

and

b

and that

pik + pii = 1.
pki

(8)

are non-negative; therefore, the

maximum is attained when each of the terms
largest possible value

pki .

pki

attains the

In other words, the solution to the

problem (7) is also a solution to the following problem with
fewer unknowns:

minimum) of a function in this region is attained either in the
boundary polyhedral elements: faces, faces of the faces, . . . ,

for all

k6=i

equalities and inequalities is a polytope. The maximum (or a
interior of this polytope, or in one of its lower-dimensional

pab ∈ pab

X

pik · pki + p2ii → max

(9)

k6=i
under the conditions (8) and

pik ≤ pik ≤ pik .

all the way to 0-dimensional elements  vertices.

(10)

Based on the equalities and inequalities that describe a polytope, we can explicitly describe all these polyhedral elements;
there are

≈ 2m

of them, where

m

is the overall number of

variables and constraints. For each of these boundary elements,
we can select independent variables
the dimension

d

xi1 , . . . , xid

 as many as

of this boundary element  and explicitly

describe other variables

xi

Reduction to a fewer-dimensional problem: Step 2. Let
x the value
variable:

as linear functions of these inde-

pii , we get the following problem with one fewer
X
pik · pki → max
(11)
k6=i

pendent ones. (In the limit case, when we consider vertices 
0-dimensional boundary elements  there are no independent

under the conditions (10) and

X

variables at all.) If we substitute the expressions for all the
variables in terms of independent ones into the optimized
quadratic function, then we get an expression
for this quadratic function in terms of

xi1 , . . . , xid

d

only. If the minimum or maximum of this ex-

pression is in the interior of the boundary element, then all

d

partial derivatives w.r.t. these variables should be equal to 0:

∂E
= 0.
∂xik

(6)

Since the derivative of a quadratic function is a linear function,
the equations (6) forms a system of

d

unknowns

xi1 , . . . , xid .

d

linear equations with

This system is easy to solve, so for

each boundary element, we get a possible optimum point. Of

pik = 1 − pii .

(12)

k6=i

E(xi1 , . . . , xid )

independent variables

pii

be the value for which the maximum is attained. Then, if we

Reduction to a fewer-dimensional problem: Step 3. To
perform a further reduction, let us sort that the coefcients

pki (k 6= i)

in decreasing order, i.e., in such a way that

p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .

(13)

The sums in (11) and (12) do not depend on the order in which
we add the terms. Thus, the above optimization problem can
be reformulated as follows:

X
k

pi(k) · p(k)i → max

(14)

(where

pi(k)

denotes the value

pil

for which

pli = p(k)i ) under

the conditions

This is a quadratic optimization problem with 2 variables under linear constraints, so, for this problem, the peeling method

pi(k) ≤ pi(k) ≤ pi(k)
and

X

(15)

(16)

k

k 1 < k2 ,

22 = const

we have

pi(k1 ) < pi(k1 )

Once we compute the optimal values of
we can compute the corresponding value

pi(k2 ) > pi(k ) , then we can subtract a small positive value
2
ε > 0 from pi(k2 ) and add this value to pi(k1 ) , i.e., replace
pi(k1 ) with p0i(k1 ) = pi(k1 ) + ε and p0i(k2 ) = pi(k2 ) − ε (we
keep all other values pi(k) unchanged). If ε is small enough, we
still satisfy the conditions pi(k1 ) ∈ pi(k1 ) and pi(k2 ) ∈ pi(k2 ) .

Vk 0 =

X

X
k:k>k0

pi(k) · p(k)i + p2ii .
(2)

pii

The actual maximum of

0
(16) is still satised, so the new values pi(k) satisfy all the
necessary conditions.
0
If we replace pi(k) by pi(k) , then the value of the optimized

largest of the corresponding values

(2)

pii

: rst draft. The above analysis leads to the following

pki (k 6= i) in decreasing order:
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .
0
Then, for each k = 1, . . . , n − 1, we do the following:
 we compute the value ck0 by using formula (20);

• First, we sort the values
•

function.

(pi(1) , pi(2) , . . .)

 we solve the problem (17)(19) of optimizing a

for which the above condition is never satised, i.e., for which:

quadratic function of two variables

k > k0 ,

• once

p

> pi(k)0 , we have pi(k) = pi(k)

Thus, if there is a

pi(k) = pi(k)
k > k0 .
have

k0

 based on the solution, we compute
for all

k<k

0

.

pi(k0 ) < pi(k0 ) < pi(k0 ) , we
k < k 0 and pi(k) = pi(k) for all

• Finally, we return the largest of the values

is xed, the original optimization problem takes the following

nal computation of the largest of

pi(k0 ) · p(k0 )i +

p2ii

→ max

O(n · log(n))

steps (see, e.g., [2]). After sorting, for each

•

O(n)

steps to compute the sums in

problem with 2 unknowns, and

• then, again
the total of
of

n−1

O(n)

O(n)

steps to compute

O(n) steps. Since we
k 0 , we thus need a

values

steps 

O(n) steps of each
O(n2 ) steps. The
n − 1 values Vk0 requires
total of

steps, so the overall computational complexity of the

pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) , pii ≤ pii ≤ pii ,

(18)

pi(k0 ) + pii = ck0 ,

(19)

O(n2 ) + O(n · log(n)) =

2

O(n ).
This is much larger than

(2)

pii

O(n)

steps that is necessary

in the non-interval case, by

using the formula (2). It is therefore desirable to decrease the

and

ck0 = 1 −

O(n)

need

to compute the value of

def

ck0 ,

• then a constant number of steps to solve the optimization

(17)

where we denoted

k0 ,

we need:

after-sorting part of this algorithm is

under the conditions that

V1 , . . . , Vn−1

What is the computational complexity of this algorithm?
Sorting requires

form:

by using the

as the solution to the original optimization problem.

k 0 , i.e., if for every k , pi(k) = pi(k) or
pi(k) = pi(k) , then once pi(k) = pi(k) and hence pi(k) > pi(k) ,
0
we have pi(k0 ) = pi(k0 ) for all k < k . Similarly, once pi(k) =
pi(k) and hence pi(k) < pi(k) , we have pi(k0 ) = pi(k0 ) for all
k0 > k.
0
In all these cases, there is a borderline value k such that
0
pi(k) = pi(k) for all k < k and pi(k) = pi(k) for all k > k 0 .
0
Thus, once we xed k , the optimal values of all the variables
pi(k) are xed except for one variable: pi(k0 ) . Hence, once k 0
If there is no such

Vk 0

formula (21).

for which

for all

pi(k0 ) and pii with

linear constraints;

and

i(k0 )

Vk 0 .

i, the upper endpoint
(2)
(2)
pii of the interval of possible values of pii :

increase (or at least not decrease) the value of the optimized

for all

can then be determined as the

algorithm for computing, for a given

2

pi(k0 ) < pi(k0 ) , we have pi(k) = pi(k)

(21)

Resulting algorithm for computing the upper bound for

such a way that one of these conditions is no longer true, and

Hence, a maximum is attained at a vector

pii ,

and

of the original

pi(k) · p(k)i + pi(k0 ) · p(k0 )i +

resulting probabilities remains the same hence, the condition

ε · (p(k1 )i − p(k2 )i ). Since the
values p(k)i are sorted in decreasing order, and k1 < k2 , we
conclude that the increase is non-negative. Thus, if pi(k1 ) <
pi(k1 ) and pi(k2 ) > pi(k ) , we can change the values of pi(k) in

pi(k0 )

k:k<k0

Since we added and subtracted the same value, the sum of the

function (14) is increased by

Vk 0

objective function as

and

• once

number of computational

steps.

pi(k) = 1 − pii .

In this case, if, for some

leads to a solution in

computation time of our algorithm. How can we do that?
Decreasing the computation time of the resulting algo-

X
k:k<k0

pi(k) −

X
k:k>k0

rithm. It is indeed possible to reduce the above computation

pi(k) .

(20)

time because we do not really need to compute
from scratch every time: for each

k 0 > 1,

ck0

and

Vk 0

we can compute

the values of these variables by modifying the previous values.

k > k0 ,

More specically, we can compute the auxiliary values

by solving the following quadratic optimization problem with

def

Wk 0 =

X

X

pi(k) · p(k)i +

k:k<k0

k:k>k0

(22)

W1 ;

X

(31)

pij ≤ pij ≤ pij , pi(k0 ) + pii + pij = ck0 ,

(32)

where we denoted

pi(k)

def

ck0 = 1 −

(24)

and

pi(k) · p(k)i .

(25)

k:k>1

ck−1 and Wk−1 , we can
Wk by using the following

After that, once we know the values
compute the next values of

pi(k) −

X
k:k>k0

pi(k) .

(33)

This is a quadratic optimization problem with 3 variables un-

X

W1 =

X
k:k<k0

k:k>1

ck

and

easy-to-deduce formulas:

ck = ck−1 − pi(k−1) + pi(k)

(26)

der linear constraints, so, for this problem, the peeling method
leads to a solution in

23 = const

number of computational

steps.
The above expression for the objective function can be
reformulated as

Vk0 = Wk0 + pi(k0 ) · p(k0 )i + pij · (pii + pjj ).
Thus, similarly to the case

i = j,

(34)

we can set up the after-

sorting part of our algorithm as doing the following for each

and

Wk = Wk−1 + pi(k−1) · p(k−1)i − pi(k) · p(k)i .

(27)

k 0 = 1, . . . , n − 2:
0
• rst, we compute the value ck0 ; for k = 1, we use the
0
formula (24); for k > 1, we use the formula (26);

After this modication, the after-sorting part of the algorithm

k 0 = 1, . . . , n − 1, we do the following:
0
rst, we compute the value ck0 ; for k = 1, we use the
0
formula (24); for k > 1, we use the formula (26);

• we solve the problem (30)(??) of optimizing a quadratic

requires that for each

function of three variables

function of two variables

pi(k0 )

pii

and

with linear con-

Vk 0

lem, we compute
Here, for

k 0 = 1,

by using the formula (23).

we need

O(n)

steps, but for every other

we only need nitely many steps. Thus, the overall after-

sorting complexity of this algorithm is

O(n)

 exactly the

Similar algorithm for computing the upper bound for

lem, we compute
Here, for

k0 ,

k 0 = 1,

Vk 0

by using the formula (34).

we need

O(n)

steps, but for every other

we only need nitely many steps. Thus, the overall after-

sorting complexity of this algorithm is

O(n)

 exactly the

same as in the non-interval case.
Overall computational complexity. Overall, we need to sort

n

sequences corresponding to

n

different values of

i.

Thus,

n · O(n · log(n)) = O(n2 · log(n)) ¿ O(n3 )

(2)

pij

6= i). For the case j 6= i, similar reductions, when applied to

O(n)

steps to compute each of

O(n3 ) after-sorting steps.
O(n2 ·log(n))+O(n3 ) =

n2

endpoints is a solution to the following simplied optimization

Overall, the above algorithm requires

problem:

O(n3 )
pik · pkj + pij · (pii + pjj ) → max

(28)

(35)

upper bounds; therefore, we need

steps. After sorting, we need

the formula (4), lead to the conclusion that the desired upper

steps  asymptotically the same number of steps as in

the non-interval case.

under the conditions that

X

pab ∈ pab

for all

a

and

b

and that

pik + pii + pij = 1.

(29)

k6=i,j
After sorting the values

instead of
of

pki ,

pki ;

(2)

pij

, we must

therefore, we must sort the values

pki

instead

and we must solve the corresponding minimization

problems instead of the maximization ones.

pkj (k 6= i, j )

in decreasing order,

we can prove that there exists a borderline value

pi(k) = pi(k)

To compute the lower endpoint for

(2)

pij .
use p
ki

Similar algorithm for computing the lower bound for

k6=i,j

which

with linear

all the sorting requires

same as in the non-interval case.

X

pij

• based on the solution of the quadratic optimization prob-

0

• based on the solution of the quadratic optimization prob-

and

0
• we compute the auxiliary value Wk0 ; for k = 1, we use
0
the formula (25); for k > 1, we use the formula (27);

straints;

• we compute the value Wk0 ; for k = 1, we use the
0
formula (25); for k > 1, we use the formula (27);

pi(k0 ) , pii ,

constraints;

• we solve the problem (17)(19) of optimizing a quadratic

(j

(30)

pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) , pii ≤ pii ≤ pii ,

(23)

they will be computed as

c1 = 1 −

k0 ,

can be obtained

pi(k0 ) · p(k0 )i + pij · (pii + pjj ) → max

To be more precise, we do need to compute the original values

•

pij

under the conditions that

Vk0 = Wk0 + pi(k0 ) · p(k0 )i + p2ii .
and

and

linear constraints:

pi(k) · p(k)i ,

for which

c1

pi(k0 ) , pii ,

and the values

for all

k < k 0 , pi(k) = pi(k)

k

0

for

for all

As a result, we arrive at the

O(n3 ) algorithms for computing

2-step transition probabilities for interval Markov chains that
are described in [11].

