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Sornmaire 
La virtualisation de serveurs sur l'architecture x86 est, depuis quelques ann£es, 
un sujet tr£s chaud, qui a mene a des modifications importantes dans la structure 
de cette architecture ainsi qu'au developpement de nouvelles technologies basees sur 
diff&rentes approches pour impl^menter la virtualisation de serveurs. 
Nous avons r6alis6 une 6tude comparative Svaluant l'efficience de six logiciels 
libres de virtualisation publics sous la licence GPL : KQEMU, KVM, Linux- VServer, 
OpenVZ, VirtualBox et Xen. L'efHcience des logiciels de virtualisation a §t§ 6valu6e 
en fonction de leur performance ainsi que de leur capacity de mise a l'6chelle. Notre 
analyse a 6t6 faite en deux stapes. Dans la premiere 6tape, nous avons utilise sept 
bancs d'essai differents pour ^valuer la performance des logiciels de virtualisation et 
la comparer avec celle de Linux, observant le surcout impost par la couche de vir-
tualisation. Ensuite, nous avons 6valu6 la capacity de mise a l'6chelle des logiciels de 
virtualisation avec l'ex6cution concurrente du m§me banc d'essai sur 1, 2, 4, 8, 16 et 
puis 32 machines virtuelles. 
Les resultats de la premidre partie de revaluation ont plac6 Linux-VServer comme 
le logiciel de virtualisation le plus performant, suivi par Xen. OpenVZ a montre une 
moins bonne performance que celle attendue d'un logiciel de virtualisation au ni-
veau du syst£me d'exploitation, son point fort 6tant l'echange de donnGes par r6seau. 
KVM a montr§ une assez bonne performance, a l'exception de l'utilisation du r6seau. 
VirtualBox a aussi montr6 une bonne performance pour le transfert de donnees par 
reseau, mais une moins bonne performance pour les autres experiences. KQEMU a 
montre, de manure g6n6rale, une pi&tre performance. 
La deuxidme partie de revaluation a montr6 que la nature de la charge de travail 
mise a l'6chelle ainsi que le nombre de machines virtuelles executant cette charge 
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affectent la performance generate du logiciel de virtualisation. Ainsi, Linux-VServer 
obtient une mauvaise performance quand l'experience utilise Sysbench comme banc 
d'essai, mais presente une performance proche de celle de Linux pour la mise a l'echelle 
de la compilation du noyau. Xen presente aussi une bonne performance dans les deux 
cas tandis que la performance presentee par KQEMU est la pire de toutes, ce qui 
montre que ce logiciel ne doit pas §tre utilise pour la consolidation de serveurs. KVM, 
OpenVZ et VirtualBox presentent des performances moyennes. Nous n'avons toutefois 
pas reussi a executer l'experience avec VirtualBox en utilisant 32 machines virtuelles. 
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Introduction 
L'infrastructure informatique des entreprises est composee de deux classes d'or-
dinateurs : les ordinateurs de bureau, utilises par les differents professionnels comme 
outil de travail, et les serveurs, qui offrent une gamme variee de services informatiques 
aux utilisateurs, tel que le courriel, l'authentification et l'impression, entre autres. 
Au cours des derni£res annees, la croissance du secteur informatique et l'inves-
tissement continu dans la recherche et le developpement du materiel ont contribue 
a rendre les ordinateurs de plus en plus puissants. En revanche, les besoins en res-
sources de la majorite des logiciels applicatifs qui s'executent sur les serveurs n'ont 
pas connu la m§me croissance, ce qui fait que la plupart des serveurs qui composent 
les centres de donnees des entreprises sont sous-utilises [22]. II est difficile de preciser 
la valeur exacte du taux d'utilisation des serveurs presentement. Les resultats de plu-
sieurs etudes ([48], [60], [27], [32], [6]) semblent indiquer qu'elle est proche de 15%. 
Ainsi, toute strategie ou technologie qui peut ameliorer l'utilisation des serveurs sera 
vue comme un choix interessant qui devra §tre considere par les compagnies [60]. 
Une solution frequemment utilisee pour ameliorer l'utilisation des serveurs est 
l'abandon du modele traditionnel qui associe a un serveur une seule application. 
Ainsi, plutdt que d'avoir un serveur d6die pour chaque application, on rencontre 
plusieurs applications qui partagent le m&ne serveur. Presentement, cette approche 
est encore la plus utilisee car elle est simple a appliquer : quand le besoin d'offrir un 
nouveau service arrive et que la compagnie n'a pas de nouvelles machines disponibles, 
l'application est installee « temporairement » sur un serveur deja en production. A 
cause de cette croissance dite « organique » un serveur de courriel devient aussi un 
serveur d'impression ainsi qu'un serveur d'authentification. La principal desavantage 
de cette approche est qu'un probldme ou un mauvais comportement d'une application 
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ou service peut compromettre le fonctionnement du serveur au complet. De plus, il 
existe aussi des situations ou il est impossible d'installer deux versions differentes 
d'une m£me application sur le m§me systdme d'exploitation, comme c'est le cas du 
syst£me de gestion de base de donn§es PostgreSQL [61]. 
Une autre approche qui vise a ameliorer l'utilisation des ressources informatiques 
est l'emploi d'une technique appelee virtualisation de serveurs, ou tout simplement 
virtualisation. Cette technologie permet de faire fonctionner plusieurs systeimes d'ex-
ploitation en m£me temps sur un m£rne serveur, chacun d'eux s'ex6cutant dans un 
environnement virtuel distinct. Ceci permet d'installer une seule application par « ser-
veur virtuel», ce qui cree l'illusion qu'il existe un serveur dedie par application. La 
virtualisation rend possible la consolidation en un seul serveur de plusieurs serveurs 
sous-utilises et en m§me temps assure l'isolation entre les applications. Par concep-
tion, un syst&ne d'exploitation s'attend a gerer exclusivement toutes les ressources 
materielles de l'ordinateur et a £tre le seul a pouvoir dialoguer directement avec l'UCT 
[34]. Le r6le des logiciels de virtualisation est de contourner cette problematique : ils 
doivent faire l'interface entre l'ensemble des systdmes d'exploitation fonctionnant en 
parallele et la couche materielle (composed par des peripheriques tels que l'UCT, la 
memoire et le disque). Pour ce faire, ils doivent simuler autant de « machines vir-
tuelles »x que de syst&nes d'exploitation. II est communement admis que la virtualisa-
tion permet l'utilisation des ressources d'un serveur a un taux voisin de 75% [60, 32]. 
La figure 1 represente un scenario ou quatre serveurs sous-utilises ont ete consolides 
en un seul a l'aide de la virtualisation; les barres a c6te des icdnes representant les 
serveurs demontrent l'utilisation des ressources physiques des machines. 
1
 On rencontre parfois dans la litterature les termes « machine virtuelle » et « serveur virtuel » 
utilises pour faire reference a la meme chose, soit un environnement virtuel d'un ordinateur virtualise. 
Dans ce travail, nous faisons une distinction entre ces deux termes. Par definition, un serveur est un 
ordinateur (ou une machine) configure avec un ensemble de logiciels de fagon a offrir un service ou 
des services a des utilisateurs, qui peuvent etre des humains ou encore d'autres ordinateurs, appeles 
« clients », g6n6ralement k travers un rfeseau. Un serveur virtuel est, alors, une machine virtuelle 
personnalisee qui oflxe un service particulier aux clients d'une infrastructure informatique. 
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serveurs virtuels 
serveur serveur serveur serveur 
web 1 I fichiers | | courriel | [authent. iiii 
I serveur - : serveur I • serveur I I serveur i 
i web fichiers ; courriel j iauthenti iiii 
FIG. 1: Consolidation des serveurs a l'aide de la virtualisation 
Introduction a la virtualisation 
En informatique, le terme virtualisation est utilise dans plusieurs contextes diffe-
rents, pourtant il fait toujours allusion a une situation d'abstraction des ressources 
informatiques. Essentiellement, la virtualisation permet au c6te logiciel de se detacher 
du c6te materiel [32], eliminant certaines barridres physiques imposees par le materiel. 
Un exemple illustrant bien cette situation est Putilisation de la memoire virtuelle par 
les syst£mes d'exploitation modernes qui permet aux processus d'utiliser une quantite 
de memoire plus grande que celle ofFerte par l'ordinateur [42] en utilisant une partie 
de l'espace disque pour enregistrer des donnees. 
Le terme virtualisation est aussi employe dans le sens d'agregation de ressources, 
par exemple les grappes de calcul, ou plusieurs ordinateurs sont connectes ensemble 
et geres par logiciel de fagon a creer un seul environnement de travail qui est souvent 
represents par une gigantesque et puissante « machine virtuelle ». 
Les programmes ecrits pour des langages de programmation comme Java, Python 
et .NET ne sont pas compiles pour une architecture d'ordinateur particulidre mais 
interprets et executes par une machine virtuelle. Cette caracteristique rend ces lan-
gages compatibles avec toutes les plateformes pour lesquelles les machines virtuelles 
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respectives existent. 
Le contexte aborde par ce travail est celui de la virtualisation des serveurs. L'Of-
fice quSbecois de la langue franchise definit le terme virtualisation de serveurs comme 
«I 'ensemble des techniques qui permettent de diviser les ressources d'un serveur afin 
de leur faire executer separement et plus efficacement differentes tdches specifiques, 
comme s'il agissait de plusieurs serveurs physiques separes » [44]. On appelle ces 
derniers serveurs virtuels. Une caracteristique importante des technologies de virtua-
lisation de serveurs est la capacite de faire executer sur un serveur virtuel les m£mes 
applications prevues pour Stre executees sur un serveur physique [25] : un environ-
nement virtuel est vu par une application logicielle comme un environnement reel et 
ce mSme si les mecanismes sous-jacents qui le composent sont formellement differents 
[42]. 
La virtualisation de serveurs impose un changement dans l'administration de la 
salle des machines. La perception d'un administrateur de syst^rnes, lors d'une entrevue 
publiee dans Direction Informatique concernant les effets causes par la virtualisation 
des serveurs dans la gestion de leur pare informatique, indiquait que cela imposait 
une autre fagon de voir les choses : <( il ne faut plus voir chaque machine en tant 
que machine, mais en tant que charge de travail, sans quoi on ne peut pas vraiment 
profiter des avantages qu'offre la virtualisation » [3]. 
Tendances 
Une enqueue realisee en 2006 par la compagnie sp£cialisee en etudes de marche 
Forrester Research auprds de 1221 entreprises situees a differents endroits dans le 
monde indiquait que, de fagon globale, 75% d'entre elles etaient au courant des tech-
nologies de virtualisation, 26% avaient deja deploye des technologies de virtualisation 
et 8% avaient l'intention de le faire dans les prochains mois [17]. Cette tendance fa-
vorable a 1'adoption des technologies de virtualisation est confirmee par une autre 
enqueue qui fut realisee quelques mois plus tard par Info-Tech Research Group, une 
autre compagnie specialisee en etudes de marchd, auprds de 1500 professionnels de TI, 
qui rapportait que 80% des compagnies sondees avec plus de 5000 employes avaient 
adopte ou avaient l'intention d'adopter la virtualisation [37]. 
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L'etude realised par Info-Tech montrait que, en theorie, il etait moins probable 
que les petites entreprises adoptent la virtualisation : si plus de la moitie (55%) des 
entreprises sond§es qui comptaient de 101 a 500 employees avaient adopts la virtuali-
sation ou avaient l'intention de le faire, seulement un quart (25%) des entreprises avec 
100 employes ou moins comptaient le faire [37]. Pourtant, en analysant la composi-
tion de l'infrastructure informatique d'un sous-ensemble des compagnies sondees, afin 
d'6valuer leur degr6 d'adoption des technologies de virtualisation, il a 6te d^couvert 
que les grandes compagnies, malgr6 un plus grand taux d'adoption, virtualisent en 
moyenne seulement 10% de leur infrastructure. La justification donnee pour un si bas 
taux d'adoption de la virtualisation est attribuee a la complexity politique des grandes 
compagnies et a leur aversion aux risques. A l'inverse, mSme si le taux d'adoption 
de la virtualisation est plus bas en moyenne pour les entreprises de plus petite taille, 
quand le moment de consid6rer la virtualisation arrive, elles optent souvent pour une 
approche du genre «tout ou Hen » [8] et sont prates a confier toute leur infrastructure 
a la virtualisation. Cela s'explique en partie parce que leur environnement est plus 
simple et facile a gerer compart a celui des grandes entreprises [27]. Ceci s'explique 
egalement parce qu'elles ont un processus de prise de decision plus simple et plus 
16ger (avec moins de contraintes) et se permettent plus de risques. 
Les compagnies qui adoptent la virtualisation a fond voient leur cout d'achat de 
materiel informatique diminuer de 40 a 75% et 6pargnent de 25 a 50% par mois en 
frais de manutention pour ce materiel [8]. 
La compagnie Thomas Weisel Partners a estim6 qu'au d6but de 2006 moins de 
4% des serveurs existants bases sur l'architecture x86 avaient et6 virtualises [32]. 
Leur estimation mentionnait qu'approximativement 6% des serveurs vendus en 2005 
avaient 6t6 virtualises et leur projection 6tait de 7% pour 2006, confirmant la tendance 
actuelle pro-virtualisation. 
Pourquoi virtualiser l'infrastructure informatique ? 
La consolidation des pares informatiques afin de parvenir a un meilleur taux d'uti-
lisation des serveurs est cit6e dans la literature comme §tant un des principaux avan-
tages offerts par la virtualisation [60, 32, 22, 42]. M6me si la consolidation des serveurs 
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constitue un avantage interessant il n'est pas toujours vrai que cela se traduit direc-
tement en une economie d'argent. L'utilisation de la virtualisation ajoute une couche 
de gestion additionnelle a 1'administration d'un pare informatique, ce qui demande 
des administrateurs possedant une formation plus specialisee. De plus, quand on parle 
des logiciels de virtualisation proprietaires, il y a des frais d'utilisation (licences) a 
considerer. Si on ajoute a cette liste le fait que le prix des ordinateurs continue a 
chuter suivant la « Loi de Moore » [39] et de la forte competition entre les fabricants, 
une economie d'argent resultant directement de la consolidation des serveurs a l'aide 
de la virtualisation, lorsqu'existante, peut se montrer assez limitee. 
Pourtant, la virtualisation presente une serie d'autres avantages et benefices ad-
ditionnels et peut constituer la solution a divers probl^mes, comme : 
- un environnement securitaire pour le developpement, le debogage et l'execution 
d'applications; 
- la migration en cours de fonctionnement; 
- la relive rapide de serveurs; 
- la gestion contrdlee des ressources informatiques. 
Une des premieres sections du chapitre 1 presente d'autres arguments favorables a 
la virtualisation des infrastructures informatiques et ce dans le cadre de solutions a 
certains problemes specifiques. 
Motivation et objectifs de la maitrise 
II existe plusieurs logiciels congus pour virtualiser un serveur. Ceux-ci peuvent §tre 
classifies en categories selon la technologie qu'ils utilisent pour offrir un environne-
ment virtualise. Les logiciels qui font partie d'une m§me categorie partagent plusieurs 
caracteristiques et, de fagon generate, offrent les m£mes possibility et poss&lent les 
m§mes limitations. 
Plusieurs etudes evaluant ou comparant les differentes technologies de virtualisa-
tion ont deja ete publiees. Si celles-ci sont d'une grande valeur pour la comprehension 
du sujet de cette maitrise, aucune ne couvre les principaux logiciels libres de vir-
tualisation c6te a c6te et seulement quelques-unes ont ete publiees par des sources 
independantes. La principale raison pour ce manque de couverture est le fait qu'une 
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telle etude demande beaucoup de temps a §tre realisee et cela en fonction du nombre 
d'experiences qui doivent §tre executees. Pourtant, les resultats d'une etude compa-
rative visant les principaux logiciels libres de virtualisation sont d'un grand inter§t 
pour toute la communaut6 informatique et devient le principal aspect motivateur de 
ce travail. 
Le principal objectif de cette maitrise est d'evaluer l'emcience des principaux lo-
giciels libres de virtualisation pour Linux publies sous la licence GPL (de l'anglais 
General Public License). Par efficience, on entend la capacite des logiciels de vir-
tualisation a gerer les ressources physiques de la machine et a les partager entre les 
environnements virtuels en execution. Cette caracteristique doit amener a un plus 
grand taux de consolidation des serveurs et, par consequence, a une meilleure utilisa-
tion des ressources informatiques. 
Nous avons choisi de limiter l'envergure de notre etude aux logiciels de virtualisa-
tion libres pour deux raisons : 
1. La nature « ouverte » de cette licence n'emp§che pas la publication des re-
sultats d'eventuelles etudes realisees avec ces logiciels ou exige qu'une analise 
minutieuse des resultats soit faite avant qu'une authorisation de publication soit 
emise. 
2. L'acc£s au code source du logiciel permet de l'adapter si cela s'av£re neces-
saire de mani£re a le faire fonctionner dans l'environnement ou les experiences 
sont executees, une caracteristique qui s'est deja montree utile dans d'autres 
situations. 
Un objectif secondaire de cette etude est d'acquerir une meilleure connaissance des 
logiciels libres de virtualisation ainsi que de leur mode de fonctionnement. Nous espe-
rons que les resultats de cette etude puissent contribuer a leur developpernent continu 
de mani£re positive. 
Nous n'avons pas considere dans cette etude 1'evaluation des particularites ni des 
forces et des faiblesses des logiciels de virtualisation de mani£re individuelle. Les 
principales caracteristiques des logiciels de virtualisation ont deja ete presentees dans 
la litterature [31, 61, 7]. 
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Organisation du travail 
Ce document est organise comme suit. Le chapitre 1 presente une vision approfon-
die de la virtualisation des serveurs, des premiers travaux realises a la fin des annees 
1960, en passant par les concepts de base jusqu'aux modifications recentes apportees 
a l'architecture x86 pour ajouter un support materiel a la virtualisation. 
Le chapitre 2 decrit les technologies utilisees par les differents logiciels pour realiser 
la virtualisation des serveurs et classifie les logiciels de virtualisation en categories en 
fonction de leurs caracteristiques communes. Le chapitre 3 presente d'autres etudes 
sur le sujet publiees entre 2003 et 2007, mettant en evidence les differentes charges 
de travail utilisees dans 1'evaluation des logiciels de virtualisation. II presente aussi 
un expose general des bancs d'essai congus specifiquement pour revaluation des en-
vironnements virtualises. 
La methodologie utilisee dans notre etude comparative est presentee dans le cha-
pitre 4. Le chapitre 5 contient les resultats obtenus. La discussion des resultats est 
faite au fur et a mesure qu'ils sont presentes. 
La conclusion presente un resume du travail avec une emphase sur ce que nous 
avons pu conclure de l'efiicience des logiciels de virtualisation evalues. Elle contient 
aussi des suggestions pour des travaux futurs. 
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Chapitre 1 
Vision approfondie de la 
visualisation 
La puissance des ordinateurs modernes associee aux avantages de la consolida-
tion des serveurs, entre autres, font de la virtualisation une technologie trds populaire 
aujourd'hui. Pourtant, il ne s'agit pas d'une nouvelle idee. Les racines de la virtuali-
sation remontent a l'epoque des ordinateurs « mainframe » IBM des annees 1960 et 
des techniques de partage du temps de traitement (ou «temps partage », de l'anglais 
time-sharing) [27]. 
Malgre son succ£s dans le passe, la virtualisation ne fait pas partie du projet 
original de conception de l'architecture x86, debute a la fin des annees 1970 et qui 
est devenue l'architecture la plus populaire du marche. Les architectes en charge du 
projet ne s'attendaient pas a ce que cette architecture, congue pour les premiers micro-
ordinateurs personnels, puisse un jour §tre utilisee par des serveurs. Aujourd'hui, 
les deux principaux fabricants de processeurs x86 font des efforts pour contourner 
les faiblesses de cette architecture de maniere a mieux profiter des avantages de la 
virtualisation, une technologie qui existe depuis plus de quatre decennies. 
Ce chapitre rapelle l'origine de la virtualisation des serveurs et presente en detail 
le travail de Popek &; Goldberg [50], considere encore aujourd'hui comme une des 
principales references sur le sujet. Les caracteristiques de l'architecture x86 sont aussi 
presentees, avec un accent sur les nouvelles extensions incorporees recemment par 
les fabricants de processeurs de manidre a rendre cette architecture « virtualisable ». 
9 
1.1. L'ORIGINE DES MACHINES VIRTUELLES 
Finalement, des arguments favorables a la virtualisation des serveurs sont presentes 
a la fin du chapitre. 
1.1 L'origine des machines virtuelles 
Dans la premiere moitie des annees 1960, le centre de recherche d'IBM Thomas J. 
Watson a Yorktown Heights, New York, a accueilli le projet M44/44X, lequel avait 
comme objectif d'evaluer les concepts utilises dans les syst&nes a temps partage en 
les mettant en pratique et en les mesurant [13]. 
Le concept de partage du temps de traitement des ordinateurs (time-sharing) a 
commence a apparaitre a la fin des annees 1950. Son but etait d'ameliorer la per-
formance des syst£mes informatiques de l'6poque en proposant un accds multiple et 
concurrent aux ordinateurs « mainframe » et de mieux utiliser les ressources de ce 
materiel qui etait assez dispendieux [42]. A cette epoque, l'utilisation des ordinateurs 
se faisait selon le concept de traitement par lots (batch processing) : les utilisateurs 
soumettaient leurs travaux aux ordinateurs a travers des cartes perforees, lesquelles 
etaient executees en sequence. Chaque utilisateur devait done attendre l'arrivee de son 
tour pour que son travail soit traite par l'ordinateur. Les systemes a temps partage 
offrent la possibility aux utilisateurs d'interagir directement avec l'ordinateur (et de 
manidre concurrente entre eux) au travers d'un terminal et de recevoir immediatement 
les resultats des calculs [70]. 
L'ordinateur experimental utilise dans le projet M44/44X etait une version mo-
difiee du IBM 7044 (le « M44 »). Cet ordinateur etait capable de simuler plusieurs 
instances (ou images) de lui-m§me, appelees « 44X ». Chacune de ces instances offrait 
une emulation partielle de l'ordinateur M44. Chaque utilisateur n'accedait pas la ma-
chine reelle directement mais une de ces instances et cela en exclusivite. Dave Sayre, 
le chef du projet, a baptise ces instances « virtual machines » (machines virtuelles) 
[65]. 
A cette m&ne epoque, le premier syst£me de temps partage utilise en production, 
appele Compatible Time-Sharing System (CTSS), est ne au Massachusetts Institute of 
Technology (MIT) [11]. Le CTSS a ete developpe sur une plateforme similaire a celle 
du projet M44/44X, 1'IBM 704 et ses successeurs (709, 7090 et 7094). II fonctionnait 
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avec un programme superviseur1 qui possedait un contrdle direct et total sur l'acc^s 
a toutes les ressources physiques de l'ordinateur [58], une caracteristique essentielle 
pour la construction de machines virtuelles (presentee en details dans la Section 1.2.3). 
En 1964, IBM introduit sur le marche le fameux System/360, aussi connu comme 
S/360, une nouvelle categorie d'ordinateurs qui a remplace les anciennes plateformes 
IBM, comme la serie IBM 7000 [70]. Le S/360 promettait §tre retro-compatible avec 
les plateformes perimees : plusieurs modules de la serie S/360 offraient la possibi-
lity d'executer des logiciels ecrits pour les anciennes plateformes par l'emulation de 
micro-code. Pourtant, la principale innovation technologique qui a accompagne le 
S/360 etait le syst&me CP/CMS, la deuxidme generation des syst&mes a temps par-
tage [11]. Le syst&me CP/CMS a ete fortement inspire par le syst&me CTSS, mais sa 
conception contenait une difference importante : la gestion des ressources physiques 
de l'ordinateur etait separee de la partie qui offrait le support aux utilisateurs. Elles 
etaient congues par des composants differents : le logiciel de contrdle (de l'anglais 
control program - CP), qui jouait le r6le de superviseur et gerait toutes les ressources 
du syst^me, et le systeime de moniteur conversationnel (traduction libre de conver-
sational monitor system - CMS), responsable d'offrir les environnements interactifs 
avec lesquels les utilisateurs partageaient Faeces a l'ordinateur [56] (similaire au 44X, 
mentionne precedemment). 
Le logiciel de contrdle, CP, etait derive du systdme CP-40 developpe a l'universite 
de Cambridge. L'6quipe qui a developpe le syst£me CP-40, un logiciel de contrdle 
congu pour une version legdrement modifiee 2 du module 40 du S/360, le S/360-40, a 
decide que la fagon la plus securitaire de proteger les utilisateurs les uns des autres 
n'etait pas de leur offrir a chacun une image de la machine reelle, comme faisait le 
M44/44X, mais plutdt une version complete de la machine (dans ce cas, le S/360). Cet 
environnement particulier etait appele une « pseudo-machine » et il se differenciait de 
la « machine virtuelle » 44X par sa capacite a simuler (ou « virtualiser ») l'enti^rete 
XA ce moment historique de l'informatique, les systemes d'exploitation etaient connus comme des 
superviseurs [29]. 
2L'utilisation de la memoire associative a ete ajoutee au S/360 pour aider le processus de tra-
duction dynamique des adresses memoire [11] et permettre l'utilisation du concept de memoire 
virtuelle, developpe a l'Universite de Manchester a la fin des annees 1950 pour permettre l'execution 
de logiciels dont la taille 6tait plus grande que la memoire physique disponible dans la machine [57]. 
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F I G . 1.1: Le logiciel de contrdle CP-40 installs sur un mainframe et configure avec cinq 
pseudo-machines 
des couches materielles de la machine physique, tandis que le M44/44X ne simulait 
qu'une partie du materiel [65]. Pour cette raison, le CP-40 est considere comme le 
premier systeme d'exploitation a supporter le concept de machines virtuelles par la 
virtualisation complete du materiel sous-jacent [70]. 
Le systeme conversationnel CMS, de son cdte, etait mono-usager en ce sens qu'il 
ne supportait que l'acces a un seul terminal et, par consequence, un seul utilisateur 
pouvait l'acceder a la fois. Comme le systeme CP etait capable de supporter plusieurs 
systemes CMS, un par pseudo-machine, la solution utilisee pour supporter plusieurs 
utilisateurs consistait a fournir une pseudo-machine par utilisateur3 [56]. La figure 
1.1, adaptee du travail de Seawright [56], presente le schema d'un systeme IBM Sys-
tem/360 avec le logiciel de contrdle CP-40 et 5 pseudo-machines : un environnement 
CMS a 6t6 installs sur trois d'entre elles, auxquelles se connectent trois terminaux, 
et les deux autres accueillent, au lieu de CMS, deux autres systemes d'exploitation 
compatibles avec l'architecture de la machine. 
Meme si le M44/44X et le CP-40 etaient deux projets tres similaires, ils ont ete 
3Le CP-40 supportait jusqu'a 14 pseudo-machines [65] et consequemment le meme nombre d'uti-
lisateurs simultanement. 
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developpes de manure compl&ement independante. Le terme pseudo-machine, utilise 
par l'equipe du CP-40, a ete remplace par machine virtuelle quand R. J. Creasy, 
developpeur-chef du CP-40, a pris connaissance du projet M44/44X lors d'une visite 
au centre de recherche d'IBM [65]. 
Le CP-40 a ete utilise uniquement dans la machine experimental S/360-40 a 
l'Universite de Cambridge et n'a jamais ete mis en production. Le modele 67 du S/360 
a incorpore les modifications materielles proposees dans le S/360-40 afin de permettre 
l'utilisation du concept de memoire virtuelle [57], necessaire pour l'execution des 
machines virtuelles, et a ete mis en production accompagne d'une nouvelle version du 
logiciel de contrdle, le CP-67. Le S/360-67 est considere comme le premier ordinateur 
commercial a implanter la virtualisation [71]. 
1.2 Moniteur de machines virtuelles 
Le logiciel, ou la couche logicielle, responsable de l'execution des machines vir-
tuelles ainsi que de la gestion des ressources physiques de la machine est appele moni-
teur de machines virtuelles, ou VMM (de l'anglais Virtual Machine Monitor). Son rdle 
est similaire a celui d'un syst£me d'exploitation ordinaire, mais plutdt que de repondre 
aux demandes des processus, il doit gerer les demandes des machines virtuelles. Cette 
section presente le travail de Popek & Goldberg, une reference importante dans le 
domaine de la virtualisation de serveurs, ainsi que le mode de fonctionnement et les 
differents types de VMMs. 
1.2.1 Le travail de Popek & Goldberg 
En 1974, Gerald J. Popek et Robert P. Goldberg ont publie un article sur la 
virtualisation [50] qui est considere encore aujourd'hui comme une des principales 
references sur le sujet et qui a ete utilise comme base pour le developpement des 
technologies de virtualisation, presentees dans le chapitre 2. 
Dans cet article, ils definissent formellement les trois proprietes essentielles afin 
qu'un logiciel de contrdle puisse 6tre considere un VMM : 
13 
1.2. MONITEUR DE MACHINES VIRTUELLES 
1. il (le VMM) doit offrir un environnement d'execution « essentiellement iden-
tique » a celui de la machine physique; 
2. les logiciels qu'il execute doivent exhiber, au fire, une legere perte d'efficience; 
3. il (le VMM) doit avoir le contrdle complet des ressources du systeme. 
La premiere propriete fait reference a Inequivalence (ou la transparence) d'execution : 
tout logiciel execute dans une machine virtuelle doit presenter les m§mes effets que s'il 
etait execute directement sur la machine reelle. II existe, cependant, deux exceptions 
a cette rdgle : 
- La difference des ressources disponibles : si la machine virtuelle poss&de moins 
de ressources (par exemple, memoire) que la machine physique, le logiciel peut 
s'executer differemment4. 
- Les dependances de synchronisme : certaines instructions peuvent prendre plus 
de temps a s'executer dans un environnement virtuel a cause de l'intervention 
du VMM (cette situation est presentee en details dans la Section 1.2.3). 
La deuxieme propriete fait reference a Vefficience : statistiquement, la majorite des 
instructions envoyees aux processeurs virtuels doivent §tre traitees directement par 
le processeur physique, sans que le VMM n'intervienne. Seulement les instructions 
sensibles (voir les explications a la Section 1.2.2) doivent §tre interpretees par le VMM. 
Cette propriete vise a differencier les VMM des emulateurs qui eux interpr£tent la 
totalite des instructions et qui, pour cette raison, sont moins efficients (exhibant une 
sous-performance considerable). 
Finalement, la troisieme propriete fait reference a la securite [1] en attestant que 
le VMM doit garder le contr6le sur toutes les ressources physiques de la machine, 
comme la memoire. Cette propriete est renforcee par deux contraintes : 
1. un logiciel qui s'execute dans une machine virtuelle ne doit pas pouvoir acc6der 
a une ressource qui n'a pas ete allouee a cette machine virtuelle par le VMM; 
2. dans certaines conditions, le VMM doit pouvoir recuperer le contr6le des res-
sources deja allouees a une machine virtuelle. 
4Une fagon d'illustrer cette situation est de voir l'environnement d'une machine virtuelle comme 
une version reduite de celle de la machine physique : ils sont identiques sous le point de vue logique 
mais l'environnement virtuel a a sa disposition une fraction des ressources physiques de la machine. 
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Ce celdbre article de Popek & Goldberg, malgre sa forme generaliste, ciblait la virtua-
lisation d'une architecture particultere, l'architecture dite de troisidme generation5, 
et proposait trois theordmes, le principal d'entre eux etant le suivant : 
"i? est possible de construire un moniteur de machines virtuelles pour 
tout ordinateur conventionnel de troisieme generation si Vensemble des 
instructions sensibles de cet ordinateur est un sous-ensemble de I 'ensemble 
des instructions privilegiees." 
Pour interpreter ce theor£me, il faut d'abord connaitre les differents types des t ruc-
tions qui composent le jeu d'instructions elementaires et les modes d'operation d'un 
processeur. 
1.2.2 Le jeu d'instructions elementaires et les modes d'opera-
tion d'un processeur 
Le jeu d'instructions elementaires qui compose l'architecture d'un processeur est 
identifie par l'acronyme anglais ISA pour « Instruction Set Architecture ». Ce jeu 
d'instructions est stocke en memoire non volatile et definit les capacites du processeur, 
dont l'architecture materielle est optimisee de mani£re a executer les instructions de 
PISA le plus efficacement possible [34]. 
Pour les besoins de la visualisation, les instructions peuvent entre classees en deux 
categories en fonction de leur comportement : les instructions sensibles et les instruc-
tions inoffensives (innocuous). Les instructions sensibles sont celles qui peuvent chan-
ger l'etat du systdme (comme les instructions d'entree-sortie) ou modifier l'allocation 
des ressources (manipulant, par exemple, les registres de contrdle du processeur) [42]. 
Les instructions qui ne sont pas sensibles sont dites inoffensives. 
L'architecture des ordinateurs modernes (de troisieme generation ou plus recents) 
d6finit au moins deux modes d'operation du processeur, chacun avec differents ni-
veaux de privileges. On comprend par privilege la capacite d'executer une instruc-
tion. II n'y a pas de restrictions pour le mode d'operation le plus privilegie, qui peut 
5
 La principale caractferistique d'une architecture de troisieme generation est l'implantation de 
deux modes d'operation du processeur, un mode privilegie et l'autre non privilegie, comme presentee 
dans la section suivante. 
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executer toutes les instructions qui composent 1'ISA. Le mode ou les modes d'opera-
tion moins privilegies ne peuvent executer qu'une partie des instructions du ISA, soit 
les instructions considerees par l'architecture comme non privilegiees. Une tentative 
d'executer une instruction privilegi6e lorsque le processeur opere dans un des modes 
moins privilegies cause une exception. 
Le syst£me d'exploitation utilise les modes d'operation du processeur pour im-
planter un mecanisme de protection pour l'execution des processus. Generalement, 
le seul processus execute en mode d'operation privilege est le systdme d'exploitation 
lui-m§me. Quand un autre processus essaye d'executer une instruction privilegiee, 
comme une operation d'entree-sortie, une exception est generee, donnant au syst£me 
d'exploitation la possibility de reprendre le contrdle. Le syst&me d'exploitation peut, 
alors, executer l'instruction demandee par le processus en toute securite et lui retour-
ner le resultat de l'execution de l'instruction. Ce mecanisme de protection assure au 
systeme d'exploitation le contrdle total de la machine. 
Si on revient au theor£me propose par Popek & Goldberg [50], la condition pour 
qu'une machine soit virtualisable est que l'ensemble des instructions sensibles dispo-
nibles sur le processeur soit un sous-ensemble des instructions privilegiees. Comme 
nous le verrons plus tard, cette condition est la cle du developpement d'un VMM 
efficient et de fonctionnement simple. 
Un exemple d'architecture qui respecte cette condition est celle du IBM Sys-
tem/370. Un exemple d'architecture qui ne respecte pas cette condition est l'architec-
ture x86 utilisee, entre autres, par Intel pour son processeur Pentium 4 et presentee 
a la Section 1.3. 
1.2.3 Mode de fonctionnement du VMM 
Le rdle de gestionnaire du VMM est similaire a celui du systdme d'exploitation, 
mais plutdt que de gerer l'execution de processus, il doit gerer l'execution de machines 
virtuelles. Plus precisement, il doit gerer les systemes d'exploitation qui sont executes 
a Pinterieur des machines virtuelles. On appelle ceux-ci des systemes d'exploitation 
invites par rapport au syst£me d'exploitation h6te, qui est celui execute sur la machine 
reelle. En effet, le VMM peut §tre integre au syst£me d'exploitation hdte ou il peut 
16 
1.2. MONITEUR DE MACHINES VIRTUELLES 
§tre une application executee sur ce dernier. Avant de presenter les differents types 
de VMM nous introduisons deux termes frequemment utilises dans la definition des 
VMM : le superviseur et l'hyperviseur. 
Comme le syst£me d'exploitation est responsable de l'execution des autres applica-
tions et qu'il est generalement la seule application a §tre executee en mode privilegie, 
il est aussi connu sous le nom de superviseur. Pour cette mfime raison, le mode d'ope-
ration privilegie du processeur est aussi appele mode superviseur tandis que le mode 
d'operation non privilegie (quand il y en a seulement un) est appele mode utilisa-
teur. Comme le VMM g6re l'execution des superviseurs (les systemes d'exploitation 
invites), il est appele hyperviseur. 
On rencontre dans la litterature l'emploi des termes VMM et hyperviseur pour 
designer le logiciel (ou la couche) de virtualisation. II existe deux types, ou categories, 
d'hyperviseurs. Les hyperviseurs de type I s'executent directement sur la couche ma-
terielle [26]. II s'agit d'un syst&me d'exploitation ou noyau avec des mecanismes pour 
supporter la virtualisation. II est responsable de 1'allocation et de l'ordonnancement 
des ressources aux machines virtuelles du syst&me et contient les pilotes necessaires 
pour acceder aux peripheriques [55]. Le VMM defini par Popek & Goldberg [50] est 
un hyperviseur de type I. 
Les hyperviseurs de type II s'ex6cutent en tant qu'application sur le systeme d'ex-
ploitation h6te. lis offrent les services de support a la virtualisation mais sont execu-
tes en mode non privilegie et reposent, par consequent, sur le systeme d'exploitation 
h6te pour l'allocation et la gestion des ressources materielles. La figure 1.2 montre un 
schema representant les deux types d'hyperviseurs. 
Le VMM defini par Popek &: Goldberg [50] est compost de trois modules : le 
module expediteur, le module gestionnaire de ressources (traduction libre de Panglais 
allocator) et un troisieime module compose d'un ensemble d'interpreteurs. L'expe-
diteur est le module de contr6le principal. II est mis en service chaque fois qu'une 
machine virtuelle execute une instruction sensible, laquelle doit §tre interceptee par 
le VMM. Selon la nature de l'instruction sensible, le VMM la redirige vers un des 
deux autres modules. S'il s'agit d'une instruction qui change potentiellement la confi-
guration des ressources du systdme, elle est redirig^e vers le module gestionnaire de 
ressources. C'est lui qui gdre les ressources du systdme et qui assure qu'une m6me 
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ressource ne soit pas utilisee simultanement par deux machines virtuelles. Les autres 
instructions sont redirigees vers le module contenant les interpreters. II existe un 
interpreteur pour chacune des instructions sensibles, son r6le etant de simuler les ef-
fets causes par l'execution de ces instructions, comme le changement des registres de 
contrdle du processeur. Cette approche evite que les machines virtuelles aient connais-
sance de l'etat reel des ressources materielles [55]. En effet, les ressources materielles 
sont partagees par les machines virtuelles en execution et pourtant chaque machine 
virtuelle croit avoir un accds exclusif a ces ressources et le VMM doit nourrir cette 
illusion. La figure 1.3 illustre le fonctionnement du VMM. 
1.3 La virtualisation de l'architecture x86 
L'architecture x86 est une des architectures les plus populaires dans l'univers des 
serveurs, sinon la plus populaire, et pour cette raison est l'objet de notre etude. Pour-
tant, elle n'a pas ete congue dans le but de supporter la virtualisation [42] et, en 
consequence, ne satisfait pas les conditions definies par Popek Sz Goldberg [50] qui 
identifient une architecture virtualisable. Plus precisement, 17 des instructions qui 
composent 1'ISA de l'architecture x86 sont des instructions sensibles mais non pri-
vil^giees [55]. En consequence, elles echouent silencieusement au lieu de generer une 
18 
1.3. LA VIRTUALISATION DE L'ARCHITECTURE X 8 6 
FIG. 1.3: Fonctionnement du VMM, destacant l'interception des instructions privilegiees par 
le VMM pour qu'elles soient interpretees 
exception quand elles sont declenchees par un processus s'executant dans le mode 
d'operation non privilegie du processeur et cela sans offrir l'opportunite d'§tre inter-
ceptees et interpretees par un VMM. 
Pour contourner cette problematique et permettre la virtualisation de l'architec-
ture x86 originate en utilisant des techniques logicielles alternatives, l'hyperviseur 
doit trouver un moyen de detecter l'execution de ces instructions sensibles, puis de 
les interpreter [34]. La seule technique permettant cette detection consiste a inter-
cepter l'execution de toutes les instructions, privilegiees ou non, pour determiner si 
elles sont sensibles, puis de les interpreter si cela est necessaire. Cette approche en-
traine une surcharge de calcul importante qui affecte la performance du syst&ne et sa 
capacite de mise a l'echelle. C'est pourtant une approche utilisee par les VMMs qui 
emploient la technologie de virtualisation complete sous l'architecture x86 standard, 
presentee a la section 2.1. 
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1.3.1 Support materiel a la visualisation 
Recernment deux des principaux fabricants de circuits integres au monde, Intel et 
AMD, ont reconnu l'importance de la virtualisation et, depuis 2005, ont commence 
a ajouter du support materiel a la virtualisation dans une partie de leur nouvelle 
generation de processeurs [23]. 
Le support materiel est constitue d'une serie d'extensions incorporees a l'ISA du 
processeur, dont l'objectif est, dans un premier temps, de permettre a l'hyperviseur 
d'intercepter toutes les instructions sensibles executees par les applications sans faire 
appel a des techniques logicielles complexes, et, dans un second temps, d'ameliorer 
encore plus la performance du systeime en permettant une virtualisation efficiente de 
la memoire et des peripheriques. 
Contrairement a l'ensemble des instructions qui forment la base de l'ISA x86, les 
extensions utilisees dans le support materiel a la virtualisation ne sont pas standar-
dises. Celles incorporees aux processeurs AMD sont differentes de celles utilisees par 
Intel. Pourtant, malgre leur incompatibility, elles sont essentiellement tr&s similaires 
et developpees autour d'un nouveau mecanisme qui differencie l'environnement d'exe-
cution d'une machine virtuelle de l'environnement d'execution de la machine h6te. 
Ce nouveau mecanisme est compose [31] : 
- d'un nouveau mode d'operation du processeur utilise par les instructions exe-
cutees dans une machine virtuelle; 
- d'un systdme qui utilise deux tableaux pour enregistrer l'etat du systdme, un 
pour chaque mode d'operation du processeur, de fagon a ce que le processeur 
revient au mode d'operation qu'il avait quitte, le contenu des registres sera le 
m§me qu'avant; 
- d'un systeime qui enregistre la raison du changement du mode d'operation du 
processeur pour que l'implementation de l'hyperviseur puisse §tre plus flexible 
par rapport k Paction a entreprendre. 
AMD a baptise la technologie utilisee dans ses processeurs pour le support materiel 
a la virtualisation « AMD-V » (V pour virtualisation). Intel, de son cdte, appelle sa 
technologie « VT » (de l'anglais Virtualization Technology)6. Celle qui est la mieux 
6
 La technologie de virtualisation de Intel (VT) est utilisee tant sur les processeurs IA-32 (x86) 
comme sur les processeurs IA-64 (Itanium). Pour faire la distinction entre les deux, les prefixes x(86) 
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decrite dans la litterature est celle d'Intel, que nous abordons bri^vement avec pour 
objectif de mieux comprendre les modifications apportees a l'architecture x86 pour 
permettre la visualisation materielle. Nous faisons aussi reference autant que possible 
a la technologie d'AMD. 
Le chapitre 2 presente en details les differentes techniques utilisees pour virtualiser 
l'architecture x86, avec ou sans le support materiel a la virtualisation. 
1.3.1.1 Virtualisation du processeur 
Les processeurs qui utilisent l'architecture x86 standard possddent quatre modes 
d'operation representes en forme d'anneaux sur la figure 1.4. Chaque anneau definit 
un niveau de privilege decroissant. Le niveau 0 est dedie aux applications les plus 
critiques, comme le noyau, reclamant les privileges les plus eleves [34]. Les deux 
niveaux suivants, 1 et 2, sont reserves aux pilotes des peripheriques [42] tandis que 
les autres applications sont executees dans le niveau 3, le moins privilegie des quatre. 
Pourtant, le seul systdme d'exploitation commercial moderne a utiliser les niveaux 1 et 
2 est OS/2 d'IBM [2]. En general, le syst£me d'exploitation (noyau) et les pilotes des 
peripheriques sont executes en niveau 0 et les applications sont executees en niveau 
3. En pratique, cela fait du x86 une architecture avec deux modes d'operation, un 
privilegie et un non privilegie. 
Le coeur des technologies de virtualisation de AMD et Intel est l'ajout d'un nou-
veau « niveau » d'operation du processeur compose, lui aussi, de quatre modes d'ope-
ration, aussi appeles « rings »(anneaux). Dans ce nouveau modele, le VMM (de type 
I) est execute dans le mode d'operation le plus privilegie (ring 0) du niveau d'opera-
tion standard, baptise « VMX root» chez Intel et « host mode » chez AMD. Pour une 
question d'uniformite, nous l'appelons « niveau h6te ». Les syst£mes d'exploitation 
invites sont executes dans le mode d'operation le plus privilegie (ring 0) du nouveau 
niveau d'operation du processeur, appele « VMX non-root » chez Intel et « guest 
mode » chez AMD [43]. Nous appelons ce niveau « niveau invite ». Les applications 
executees dans le niveau invite sont moins privilegiees que celles executees dans le 
et i(tanium) sont utilises, formant ainsi deux branches de la technologie VT, VT-x et VT-i. Comme 
ce travail se concentre sur la virtualisation des processeurs x86, le terme VT fera toujours reference 
a la technologie VT-x. 
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F I G . 1.4: Structure en forme d'anneaux representant les niveaux de privileges supportes par 
1'architecture x86. 
niveau h6te et ce independamment du mode d'operation dans lequel elles sont execu-
tees [64]. Cette architecture perrnet la construction d'un mecanisme de contrdle qui 
force le passage du processeur au niveau d'operation h6te (et au contr6le du VMM) 
chaque fois qu'une instruction sensible est executee dans le niveau invite. La figure 
1.5 presente un schema de la technologie de virtualisation de Intel. 
Quand le contexte l'exige, le processeur bascule d'un niveau d'operation a l'autre 
[34]. La transition du niveau h6te au niveau invite se fait a l'aide de l'instruction 
VM entry chez Intel et de l'instruction VMRUN chez AMD [73]. La transition du 
mode invite au mode h6te est faite a l'aide de l'instruction VM exit chez Intel; AMD 
n'utilise pas une instruction specifique pour ce cas et la transition se fait en fonction 
de certaines circonstances speciales7. 
Pour mieux illustrer le mode de fonctionnement de cette technologie, supposons 
une situation ou une application d'une machine virtuelle, s'executant dans le mode 
d'operation le moins privilegie (ring 3) du niveau invite, a besoin d'ajouter des don-
7Le comportement du processeur est different quand il fonctionne en niveau invite. Plusieurs 
instructions et evenements forcent le passage inconditionnel au niveau hdte, le contrdle retournant 
au VMM. 
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FIG. 1.5: Les processeurs x86 avec la technologie Intel-VT ou AMD-V supportent deux 
niveaux d'operation, chacun compose par quatre modes d'operation 
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nees dans la memoire. Cette action est executee par le systeme d'exploitation a l'aide 
de instruction sensible MOV du ISA x86. Pourtant, comme le systeme d'exploita-
tion de la machine virtuelle est lui aussi execute dans le niveau d'operation invite, ne 
possedant pas les privileges necessaires pour executer une tel instruction, la tentative 
d'execution de cette instruction declenchera une VM Exit, le contrdle retournant au 
VMM. 
Les transitions sont gerees par une nouvelle structure de contrdle, baptisee VMCS 
(de l'anglais Virtual Machine Control Structure) chez Intel et VMCB (de l'anglais 
Virtual Machine Control Block) chez AMD, qui garde une trace de l'6venement ou 
de l'instruction qui a declenche la transition (pour Pexemple precedent, celle-ci sera 
l'instruction MOV executee par le syst£me d'exploitation invite). La VMCS est divisee 
logiquement en deux sections (ou tableaux), une pour le niveau d'operation hdte et 
une autre pour le niveau d'operation invite. Ces sections contiennent des champs pour 
chacun des registres qui definissent l'etat du processeur [43]. De cette mani&re, quand 
une instruction VM entry est executee et que le contrdle passe a une machine virtuelle, 
le contenu de la section reservee au niveau d'operation invite est charge a l'aide de 
l'instruction VMCS read. Ensuite, quand le processeur revient au niveau d'operation 
h6te (et au contrdle du VMM) avec l'execution de l'instruction VM exit, l'etat du 
processeur « virtuel » est enregistre dans la section reservee au niveau d'operation 
invite a l'aide de l'instruction VMCS write et le contenu de la section reservee au 
niveau d'operation h6te est recharge. 
Dans le contexte de la virtualisation, le fait que la VMCS enregistre separement 
l'etat du processeur pour chacun des niveaux d'operation simplifie le fonctionnement 
du VMM car sinon le VMM devrait se charger lui-m§me de ce contr6le, qui devrait 
alors §tre implements par logiciel. 
L'approche utilisee par Intel et AMD pour rendre leurs nouvelles generations de 
processeurs « virtualisables » est assez particuliere. Au lieu de rearranger l'ensemble 
des instructions qui composent 1'ISA de cette architecture et corriger le comportement 
des 17 instructions sensibles et non privilegiees, ils ont cree un nouveau niveau d'ope-
ration du processeur congu specialement pour l'execution des machines virtuelles. Une 
des raisons de ce choix, qui constitue depuis longtemps une des principales priority 
de Intel et de AMD, est de garder les nouveaux processeurs retro-compatibles avec les 
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anciennes generations de processeurs. Cette caracteristique permet aux applications 
ecrites pour les anciennes generations de fonctionner avec les nouveaux processeurs. 
En pratique, si l'ordinateur n'est pas virtualise (s'il n'y a pas de machines virtuelles 
en execution utilisant les extensions AMD-V/Intel-VT), le processeur fonctionnera 
en permanence dans le mode d'operation hdte. 
La premiere generation des processeurs AMD-V et Intel-VT se limite au support 
materiel pour la virtualisation du processeur. Pourtant, il s'agit de technologies encore 
en developpement. Lamelot [34] rapporte que le nombre de cycles de calcul utilise 
par les instructions VM entry, VM exit, VMCS read et VMCS write du processeur 
Intel Pentium 4 est en moyenne deux fois plus grand que celui de son successeur, le 
processeur Intel Core 2 Duo. 
1.3.1.2 Virtualisation de la memoire 
La correspondance entre la memoire virtuelle et la memoire physique de l'ordina-
teur est realisee par une unite de l'UCT appelee MMU (de l'anglais Memory Manage-
ment Unit, ou unite de gestion de la memoire) [34]. La MMU utilise un tableau pour 
faire cette correspondance, appele PT (de l'anglais Page Table, ou table de pages). 
Les systemes d'exploitation invites ne doivent pas pouvoir modifier ce tableau direc-
tement, sous peine de compromettre le fonctionnement de la machine. Le VMM doit 
intervenir a chaque fois que les systemes d'exploitation invites ont besoin d'acceder a 
la memoire et modifier les tableaux de correspondance lui-m§me. 
Pour assurer l'isolation des machines virtuelles, le VMM utilise une table de pages 
pour chaque machine virtuelle, appelee SPT (de l'anglais Shadow Page Table, ou table 
de pages « fantdme »). Celles-ci font la correspondance entre les adresses memoire 
reclamees par les systemes d'exploitation invites et les adresses de la memoire physique 
reservees en avance a chaque machine virtuelle par le VMM [34]. Cette approche, 
illustree par la figure 1.6, impose une surcharge considerable au fonctionnement du 
systdme, car le VMM doit intervenir et executer des operations complexes chaque fois 
qu'une machine virtuelle a besoin d'acceder a la memoire et ce m§me s'il s'agit d'une 
plage d'adresses reservee a son utilisation. 
Pour diminuer le travail du VMM et ameliorer la performance du systdme, la 
deuxieme generation de processeurs AMD-V et Intel-VT inclut le support materiel a 
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FIG. 1.6: Acces a la memoire avec des tables de correspondence d'adresses implantees par 
logiciel (SPTs). 
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la virtualisation de la memoire. II s'agit de Pimplantation des SPT directement sur le 
processeur, lesquels sont appelees NPP (de l'anglais Nested Page Tables, ou tables de 
pages imbriquees) chez AMD et EPT (de l'anglais Extended Page Tables, ou tables de 
pages etendues) chez Intel. Ce mecanisme permet aux systemes d'exploitation invites 
d'acceder aux plages d'adresses de la memoire qui leur sont reservees sans la mediation 
du VMM. La figure 1.7 illustre l'utilisation de ce nouveau mecanisme. La machine 
virtuelle au centre de la figure accede librement a la plage d'adresses qui lui est allouee 
par le VMM au moment de son initialisation et enregistree dans la structure EPT. 
La traduction des « adresses virtuelles » (EPT) en adresses physiques de la memoire 
(PT) est faite par le materiel et ne demande pas l'intervention du VMM. 
1.3.1.3 Virtualisation des peripheriques 
Presentement, les fabricants de processeurs concentrent leur effort dans le develop-
pement du support materiel pour la virtualisation des peripheriques. Pour l'instant, 
un VMM congu pour les processeurs AMD-V et Intel-VT presente aux machines vir-
tuelles des peripheriques generiques virtuels emules. Toutes les requites faites par les 
machines virtuelles aux peripheriques passent par le VMM qui les redirige vers le 
materiel [34]. 
La virtualisation des peripheriques permettrait aux machines virtuelles de com-
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muniquer directement avec un peripherique particulier (dans le cas ou l'utilisation 
de ce peripherique est allouee a la machine virtuelle par le VMM) ou, au moins, 
de communiquer avec une instance virtuelle de ce peripherique, ce qui permettrait 
l'utilisation des pilotes specifiques congus et optimises par le fabricant. Cette ap-
proche doit ameliorer la performance des operations d'entree-sortie executees par les 
machines virtuelles et rendre plus leger le r6le du VMM. 
1.4 Avantages et cas d'utilisation de la virtualisation 
La virtualisation, en plus de faciliter la consolidation des serveurs, presente une 
serie d'autres avantages qui meritent d'§tre mentionnes. Quelques-uns, comme la mi-
gration en cours de fonctionnement, sont propres a la virtualisation et pourraient 
dimcilement §tre implantes dans un autre environnement. Cette section fait un survol 
des principaux avantages et des principaux cas d'utilisation de la virtualisation. 
Reduction des couts d'entretien et de materiel 
La consolidation du nombre de serveurs a l'aide de la virtualisation affecte les couts 
d'acquisition et d'entretien du materiel du pare informatique de differentes manieres. 
1. Economie des ressources environnementales. La consommation electrique et les 
besoins de refroidissement et de ventilation d'un serveur sous-utilise sont presque 
identiques a ceux d'un serveur utilise a 80% de sa capacite [3]. II est genera-
lement admis [3] que pour chaque depense d'un dollar en utilisation d'equipe-
ment informatique correspond une depense equivalente en refroidissement. Une 
reduction du nombre de serveurs utilises mesne a une economie des ressources 
environnementales. 
2. Reduction de l'espace requis dans la salle des machines. Un nombre reduit de 
serveurs occupent moins d'espace dans la salle de machines. Cet avantage est 
particuli&rement important pour les entreprises qui possedent une petite salle 
des machines et favorise l'expansion future de leur pare informatique. 
3. Economie d'equipements informatiques auxiliaires. Un nombre reduit de ser-
veurs requiert l'utilisation de moins d'equipements informatiques auxiliaires, 
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tels que les commutateurs reseau, les commutateurs ecran-clavier-souris, les UPS 
(syst£me d'alimentation sans coupure) et m£me le cablage reseau. 
4. Economie sur l'entretien physique des machines. II est plus facile et moins cou-
teux d'executer les taches d'entretien physique de 50 serveurs (avec 10 serveurs 
virtuels chacun) que celles de 500 serveurs. 
Support des applications et des systemes d'exploitation patri-
moniaux 
Par application patrimonial (de l'anglais legacy application) on fait reference aux 
applications logicielles congues pour §tre executees dans des systdmes d'exploitation 
herites (de l'anglais legacy OS), lesquels dependent de bibliotheques de programmes 
incompatibles avec les systeimes d'exploitation actuels ou, encore, d'une classe de 
materiel informatique qui n'est plus dans la norme d'aujourd'hui. Quelques-unes de 
ces applications ont ete faites sur mesure pour repondre a des besoins specifiques et il 
n'est simplement pas possible, trop couteux ou trop risque de les rendre compatibles 
avec les plateformes actuelles. 
La virtualisation peut §tre une solution interessante pour le support dup l ica -
tions patrimoniaux. Si pour executer une certaine application il faut utiliser un sys-
t£me d'exploitation herite, il est possible d'installer ce systeme d'exploitation dans 
une machine virtuelle, plutdt que de lui dedier un ordinateur au complet. De plus, les 
fabricants de materiel informatique n'offrent plus de support aux systemes d'exploi-
tation herites. Cela rend difficile, par exemple, de faire fonctionner une carte video 
recente sur un syst&ne d'exploitation comme Windows 95 - il n'existe simplement 
pas de pilote disponible pour ce systeme d'exploitation. Pourtant, certains logiciels 
de virtualisation presentent aux machines virtuelles une abstraction du materiel phy-
sique, utilisant generalement du materiel generique qui ne necessite pas des pilotes 
specifiques pour fonctionner. 
Finalement, la situation ou deux applications distinctes demandent le support de 
deux biblioth&nies incompatibles peut §tre resolue avec la virtualisation - il suffit 
d'installer chaque application dans une machine virtuelle differente. 
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Environnement securitaire pour l'execution d'applications 
La virtualisation permet la creation d'un environnement securitaire pour l'ex6cu-
tion d'applications : les machines virtuelles. La securite vient du mecanisme d'isolation 
impose par la couche de virtualisation, ce qui rend les machines virtuelles isol6es les 
unes des autres, ainsi que du systeme h6te qui les heberge. Ainsi, en theorie, un vi-
rus contaminant une machine virtuelle n'affectera pas le fonctionnement des autres 
[34]. De mani&re similaire, la machine virtuelle constitue un environnement ideal pour 
l'execution d'applications inconnues (auxquelles on ne fait pas confiance) car celles-ci 
ne peuvent endommager que la machine virtuelle sur laquelle elles sont executees [58]. 
En pratique, des failles de securite ont deja ete detectees dans certaines solutions 
de virtualisation [45]. Si les mecanismes d'isolation ne sont pas bien congus, la secu-
rity peut §tre compromise [69]. Si ces mecanismes sont bien congus, cela ajoute une 
barridre de plus a franchir. 
Environnement ideal pour le developpement, les tests et la mise 
au point d'applications 
La virtualisation constitue une bonne solution pour partager un environnement 
de developpement entre plusieurs developpeurs. En dediant une machine virtuelle a 
chaque developpeur on assure que le travail execute par l'un n'affectera pas celui de 
l'autre. 
Certaines technologies de virtualisation permettent l'execution de plusieurs sys-
temes d'exploitation differents sur un m@me ordinateur, un par machine virtuelle. 
Cette caracteristique enldve le besoin d'avoir une infrastructure de tests composee de 
plusieurs ordinateurs qui sont utilises simplement pour tester le code sur differents 
systemes d'exploitation. Par exemple, il est commun pour des compagnies faisant du 
developpement web de verifier si leurs projets fonctionnent avec differents navigateurs 
tels qu'Internet Explorer et Firefox. Avec la virtualisation, il est possible d'avoir plu-
sieurs machines virtuelles fonctionnant sur un mgme ordinateur, chacune configuree 
avec un environnement de tests different. 
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Gestion cen t ra l i s t 
La virtualisation offre des mecanismes qui facilitent la centralisation de la gestion 
du pare informatique. Ceci est fait a l'aide d'interfaces de gestion puissantes qui per-
mettent non seulement de surveiller 1'utilisation des ressources des serveurs virtualises 
et des machines virtuelles mais aussi de modifier dynamiquement la distribution de la 
charge de travail entre les serveurs qui composent le pare informatique. Les interfaces 
de gestion permettent aussi de demarrer des activites de manutention du pare infor-
matique, comme la sauvegarde, la migration et la relive rapide de machines virtuelles, 
l'objectif etant d'optimiser l'utilisation des ressources disponibles. 
Sauvegarde facilit6e 
II est plus facile de sauvegarder un serveur virtuel qu'un serveur physique. 
Normalement, la procedure utilisee pour la sauvegarde d'un serveur physique fait 
la separation des fichiers du syst&ne en trois groupes : les fichiers des logiciels, les 
fichiers de configuration et les donnees brutes resultantes de l'utilisation des ser-
vices ofFerts par le serveur, les deux derniers groupes etant effectivement sauvegardes. 
Chaque nouveau serveur ajoute au pare doit §tre scrupuleusement configure dans le 
syst£me de sauvegarde, une tache qui demande beaucoup de temps pour un adminis-
t r a t e s et qui finit par retarder le demarrage de la sauvegarde. 
Dans le cas d'un serveur virtuel, la procedure est plus simple : on sauvegarde la 
machine virtuelle au complet. Le format et la taille des machines virtuelles varient 
selon la technologie de virtualisation utilisee, certaines etant plus faciles a sauvegarder 
que d'autres. II existe des produits integrant la sauvegarde aux outils de gestion, ce 
qui rend la tache (semi) automatique et done possiblement plus facile a gerer. 
Migration en cours de fonctionnement 
La migration en cours de fonctionnement (de l'anglais « live migration ») est une 
technique offerte par certaines technologies de virtualisation qui permet de « geler » 
l'etat de fonctionnement d'une machine virtuelle (l'ensemble des processus qui s'exe-
cutent sur le syst&ne d'exploitation, le contenu de la memoire, etc.) de fagon a pouvoir 
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FIG. 1.8: Migration en cours de fonctionnement d'un serveur virtuel 
faire le transfert, ou la migration, de la machine virtuelle d'un serveur physique a un 
autre par le reseau. Une fois le transfert termine, la machine est remise en opera-
tion. A part le temps necessaire pour completer ce transfert, qui peut se limiter a 
quelques secondes seulement, cette procedure, illustree par la figure 1.8, est generale-
ment transparente pour les utilisateurs des services offerts par la machine virtuelle. II 
n'y a pas d'arrgt temporaire de service, mais la migration en cours de fonctionnement 
peut entrainer la perte temporaire de la connexion reseau. Habituellement, ceci ne 
constitue pas un probl£me car la majorite des applications ofFrant des services uti-
lisent des paquets TCP, lesquels sont renvoyes si le destinataire ne confirme pas leur 
reception. 
Cette technique permet de mieux repartir la charge (l'utilisation du temps de 
PUCT et de la memoire, par exemple) sur Pensemble de machines du pare infor-
matique [29]. Par exemple, si le taux d'utilisation d'un serveur depasse une certaine 
limite, le syst£me peut §tre configure pour migrer une des machines virtuelles vers un 
serveur moins utilise. 
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FIG. 1.9: Remise en service d'un serveur virtuel a partir d'une copie de sauvegarde 
Relive rapide 
M§me les technologies de virtualisation qui n'offrent pas la migration en cours de 
fonctionnement permettent de profiter de la flexibility offerte par la releve rapide des 
machines virtuelles. La relive consiste en la remise en fonction d'un serveur a partir 
d'une copie de sauvegarde. Comme les machines virtuelles peuvent fonctionner sur 
n'importe quel serveur contenant la couche de virtualisation appropriee, la virtualisa-
tion permet une remise en service de l'infrastructure beaucoup plus rapide, le temps 
de mise en service d'une machine virtuelle etant directement relie au transfert de la 
derntere copie de sauvegarde du serveur de sauvegarde au serveur qui prend la relive, 
comme l'illustre la figure 1.9. 
Haute disponibilite 
La haute disponibilite d'un service est la capacite d'offrir ce service de fagon 
continue m§me si la machine responsable de l'offrir tombe en panne. On atteint la 
haute disponibilite d'un service avec la redondance des installations. 
Cette technique etait auparavant reservee uniquement aux services critiques, en 
raison de son cout eleve. Par exemple, dans les annees 1980, la compagnie Tandem 
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FIG. 1.10: Une infrastructure virtualisee hautement disponible 
Computer Systems etait connue pour produire des ordinateurs tolerants aux fautes 
avec l'architecture NonStop [21], laquelle utilisait la redondance materielle et logi-
cielle. 
Aujourd'hui, avec l'utilisation de technologies comme Heartbeat et DRBD [49], il 
est possible de rendre une application hautement disponible en utilisant deux ordina-
teurs connectes par un reseau dedie. Cette architecture utilise un schema ou un ordi-
nateur fonctionne comme « maitre » et l'autre comme « esclave ». Le logiciel DRBD 
est responsable de synchroniser le disque de l'ordinateur esclave avec le contenu du 
disque de l'ordinateur maitre, utilisant pour cette activite le reseau dedie qui connecte 
les deux ordinateurs ensemble. Le logiciel Heartbeat, installe sur les deux machines, 
surveille leur fonctionnement. S'il detecte par moyen d'une serie de tests de connexion 
que l'ordinateur maitre ne fonctionne plus correctement, l'ordinateur esclave prend la 
releve. Le niveau de disponibilite offert par l'architecture Heartbeat+DRBD, meme 
s'il n'est pas du m6me niveau que celui offert par l'architecture NonStop, est suffisant 
pour un trds grand nombre d'applications. 
La virtualisation permet, au prix d'un investissement minimal, l'utilisation de 
techniques de haute disponibilite tel Heartbeat+DRBD sur des serveurs virtualises. 
Une installation utilisant uniquement une paire de machines permet de rendre plu-
sieurs serveurs virtuels hautement disponibles, comme l'illustre la figure 1.10. 
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Distribution cTapplications sous la forme de « serveurs raono-
fonctionnels virtuels » 
La virtualisation a donne une nouvelle signification au terme serveur mono-fonc-
tionnel (un serveur dedie qui offre un seul service, comme un serveur d'irnpression). 
Une machine virtuelle peut §tre personnalisee pour l'execution d'un logiciel particu-
lier. Le syst£me d'exploitation peut £tre simplifie de fagon a ne contenir que le strict 
necessaire au fonctionnement de ce logiciel (par exemple, le noyau d'un serveur web 
n'a pas besoin de charger un module bluetooth). Une telle machine virtuelle person-
nalisee pour le fonctionnement d'une application specifique est appelee un serveur 
mono-fonctionnel virtuel (de l'anglais virtual appliance). 
De la m§me fagon qu'un logiciel est empaquete dans un format normalise (comme 
.msi, .rpm, .deb), il est aussi possible d'empaqueter le serveur mono-fonctionnel au 
complet. Pour les utilisateurs, le principal avantage d'obtenir un logiciel dans ce for-
mat est qu'il n'a pas besoin de verifier si les dependances du logiciel sont satisfaites. 
L'environnement d'execution est deja prgt a §tre utilise : il suffit d'installer et de 
demarrer la machine virtuelle. Par exemple, la compagnie VMware, proprietaire du 
logiciel de virtualisation VMware Server, offre sur son site web le telechargement de 
plusieurs serveurs mono-fonctionnels dans le format Open Virtual Machine Format 
(.ovf). 
Pour les developpeurs, cette approche facilite le support du produit, car plutdt que 
de prevoir plusieurs scenarios differents de deploiement, ils peuvent se concentrer sur 
un seul. Pourtant, il n'existe pas aujourd'hui de format normalise de machine virtuelle. 
Les differentes technologies de virtualisation n'etant pas toujours compatibles entre 
elles, le choix de la technologie (ou format) a utiliser varie. 
Gestion contrdlee des ressources 
Un des facteurs de risque relie a consolidation de plusieurs applications sur un 
m&ne serveur est le manque de contr6le sur les ressources utilisees par chaque appli-
cation [33]. II est fort possible dans cette situation qu'une application monopolise de 
fagon abusive certaines ressources. 
La virtualisation permet la creation d'environnements d'execution avec des res-
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sources lirnitees, le but etant d'augmenter la qualite de service en garantissant une 
portion specifique des ressources physiques du serveur aux differentes machines vir-
tuelles qu'il heberge [42]. Le success de cette approche depend de l'utilisation de bons 
ordonnanceurs [58] par les technologies de virtualisation. 
Le contrdle des ressources est une caracteristique qui contribue a diminuer le risque 
associe a la consolidation des serveurs, car elle evite qu'une application monopolise, 
par exemple, l'UCT, limitant le temps de calcul du serveur a une seule machine 
virtuelle. 
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Chapitre 2 
Revision des technologies de 
visualisation 
De nos jours, l'irnplantation de la visualisation telle que decrite par Popek & Gold-
berg (voir section 1.2.1), dans laquelle le VMM intercepte et interprete les instructions 
sensibles executees par les machines virtuelles (connue en anglais par l'expression 
« trap and emulate »), n'est pas la seule methode utilisee pour la virtualisation de 
serveurs. Au cours des annees, divers logiciels de virtualisation ont ete developpes 
utilisant d'autres technologies. Ces technologies different dans le degre d'abstraction 
qu'elles font du materiel sous-jacent ainsi que dans la mani£re dont la couche de vir-
tualisation est congue [51]. Plusieurs etudes [42, 58, 29, 34, 32, 35, 30, 59, 24, 12] ont 
ete consacres a la revision de ces technologies. 
Ce chapitre presente une revision des principales technologies utilisees actuelle-
ment pour la virtualisation des serveurs sur 1'architecture x86. II est commun de 
rencontrer dans la litterature l'utilisation de differentes nomenclatures pour designer 
la m§me technologie de virtualisation [29]. Nous allons utiliser celles qui sont les plus 
couramment employees. Une analyse qualitative, basee sur les etudes mentionnees 
ci-haut, comparant la flexibilite ainsi que la performance des technologies de virtua-
lisation, est presentee a la fin du chapitre. 
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2.1 Visualisation complete 
La technique connue par le nom de virtualisation complete (de l'anglais full vir-
tualization) consiste a emuler par logiciel, de maniere partielle ou encore integrate, le 
materiel qui compose la machine physique et de presenter cette version « virtuelle » 
du materiel au systeme d'exploitation invite [7]. Aucune modification a ce dernier 
n'est requise car il n'est pas informe du fait qu'il s'execute sur une machine virtuelle. 
La base des logiciels qui emploient la virtualisation complete est l'emulation mate-
rielle. Mais l'emulation toute seule n'equivaut pas a la virtualisation. II existe presente-
ment deux techniques qui sont utilisees avec l'emulation du materiel pour implanter 
la virtualisation complete : la traduction binaire des instructions et, quand les ca-
racteristiques du processeur le permettent, la technique classique, ou virtualisation 
classique, comme est appelee aujourd'hui la technique decrite par Popek & Goldberg 
[50]. 
2.1.1 L'emulation materielle 
L'emulation materielle consiste a emuler l'integralite des composants qui forment 
une machine. La base de l'emulation materielle est l'emulation du processeur, plus 
precisement du jeu d'instructions elementaires de l'architecture (voir section 1.2.2), 
par logiciel [42]. Le logiciel responsable d'executer cette tache est appele emulateur. 
Les emulateurs n'ont pas comme objectif primaire la virtualisation. lis ont ete congus 
pour reproduire le comportement d'une architecture differente de l'architecture na-
tive [58]. Par exemple, avec un emulateur de l'architecture PowerPC, il est possible 
d'executer une application compilee pour cette plateforme dans un ordinateur equipe 
avec un processeur x86. Pour ce faire, chacune des instructions envoyees au processeur 
PowerPC emule doit §tre convertie en instructions x86 puis executee par le processeur 
physique. On dit dans ce cas que les instructions sont interpretees ou emulees. 
Quand on fait l'emulation d'une architecture identique a l'architecture native, 
les instructions envoyees au processeur emule n'ont pas necessairement besoin d'etre 
interpretees par l'emulateur avant d'etre executees. En effet, comme celles-ci appar-
tiennent au jeu d'instructions elementaires (PISA) du processeur reel, elles peuvent, 
pour cette raison, §tre executees directement par ce dernier. Pourtant, dans le cas de 
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l'architecture x86, en raison des caracteristiques mentionnees dans la section 1.3, il est 
tout de mgme necessaire pour l'emulateur d'interpreter la totalite des instructions. 
La « portability » des applications constitue le principal avantage de l'eniulation 
materielle. Deux exemples de logiciels qui font de l'eniulation materielle sont Bochs 
[35] et QEMU [4]. La speciality de Bochs est l'eniulation de toute la serie x86 d'Intel, 
du 386 jusqu'au x86-64. QEMU est capable d'emuler diverses plateformes en plus de 
l'architecture x86, telles que SPARC, MIPS, PowerPC et ARM. Le principal inconve-
nient des emulateurs est leur performance. Comme chaque instruction executee par le 
systeme emule doit §tre interpretee par le processeur reel, les penalites en temps d'exe-
cution sont significatives [42]. Jones [29] mentionne que les ralentissements peuvent 
§tre de l'ordre de 100 ou m§me de 1000 pour certaines configurations specifiques. 
Dans la limite extreme de ce contexte, une instruction qui prend normalement 2 mi-
lisecondes pour s'executer dans le systeme natif peut prend jusqu'a 2 secondes pour 
s'executer dans le systdme emule. 
QEMU est un exemple de logiciel qui peut fonctionner soit comme un « emulateur 
pur » soit comme une technologie de virtualisation pour l'architecture x86. Dans le 
deuxidme cas, il utilise un pilote special, ou « accelerateur », appele KQEMU1 [5], 
ainsi que la technique de traduction binaire [28], presentee dans la section suivante. 
2.1.2 Traduction binaire 
La traduction binaire des instructions, ou simplement traduction binaire (de l'an-
glais binary translation), est une approche developpee pour contourner les caracte-
ristiques de certains processeurs, comme ceux de l'architecture x86, qui les emp§che 
d'etre virtualises de la mantere classique. En effet, comme l'execution de certaines 
instructions sensibles par des processus non privilegies ne gen£re aucune exception 
sur ce type de processeur, il fallait trouver une technique qui permettrait de contour-
ner ce probleme. La solution employee par la technique de traduction binaire consiste 
a surveiller le code execute par le syst&ne d'exploitation invite et a modifier (ou tra-
1
 KQEMU est considere comme un « accelerateur » car, comme les instructions d'une machine 
virtuelle KQEMU font partie de PISA du processeur physique et qu'elles ne necessitent aucune 
traduction avant d'etre executees, la performance du logiciel (QEMU) est augmentee (du moins en 
theorie) considerablement. 
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duire) les sequences d'instructions qui peuvent changer l'etat du syst6me hote (les 
instructions sensibles) par d'autres instructions qui produisent le m§me effet. Les 
autres instructions peuvent §tre executees directement par le processeur. 
L'utilisation de cette approche sans l'assistance d'un mecanisme d'optimisation 
impose une perte d'efficience significative a l'execution des machines virtuelles. Pour 
ameliorer leur performance, les logiciels de virtualisation qui utilisent cette approche, 
comme VMware ESX Server [72], Microsoft Virtual PC [42] et KQEMU, font aussi 
l'emploi d'une cache de traduction (de l'anglais translation cache) pour enregistrer 
les instructions recemment traduites pour l'utilisation future ainsi que de plusieurs 
autres strategies, comme le Patch Manager utilise par VirtualBox [19], qui plutdt 
que de continuellement traduire les instructions sensibles remplace certaines parties 
recurrentes du code faisant appel a ce type d'instruction par du code faisant appel a 
d'autres instructions (inoffensives) mais qui produisent les m§mes effets. 
Une difference essentielle entre l'approche que nous venons de decrire et celle 
employee par les emulateurs purs est que, dans le cas des emulateurs, la totalite des 
instructions sont interpretees tandis que dans le cas de la traduction binaire avec 
l'emploi d'une cache, une instruction qui a deja ete interpretee ne le sera plus lors de 
ses executions subsequentes. 
2.1.3 Virtualisation classique 
Pour qu'une architecture puisse §tre virtualisee de la mani£re classique, comme 
decrit par Popek & Goldberg [50], les instructions sensibles qui composent le jeu d'ins-
tructions du processeur ne doivent pas pouvoir §tre executees par une application non 
privilegiee sans generer une faute ou une exception. Dans cette technique de virtua-
lisation, les systdmes d'exploitation invites sont executes en tant qu'applications non 
privilegiees et chaque fois qu'ils executent une de ces instructions le VMM l'intercepte 
et l'interprete. Cette technique a ete decrite en details dans la section 1.2.3. 
Comme indique a la section 1.3, cette technique ne peut pas §tre utilisee par des 
machines utilisant des processeurs x86 standards. Une partie des instructions sensibles 
de 1'ISA de cette architecture ne gen&rent pas une exception quand elles sont executees 
par une application non privilegiee. Cette caracteristique empgche Pimplantation du 
40 
2.1. VIRTUALISATION COMPLETE 
VMM decrit par Popek & Goldberg pour cette architecture. 
Recemment, Intel et AMD ont integre des extensions supplementaires au ISA x86 
de leurs nouvelles generations de processeurs avec l'objectif de faciliter la virtualisa-
tion de cette architecture. Les details concernant ces changements ont ete presentes 
dans la section 1.3.1. De manure simplifiee, un nouveau niveau d'operation a ete 
ajoute au processeur. Pour qu'un logiciel de virtualisation puisse exploiter ces nou-
velles extensions il doit executer les machines virtuelles dans ce nouveau niveau d'ope-
ration du processeur, ceci etant moins privilegie que le niveau d'operation standard 
dans lequel le VMM est execute. Toute tentative d'execution d'une instruction sensible 
par une machine virtuelle entraine automatiquement un retour au mode d'operation 
standard. En pratique, cela a le m£me effet que la generation d'une exception et donne 
au VMM Popportunite d'intercepter et d'interpreter l'instruction en question. 
Un exemple d'un logiciel de virtualisation classique pour l'architecture x86 est 
KVM (de l'anglais Kernel-based Virtual Machine, ou machine virtuelle basee sur 
le noyau) [31]. KVM est compose de deux parties : un sous-syst£me, ou module, 
incorpore au noyau de Linux et un programme utilisateur. Le module noyau exploite 
les nouvelles extensions de l'architecture x86 pour transformer Linux en un VMM. 
Le programme utilisateur est une version modifiee d'une application QEMU, adaptee 
pour que toutes les instructions sensibles executees par le systeime d'exploitation invite 
fassent appel au module noyau [7]. 
De mantere generate, la virtualisation congue avec des techniques qui exploitent 
ces nouvelles extensions est aussi appelee virtualisation assistee par le materiel (de 
l'anglais hardware-assisted visualization) [41]. L'utilisation de ces extensions supple-
mentaires n'est pas exclusive aux logiciels qui emploient la virtualisation classique. 
VirtualBox utilise (de manure optionnelle) une partie de ces extensions (et pas de la 
maniere prevue par Intel [19]) pour la conception de son VMM et Xen les emploie 
quand il doit executer un syst£me d'exploitation non modifie (comme Windows XP) 
dans une machine virtuelle. 
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2.2 Paravirtualisation 
La technique connue sous le nom de paravirtualisation est une alternative a la 
virtualisation complete. Une partie considerable de la complexity inherente a la vir-
tualisation des serveurs est reliee au fait que les systemes d'exploitation sont congus 
pour avoir un access exclusif a l'ordinateur. Comme ils ne sont pas congus pour par-
tager le contrdle du materiel avec une autre application, ils ont la liberte de l'utiliser 
de la mani£re qui leur convient le mieux. Quand un ordinateur est virtualise avec une 
technique de virtualisation complete et que plusieurs syst&mes d'exploitation par-
tagent l'utilisation de la machine, c'est le VMM qui s'occupe de gerer les tentatives 
d'acces concurrents au materiel tout en donnant l'illusion aux syst£mes d'exploitation 
invites qu'ils sont les seuls a contr6ler la machine. Cette approche fonctionne tres bien 
mais demande au VMM beaucoup d'effort pour coordonner l'execution des machines 
virtuelles. 
II est possible d'alleger le travail du VMM en informant les syst&nes d'exploitation 
invites qu'ils n'ont pas un acc£s exclusif au materiel et qu'ils doivent le partager entre 
eux [15]. Pour coordonner le partage de manure efficace, le VMM offre aux machines 
virtuelles une interface speciale qui doit §tre utilisee par les syst&mes d'exploitation 
invites pour acceder au materiel. 
La cle du succ£s (performance) de cette technologie de virtualisation est basee sur 
la collaboration des systdmes d'exploitation invites qui sont informes qu'ils s'executent 
a l'interieur d'une machine virtuelle. Pour ce faire, les syst£rnes d'exploitation invites 
doivent §tre modifies, de maniere a pouvoir utiliser cette interface speciale offerte par 
le VMM qui dans ce contexte est appele hyperviseur [59]. 
De manure generale, une machine virtuelle executee dans un systeme paravir-
tualise presente une bien meilleure performance que celle d'une machine virtuelle 
executee avec une technique de virtualisation complete [15]. D'apres Bonnet [7], les 
deux goulots d'etranglement d'un systeme virtualise sont la gestion de la memoire et 
la gestion des operations d'entree/sortie (E/S). Une application s'executant sur une 
machine virtuelle utilisant une technique de virtualisation complete et qui desire acce-
der a PInternet, par exemple, doit traverser plusieurs couches d'abstraction virtuelles 
(le materiel emule par le VMM). La mgme application s'executant sur un syst&ne pa-
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ravirtualise utilisera des pilotes speciaux pour contourner ces couches d'abstraction 
et communiquer directement avec l'interface reseau de la machine physique (ce type 
d'acceis etant tout de m&ne toujours controle par le VMM). 
La principal desavantage de la paravirtualisation vient justement du fait que les 
systemes d'exploitation invites doivent 6tre modifies pour mieux collaborer avec le 
VMM. Les changements visent a adapter toutes les couches qui accident au materiel 
afin qu'elles puissent utiliser l'interface speciale offerte par le VMM [7]. De plus, cela 
limite l'utilisation de la paravirtualisation aux systdmes d'exploitation libres (pour les-
quels le code source est disponible pour que les changements puissent §tre appliques) 
ou, encore, aux syst£mes d'exploitation proprietaries offerts avec les modifications 
necessaires a cet effet. 
Deux exemples de logiciels de virtualisation qui emploient la technique de para-
virtualisation sont Xen [2] et Denali [68]. 
2.3 Virtualisation au niveau du systeme d'exploita-
tion 
La virtualisation au niveau du systdme d'exploitation (de l'anglais Operating Sys-
tem (OS) level virtualization) est une technique qui implemente la virtualisation d'une 
manidre tr&s differente de celles presentees jusqu'a maintenant. Une caracteristique 
commune a toutes les techniques de virtualisation decrites jusqu'a maintenant est 
l'emulation par logiciel d'au moins un sous-ensemble des composantes materielles de 
la machine physique. Cette emulation est necessaire pour faire cohabiter plusieurs 
syst£mes d'exploitation differents sur la m§me machine. Pourtant elle est en m§me 
temps responsable d'une partie de la perte d'efficience presentee par ces syst£mes, ce 
qui affecte la performance des logiciels de virtualisation qui utilisent cette technique. 
La technologie de virtualisation au niveau du systeme d'exploitation n'utilise pas 
l'emulation et, en consequence, ne permet pas l'execution de plusieurs systemes de 
exploitation. Au lieu de faire l'abstraction du materiel sous-jacent, l'abstraction se 
fait sur une couche plus elevee : celle au-dessus du systeme d'exploitation h6te [42]. 
Ainsi, les machines virtuelles gerees par un logiciel de virtualisation qui emploie cette 
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technologie partagent non settlement le materiel mais aussi le systeme d'exploitation 
h6te. En realite, c'est le systeme d'exploitation qui est virtualise et non la machine 
physique. II est possible de voir cette technique de virtualisation comme une extension 
du concept de la memoire virtuelle (ou l'inverse, que la memoire virtuelle n'est qu'un 
debut de ce qui est possible en virtualisation). 
L'absence de systemes d'exploitation invites (dans le cas ou le systeme d'exploita-
tion hdte est partage) fait que le terme « machine virtuelle » n'est pas employe dans 
la litterature pour identifier un environnement virtuel cree par un logiciel de virtua-
lisation au niveau du systeme d'exploitation. II est remplace par d'autres expressions 
telles que « serveur virtuel prive » (de l'anglais Virtual Private Server (VPS)) [61] ou 
simplement « serveur virtuel », ainsi que « conteneur » (de l'anglais container). 
La virtualisation au niveau du systeme d'exploitation est une technique qui s'ap-
puie fortement sur des mecanismes renforgant la separation des processus s'execu-
tant sur un meme systeme d'exploitation, l'objectif etant d'isoler un processus ou 
un groupe de processus dans un conteneur dont il est theoriquement impossible de 
sortir [7]. Ce conteneur forme la base d'un environnement virtuel offert par cette 
technologie de virtualisation. Pour cette raison, elle est aussi appelee cloisonnement 
et contextualisation [59]. II s'agit d'une technique legere, beaucoup moins complexe 
a mettre en oeuvre, que permet la creation d'un nouveau serveur virtuel rapidement 
et qui presente une ligere perte de performance. Elle permet le partitionnement d'un 
serveur physique en plusieurs dizaines de conteneurs presque sans ralentissement. 
La majorite des systemes d'exploitation bases sur UNIX proposent un moyen d'iso-
ler les processus qui peuvent etre exploites par les logiciels de virtualisation, comme 
chroot (Linux), jail (BSD) et containers (Solaris), ainsi que sa version plus evoluee, 
zones (Solaris) [33]. Deux exemples de logiciels qui font l'emploi de la virtualisation 
au niveau du systdme d'exploitation Linux de maniere similaire sont Linux- VServer 
[14] et OpenVZ. Tous les deux sont offerts sous la forme d'une rustine (de l'anglais 
patch) applique au noyau de Linux de base, modifiant son mode d'operation standard 
et fournissant des outils de gestion des environnements virtuels. 
Les modifications faites au noyau de Linux par Linux-VServer et OpenVZ in-
cluent, par exemple, la virtualisation du systeme d'identification des processus (PID 
pour process identification) du systeme d'exploitation avec l'utilisation d'un espace de 
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noramage (de l'anglais namespace) unique par conteneur. Cette modification permet, 
par exemple, que le PID du processus d'initialisation (init) de tous les conteneurs soit 
1. 
2.4 Analyse qualitative des technologies de virtuali-
sation 
Cette section presente une analyse qualitative qui compare la flexibilite ainsi que 
la performance (theorique) des technologies de virtualisation. Nous ne faisons pas 
Panalyse de la fiabilite ni de la securite de ces technologies. Les resultats de notre 
etude pratique, presentes dans le chapitre 5, donnent une idee de la fiabilite des 
logiciels de virtualisation evalues. Par rapport a la securite, toutes les technologies de 
virtualisation presentees dans les sections precedentes repondent a ce critdre dans le 
sens propose par Popek & Goldberg et presente dans la section 1.2.1. 
Les technologies de virtualisation vues dans ce chapitre ont ete presentees en 
ordre de « flexibilite » decroissante ainsi qu'en ordre de « performance theorique » 
croissante. Ainsi, un emulateur est un outil tr&s flexible, permettant l'execution de 
systdmes d'exploitation congus potentiellement pour une architecture differente de 
celle de la machine h6te, mais qui presentent une performance tres faible. 
Les technologies basees sur la traduction binaire d'instructions sont moins flexibles 
que les emulateurs car elles executent seulement des syst&nes d'exploitation compa-
tibles avec l'architecture de la machine hdte. Par contre, elles presentent generalement 
une performance superieure a celles des emulateurs. La virtualisation classique pro-
fite de l'assistance materielle a la virtualisation de nouvelles machines pour offrir, en 
theorie, une meilleure performance. 
Les technologies qui utilisent la paravirtualisation ont une flexibilite encore plus 
restreinte. Leur compatibilite est limitee aux systdmes d'exploitation congus pour 
la mgme architecture que celle de la machine physique et pouvant §tre modified de 
maniere a utiliser l'interface speciale offerte par l'hyperviseur pour acceder aux com-
posantes materielles de la machine physique. Cet accSs special leur confere un gain 
de performance significatif. 
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FIG. 2.1: Analyse qualitative de la flexibility ainsi que de la performance theorique des 
technologies de virtualisation. 
Finalement, les technologies de virtualisation au niveau du syst£me d'exploita-
tion partagent le syst£me d'exploitation h6te avec les serveurs virtuels. Cela limite 
Putilisation d'un seul syst£me d'exploitation mais permet aux serveurs virtuels une 
performance tr£s proche de la performance native (celle experimentee pour un systdme 
n'ayant aucune couche de virtualisation). 
L'aspect « fiexibilite » des technologies de virtualisation peut §tre facilement ana-
lyse subjectivement en fonction de leur universality (ou compatibilite) de celles-ci. 
L'aspect « performance » peut gtre superficiellement analyse. La pratique peut se 
montrer tr£s differente de la theorie en ce qui concerne la performance de solutions 
et pour cette raison nous avons fait un etude pratique comparant la performance 
des technologies de virtualisation. Le graphique de la figure 2.1 presente une analyse 
subjective de la fiexibilite ainsi que de la performance theorique des technologies de 
virtualisation. 
II existe au moins une situation ou deux des technologies de virtualisation que 
nous avons presentees sont utilisees conjointement dans le developpement d'une so-
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lution hybride. Nakajima [41] propose une technologie baptisee hybrid-virtualization 
(ou « virtualisation hybride ») que modifie l'approche utilisee par les logiciels de vir-
tualisation classique (comrae KVM), implantee sur les nouveaux processeurs x86 avec 
support a la virtualisation de manure a profiter de quelques concepts de la paravirtua-
lisation (utilisee par Xen) - comme l'utilisation d'une interface speciale pour acceder 
au materiel - mais sans demander la modification des systemes d'exploitation invites. 
II s'agit, cependant, d'un projet experimental et Nakajima n'indique pas comment 
son approche ameliore la performance de la solution. 
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Chapitre 3 
Revision des travaux similaires 
Ce chapitre presente un survol des differentes etudes publiees au cours des cinq 
dernieres annees qui evaluent un logiciel ou un groupe de logiciels qui emploient une 
des technologies de virtualisation de serveurs presentees dans le chapitre 2. Dans le 
cas ou plus d'un logiciel de virtualisation est evalue par une etude, celle-ci presente 
aussi une comparaison des result ats obtenus par chacun des logiciels evalues. Nous 
nous sommes fortement inspire de ces etudes dans le choix des metriques et de la 
methodologie appliquee lors de notre propre evaluation. 
Les caracteristiques principales de ces etudes sont presentees de maniere concise 
dans un tableau. Ensuite, les differentes charges de travail des tests utilisees par ces 
etudes sont brievement exposees. Le chapitre se termine avec une analyse non exhaus-
tive des points forts et des points faibles de ces etudes, lesquels serviront comme repere 
lors de notre evaluation, suivi d'une courte presentation sur quelques projets incluant 
l'utilisation de bancs d'essai congus specifiquement pour revaluation de logiciels de 
virtualisation. 
3.1 Presentation des travaux 
Le tableau 3.1 presente un resume des principales caracteristiques des etudes exa-
minees : l'annee de publication, le nom des logiciels de virtualisation evalues par 
chaque etude, la version de ces logiciels et du noyau de Linux utilise (si mentionne 
dans l'etude) et les charges de travail des tests utilisees dans les experiences. 
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Etude 
[2] 
[16] 
[54] 
[53] 
[20] 
[1] 
[36] 
[66] 
[72] 
[46] 
[61] 
[52] 
[41] 
,n 51 1 
Annee 
2003 
2004 
2005 
2006 
2006 
2006 
2006 
2007 
2007 
2007 
2007 
2007 
2007 
Technologies comparees 
Xen 
VMware Workstation 
U M L 
VMware ESX Server 
X e n 
Linux- VServer 
UML 
X e n 
U M L 
Linux-VServer 
Xen 
VMware Workstation 
VMware GSX 
Linux-VServer 
MCR 
OpenVZ 
Xen 
2 VMware Player 
VMware ESX Server 
VMware ESX Server 
Xen 
VMware ESX Server 
XenEnterprise 
Xen 
OpenVZ 
Linux-VServer 
Xen 
Linux-VServer 
X e n 
KVM 
Version / noyau 
- / 2.4.21 
3.2 / 2.4.21 
- / 2.4.21 
- / 2.4.21 
- / 2.4.26 
1.29 / 2.4.27 
- / 2.4.26, 2.6.7 
- / 2.6.9 
- / 2.4.26, 2.6.7 
1.29 / 2.4.27 
2.0 / 2.6.9 
3.2 / 2.4.28 
-
2.02rc9 / 2.6.15.4 
2.1.0 / 2.6.14.4 
2.S.1 / 2.6.15 
022stab064 / 2.6.8 
3.0.1 / 2.6.12.6 
1.0.1 / -
3.0 / -
3.0.1 GA / -
3.0.3-0 / -
3.0.1 / 2.6.9 
3.2 / 2.6.9 
3.0.3 (unstable) / -
stable / 2.6 
2.0.1 / 2.6.17 
3.0.2-testing / 2.6.16 
2.2 / 2.6.20 
- / -
24 / -
Charges de tests utilisees 
SPECcpu2000 INT, OSDB, 
Dbench, SPECweb99, 
compilation code source, 
LMbench, ttcp 
Postmark, OSDB, SPECweb99, 
httperf, ttcp, dd 
compilation code source 
Mesure du temps de demarrage, de 
l'occupation memoire, de l'espace disque utilise, 
de la linearite, de requite et de la sous-performance 
dd, Netperf, 
Mmesure du temps de demarrage, de 
l'occupation memoire, de l'espace disque utilise, 
de la linearite, de requite et de la sous-performance 
Dbench, 
LMbench, 
Tbench, 
compilation code source 
SPECcpu2000 INT, fbrkwait, 
SPECjbb2005, PassMark, 
compilation code source, ab, 
suite de nano-benchmarks 
LoadSim, SPECJbb2005, 
SPECweb2005, 
Swingbench, Dbench 
SPECcpu2000 INT, PassMark, 
Netperf, SPECjbb2005, 
compilation code source 
SPECcpu2000 INT, PassMark, 
Netperf, SPECjbb2005, 
compilation code source 
RUBiS 
LMbench, Iperf, OSDB, 
compilation code source, 
dd, Dbench, Postmark 
Mesure de la consommation de la memoire et de 
la perte d'efficience en raison de la visualisation 
LMbench, 
compilation code source 
bliees entre 2003 et 2007 
1Projet experimental utilisant une version modifiee du noyau de Linux avec une couche de 
« contention ». 
2
 Avec et sans l'utilisation du support materiel a la virtualisation de l'architecture x86 (prototype). 
3Xen Enterprise version 3.2 est base sur la version 3.0.4 de Xen. 
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3.2 Charges de travail des tests utilisees 
Avant de faire l'expose des charges de travail des tests utilisees par les differentes 
etudes du tableau 3.1, il faut d'abord definir ce qu'on entend par l'expression charge de 
travail ainsi que par l'expression module de charge de travail employees par celles-ci: 
« La charge de travail (reelle) d'un systeme est composee de toutes les 
demandes de traitement, que ce soit un programme, des donnees ou des 
commandes, faites par les usagers. » Girard [18] 
Dans ce contexte, une charge de travail des tests (de l'anglais test workload) peut 
6tre consideree comme un module de la charge reelle que subit une machine dans 
un environnement de production, soit l'ensemble des programmes qui sont congus et 
implantes pour charger le systeme artificiellement pendant la prise de mesures [18]. 
Les charges de travail des tests utilisees par les etudes examinees peuvent §tre 
classees en deux categories : les charges de tests synthetiques et les charges de tests 
artificielles. 
Une charge de travail des tests synthetique est composee soit par un sous-ensemble 
des composants de base de la charge de travail reelle soit par un melange de compo-
sants de la charge de travail reelle et de composants construits specifiquement pour 
l'etude [18]. 
Contrairement aux charges de tests synthetiques, les charges de travail des tests 
artificielles ne contiennent aucun composant de la charge reelle [18]. Elles sont plut6t 
composees d'un ensemble de programmes congus avec le seul but de surcharger une 
partie specifique du systeme reel. M£me si des charges de tests artificielles represented 
un indicateur incomplet du comportement du systeme pour l'execution d'une charge 
de travail reelle, elles offrent une opportunity d'observer l'impact des technologies de 
virtualisation sur l'execution d'operations primitives du systeme d'exploitation [61], 
comme la creation de processus avec l'appel systeme fork. 
La figure 3.1 presente un graphique de la distribution de l'occurrence des charges 
de travail des tests utilises par les etudes examinees du tableau 3.1. Les sous-sections 
qui suivent font un bref expose de chacune de ces charges de tests. 
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FIG. 3.1: Distribution des occurrences des charges de tests utilisees par les 6tudes examinees 
Les bancs d'essai (benchmarks) 
Dans la literature, les programmes congus pour evaluer la performance d'un sys-
t£me sont appel£s benchmarks, un mot anglais qui veut dire « point de reference » 
et qui peut §tre interprets comme « test de performance ». lis sont souvent clas-
ses en trois categories, en fonction de la nature de la charge de travail utilisee : les 
macro-benchmarks, les micro-benchmarks et les nano-benchmarks. 
Les macro-benchmarks sont, en effet, des bancs d'essai. lis sont utilises dans 
revaluation de la performance au niveau des applications. Les micro-benchmarks se 
concentrent sur revaluation de la performance d'un composant du syst&me en parti-
culier, comme la memoire ou le disque, tandis que les nano-benchmarks sont utilises 
pour evaluer le syst&ne a un niveau encore plus bas. Ceux-ci ciblent l'ex£cution d'ope-
rations sensibles a la virtualisation, comme les appels syst£me a l'aide de l'instruction 
syscall [1]. 
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3.2.1 Les charges de tests synth6tiqu.es 
Cette section presente un bref expose des charges de tests synthetiques utilisees 
par les etudes examinees. 
Les bancs d'essai du groupe SPEC 
SPEC est l'acronyme de Standard Performance Evaluation Corporation, le meme 
pouvant §tre traduit comme « Societe pour la normalisation de revaluation de la 
performance ». II s'agit d'une organisation sans but lucratif regroupant plusieurs en-
treprises de l'industrie. Le but de cette organisation est d'etablir des normes les plus 
objectives possibles pour mesurer la performance de plusieurs types de technologies 
[40]. Le groupe SPEC est particulierement connu pour la creation de bancs d'essai 
pour revaluation de serveurs, d'applications et de syst&nes de haute performance. 
Les bancs d'essai developpes par la societe sont identifies par le prefixe SPEC, 
d'une reference a l'objet cible par revaluation et de son annee de publication. La 
societe ne supporte que la derni£re version de ses bancs d'essai, lesquelles corrigent 
des probl£mes d'impartialite (quand un logiciel est optimise pour l'execution du banc 
d'essai) identifies par la communaute et qui sont adaptes a la puissance croissante 
des machines actuelles. 
SPECcpu2000 INT La suite SPECcpu contient une serie d'applications qui 
consomment enormement de cycles du processeur et ce pour une longue periode de 
temps. Le suffixe INT fait reference au banc d'essai CINT qui fait partie de la suite 
et qui est compose de fonctions ecrites dans le langage de programmation C. Ces 
fonctions executent une serie des calculs avec des nombres entiers. La suite SPECcpu 
mesure la performance du processeur et de la memoire du systdme. 
II s'agit d'une charge de travail « benigne » [1], dans le sens que la majorite des 
instructions executees sont des instructions inoffensives (non sensibles). 
SPECjbb2005 Le banc d'essai SPECjbb (Java Server Benchmark) evalue la 
performance d'un serveur d'applications Java. La charge de travail utilisee est com-
posee d'une serie d'applications executees par la JVM (la machine virtuelle Java). II 
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s'agit d'un ensemble d'instructions qui contraint le processeur a travailler en mode 
d'operation non privilege, de maniere similaire a SPECcpu INT [1]. Le banc d'essai 
n'utilise pas le reseau et l'utilisation du disque se limite a l'ecriture dans le journal 
d'evenements du syst£me [72] et a l'utilisation de la memoire virtuelle. 
SPECweb99/2000 SPECweb est le banc d'essai SPEC pour revaluation de 
la performance des serveurs web et des systemes qui les accueillent. La charge de 
travail utilisee est composee d'un melange complexe de requites de pages web avec 
des operations HTTP et l'utilisation de contenu genere dynamiquement [16]. Le banc 
d'essai requiert l'utilisation de plusieurs machines clientes connectees au serveur de 
tests par reseau. Chacune de ces machines simulent un ensemble d'utilisateurs qui 
accident au serveur de manidre concurrente [2]. 
Compilation de code source 
La compilation du code source d'un programme inclut une quantite importante 
d'operations d'entree-sortie sur le disque, pour lire le code source et puis ecrire le code 
compile, une tache qui exige beaucoup du syst£me de fichiers [72]. De plus, c'est une 
tache qui stresse l'UCT considerablement et, selon la structure du code source, peut 
entrainer l'utilisation de multiples fils d'execution [61]. 
Un exemple de code source utilise par les differentes etudes est le noyau de Linux. 
Les experiences mesurent le temps ecoule pour executer une compilation complete 
du code source du noyau sur le syst^me d'exploitation h6te pour ensuite executer la 
m§me tache sur le systdme d'exploitation invite. Ensuite, les resultats obtenus sont 
compares. Ceci donne une idee du surcout impose par la couche de virtualisation. 
dd 
dd est un logiciel congu pour faire la copie de donnees en bas niveau (bit par 
bit). II a 6te utilise par une partie des etudes examinees comme un outil de mesure 
pour analyser la capacite du systdme d'executer des operations d'entree-sortie sur le 
disque. L'experimentation consistait a faire une copie d'un gros fichier dans le syst£me 
de fichiers et a mesurer le temps necessaire pour realiser cette operation. 
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3.2.2 Les charges de tests artificielles 
Cette section presente un bref expose des charges de tests artificielles utilisees par 
les etudes examinees. 
Dbench 
Dbench est un banc d'essai utilise pour evaluer la performance d'un serveur de 
fichiers. II est derive du produit commercial NetBench et emule la charge imposee a 
un serveur de fichiers par des clients executant le systeme d'exploitation Windows 
95 [2]. Le resultat aifiche par le logiciel a la fin de son execution represente le debit 
atteint par le serveur quand il est accede par un seul client qui execute environ 90000 
operations sur le syst£me de fichiers [61]. 
LMbench 
LMbench est une suite de bancs d'essai congue pour mesurer les principaux goulots 
d'etranglement rencontres dans une vari§te d'applications UNIX. Ceux-ci ont 6te 
identifies par les developpeurs de l'outil, puis isoles et reproduits par un ensemble 
de 37 micro-benchmarks [38]. lis mesurent l'aptitude du syst£rne dans 1'execution de 
t aches concernant le transfert de donnees entre le processeur, la memoire, le disque 
et le reseau, puisque la majorite des difficultes de performance vecues par un syst^me 
est causee par des probl&nes de latence et de bande passante, ou par une combinaison 
des deux [38]. 
Passmark 
Passmark est une suite de bancs d'essai qui vise a evaluer, de maniere isolee, 
plusieurs aspects de la performance du processeur d'un ordinateur utilise comme poste 
de travail [1]. Les charges de tests ciblent l'ensemble des instructions non privilegiees 
de 1'ISA du processeur. 
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Netperf 
Netperf est un banc d'essai utilise pour mesurer la performance de l'echange de 
donnees sur reseau. II requiert l'utilisation d'un ou de plusieurs syst&mes clients qui 
interagissent avec le serveur, tout en generant une charge sur le reseau. Le banc d'essai 
comprend autant de tests d'emission que de tests de reception de donnees. 
ttcp 
ttcp est la contraction de tftest TCP », un outil pour mesurer la performance de 
la transmission et de la reception de paquets TCP par reseau. II a ete utilise pour 
evaluer le surcout impose par la couche de visualisation a l'utilisation du reseau [2]. 
Iperf 
Iperf est un outil similaire a ttcp utilise pour mesurer le debit maximal du lien 
reseau (la bande passante) en simulant un trafic de paquets TCP et UDP [61]. 
forkwait 
forkwait est un programme simple congu pour charger la procedure de creation 
et de destruction de processus du systeme d'exploitation [1]. II met l'emphase sur 
Pexecution des instructions sensibles utilisees par les appels systeme fork et wait des 
systdmes d'exploitation du type UNIX et aide a ^valuer le surcout impose par la 
couche de virtualisation sur l'utilisation de l'UCT. 
OSDB 
OSDB, « Open Source Database Benchmark », est un banc d'essai libre congu 
pour revaluation de la performance des serveurs de bases de donnees. Son mode de 
fonctionnement consiste a construire une base de donnees vide, a la remplir, pour 
ensuite executer une serie d'operations de recherche et de mise a jour des donnees, 
simulant ainsi la charge de plusieurs clients. La performance du systeme est mesuree 
en fonction de la quantite de transactions que le serveur est capable de gerer par 
seconde. 
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Tbench 
Tbench est un banc d'essai complementaire a Dbench. Pendant que Dbench se 
charge d'emuler la charge imposee au syst£me de fichiers par le banc d'essai NetBench, 
tbench fait de m6me pour l'utilisation du reseau, en reproduisant le trafic des paquets 
TCP crees lors de 1'execution de NetBench [63]. 
ab 
ab est l'acronyme pour « Apache Benchmark », un outil congu pour evaluer la 
performance d'un serveur web Apache et qui est inclu dans le paquet d'installation 
de ce dernier. II est utilise pour determiner le nombre de requites HTTP qu'une 
installation de ce serveur est capable de gerer par seconde. 
RUBiS 
RUBiS est l'acronyme de « Rice University Bidding System », un banc d'essai 
congu pour evaluer la performance et la capacite d'expansion des sites web de vente 
aux encheres. L'application est composee d'un serveur web, qui accueille le site web, 
et d'un serveur de bases de donnees, qui enregistre les produits et qui garde une trace 
des operations effectuees. II est possible de configurer plusieurs clients RUBiS qui 
se connectent au serveur d'applications et qui executent des operations simulant les 
actions des utilisateurs d'un tel syst&ne, comme la recherche, l'achat et la vente de 
produits [46]. 
h t tperf 
httperf est un outil congu pour mesurer la performance d'un serveur web. II est 
possible de le configurer de manure a lui faire generer une charge de travail fixe ou 
variable constitute des requites H T T P qui sont envoyees au serveur cible. La mesure 
des r&sultats est faite sur le temps necessaire au serveur pour repondre aux requites. 
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SwingBench 
SwingBench est une suite logicielle congue pour evaluer la performance des bases 
de donnees Oracle. Elle est composee, entre autres, d'un generateur de charge et de 
quatre bancs d'essai. La metrique utilisee pour evaluer la performance du syst£me est 
le nombre de transactions effectuees sur la base de donnees par seconde [36]. 
LoadSim 
LoadSim (contraction de « Load Simulator ») est un generateur de charge accom-
pagne d'un outil de mesure congu pour evaluer la performance des serveurs de courriel 
Microsoft Exchange [36]. 
Postmark 
Postmark est un banc d'essai congu pour emuler la charge de travail d'un serveur 
de courriel ou de nouvelles tr£s charge [61]. Pour r^aliser cette emulation, il charge le 
syst£rne de fichiers en executant plusieurs operations sur des fichiers de petite taille 
[16]. 
3.3 Analyse des points forts et des points faibles des 
etudes examinees 
Independamment de son objectif central, toutes les etudes mentionnees dans le 
tableau 3.1 presentent des resultats d'experiences executees dans le but d'evaluer ou 
de comparer differents logiciels de virtualisation. Certaines de ces etudes [53, 61, 46] 
sont tr£s completes a ce niveau et presentent en details la methodologie utilisee ainsi 
qu'une discussion etendue sur les resultats obtenus. D'autres etudes [41, 20] se limitent 
a la presentation des resultats accompagnee d'une br£ve explication de la procedure 
utilisee pour la prise de mesures. Cette section met en evidence certains aspects 
importants a mentionner au sujet des quelques caracteristiques des etudes examinees. 
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3.3.1 Choix des metriques et des charges de tests 
La majority des etudes ont utilise des charges de tests communement employees 
pour 1'evaluation de la performance d'un syst£me, comme les bancs d'essai du groupe 
SPEC, Dbench et LMbench. Dans cette section, nous commentons trois etudes qui 
ont choisi des approches differentes. 
Quetier et al. [54, 53] evaluent les technologies de virtualisation en fonction de 
leur « utilisabilite » (de l'anglais usability qui s'interesse a la capacite des machines 
virtuelles de co-habiter dans une mtoie machine physique) en plus de leur perfor-
mance. Au niveau de la utilisabilite, les auteurs ont explore certains facteurs qui 
limitent le nombre de machines virtuelles pouvant §tre lancees simultanement [54], 
comme le temps de demarrage, l'occupation memoire et l'espace disque utilise. Les 
metriques choisies pour 1'evaluation de la performance sont la linearite, l'equite et 
la sous-performance des technologies de virtualisation. Les auteurs explorent aussi la 
communication entre les machines virtuelles ainsi que la granularite [54] des tech-
nologies de virtualisation (ou leur capacite de mise a l'echelle) et ce en fonction des 
changements de contexte (le temps requis par le syst£me h6te pour ordonnancer une 
autre machine virtuelle) et de la tranche de temps de l'UCT accordee a chaque ma-
chine virtuelle. 
Padala et al. [46] evaluent de manure quantitative l'impact des technologies de vir-
tualisation dans le processus de consolidation des serveurs au niveau des applications. 
L'etude utilise RUBiS (voir Section 3.2.2) comme banc d'essai et evalue comment la 
performance de l'application (mesuree en fonction du debit atteint ainsi que du temps 
de reponse) est affectee par l'utilisation de differentes technologies de virtualisation 
et ce avec differentes configurations de consolidation (nombre de machines virtuelles 
par serveur physique). lis ont decouvert, par exemple, que la mise a l'echelle de l'ap-
plication (l'execution de plusieurs instances de RUBiS), est simplifiee (en termes de 
temps de reponse et d'utilisation de l'UCT) si le serveur web et le serveur de base de 
donnees qui composent chaque instance de RUBiS sont installes dans des machines 
virtuelles distinctes, executees sur differents serveurs physiques, au lieu d'etre installes 
dans une m§me machine virtuelle. 
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3.3.2 Validity des r&sultats 
Un des principaux probl£rnes rencontres dans la majorite des etudes comparatives 
est le manque d'impartialite des auteurs. Dans huit [2, 16, 1, 36, 66, 72, 61, 52] des 
treize etudes examinees au moins un des auteurs est implique dans le developpement 
de l'une des technologies de virtualisation ciblees par l'etude ou travaille pour la 
compagnie qui detient les droits sur la technologie. Cela ne veut pas forcement indiquer 
que les resultats de ces etudes sont douteux, mais il y a des cas ou le conflit d'intergt 
est evident. 
VMware [66] compare un de ses logiciels de virtualisation de serveurs avec un autre 
logiciel d'une compagnie concurrente. Apr6s la realisation de plusieurs experiences ils 
concluent que leur produit est superieur a celui de la concurrence dans tous les cas 
d'utilisation. Les resultats ont ete contestes par XenSource [72] qui a reproduit les 
experiences en arrivant a des resultats differents de ceux de l'etude originale. 
Cet exemple demontre l'importance de bien decrire la methodologie utilisee dans 
l'etude ainsi que tous les details qui peuvent aider a la reproduction des experiences. 
3.3.3 Aut res considerations 
Cette section introduit d'autres points interessants sur quelques-uns des travaux 
presentes. 
La conception de Xen a beaucoup change depuis que la technologie a ete evaluee 
par Barham [2] en 2003. Un expose general de la generation courante est presente par 
Soltesz et al. [61]. Cependant, l'article original reste une des principales references 
dans le domaine des etudes comparatives et est cite par dix des douze autres articles 
revises. 
Soltesz et al. [61] et Potzl & Fiuczynski [52] ont mesuree 1'emcience des techno-
logies de virtualisation en fonction de leur performance ainsi que de leur capacite de 
mise a l'echelle. II s'agit d'un choix interessant. Les auteurs affirment que la combi-
naison de ces deux metriques correspond directement a la maniere dont le VMM gere 
les ressources disponibles dans le syst£me pour repondre aux besoins des machines 
virtuelles et que, pour cette raison, elle constitue un bon indicatif de son efficience. 
La majorite des etudes examinees evaluent une quantite limite des logiciels de 
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virtualisation, generalement restreint a un [16, 1, 36, 52] ou deux [66, 72, 46, 61, 41] 
logiciels. Aucune etude ne presente une comparaison de 1'ensemble des principales 
technologies de virtualisation utilisees. 
3.4 Bancs d'essai specifiques a la virtualisation 
La virtualisation des serveurs x86 est trds recente et l'industrie cherche encore 
la meilleure methodologie a utiliser dans revaluation des differentes technologies de 
virtualisation. Cette section presente trois approches : la creation d'un comite « vir-
tualisation » organise par l'organisme SPEC et les projets vConsolidate de Intel et 
VMmark de VMware. 
3.4.1 Le Comity de virtualisation SPEC 
En novembre de 2006, le groupe SPEC a cree un groupe de travail afin d'evaluer 
la pertinence d'un nouveau banc d'essai congu specifiquement pour evaluer la per-
formance des technologies de virtualisation [40]. Ce groupe a ete baptise « Comite 
de virtualisation SPEC » et est compose de plusieurs representants de l'industrie tels 
que AMD, Intel, HP, IBM, Sun Microsystems, Dell, Microsoft, Red Hat, SWsoft et 
VMware, entre autres. 
Ce comite a decide de creer un nouveau banc d'essai et analyse actuellement la 
charge moyenne des principales applications rencontrees dans les centres de donnees 
[10]. Cette evaluation doit leur permettre d'identifier les parametres necessaires au 
developpement du nouveau banc d'essai, prevu pour la deuxi£me moitie de 2008 [10]. 
L'idee de base de ce projet est de developper un outil « standard » pour l'industrie, 
ce qui permettra aux utilisateurs d'evaluer eux-m§mes la performance des logiciels 
de virtualisation deployes avec un nombre varie de machines virtuelles executant 
differentes charges de travail [62]. 
3.4.2 vConsolidate 
Intel, plut6t que d'attendre les resultats du Comite de virtualisation SPEC, a 
developp6 un « guide de bonnes pratiques » accompagne d'une methodologie generale 
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pour le developpement d'un banc d'essai pour la virtualisation appelee vConsolidate 
[9]. L'objectif de la compagnie avec vConsolidate est de proposer une methodologie 
pour comparer differentes plateformes et technologies de virtualisation. Le tout est 
base sur la proposition suivante : 
« Un banc d'essai pour la virtualisation doit evaluer la performance 
generate d'un syst£me compose de plusieurs charges de travail differentes 
consolidfees sur un m&ne serveur physique, mais executees sur differentes 
machines virtuelles. » [9] 
Cette proposition est en accord avec Makhija [36] qui affirme que les bancs d'essai 
traditionnels, comme ceux developpes par SPEC, n'ont pas ete congus pour revalua-
tion des machines virtuelles ou d'un syst£me qui fait la consolidation de charges de 
travail. Ceux-ci mettent l'emphase sur l'execution d'une seule charge de travail et ont 
ete developpes pour surcharger le serveur jusqu'au point de saturation. Si la majorite 
des charges de travail reelles avaient ce comportement, la consolidation des serveurs 
ne serait pas necessaire, car l'execution d'une seule charge de travail serait suffisante 
pour utiliser toutes les ressources du serveur. 
Intel propose d'utiliser une charge de travail des tests composee de plusieurs 
charges de travail differentes de maniere a simuler, par exemple, un systeme qui 
accueille en m6me temps deux serveurs de bases de donnees, quatre serveurs web et 
un serveur de courriel. La performance de chaque type de serveur est evaluee par un 
banc d'essai specifique a la charge de travail du serveur cible 4, comme OSDB pour les 
serveurs de base de donnees, SPECweb2005 pour les serveurs web et LoadSim pour 
le serveur de courriel. 
La premidre etape consiste a executer chacun de ces bancs d'essai individuellement 
dans un environnement non virtualise standard. Les resultats obtenus constituent les 
lignes de base pour ces bancs d'essai. Ensuite, ils doivent §tre executes de nouveau, 
mais cette fois dans un environnement virtualis6. Les resultats obtenus doivent etre 
normalises par les lignes de base respectives : 
resultat normalise = resultat environnement virtualise / ligne de base 
4I1 n'est pas clair dans l'article de Rosenblum [9] quels sont les bancs d'essai qui composent la 
suite vConsolidate ni si elle est disponible pour 1'evaluation par le public. 
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Ainsi, si le resultat de l'execution de OSDB dans un environnement virtualise donne 
1800 transactions/seconde, celui de LoadSirn donne 1500 courriels/seconde et celui 
de SPECweb2005 donne 2300 transactions/seconde, et si les lignes de base pour ces 
bancs d'essai sont respectivement 1950, 1700 et 2450, les resultats normalises seront 
0,923 pour le serveur de base de donnees, 0,882 pour le serveur web et 0,939 pour le 
serveur de courriel. 
Pour obtenir le resultat final de vConsolidate pour la configuration de consoli-
dation mentionnee il faut multiplier chacun des resultats normalises obtenus par un 
« poids » qui correspond au nombre de serveurs du m§me type divise par le nornbre 
total de serveurs, pour ensuite additionner les resultats de ces calculs. Pour notre 
exemple, le resultat final, ou « score » vConsolidate, est : 
resultat final = (0,923 * (2/7)) + (0,882 * (4/7)) + (0,939 * (1/7)) = 
0,902 
3.4.3 VMmark 
Au moment de la creation du Comite de virtualisation SPEC, un autre de ses 
membres, VMware, avait deja un outil pour revaluation de logiciels de virtualisation, 
appele VMmark. Cet outil etait, a ce moment, un banc d'essai approuve par la societe 
SPEC [62]. 
L'objectif de VMmark est d'evaluer la performance generate d'une infrastructure 
informatique virtualisee. II cherche aussi a verifier combien de machines virtuelles le 
logiciel de virtualisation utilise est capable d'executer en m§me temps et dans quelle 
proportion ce nombre augmente a mesure qu'on augmente les ressources physiques du 
serveur (principalement la memoire) [36]. Cet outil part age les m£mes principes de 
base que vConsolidate; les differences sont au niveau de la charge de tests, de l'unite 
de mesure et de la rnethodologie choisie. 
La charge de tests est composee de cinq machines virtuelles qui executent chacune 
une charge de travail specifique plus une machine virtuelle qui n'execute aucune charge 
de travail. Cette dernieire a ete incluse pour representer un serveur « en attente », un 
scenario frequemment rencontre dans les centres de donnees selon VMware. M§me si ce 
serveur est utilise seulement en cas de besoin, il consomme tout de mgme une petite 
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Serveur virtuel 
Serveur de courriel 
Serveur Java 
Serveur Web 
Serveur de bases de donnees 
Serveur de fichiers 
Serveur en attente 
Banc d'essai 
LoadSim 
SPECjbb2005 
SPECweb2005 
Swingbench 
Dbench 
-
TAB. 3.2: Serveurs virtuels et bancs d'essai utilises par VMmark comme charge de tests. 
partie des ressources disponibles. La performance des cinq autres serveurs virtuels 
est evaluee avec un banc d'essai specifique pour ces serveurs, de manie're similaire a 
vConsolidate. La relation entre les serveurs et les bancs d'essai respectifs utilises par 
VMmark est presentee dans le tableau 3.2. 
L'ensemble de ces six serveurs virtuels compose une sorte « d'unite de charge de 
travail de base », ce que Makhija [36] appelle tftuile » (de l'anglais tile). Des tuiles 
sont ajoutees progressivement a la charge de test tant qu'il existe des ressources 
physiques disponibles. Le nombre total de tuiles qu'un serveur physique dote de la 
couche de virtualisation est capable d'accueillir donne la mesure de la capacite de 
consolidation du syst^me. Le resultat general de VMmark est determine par une 
fonction qui utilise comme parameitres le nombre de tuiles supporte par le syst£me et 
les resultats individuels des bancs d'essai utilises pour evaluer chaque serveur virtuel 
ainsi que par un systeme de normalisation semblable a celui adopte par vConsolidate. 
Les details de ce calcul sont presentes dans le guide d'utilisation du logiciel [67]. 
La principale limitation de cet outil est qu'il n'a pas ete congu pour evaluer la 
performance des logiciels de virtualisation en general, comme on pourrait s'attendre 
d'un banc d'essai qui envisage de devenir « la norme de l'industrie ». En effet, il a 
et6 congu pour evaluer le principal produit de VMware : le logiciel de virtualisation 
VMware ESX Server. En pratique, VMmark est utilise par les consommateurs de 
VMware pour comparer la performance de VMware ESX Server sur difFerents serveurs 
physiques et pour determiner lequel est le plus approprie pour accueillir leur charge 
de travail. 
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Chapitre 4 
Methodologie 
Comme presente dans le chapitre precedent, il n'existe pas de consensus dans 
la communaute scientifique ni l'industrie sur la meilleure methode a employer pour 
1'evaluation des logiciels de virtualisation. La majorite des etudes presentees dans le 
tableau 3.1 ont utilise une combinaison variee de bancs d'essai qui ciblent differentes 
parties du systeme virtualise. Nous avons utilise dans cette etude une approche simi-
laire. 
Ce chapitre decrit la methodologie employee lors de l'execution des experiences 
comparatives. II se divise en deux parties. La premiere partie decrit la procedure 
utilisee pour 1'evaluation des logiciels de virtualisation. La deuxieme partie decrit 
le materiel utilise pour l'execution des experiences, les configurations specifiques a 
chaque technologie de virtualisation ainsi que les differents param&tres utilises pour 
chaque experience. 
4.1 Procedure d'evaluation 
L'efEcience des logiciels de virtualisation est 6valu6e en fonction de leur perfor-
mance ainsi que de leur capacite de mise a l'echelle. Ce module d'analyse est suggere 
par Soltesz et al. [61] car la combinaison de ces deux metriques constitue un bon 
indicatif de la manure dont la couche de virtualisation gdre les ressources physiques 
de la machine pour r§pondre aux besoins des machines virtuelles. 
Notre analyse a ete faite en deux etapes. La premiere etape a pour but d'evaluer 
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Banc d'essai 
Bzip2 
Dbench 
Dd (coreutils) 
Compilation noyau 
Netperf 
Rsync 
Sysbench 
Version (hdte) 
1.0.3-0ubuntu2.1 
3.04 
5.93-5ubuntu4 
linux-2.6.22.14 
2.4.4 
2.6.6-lubuntu2.1 
0.4.8 
Version (VMs) 
1.0.4-0ubuntu2.1 
3.04 
5.97-5.3ubuntu3 
linux-2.6.22.14 
2.4.4 
2.6.9-5ubuntul 
0.4.8 
Unite de mesure 
temps 
debit 
debit 
temps 
debit 
temps 
debit 
TAB. 4.1: Bancs d'essai utilises pour revaluation de performance et unites de mesure res-
pectives 
la performance des logiciels de virtualisation. Pour ce faire, nous avons utilise une 
serie de bancs d'essai qui ont ete executes sur un environnement Linux non virtualise 
(Linux natif) puis sur l'environnement virtuel offert par les logiciels de virtualisation. 
La difference entre les resultats nous donne une indication du surcout impose par les 
couches de virtualisation. La deuxierne etape a evalue la capacite de mise a l'echelle 
des logiciels de virtualisation, soit l'habilite du syst£me d'exploitation hdte a repondre 
efficacement aux demandes de plusieurs machines virtuelles executant la m§me charge 
de travail de manidre concurrente. 
4.1.1 Evaluation de la perte d'efficience 
Nous avons utilise une combinaison de sept experiences differentes pour determi-
ner le surcout impose par la couche de virtualisation : l'execution des bancs d'essai 
Netperf, Dbench et Sysbench, la compilation du noyau de Linux, la copie de donnees 
avec le logiciel dd, l'utilisation du logiciel Bzip2 pour la compression de fichiers et le 
transfert de donnees par reseau avec le logiciel Rsync. Les versions des bancs d'essai 
et des utilitaires du syst£me d'exploitation utilises dans les experiences sont presen-
tees par le tableau 4.1. Comme nous avons utilise, dans les machines virtuelles, une 
version du syst£me d'exploitation differente de celle de l'hdte (voir explication dans 
la section 4.2.3), il n'a pas toujours ete possible d'utiliser la m@me version des bancs 
d'essai dans toutes les experiences. 
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Dans un premier temps, nous avons execute les experiences sur le syst£me Sex-
ploitation hdte configure sans aucune couche de virtualisation. Les resultats obtenus 
sont utilises comme base de comparaison pour les calculs de normalisation. Nous ap-
pelons ce resultat le resultat de base (Rbase). Ensuite, les m§mes experiences sont 
executees sur un systeme d'exploitation invite. A ce moment, seulement une machine 
virtuelle s'execute sur l'h6te - celle qui a accueilli le systeme d'exploitation invite. 
Chaque experience est ex§cutee quatre fois. Les resultats de la premiere serie (RS0) 
sont ignores; ils servent a « echauffer » le syst&ne (remplir les caches). La moyenne 
des resultats de la deuxidme, de la troisieme, ainsi que de la quatri&me serie est utilisee 
comme resultat representatif (rr), comme l'indique l'equation suivante : 
rr = (RSi + RS2 + RS3)/3 
Ensuite, les resultats representatifs de chaque experience sont normalises par rap-
port aux resultats de base respectifs de chaque experience : 
r = rr/Rbase 
La difference entre le resultat representatif et le resultat de base respectif indique 
la sous-performance de la technologie de virtualisation : plus elle est proche de un, plus 
faible est la perte d'efficience. Un valeur plus grande que un indique que l'experience 
a presente une meilleure performance lorsqu'elle est executee sur l'environnement 
virtuel. 
4.1.2 Evaluation de la capacite de mise a l'echelle 
L'utilisation de la virtualisation pour la consolidation de serveurs implique l'exe-
cution de plusieurs machines virtuelles en m&ne temps. Pour examiner la capacite de 
mise a l'echelle des logiciels de virtualisation, nous avons utilise le banc d'essai Sys-
bench. II a ete execute de mani£re concurrente sur 1, 2, 4, 8, 16 et puis 32 machines 
virtuelles. 
Habituellement, une machine utilisee dans le processus de consolidation de ser-
veurs accueille differentes applications qui executent des charges de travail distinctes. 
Nous avons choisi d'executer la m§me charge de travail sur 1'ensemble des machines 
virtuelles avec pour objectif de verifier si les ressources du serveur physique qui les 
accueille sont partagees equitablement entre elles. 
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Cette experience a ete executee six fois pour chaque logiciel de visualisation, 
en commengant avec l'execution d'une seule machine virtuelle puis en doublant le 
nombre de machines virtuelles a chaque nouvelle experience. De maniere similaire 
a revaluation de la performance, chaque experience est composee de quatre series 
d'ex6cutions, le r6sultat de la premiere serie n'etant pas considere dans le calcul du 
resultat representatif. 
4.2 Materiel et parametres de configuration 
Cette section decrit le materiel utilise pour les experiences, la configuration des 
machines virtuelles ainsi que les versions des logiciels utilises pour cette etude. L'an-
nexe A presente la liste complete des commandes et des parametres utilises dans 
l'execution des bancs d'essai ainsi que l'information d^taillee sur l'installation des 
logiciels de virtualisation, la creation et le demarrage des machines virtuelles. 
4.2.1 Configuration des machines physiques 
Pour les besoins de nos experiences, nous avons utilise comme serveur de tests 
un ordinateur de bureau IBM/LeNovo configure avec un processeur Intel Core 2 Duo 
6300, 4 Go de memoire vive, un disque dur SATA de 80 Go et deux interfaces reseau 
de un gigabit. L'interface reseau primaire est branchee sur le reseau local alors que 
l'interface reseau secondaire est branchee a un deuxieme ordinateur, utilise comme 
machine cliente pour les experiences qui impliquent l'echange de donnees sur le reseau. 
Ce deuxieme ordinateur est un Dell Optiflex GX configure avec un processeur Intel 
Pentium 2, 123 Mo de memoire vive, un disque dur de 250 Go et une interface reseau 
de un gigabit. 
Lors des experiences sur la perte d'efficience, un troisi&ne ordinateur, branche 
au reseau local, est utilise pour acceder au serveur de tests et demarrer l'execution 
des bancs d'essai. II s'agit d'un ordinateur portable IBM Thinkpad configure avec 
une interface reseau de un gigabit. Pour les experiences de mise a l'echelle, ce mSme 
ordinateur a ete branche au reseau prive. II a ete utilise pour etablir des connexions 
SSH avec les machines virtuelles et demarrer simultanement l'execution des bancs 
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Numero de MV (n) 
n = l 
n=2 
n=4 
n=8 
n=16 
n=32 
Quantite de memoire par MV (en Mo) 
2039 
1622 
811 
405 
202 
101 
TAB. 4.2: Allocation de memoire par machine virtuelle utilis6e lors de revaluation de mise 
a l'echelle 
d'essai (voir section 4.3.1). 
4.2.2 Configuration des machines virtuelles 
Lors de revaluation sur la perte d'efficience, les machines virtuelles sont configu-
rees avec 2 Go de memoire vive. Pour 1'evaluation de mise a l'echelle, nous reservons 
au systdme d'exploitation h6te 512 Mo de memoire vive et nous partageons la memoire 
restante de maniere equitable entre les n machines virtuelles en execution, comme le 
montre le tableau 4.2. Nous avons fixe a 2039 Mo la quantite maximale de memoire 
vive pouvant §tre allouee a une machine virtuelle car il n'a pas ete possible d'executer 
les machines virtuelles basees sur QEMU avec plus de memoire. Cette quantite de 
memoire est, portant, plus que suffisante pour l'execution des bancs d'essai utilises 
par cette etude ainsi que pour l'execution de la grosse majoritee des logiciels utilises 
couramment dans le marche. 
4.2.3 Choix du systeme d'exploitation 
La distribution Linux Ubuntu est le systeme d'exploitation choisi pour les ex-
periences. Habituellement, les serveurs en production utilisent la version LTS (de 
l'anglais Long Time Supported) d'Ubuntu qui a l'epoque de cette evaluation etait la 
version numero 6.06. Cette version speciale est maintenue par le distributeur avec des 
mises a jour de securite pour une periode de cinq ans. Pour cette raison, nous l'avons 
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Logiciel 
KQEMU 
KVM 
Linux- VServer 
OpenVZ 
VirtualBox 
Xen 
Version 
1.3.0~prell-6 
58 
2.2.0.5 
5.1 
1.5.4_OSE / 1.5.51_OSE 
3.1.0 
Noyau S.E. h6te 
2.6.22.14-kqemu 
2.6.22-14-server 
2.6.22.14 
2.6.22-ovz005 
2.6.22-14-server 
2.6.22-14-xen 
Noyau S.E. invite 
2.6.15-26-amd64 
2.6.15-26-amd64 
2.6.22.14 
2.6.22-ovz005 
2.6.22-14 
2.6.22-14-xen 
TAB. 4.3: Logiciels de virtualisation evalues ainsi que les versions respectives du noyau de 
Linux utilisees dans les experiences 
choisie comme systeme d'exploitation pour les machines virtuelles. 
Malheureusement, le noyau de Linux inclus dans cette version d'Ubuntu n'est pas 
supporte par tous les logiciels de virtualisation qui font l'objet de notre evaluation. 
Pour cette raison, nous avons choisi une version plus recente d'Ubuntu, la version 
7.10, comme systeme d'exploitation pour la machine de tests. La machine cliente a 
ete configured avec la version LTS d'Ubuntu comme systeme d'exploitation. 
4.2.4 Configuration des logiciels de virtualisation 
Le tableau 4.3 presente la version des logiciels de virtualisation et les versions 
respectives du noyau de Linux utilisees dans le systeme d'exploitation h6te et dans 
le systeme d'exploitation invite pour chaque experience. L'annexe A contient des 
informations detaillees sur l'installation et l'utilisation des logiciels de virtualisation. 
II n'a pas ete possible d'installer la version x86_64 (amd64) d'Ubuntu dans les 
machines virtuelles VirtualBox car elles ne supportent pas le «long mode » (64 bits). 
Ces machines virtuelles fonctionnent en mode 32 bits independemment de l'architec-
ture de la machine h6te. Pour cette raison, les tests avec VirtualBox ont ete executes 
en mode 32 bits tandis que les autres tests ont ete faits en mode 64 bits. Comme 
l'utilisation de memoire par machine virtuelle ne depasse pas la barriere des 4 Go, 
l'execution des machines virtuelles en mode 32 bits ne represente pas un handicap 
majeur pour VirtualBox. 
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4.3 Prise de mesures 
Cette section explique la procedure utilised pour accecler au serveur de tests et 
demarrer l'execution des bancs d'essai. Elle presente aussi les metriques utilisees dans 
les experiences. 
4.3.1 Acc6s au serveur et execution des bancs d'essai 
Pour les experiences sur la perte d'efficience, l'accds au serveur de tests (le serveur 
hdte) a ete fait a travers une connexion distante utilisant le logiciel SSH. Dans cette 
etape, seuleraent l'hote a ete configure avec un serveur SSH. Les machines virtuelles 
sont accedees au moyen de la connexion etablie avec Fh6te et les differents outils de 
gestion qui accompagnent les logiciels de virtualisation. II n'y a aucune connexion lo-
cale sur le serveur h6te pendant l'execution des experiences. Seulement une connexion 
SSH a 6te etablie en tout temps sauf pour les tests impliquant le reseau (Netperf et 
Rsync), ou une seconde connexion est etablie entre le serveur de tests et la machine 
cliente (celle-ci n'etant accessible que par le reseau prive). 
Pour les experiences de mise a Pechelle, les machines virtuelles ont ete configu-
rers avec un serveur SSH. Le logiciel d'emulation de terminaux Konsole a ete utilise 
pour etablir les connexions SSH (sessions) directement avec les machines virtuelles. 
L'execution simultanee du banc d'essai Sysbench sur les n machines virtuelles a ete 
declenchee a l'aide de l'option « Envoyer la saisie a toutes les sessions » du logiciel 
Konsole. La procedure utilisee, illustree par la figure 4.1, est la suivante : 
1. Executer le logiciel Konsole sur la machine cliente (l'ordinateur portable). 
2. Ouvrir n sessions (ou n est §gal au nombre de machines virtuelles ciblees par 
l'experience). 
3. Sur le menu de la premiere session, selectionner l'option « Envoyer la saisie a 
toutes les sessions ». Cela indique que les prochaines commandes executees dans 
cette session seront aussi executees dans les autres sessions ouvertes. 
4. Obtenir le numero d'identification de la session et l'exporter dans une variable 
appelee « n » : export n='echo $K0NS0LE_DC0P_SESSI0N lawk -F - '{ print $3 
>' Icut - d ' ) ' - f i ' 
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SSH 
SSH 
SSH 
* v 
* ' / 
' multiples sessions gtrtes par Konsolm 
SSH 
. . ~ X . . . 
\VMs 
* • —\ 
^wBHT ^MsJEL ^V^BST Mmmi. HM 
FIG. 4.1: Execution de l'experience de rnise a l'echelle avec quatre machines virtuelles a 
l'aide du logiciel Konsole 
5. Ouvrir une connexion avec chaque machine virtuelle. Le nom des machines vir-
tuelles est toujours compose par le prefix « vm » plus un numero d'identification 
(1 a 32). La commande suivante fait que chacune des sessions Konsole ouvre 
une connexion SSH avec une machine virtuelle differente : ssh root@vm$n 
6. Executer le banc d'essai Sysbench (la commande exacte est fournie dans l'annexe 
A). 
A partir de l'etape 4 de la procedure precedente, les commandes sont executees si-
multanement sur toutes les sessions. Les machines virtuelles utilisees sont identiques; 
il s'agit d'une replique exacte de la machine virtuelle utilisee pour les tests de perte 
d'efficience, deja configuree pour le banc d'essai Sysbench, les seules alterations etant 
le nom du serveur (hostname) et la presence d'un serveur SSH. Les adresses IP des 
machines virtuelles sont connues par le DNS. 
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4.3.2 Unit&s de mesure 
Deux unites de mesures sont utilises lors de nos experiences : le temps d'execution 
et le debit. 
Pour trois des tests, compilation du noyau, Rsync et Bzip2, la metrique utili-
see est le temps d'execution. Nous avons utilise la commande « date » du systdme 
d'exploitation Linux pour mesurer le temps d'execution. La commande est utilisee 
avec l'argument « +%s.%N » qui donne le temps en secondes, avec une precision en 
nano-secondes, en fonction d'un moment fixe dans le passe utilise comme reference. 
Cette commande est employee deux fois : une premiere fois immediatement avant 
l'execution de l'experience et une seconde fois immediatement apr&s l'execution de 
l'experience. Les deux commandes sont jumelees en une seule de la fagon suivante : 
date +%s.%N k&c <commande_pour_rexecution_du_banc_d'essai> &c&c date 
+%s.%N 
La difference entre les valeurs resultantes de la premiere et de la seconde execution 
de la commande date est utilised pour determiner le temps d'execution (la duree) de 
l'experience. 
Pour les autres tests, Dbench, Netperf, dd et Sysbench, la metrique utilisee est le 
debit. L'utilisation de cette metrique est simple car nous avons utilise comme resultat 
les valeurs affichees par la sortie d'execution des bancs d'essai eux-memes. 
Le tableau 4.1 montre les metriques utilisees pour chaque experience. 
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Chapitre 5 
Resultats et discussion 
Ce chapitre presente les resultats de notre evaluation sur l'efficience des six logiciels 
de virtualisation suivants : KQEMU, KVM, Linux- VServer, OpenVZ, Xen et Virtual-
Box. Comme indique dans le chapitre precedant, nous avons evalue la performance 
des logiciels de virtualisation en fonction de la perte d'efficience qu'ils engendrent 
ainsi que de leur capacite de mise a l'echelle. En consequence, ce chapitre est divise 
en deux sections. Nous avons opte de commenter les resultats au fur et a mesure de 
leur presentation. 
5.1 Evaluation de la perte d'efficience 
Cette section presente les resultats de la premiere etape de notre evaluation, la 
perte d'efficience engendree par les logiciels de virtualisation. Les resultats des diffe-
rentes experiences sont normalises par rapport aux resultats obtenus avec Linux natif. 
Dans les graphiques suivants, les resultats obtenus par Linux natif sont representee 
par le chiffre « 1 ». La sous-performance des logiciels de virtualisation est exprimee 
en fonction de cette reference : plus elle est proche de « 1 », moins importante elle 
est. Une valeur superieure a « 1 » indique que l'experience a presentee une meilleure 
performance lorsqu'elle est executee sur l'environnement virtuel. 
Le logiciel de virtualisation VirtualBox permet aux utilisateurs de choisir d'utiliser 
ou non les extensions additionnelles incorporees a l'architecture x86 pour « faciliter » 
la virtualisation (voir section 1.3.1). Cette option nous a conduit a executer toutes 
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les experiences avec VirtualBox deux fois, avec (-hwvirtex on) et sans (-hwvirtex off) 
l'emploi de ces extensions. 
Comme precise dans le chapitre 2, le logiciel d'emulation QEMU est utilise comme 
base pour un nombre considerable de logiciels de virtualisation evalues dans cette 
etude. Tant KVM que KQEMU utilisent l'image de la machine QEMU comme source 
pour ses machines virtuelles, la difference etant la mani£re dont ces deux logiciels de 
virtualisation g6rent l'execution des instructions. Pour cette raison, m6me s'il ne s'agit 
pas d'un logiciel de virtualisation, nous avons decide d'evaluer aussi la performance 
de QEMU dans la premidre partie de notre etude, l'objectif etant de verifier comment 
une couche de virtualisation appliquee au-dessous de QEMU (comme celle utilised 
par KVM et KQEMU) peut ameliorer la performance des applications executees par 
ce dernier. 
5.1.1 Compilation du noyau de Linux 
La figure 5.1 presente les resultats pour l'experience de compilation du noyau 
de Linux. La charge de travail est centree sur une utilisation intensive de l'UCT et 
implique l'execution de plusieurs fils, en plus de charger le syst£me de fichiers avec la 
lecture et l'ecriture de petits fichiers. Ces caracteristiques font de cette experience un 
bon indicateur de la performance generate du systdme. 
Comme prevu, les logiciels qui emploient la paravirtualisation ou qui font de la 
virtualisation au niveau du syst^me d'exploitation presentent une performance proche 
de celle de Linux natif. Parmi les logiciels employant la virtualisation complete, la 
performance de KVM s'est montree superieure aux autres. Compare a Linux natif, 
QEMU prend vingt fois plus de temps pour completer la tache de compilation du 
noyau. 
Le graphique de la figure 5.1 fait ressortir une situation unique dans notre etude. 
En effet, la non-utilisation des extensions additionnelles a l'architecture x86 par Vir-
tualBox produit une performance significativement superieure a celle obtenue lorsque 
ce m§me logiciel utilise ces extensions pour executer la m§me charge de travail. Dans 
toutes les autres experiences, presentees dans les sections qui suivent, cette difference 
de performance est moins significative. 
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Compilation du noyau Linux 
• Linux-VServer 
• Xen 
• OpenVZ 
• KVM 
• VirtualBox 
(-hwvlrtex off) 
• KQEMU 
D VirtualBox 
(-hwvlrtex on) 
• QEMU 
FIG. 5.1: Performance des logiciels de virtualisation pour la compilation du noyau de Linux 
5.1.2 Compression de fichier avec Bzip2 
L'experience suivante est la compression d'un fichier contenant une image iso de 
433 Mo avec le logiciel Bzip2. La compression de fichiers est, comme la compilation 
de code, une tache centree dans l'utilisation intensive de l'UCT, mais avec un faible 
taux d'operations d'entree-sortie. L'option « -9 », utilisee pour obtenir une compres-
sion maximale (voir 1'annexe A pour la commande complete), demande aussi plus de 
memoire pour l'execution du processus. 
Pour cette experience, presque tous les logiciels de virtualisation ont presente une 
performance proche de celle de Linux natif, a l'exception de KQEMU et de OpenVZ, 
comme montre la figure 5.2. La faible performance d'OpenVZ est une surprise car, 
comme il s'agit d'un logiciel de virtualisation au niveau du systeme d'exploitation, 
nous esperions de sa part une performance proche de celle de Linux natif pour toutes 
les experiences. 
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FlG. 5.2: Evaluation des logiciels de visualisation avec l'utilitaire de compression de fichiers 
Bzip2 
5.1.3 Utilisation de Dbench pour evaluer la performance d'un 
serveur de fichiers 
La figure 5.3 presente les resultats de l'experience basee sur Dbench, un banc d'es-
sai qui simule la charge de travail d'un serveur de fichiers. Lors de cette experience, le 
seul logiciel de virtualisation a presenter une performance similaire a celle de Linux 
natif est Linux-VServer, la performance des autres logiciels evalues etant de plus de 
70% inferieure a celle obtenue par Linux natif. Cette liste inclut Xen qui a montre 
une meilleure performance lors d'experiences similaires [2, 61]. Malheureusement, la 
methodologie employee lors de la realisation de ces experiences n'a pas ete mentionnee 
dans les publications, ce qui rend difficile une comparaison avec les resultats rencon-
tres. Linux-VServer est le seul logiciel de virtualisation evalue a utiliser les pilotes 
d'entree-sortie du syst£me h6te directement, ce qui explique sa bonne performance. 
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FIG. 5.3: Analyse des logiciels de visualisation avec Dbench 
5.1.4 Utilisation de dd pour evaluer la performance des acc&s 
disque 
Les resultats pour les experiences de la performance des acces disque realisees 
avec le logiciel dd sont presentes a la figure 5.4. Les deux experiences que nous avons 
menees ne surchargent pas l'UCT mais exigent beaucoup du syst£me d'entree-sortie. 
Lors de la premiere experience, une copie d'un fichier contenant une image iso 
de 433 Mo est faite dans la m£me partition du disque. Pour cette charge de travail, 
Linux-VServer presente une performance qui depasse en presque 30% celle de Linux 
natif. Nous n'avons pas analyse en profondeur les raisons de ce comportement mais il 
semble probable que les modifications incorporees au noyau de Linux de base par le 
correctif de VServer procurent un avantage certain a ce type de tache. Xen et KVM 
montrent une bonne performance tandis qu'OpenVZ presente une fois de plus une 
faible performance. 
Lors de la deuxi&me experience, 60 Go de caract£res nuls sont lus du fichier spe-
cial /dev/zero et ecrits sur le peripherique special /dev/null. Comme les donnees ne 
sont pas proprement « ecrites » sur le disque mais ecartees, le rdle principal de cette 
experience consiste a faire executer des operations d'entree-sortie par le systeme d'ex-
ploitation sans charger physiquement le disque. Si on compare les resultats de cette 
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FIG. 5.4: Utilisation de dd pour evaluer la performance de l'acces disque des logiciels de 
virtualisation 
experience avec ceux obtenus lors de l'experience precedente, Xen presente une per-
formance moindre tandis que OpenVZ montre une meilleure performance, laquelle 
demeure toutefois relativement faible si comparee a celle de Linux natif. Les perfor-
mances de Linux-VServer et de KVM sont, pour cette experience, proches de celle de 
Linux natif. 
Nous n'avons pas reussi a mesurer correctement les resultats des deux experiences 
menees avec KQEMU et VirtualBox. En effet, les valeurs retournees par dd pour le 
temps d'execution et pour le debit avec ces deux logiciels de virtualisation s'av£rent 
inexactes lorsqu'on les compare avec l'horloge du systeme d'exploitation h6te. II est 
difficile d'expliquer ce phenomene, toutefois le systeme se comporte comme si l'execu-
tion de dd ralentissait l'horloge de la machine virtuelle, un incident que nous n'avons 
pas observe lors des autres experiences. 
5.1.5 Utilisation de Netperf pour evaluer la performance re-
seau 
La figure 5.5 presente les resultats pour l'execution de Netperf, un banc d'essai 
simple qui utilise un flot de paquets TCP pour evaluer la performance de l'echange 
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Netperf (TCP Stream) 
• Virtual Box {-h-
wvirtex off) 
D Virtual Box l-h-
wvlrtex on) 
B Llnux-VServer 
• Xen 
•OpenVZ 
9 QEMU (-no-kqemu) 
B KQEMU 
E] KQEMU (-kemel-
kqemu) 
• KVM 
FIG. 5.5: Le banc d'essai Netperf utilise un not de paquets TCP pour evaluer la performance 
de l'echange de donnees par reseau 
de donnees par reseau. Nous pouvons clairement differencier deux groupes dans les 
resultats de cette experience : les logiciels de virtualisation qui sont fortement bases 
sur QEMU, qui ont tous presente une faible performance, et les autres, qui ont presente 
une excellente performance. II est important de signaler la performance de VirtualBox, 
laquelle est leg£rement sup6rieure a celle de Linux natif. Finalement, pour la premiere 
fois dans notre evaluation, la performance d'OpenVZ est comparable a celle de Linux 
natif. 
5.1.6 Utilisation de Rsync pour evaluer la performance reseau 
Nous avons execute deux autres experiences pour evaluer la performance du re-
seau des machines virtuelles en utilisant Rsync pour faire le transfert de donnees d'un 
serveur virtuel vers une machine cliente. La premiere experience comprend le transfert 
de l'arbre du noyau de Linux au complet, lequel est compose de 23741 petits fichiers et 
totalise 294 Mo. La deuxieme experience comprenait le transfert du fichier contenant 
l'image iso utilisee dans l'experience de compression avec Bzip2. La figure 5.6 presente 
les resultats des deux experiences. Celles-ci confirment que la force d'OpenVZ semble 
§tre dans la realisation de taches qui incluent le transfert de donnees sur le reseau, 
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Rsync (arbre noyau) Rsync (fichier ISO) 
FIG. 5.6: Evaluation de la performance d'echange des donnees par reseau avec Rsync 
un point deja verifie avec Netperf dans l'experience precedente. Elles confirment aussi 
que la faiblesse de KVM est justement liee aux t aches qui incluent le transfert de 
donnees par reseau. Les autres logiciels de visualisation ont tous presente une bonne 
performance pour les deux experiences utilisant Rsync. M&ne KQEMU, qui n'obtient 
pas une bonne performance pour Netperf, a montre des bons resultats avec Rsync. 
Ceci peut etre explique en fonction de la nature des charges de travail. Une compa-
raison superficielle entre ces deux bancs d'essai utilisant l'outil vmstat pour surveiller 
leur execution indique que le nombre de changements de contexte du systeme durant 
l'execution de Netperf est trois fois plus grand que durant l'execution de Rsync. 
5.1.7 Utilisation de Sysbench pour evaluer la performance d'un 
serveur de BDs 
La figure 5.7 presente les resultats de l'experience utilisant le banc d'essai OLTP 
de la suite Sysbench, concu pour evaluer la performance d'un serveur de bases de 
donnees. Cette charge de travail est composee d'un ensemble de 10000 transactions 
SQL effectuGes sur une base de donnees MySQL. 
Linux-VServer et Xen sont les seuls logiciels de virtualisation a presenter une 
performance proche de celle de Linux natif pour cette experience. KVM et OpenVZ 
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Sysbench (OLTP test) 
B LInux-VServer 
• Xen 
• KVM 
• OpenVZ 
D VirtualBox 
(-hwvirtex on) 
• VirtualBox (-hwvirtex off) 
• KQEMU 
• KQEMU (-kernel-
kqemu) 
0QEMU 
FIG. 5.7: Evaluation de la capacite des logiciels de virtualisation d'accueillir un serveur de 
base de donnees avec Sysbench 
presentent une performance de prds de 50% inferieure a celle de Linux natif. Virtual-
Box presente une performance de plus de 70% inferieure a celle de Linux natif tandis 
que la performance KQEMU est de plus de 90% inferieure a la performance presentee 
par Linux natif. 
La charge de travail utilisee dans cette experience est un bon exemple d'un cas 
reel d'utilisation d'un serveur. II est interessant de voir que, a l'exception de OpenVZ, 
pour lequel on s'attendait une meilleure performance, les autres logiciels de virtua-
lisation presentent une performance qui correspond a la performance th£orique des 
technologies de virtualisation respectives, illustre par la figure 2.1. 
5.2 Evaluation de la capacite de mise a l'echelle 
Pour la deuxieme partie de notre evaluation, nous avons choisi Sysbench pour 
evaluer la capacite des differents logiciels de virtualisation a partager les ressources 
physiques de la machine entre de multiples machines virtuelles qui executent la mgme 
charge de travail. Cette experience est repetee six fois avec chaque logiciel de virtua-
lisation en commengant avec une seule machine virtuelle puis en doublant a chaque 
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Sysbench (OLTP) a l'echelle 
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FIG. 5.8: Utilisation de Sysbench pour evaluer la capacit6 des logiciels de visualisation de 
partager les ressources physiques de la machine 
iteration le nombre de machines virtuelles en execution. 
La figure 5.8 presente les resultats obtenus pour les logiciels de virtualisation lors 
de chacune des iterations. La figure 5.8(a) presente le debit cumule par les n machines 
virtuelles pour chacune des iterations. Ceci est obtenu en multipliant le debit moyen 
des machines virtuelles a chaque iteration, presente a la figure 5.8(b), par le nombre 
de machines virtuelles executant le banc d'essai de maniere concurrente. 
Pour tous les logiciels de virtualisation sauf KVM et VirtualBox, le plus grand 
debit cumule est obtenu avec l'execution simultanee des bancs d'essai sur quatre 
machines virtuelles. Xen et KQEMU ont presente un debit cumule presque constant 
pour les six iterations au cours de l'experience, mais avec des performances opposees : 
si Xen peut §tre considere comme le logiciel de virtualisation le plus efficient pour 
cette charge de travail particuliere, la faiblesse de KQEMU a gerer de maniere efficace 
les ressources disponibles s'est montree evidente. 
Les deux performances les plus interessantes ont ete presentees par VirtualBox et 
Linux-VServer. Le debit cumule presente par le premier au cours de l'experience a 
cru graduellement jusqu'au moment ou le nombre de machines virtuelles en execu-
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tion est arrive a huit. Quand nous avons double le nombre de machines virtuelles, 
passant a 16, le debit moyen par machine virtuelle est reste le m§me, doublant le 
debit total produit par Pensemble de machines virtuelles. Pourtant, nous n'avons pas 
reussi a executer cette experience avec 32 machines virtuelles, la memoire disponible 
par machine virtuelle n'etant pas suffisante pour l'execution du banc d'essai dans 
l'environnement virtuel fourni par VirtualBox. 
Avec Linux-VServer (ou simplement VServer), le debit cumule par deux ainsi que 
par huit machines virtuelles, ou VServers, est pratiquement le m§me, pourtant il 
baisse considerablement quand on execute le banc d'essai dans 16 et 32 VServers en 
m§me temps. Ceci n'est pas le comportement que Ton s'attend a rencontrer dans des 
systemes en production utilisant ce logiciel de virtualisation. A la recherche d'une 
explication, nous avons contacte Marc Fiuczynski et Herbert Potzl, le dernier etant 
le developpeur-chef du projet Linux-VServer. lis nous ont donne des pistes qui pou-
vaient aider a expliquer la performance de VServer lorsque cette charge de travail 
particultere est executee a l'echelle. En resume, ils nous ont suggere de repeter l'expe-
rience en utilisant differents ordonnanceurs (de l'anglais scheduler) d'entree-sortie du 
noyau de Linux (CONFIG_DEFAULT_IOSCHED) ainsi que differentes frequences pour le 
temporisateur (de l'anglais timer) du noyau (C0NFIG_HZ). Ils nous ont aussi suggere 
d'executer l'experience de mise a l'echelle directement sur le systeme d'exploitation 
hdte, avec et sans le correctif de VServer applique sur le noyau, et de comparer les 
resultats obtenus avec ceux de VServer. La figure 5.9 presente les resultats de cette 
nouvelle serie d'experiences. Sur la legende, les informations entre parentheses sont, 
respectivement, la version d'Ubuntu, la frequence du temporisateur et l'ordonnanceur 
d'entree-sortie utilises par chaque experience. 
Le correctif de VServer utilise la valeur par defaut de la frequence du temporisateur 
du noyau de Linux, configure a 100 Hz, ainsi que l'ordonnanceur d'entree-sortie stan-
dard du noyau de Linux, appele deadline. Xen utilise une configuration differente : la 
frequence du temporisateur est configured a 250 Hz et l'ordonnanceur d'entree-sortie 
choisi est «cfq». Nous avons repete l'experience avec 32 VServers executant Sysbench 
de maniere concurrente, et utilisant differentes combinaisons de frequence pour le tem-
porisateur et d'ordonnanceurs d'entree-sortie. Nous avons aussi repete l'experience en 
utilisant differentes partitions LVM par VServer a la place d'une seule partition par-
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Sysbench (OLTP) a l'echelle : utilisant differentes configurations 
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FIG. 5.9: Repetition de revaluation de mise & l'echelle de Linux-VServer avec differentes 
configurations 
tagee par tous les VServers. Aucune de ces configurations n'a produit de meilleurs 
resultats que ceux obtenus par l'experience originale avec VServer, comme le montre 
la figure 5.9, ce qui d§montre que ni le choix de la frequence du temporisateur ni le 
choix de l'odonnanceur d'entree-sortie ni l'utilisation d'une seule partition partagee 
par toutes les machines virtuelles n'est responsable de la mauvaise performance de 
VServer. 
Etant informe de ces resultats, Potzl a sugg6re la possibility que le probl&ne soit 
reli6 au noyau de Linux directement et pas au correctif de VServer. Pour analyser cette 
possibility, nous avons rep6t6 l'experience en executant 1, 2, 4, 8, 16 et finalement 
32 instances de Sysbench directement sur le systeme d'exploitation h6te, toutes les 
instances accedant a la m§me base de donnees. La courbe de performance resultante 
ressemble a celle de Xen. Le debit cumuli diminue doucement quand il y a plus 
que quatre instances en execution en m§me temps et ne suit pas le patron presente 
par VServer. Nous avons aussi r6p£t6 cette experience en executant 32 instances de 
Sysbench sur le systeme d'exploitation h6te, chacune connecter a des bases de donnees 
differentes, hebergees par 32 serveurs mysqld executes sur diffierents ports du systeme 
d'exploitation. Cette configuration a obtenu le plus grand debit cumuie entre toutes 
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Compilation du noyau en echelle 
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FIG. 5.10: Evaluation de la capacite de mise a l'echelle de Linux-VServer et Xen utilisant la 
compilation du noyau de Linux comme parametre 
les experiences realisees. Ces deux dernieres experiences, pour lesquelles les resultats 
sont aussi illustres par la figure 5.9, confirment que le probl&ne de performance de 
VServer ne provient pas du noyau de Linux. 
Le projet PlanetLab [47] utilise le logiciel de virtualisation Linux-VServer pour 
partager l'infrastructure de leurs grappes de machines en « tranches » (appelees slices 
en anglais). En continuant notre recherche pour la solution du probl&ne, nous avons 
teste un correctif utilise par ce projet, lequel regie un probl^me de fonctionnement 
de l'ordonnanceur d'UCT present dans la version de Linux-VServer utilisee dans nos 
experiences, sans toutefois obtenir de meilleurs resultats. 
Finalement, nous avons decide d'essayer une charge de travail differente : la com-
pilation du noyau de Linux executee a l'echelle. Pour les experiences realisees avec 
Linux-VServer et Xen nous avons utilise les mgmes configurations que lors des pre-
mieres experiences de mise k l'echelle. Pour l'experience avec le systeme d'exploitation 
hdte nous avons utilise differents repertoires contenant chacun une copie de la source 
du noyau de Linux. La figure 5.10 presente les resultats de cette experience, montrant 
le temps cumule dans chaque s§rie. 
Pour cette charge de travail en particulier, Linux-VServer presente une perfor-
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mance equivalente a celle de Linux natif. La performance de Xen est bonne pourtant 
il pr6sente une leg&re perte d'efficience lorsqu'il est compared a Linux natif et Linux-
VServer. La sous-performance presentee par le logiciel devient plus significative quand 
l'exp&ience est faite avec 32 machines virtuelles. 
Les r^sultats de cette derntere experience aident a montrer comment la nature 
de la charge de travail interfere avec la performance des solutions de virtualisation, 
surtout lorsqu'elles sont executes a l'echelle. lis montrent aussi que Linux-VServer 
peut livrer la performance qu'on attend de ce logiciel de virtualisation. Nous n'avons 
pu identifier la source du probfeme de performance de Linux-VServer lors de l'exe-
cution de Sybench a l'echelle. Nous avons sugg6r6 a l'equipe de developpement de ce 
logiciel de virtualisation d'essayer de reproduire cette experience. Nous esperons qu'il 
donnerons eventuellement suite a notre suggestion. 
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Nous avons realise une etude sur la virtualisation de serveurs, avec un accent sur 
la virtualisation de serveurs x86 utilisant le syst£me d'exploitation Linux et des logi-
ciels de virtualisation libres. Nous avons presente l'origine de la virtualisation dans les 
annees 1960 et son evolution marquee par les adaptations apportees a l'architecture 
x86. Le projet original de cette architecture ne permettait pas l'implementation de la 
virtualisation telle que definie dans la litterature, aujourd'hui appelee « virtualisation 
classique ». Pourtant, le besoin de rendre cette architecture virtualisable se montrait 
de plus en plus necessaire. Au cours des annees, differentes techniques ont ete de-
veloppees pour contourner les limites de l'architecture x86 de manidre a permettre 
sa virtualisation. Nous avons regroupe ces differentes techniques en trois categories, 
ou technologies de virtualisation, en fonction de leurs caracteristiques communes : 
virtualisation complete, paravirtualisation et virtualisation au niveau du systeime de 
exploitation. Recemment, avec l'ajout de nouvelles extensions a l'architecture x86 
par les deux principaux fabricants de micro-processeurs, Intel et AMD, il est mainte-
nant possible d'implanter la virtualisation classique sur des ordinateurs equip6s des 
nouvelles puces. 
L'objectif de notre travail etait de faire une etude comparative de 1'effi.cience des six 
logiciels libres de virtualisation suivants : KQEMU, KVM, Lmux-VServer, OpenVZ, 
Xen et VirtualBox. L'efficience des logiciels de virtualisation est evaluee en fonction de 
la perte de performance qu'ils engendrent ainsi que de leur capacite de mise a l'echelle. 
Pour ce faire, nous avons divise notre evaluation en deux parties. Dans la premiere 
partie, nous avons utilise sept bancs d'essai pour evaluer la performance des logiciels de 
virtualisation et la comparer avec celle de Linux execute dans un environnement non 
virtualise (Linux natif), observant le surcout imposee par la couche de virtualisation. 
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Ensuite, nous avons evalue la capacity de mise a l'echelle des logiciels de virtualisation 
avec l'execution concurrente du mSme banc d'essai dans n machines virtuelles, cm 
n = l , 2, 4, 8, 16 et 32. 
Pour la premiere partie de 1'evaluation, la performance de Linux-VServer s'est 
montree proche de celle de Linux natif, presentant une perte d'efficience de faible 
a non existant dans toutes les situations sauf une, pour laquelle la performance a 
surpasse celle presentee par Linux natif pour des operations d'accds au disque avec 
la commande dd. Nous croyons que les modifications apportees au noyau de Linux 
par le correctif de Linux-VServer facilite l'execution de ce type de tache. Pourtant, 
pour l'experience de mise a l'echelle utilisant le banc d'essai Sysbench, Linux-VServer 
ne presente pas le debit cumule attendu et ce specialement quand il y a plus de 
quatre machines virtuelles en execution. Une analyse plus detaillee a montre que le 
probl&ne n'est pas lie au noyau de Linux. Nous avons essaye, pour le noyau, diffe-
rentes combinaisons de planificateur d'entree-sortie ainsi que differentes frequences 
d'horloge interne, sans obtenir de meilleurs r6sultats. Nous avons decide de repeter 
l'experience de mise a l'echelle avec Linux natif, Linux-VServer ainsi que Xen en uti-
lisant une charge de travail differente : la compilation du noyau de Linux. Cette fois 
la performance de Linux-VServer s'est montree comparable a celle de Linux natif, 
tandis que Xen a presente une leg£re perte d'efficience au depart qui est devenue plus 
significative lorsque le nombre de machines virtuelles en execution est passe a 32. 
La performance de Xen s'est montree assez bonne dans toutes les experiences 
avec 1'exception de celle utilisant le banc d'essai pour le systdme de fichiers Dbench. 
En effet, aucun logiciel de virtualisation, a part Linux-VServer, n'obtient de bons 
r6sultats avec ce banc d'essai. Xen a aussi ete le logiciel de virtualisation a presenter 
le meilleur debit cumule dans l'experience de mise a l'echelle utilisant Sysbench. 
KVM obtient, de fagon generate, de bonnes performances, specialement pour un 
logiciel de virtualisation classique. Nos resultats indiquent qu'il est un bon candidat 
comme outil de developpement mais qu'il doit §tre evite pour l'execution d'applica-
tions faisant une utilisation intensive du reseau. 
La performance d'OpenVZ s'avdre moins bonne que prevue pour un logiciel de 
virtualisation au niveau du systdme d'exploitation, l'exception etant pour la compi-
lation du noyau de Linux ainsi que les charges de travail faisant appel a Pechange 
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de donnees sur le reseau. Le transfert de donnees par le reseau semble §tre le point 
fort de ce logiciel de virtualisation. VirtualBox montre aussi de bons resultats pour 
les experiences utilisant le r§seau mais n'obtient pas de bons resultats pour les autres 
experiences, a l'exception de celle portant sur la compression de fichier avec Bzip2. 
Finalement, KQEMU s'est montre un bon candidat comme outil de developpement 
mais son utilisation dans des syst£mes en production doit §tre evitee a cause de sa 
faible performance generalisee ainsi que de sa faible capacite de mise a l'echelle. 
Pour la consolidation de serveurs Linux, les technologies de virtualisation telles que 
la paravirtualisation et la virtualisation au niveau du systeme d'exploitation semblent 
faire une meilleure utilisation des ressources physiques disponibles. Pourtant, nos re-
sultats indiquent que la capacite de mise a l'echelle des logiciels de virtualisation est 
fortement liee a la nature de la charge de travail executee. A l'exception de Linux-
VServer et de Xen, pour lesquels nous avons teste la compilation du noyau de Linux 
a l'echelle en plus de Sysbench, nous n'avons pas utilise des charges de travail diffe-
rentes pour ^valuer la capacite de mise a l'echelle des logiciels de virtualisation. Nous 
suggerons que cela soit pris en consideration dans de futurs travaux. 
II pourrait 6tre interessant de r§peter les experiences de mise a l'echelle en utilisant 
simultanement une combinaison de differentes charges de travail. A l'exception des 
centres hebergeant des sites web, l'execution de plusieurs applications executant la 
meme charge de travail sur un m§me serveur physique n'est pas tr£s repandue. 
Finalement, nous suggerons d'installer dans les machines virtuelles la mfime ver-
sion du syst£me d'exploitation utilised par l'hdte. Nous n'avons pas procede de cette 
fagon dans notre etude et cela a affaibli, quoique de fagon minimale, la comparaison 
des resultats obtenus, en fonction de differentes versions du noyau de Linux et des 
utilitaires inclus dans chaque version du syst&me d'exploitation choisi. 
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Configurations des experiences 
Un aspect important des etudes comparatives est de s'assurer que les experiences 
ont ete realisees de fagon juste et contrdlee. Cette section contient l'information de-
taillee qui permet de reproduire les experiences realisees dans cette etude. 
A.l Execution des bancs d'essai 
Cette section presente les commandes utilisees pour la preparation ainsi que pour 
l'execution des bancs d'essai. 
A. 1.1 Compilat ion noyau de Linux 
- Preparation 
$ tar linux-2.6.22.14.tar.gz 
$ cd /opt/linux-2.6.22.14 
$ make defconfig 
- Execution 
$ date +*/.s.y.N && make && date +'/.s.y.N 
$ make clean 
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A. 1.2 Dbench 
- Preparation 
$ tar zxvf dbench-3.04.tar.gz 
$ cd dbench-3.04 
$ ./configure 
$ make 
$ make install 
- Execution 
$ /usr / loca l /b in /dbench - t 300 -D /var/tmp 100 
A. 1.3 Netperf 
- Preparation 
$ tar zxvf netperf-2.4.4.tar.gz 
$ cd netperf-2.4.4 
$ ./configure 
$ make 
$ make i n s t a l l 
- Execution sur le serveur 
$ netserver 
- Execution sur la machine cliente 
$ netperf -H <server> 
A. 1.4 Rsync 
- Fichier /etc/rsyncd.conf utilise par le demon rsyncd 
uid = root 
gid = root 
use enroot = no 
max connections = 1 
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syslog f a c i l i t y = local5 
pid f i l e = /var / run/ rsyncd.pid 
read only = yes 
ignore errors = true 
ignore nonreadable = true 
list = false 
strict modes = true 
[kernel] 
path = /op t / l inux-2 .6 .22 .14 # 294M 
[ iso] 
path = / o p t / i s o # 433M 
- Experience 1 (execution sur la machine cliente) 
$ date +'/.s.'/.N && rsync -av <server> : :kernel /var/tmp && \ 
> date +y.s.'/.N 
$ rm - f r /var/ tmp/* 
- Experience 2 (execution sur la machine cliente) 
$ date +y,s.'/,N && rsync -av <server> : : iso /var/tmp && date \ 
> +'/.s.y.N 
$ rm - f r /var/ tmp/* 
A.1.5 dd 
- Experience 1 
$ dd if=/opt/iso/ubuntu-6.06.l-server-i386.iso of=/var/tmp/out.iso 
$ rm -fr /var/tmp/* 
- Experience 2 
$ dd if=/dev/zero of=/dev/null count=117187560 # 117187560 = 60G 
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A. 1.6 Bzip2 
$ cp /opt/ubuntu-6.06.1-server-i386.iso . 
$ date +'/.s.,/,N && bzip2 -9 ubuntu-6.06.l-server-i386.iso && date \ 
> +7.S.7.N 
$ rm ubuntu-6 .06 . l -server- i386. i so .bz2 
A. 1.7 Sysbench 
L'execution de Sysbench est divisee en trois etapes : la creation de la base de 
donnees « sbtest», la preparation du banc d'essai OLTP et l'execution du banc d'essai. 
- Preparation 
$ apt-get install mysql-server libmysql++-dev 
$ tar zxvf sysbench-0.4.8.tar.gz 
$ cd sysbench-0.4.8 
$ ./configure —with-mysql 
$ make 
$ make install 
- Creation de la base de donnees « sbtest » 
$ mysql 
$ mysql> create database sbtest ; 
$ mysql> exit 
- Execution de la phase preparatoire du banc d'essai OLTP 
$ sysbench —tes t=ol tp —mysql-user=root —mysql-host=localhost \ 
> —debug=off prepare 
- Execution du banc d'essai 
$ sysbench —tes t=ol tp —mysql-user=root —mysql-host=localhost \ 
> —debug=off run 
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A.2 Configuration des logiciels de virtualisation 
Cette section presente les configurations utilisees avec chaque logiciel de virtuali-
sation evalue. Elle n'est pas exhaustive et ne contient que les etapes jugees necessaires 
a la reproduction des experiences. 
A . 2 .1 L i n u x - V S e r v e r 
- Compilation du noyau VServer 
$ cd / u s r / s r c 
$ cp /home/fernando/Benchmarks/linux-2.6.22.14.tar.bz2 . 
$ cp /home/fernando/Benchmarks/patch-2.6.22.10-vs2.2.0.5.diff . 
$ bunzip2 linux-2.6.22.14.tar.bz2 
$ tar xvf linux-2.6.22.14.tar 
$ cd linux-2.6.22.14/ 
$ cat ../patch-2.6.22.10-vs2.2.0.5.diff Ipatch -pi 
$ make oldconfig 
$ make menuconfig 
$ make 
$ make i n s t a l l 
$ make modules_install 
$ mkinitramfs -o /boot / in i t rd . img-2 .6 .22 .14 2.6.22.14 
- Modification du fichier /boot/grub/menu. 1st 
t i t l e kernel Linux-Vserver 2.6.22-14 
root (hdO.l) 
kernel /boot/vmlinuz-2.6.22.14 
root=UUID=7cb9al3c-2061-4c98-a8da-e5edfcf0eel0 ro 
i n i t r d /boot / in i t rd . img-2 .6 .22 .14 
- Utilisation du logiciel vsmanage pour creer les VServers 
$ vsmanage create vserver l 10.145.1.11 —image=ubuntu-6.06-i386 
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A.2.2 Xen 
- Installation du noyau Xen et des outils de gestion 
$ apt-get i n s t a l l xen-hypervisor-3.1 xen-tools x e n - u t i l s - 3 . 1 \ 
> linux-headers-2.6.22-14-xen linux-image-2.6.22-14-xen 
- Correction de bogues avec le script /etc/xen/scripts/network-bridge 
-vifnum=${vifnum : -$( ip route l i s t I awk ' / "de fau l t / 
-C p r i n t $NF } ' I sed >s /~[~0-9]* / / ' )} 
+vifnum=${vifnum : -$ (ne t s t a t -arn I awk V~0.0.0.0 / 
•C p r in t $NF } ' I sed ' s / ~ [ ~ 0 - 9 ] * / / ' ) } 
- Creation d'une image Xen utilisant comme source le Gulus 
$ xen-create-image --hostname=xenl —dir=/media/vms \ 
> —size=lGb —swap=512Mb —ip=10.145.1.81 \ 
> --netmask 255.255.255.0 —gateway=10.145.1.1 --memory=2Gb \ 
> —install-method=debootstrap —dist=dapper —fs=ext3 —force 
> —mirror=http ://gulus.usherbrooke.ca/ubuntu/ \ 
> —mac=00 :16 :3E :ll :12 :22 
A.2.3 KVM 
- Installation du module kvm 
$ apt-get i n s t a l l kvm qemu 
$ modprobe kvm-intel 
- Creation d'une image QEMU utilisee par KVM ainsi que par KQEMU 
$ dd if=/dev/zero of=/media/vms/disk.img bs=lG count=4 
$ qemu-img create /media/vms/disk.img -f qcow2 4G 
- Demarrage de Pinstallation du SE invite dans la machine virtuelle 
$ kvm -hda /media/vms/disk.img -cdrom \ 
> /root/ubuntu-6.06.1-server-amd64.iso -m 1024 -boot d 
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- Creation d'un pont r6seau (/etc/network/interfaces) 
# The loopback network in ter face 
auto lo 
iface lo ine t loopback 
# Bridge 
auto brO 
iface brO inet static 
address 192.168.1.3 
netmask 255.255.255.0 
network 192.168.1.0 
bridge_ports ethl 
bridge_stp off 
bridge_maxwait 5 
up /sbin/ifconfig ethl inet 0.0.0.0 promise 
# Reseau prive 
auto ethl 
iface ethl inet static 
address 192.168.1.1 
network 192.168.1.0 
netmask 255.255.255.0 
# Reseau public 
auto ethO 
iface ethO inet static 
address 10.145.1.80 
network 10.145.1.0 
netmask 255.255.255.0 
broadcast 10.145.1.255 
gateway 10.145.1.1 
- Modification du script /etc/kvm/kvm-ifup 
- /usr/sbin/brctl addif $-[switch} $1 
+ /usr/sbin/brctl addif brO $1 
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- Demarrage en utilisant une console serie (/boot/grub/menu.1st) ... 
+ s e r i a l unit=0 -speed=9600 -word=8 -parity=no -stop=l 
+ terminal s e r i a l 
+ . . . console=ttyO console=ttyS0,9600n8 
- ... puis editer /etc/inittab et ajouter & la fin 
co :2345 :respawn : / sb in /ge t ty -L ttySO 9600 vtlOO 
- Demarrage de la machine virtuelle en mode terminal 
$ kvm -hda /media/vms/disk.img -m 512 -net nic -net tap \ 
> -boot c -nographic 
A.2.4 OpenVZ 
- Compilation du noyau OpenVZ 
$ bunzip2 linux-2.6.22.tar.bz2 
$ tar xvf linux-2.6.22.tar 
$ gunzip patch-ovz005.1-combined.gz 
$ cd linux-2.6.22 
$ cp ../kernel-2.6.22-x86_64.config.ovz .config 
$ cat ../patch-ovz005.1-combined I patch -pi 
$ make 
$ make i n s t a l l 
$ make modules_install 
$ mkinitramfs -o /boot/ ini t rd. img-2.6.22-ovz005 2.6.22-ovz005 
- Modification du fichier /boot/grub/menu.1st 
t i t l e OpenVZ, kernel 2.6.22 
root (hdO.l) 
kernel /boot/vmlinuz-2.6.22-ovz005 
root=UUID=03893821-3c3d-4bc3-b5fb-db3be666a8cl ro 
initrd /boot/initrd.img-2.6.22-ovz005 
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- Correction du bogue reseau 
if "cat /proc/sys/net / ipv4/ip_forward" = ! 1 : 
ne t . ipv4.conf .a l l . forwarding=l —> / e t c / sysc t l . con f 
- Installation des outils de gestion 
$ deb h t t p : / / deb ian . sys t s . o rg / s tab le openvz >> \ 
> / e t c / a p t / s o u r c e s . l i s t 
$ apt-get i n s t a l l vzc t l vzquota 
- Creation d'une machine virtuelle OpenVZ 
$ vzc t l create 101 —ostemplate ubuntu-6.06-i386-minimal \ 
> —ipadd 10.145.1.11 --hostname vzl 
A.2.5 KQEMU 
- Installation du module kqemu 
$ apt-get i n s t a l l qemu l ibsd l l . 2 -dev 
$ cd / u s r / s r c 
$ tar xvf kqemu.tar 
$ cd modules 
$ ./configure 
$ make 
$ make install 
$ modprobe kqemu 
- Demarrage de Pirnage cree avec QEMU 
$ qemu-system-x86_64 -hda /media/vms/disk.img -m 1536 \ 
> -boot c -net n ic -net tap -nographic 
A. 2.6 VirtualBox 
- Compilation de la version open source de VirtualBox et chargement du module 
vboxdrv 
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$ bunzip2 VirtualBox-1.5.4_0SE.tar.bz2 
$ tar xvf VirtualBox-1.5.4_0SE.tar 
$ cd VirtualBox-1.5.4_0SE 
$ ./configure 
$ source /usr/src/VirtualBox-1.5.4_OSE/env.sh 
$ kmk all 
# Compilatation du module 
$ cd ./out/linux.amd64/release/bin/src 
$ make 
$ make install 
$ modprobe vboxdrv 
- Creation du groupe VirtualBox 
$ groupadd vboxusers 
$ adduser fernando vboxusers 
$ chown root :vboxusers /dev/vboxdrv 
- Configuration du reseau 
# I n s t a l l a t i o n paquits pour l e bridge 
$ apt-get i n s t a l l b r i d g e - u t i l s 
sudo chmod 0666 /dev/net / tun 
- Creation du dispositif tunO et association avec l'interface brO 
$ sudo /usr/src/VirtualBox-1.5.4_0SE/out/linux.amd64 \ 
> /release/bin/VBoxTunctl - t vboxO -u fernando 
$ sudo / sb in / i fconf ig vboxO 0.0 .0 .0 promise up 
$ sudo b r c t l addif brO vboxO 
- Demarrage de l'interface graphique utilisee pour la creation des images 
$ LD_LIBRARY_PATH=/usr/src/VirtualBox-1.5.4_0SE/out/ \ 
> l inux.amd64/release/bin/ . /usr /src/Vir tualBox-1.5.4_0SE \ 
> /out / l inux.amd64/release/bin/ . /Vir tualBox 
- II n'est pas possible de demarrer une installation standard Ubuntu 6.06 car le 
noyau standard est SMP et non compatible avec la machine virtuelle VirtualBox. 
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II est necessaire de demarrer la MV en « rescue mode » une premiere fois et 
installer le noyau « Complete Linux Kernel ». 
$ apt-get i n s t a l l linux-686 
- Ensuite, il faut demarrer la MV avec ce noyau (2.6.15-53) de manieire a pouvoir 
compiler le noyau 2.6.22-14, n'oubliant pas d'ajouter le support pour le module 
pcnet32, necessaire pour le fonctionnement du reseau. 
- Correction de probleme de demarrage des images generees. Enlever "modprobe 
ide-generic" de /us r / share / in i t ramf s - t oo l s / s c r ip t s / l oca l - t op /udev puis 
$ update-initramfs -u 
- Exemple de la procedure pour faire une copie d'une machine virtuelle Virtual-
Box en ligne de commande 
$ VBoxManage clonevdi /media/vms/ubuntu.vdi /media/vms/ubuntu2.vdi 
$ VBoxManage modifyvdi /media/vms/ubuntu2.vdi compact 
$ VBoxManage createvm -name ubuntu2 -basefolder /media/vms/ \ 
> -register 
$ VBoxManage modifyvm ubuntu2 -memory 512 -hwvirtex off -nicl \ 
> hostif -cableconnectedl on -hostifdevl vboxO -macaddressl auto \ 
> -hda /media/vms/ubuntu2.vdi -ostype linux26 
$ VBoxManage startvm ubuntu2 
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