Abstract. In this paper we present a new approach to power modeling and runtime power estimation for wireless network interface cards (WNICs). We obtain run-time power estimates by putting together four kinds of information: the nominal behavior of the card (taken from protocol and product specifications), its inherent power-performance properties (automatically characterized once for each card from digitalized current waveforms), the working conditions (characterized on the field by means of simple synthetic benchmarks) and the workload (observed at run time from the actual device). Experimental results show that our model provides run-time energy estimates within 3% from measurements.
Introduction
Wireless network interface cards (WNICs) are commonly used to grant network connectivity to mobile palmtop PCs. However, the actual usage of WNICs is limited by their power consumption, that is responsible of a large fraction of the energy budget of a pocket PC [1] . According to the IEEE 802.11b wireless LAN protocol [2] , commercial network devices provide many low-power operating modes that either exploit the inherent burstiness of the workload or perform traffic reshaping to save power. Device drivers provide an application programming interface to allow the user to dynamically change the operating mode [3] . On the other hand, the energy efficiency provided by each operating mode is strongly affected by workload statistics and operating conditions, making it difficult to take optimal run-time decisions. Although accurate power/performance models have been developed for commercial WNICs [4] , the accuracy they provide may be heavily affected by the lack of accurate information about traffic statistics and environmental conditions.
In general, power modeling and estimation entail the construction and characterization of a power model, its adaptation to the actual conditions, and the evaluation of the model under realistic workloads. In this paper we present a unified approach to power modeling and run-time power estimation for WNICs. The schematic representation of the approach is provided in Figure 1 . First, we construct a parameterized state diagram for each operating mode to accurately describe the behavior of the device. Second, we characterize the model by fitting real-world power waveforms collected while running ad-hoc synthetic benchmarks. The characterization procedure is fully automated and makes use of pattern-matching algorithms to identify the regions of a power waveform corresponding to the state sequence under characterization. Timing and power parameters for each recognized state are then measured each time the state is found in the waveform and their average values are used to characterize the corresponding parameters of the model. State transitions are triggered either by self-events representing the autonomous evolution of the state of the WNIC during operation, or by external events representing workload elements. In addition, the time distribution of selfevents may depend on environmental conditions (e.g., channel bandwidth and latency) and workload parameters (e.g., packet size).
In our approach, environmental conditions are estimated on the field by means of simple synthetic benchmarks and used to adjust the model, while workload information is taken directly from the device driver of a working WNIC. To this purpose, a pre-characterized power model is linked to the device driver of the WNIC, realizing a run-time software power monitor that provides the power waveform of the WNIC with a user-defined time resolution.
In summary, power estimates are obtained by putting together four kinds of information: the nominal behavior of the card (taken both from the protocol and from product specifications), its inherent power-performance properties (automatically characterized once for each card from digitalized current waveforms), the working conditions (characterized on the field by means of simple synthetic benchmarks) and the workload (observed at run time from the actual device).
We remark that the power monitor exploits only standard workload information made available by default by any commercial WNIC and runs as a stand-alone process on Linux PCs. In this paper we describe the application of the proposed approach to a Compaq WL110 WNIC [5] . In order to provide all the details of the proposed methodology within tight space limitations, we focus only on the operating modes exhibited by the WNIC under incoming UDP traffic. This is a significant case study both because incoming workloads are usually more difficult to model and characterize than outgoing ones and because the receiving part of the IEEE 802.11b specification [2] is complex enough to illustrate all the features of our approach. Experimental results are provided showing that the power monitor has a negligible run-time overhead, while its cumulative accuracy is within 3% from measurements. Instantaneous accuracy depends on the user-specified time resolution used to trace the workload.
Model building
In this section we build separate state diagrams for the operating modes of a WNIC implementing the IEEE 802.11b protocol [2] . The state diagrams are based both on the protocol specification and on the observation of experimental current profiles. Focusing only on the reception of UDP traffic, we describe two main operating modes: always on (ON) and power-save protocol (PSP). The two operating modes can be viewed as macro-states of a top-level state diagram where state transitions are triggered by user commands.
ON mode
The state diagram of the ON mode is shown in Figure 2a . The card waits for incoming packets that trigger transitions from wait to receive. Depending on the nature and on the correctness of the packet, the card may or may not send a MAC-level acknowledge to the base station. In particular, a positive acknowledge is required whenever a unicast packet is properly received, while no negative acknowledge is sent for corrupted packets, and no acknowledge is required for multi-cast or broad-cast packets. We call a-packet any packet that requires a positive acknowledge, n-a-packet any packet that will not be acknowledged. Although the power state of the card during reception is independent of the nature of the received packet, in our state diagram we use two different receive states: receive w ack, that leads to the Ack state, and receive w/o ack, that leads back to the Wait state. State duplication is used only to represent the dependence of the acknowledge on the nature of the received packet.
PSP mode
According to the 802.11b MAC-level protocol [2] , the AP can perform traffic reshaping by buffering incoming packets to allow the WNIC to enter a low-power state. If the MAC-level power management is enabled, the WNIC goes to sleep for a fixed period of time as soon as no traffic is detected. While the NIC is sleeping, incoming packets are buffered by the AP. After expiration of the sleeping period, the card wakes up and listens for the beacons periodically sent by the AP. Beacons contain a traffic indication map (TIM) providing information about buffered packets, and are used to re-synchronize the WNIC to the AP. If there are buffered packets to be received by the client, the WNIC replies to the beacon by sending polling frames to get the back-log from the AP packet by packet. A positive acknowledge is sent for each properly received uni-cast packet.
The state diagram that represents the behavior described above is shown in Figure  2b . For readability, states are clustered into two subsets labeled Idle and Busy. The Idle part of the graph describes the behavior of the card when no traffic is received. The card stays in a low-power sleep state until a given timeout expires. Then it wakes up and waits for the beacon. We call beacon1 (beacon0) a beacon if its TIM indicates that there is (there is not) buffered traffic for the card. If a beacon0 is received, the card goes back to sleep as soon as the beacon has been completely received, otherwise it stays awake and enters the Busy sub-graph to get the buffered backlog from the base station.
To get the buffered packets the card enters a 5-state loop that entails: sending a polling frame (Poll), waiting for a packet (Wait), receiving a packet (Receive w ack), sending a positive acknowledge (Ack) and preparing a new polling frame (Process). Each packet contains a more bit telling the card whether there are additional buffered frames (more=1) or not (more=0). The card exits the loop as soon as the last packet (i.e., a packet with more=0) is received.
Notice that, when in the wait state, the card is also sensitive to broad-cast and multi-cast packets that do not require any acknowledge. We use the same modeling strategy used for the ON-mode to model the reaction of the card to packets that do not require a positive acknowledge.
Model characterization
All the states of the diagrams of Figure 2 need to be characterized for a specific device both in terms of power and in terms of performance (i.e., permanence time). Our characterization strategy is based on the automatic analysis of current waveforms collected during the execution of synthetic benchmarks that produce a known workload. The experimental setup used to collect current waveforms is described in Section 6.1. In this section we describe the model characterization strategy assuming that current waveforms are available. Figure 3 .a shows a current waveform obtained while receiving UDP packets in PSP mode. Idle and busy periods are clearly distinguishable. Figure 3 .b shows a closer view of the busy region, with labels added to denote the phases of the 5-state loop traversed to get each buffered packet. As long as the states under characterization can be recognized on a current waveform, both power and timing parameters can be taken from the waveform. There are, however, two practical issues that make the characterization process non trivial. First, some states have the same power consumption and are recognized only thanks to their position within a known state sequence. This is, for instance, the case of states Wait and Process, that are characterized by similar current values but are distinguishable because of the different position in the 5-state loop. Second, the noise of the traces and the inherent variability of the process under characterization make it impossible to characterize a power state from a single occurrence within a current profile.
To solve both issues we implemented an automated characterization tool that takes in input a current waveform and a template of the current profile generated by a specific state sequence under characterization. The tool searches within the current waveform all occurrences of the template and recognizes the portions of the profile associated with each state in the target sequence. Power and timing parameters are then computed for each state and averaged over all occurrences of the template in the trace. The standard deviation is also computed for each parameter in order to quantify the variations from the average values used as fitting parameters.
The template is specified in a text file containing the number of states in the sequence under characterization and the list of states (one per raw). For each state, 7 parameters are specified: the name of the state, the minimum and maximum current values, the minimum and maximum permanence time, and the entering conditions, expressed in terms of threshold value and sign of the crossing slope. A state is exited when the next one is entered. Since the last state of the sequence has no next state, exit conditions are explicitly added in the last row of the template specification file. The template of the 5-state sequence corresponding to the reception of a uni-cast packet in PSP mode is shown in Figure 4 for a Compaq WNIC.
Notice that template specification is a manual and device-specific task. In practice, the user is asked to provide a first-cut characterization (i.e., a template) of the state sequence of interest based on a preliminary observation of the current profile. The template is then used by the tool to recognize in the current profile the regions to be used for the actual characterization. The output provided by the tool by applying the template of Figure 4 to a 2-second current waveform is: pattern of interest. For each occurrence, three curves are plotted, as shown in Figure 5 : the original current waveform, a smoothed waveform limited to the region of interest, and a step function representing the overall (average) characterization results (i.e., the waveform that will be provided by the model during simulation).
Notice that the waveform of Figure 3 .b contains a region of activity due to an incoming multicast packet that doesn't require any acknowledge. The template-based characterization approach automatically neglects such region while characterizing the 5-state loop. On the other hand, the same waveform can be used together with a different template to characterize the receive w/o ack state. We used 4 different templates to characterize all the states of the ON and PSP operating modes: receive with ack when ON, receive with ack when PSP, receive without ack, stay idle in PSP.
The templates were applied to current waveforms collected when running synthetic benchmarks generating UDP packets of controlled size. The characterization was repeated with different workloads and in different conditions in order to evaluate the effects of packet size and channel properties. Both in ON and PSP mode, the receive time depends on the ratio between the actual size of the packet and the channel bandwidth. In addition, the waiting time after a polling frame in PSP mode depends on the latency of the channel and on the size of the packet to be received. Both dependencies need to be characterized on the field to adapt the models to the actual working conditions and evaluated at run time for each packet.
Model adaptation
Channel latency and bandwidth do not depend only on the WNIC. Rather, they depend on the base station, on the distance between the base station and the mobile client and on the environment. Hence, they cannot be characterized once and for all as properties of the card, but they need to be periodically re-evaluated on the field.
To this purpose we use a benchmark that sends bursts of packets of different sizes and measures the time taken by the client to receive each burst when the card is ON. The transmission time per packet is then obtained as the ratio between the burst time and the number of packets in the burst. The plot of the time per packet as a function of the packet size is a linear curve whose slope is the transmission time per byte, that is the inverse of the bandwidth. Notice that we characterize the bandwidth using UDP packets up to 1500 bytes in order to avoid protocol packetization.
The transmission time per byte can be directly used within the models of the WNIC to evaluate the permanence time of all receive states as a function of the size of the received packet.
In our model channel latency affects only the waiting time between a Poll and a Receive in PSP mode. Hence, we do not characterize the latency, but we directly characterize the dependence of waiting time from latency and packet size. This is done by running twice the benchmark described above, with the WNIC working in ON and PSP modes. The time-vs-size plot obtained in PSP mode differs from the previous one for two main reasons: first, it has a higher slope, second, it has a higher additive constant. The higher slope is due to the fact that packet size in PSP affects not only the receiving time, but also the waiting time between Poll and Receive. The higher additive constant accounts for the constant time per packet spent in Poll (T poll ) and Process (T process ) states, that are visited only in PSP mode, and for the constant contribution to the waiting time due to the transmission latency of the polling and data frames. If we denote by s PSP and s ON the slopes of the time-vs-size curves obtained in PSP and ON modes, and by c PSP and c on the corresponding constants, the estimated waiting time of the PSP model can be computed as:
T wait (size) = (s PSP -s ON ) size + c PSP -c on -T poll -T process (1)
Model evaluation
Model evaluation requires detailed information about the actual workload. In particular, if we assume to know, for each received packet, the arrival time, the size, the nature (beacon0, beacon1, unicast, multi/broad-cast, last) and the correctness, we may construct a step-wise current waveform by simulating the finite state models with sizedependent permanence times.
An event-driven current monitor can be obtained calling the power model from the interrupt service routine of the device driver that reacts to each received packet.
Cycle-accurate evaluation
The model of the WNIC described in Section 2 has an interesting property: as long as the operating mode of the WNIC doesn't change, its overall energy consumption depends only on cumulative parameters, while it is independent of the arrival time and of the size of each packet.
This strong property, that doesn't hold in general for power managed systems, is due to the synchronous nature of the power save protocol, that periodically awakes the card independently of the traffic. In practice, we could evaluate the energy model periodically, based only on: the overall number of bytes received in the last period (needed to account for the overall receive energy and for the size-dependent contribution of the Wait state), the number of packets of each type (needed to account for the actual number of Poll, Ack and Process phases and for the size-independent contribution of the Wait state) and the operating mode (needed to account for the baseline energy consumption and to select the proper state model).
We implemented a cycle-accurate current monitor as a stand-alone process periodically accessing standard Linux interfaces [3] to obtain the information needed to evaluate the model. In particular, the standard net_device interface provided by the Linux kernel for all network devices makes available a data structure (net_device_stats)containing cumulative data for any type of packet handled by the WNIC since its device driver was initialized. In our case, we take from the data structure the following data: number of unicast received packets (rx_packets), number of corrupted packets (rx_errors), number of multicast received packets (rx_multicast) and total size of received packets (rx_bytes). In addition, we use the standard wireless interface to know the operating mode of the WNIC and its sleeping period while in PSP mode.
The model, evaluated using incremental data since last evaluation, provides the average power consumption computed over the last cycle. In addition, it uses cumulative information to construct a simulated current profile that provides a detailed view of the activity of the card, even if the times of the events within each cycle are reconstructed based on arbitrary assumptions. The time resolution (i.e., the evaluation period) is provided to the current monitor from command line. The minimum evaluation period is 10ms. Regardless of the time resolution, the model provides always the same accuracy at the boundaries of the evaluation periods.
A graphic user interface, based on the *UDFH plotting tool [6] , can be activated to show run-time current profiles.
Experimental results and conclusions
To perform our experiments we used a Athlon 4 Mobile 1.2 GHz notebook running Linux kernel 2.4.21 [3] . The WNIC installed on the laptop was a COMPAQ WL110 [4] , while the access point was a CISCO 350 Series base station [7] . The synthetic UDP benchmarks, the characterization tool and the power models were implemented in C, using the Grace C library [6] to provide graphical outputs.
The power consumption of the WNIC was measured using a Sycard CardBus Extender [8] that allowed us to monitor the time behavior of the supply current drawn by the card. The current waveforms were then digitized using a National Instruments DAQ Board PCI 6024E connected to a PC running Labview 6.1.
To validate the model we performed simultaneous current measurements and estimations while sending UDP packets to the card from a remote server. Three kinds of workloads were generated: a bursty workload with equally-spaced bursts of a fixed number of packets; a non-deterministic workload with packets of random size with exponential inter-arrival times; a non stationary workload with time-varying burst size, packet size and idle time. All benchmarks were executed with the WNIC either in ON or PSP mode, or switching between them during execution. Cumulative energy estimates were always within 3% from measurements, regardless of the time resolution used to evaluate the model. No performance degradation was observed.
Representative results are shown in Figure 6 . Left-hand-side plots compare a measured current waveform (bottom) with the corresponding current profile obtained from the event-driven evaluation of the model (top). The top-right graph compares the cumulative energy obtained from measurements (solid line) with that obtained from the current model evaluated once per second (circles).
Finally, we observe that the energy models corresponding to different operating modes can be evaluated simultaneously to provide comparative information to be used to take run-time power management decisions. As an example, we report in the bottom-right graph of Figure 6 the current profiles (averaged over a 1-second window) provided by the PSP and ON models of the WNIC simultaneously evaluated while applying a non-stationary workload to a card operated in PSP mode. The comparative results show that there are workload conditions that make PSP counterproductive, suggesting to switch off the power manager.
