Extension neural network is a new type of neural network that combines extension theory and artificial neural network. Extension neural network has been applied to pattern recognition, fault diagnosis and clustering. According to fault characteristics of rolling bearing, we propose a fault diagnostic method for rolling bearing based on extension neural network. We construct the fault diagnosis model based on extension neural network along with the learning algorithm, which are then applied to fault recognition of rolling bearing. Simulation experiment indicates that this algorithm is easy to implement and has small training error and fast convergence speed. The algorithm has both theoretical and practical value.
According to the state variables, the methods for working state monitoring and fault diagnosis of rolling bearing can be based on temperature, oil sample analysis and vibration. Diagnosis based on vibration is easy and reliable and adapts to various working conditions, thus it has wider applications. By processing and analyzing the vibration signals measured by acceleration sensor, some feature vectors representing the working state of the rolling bearing can be extracted for fault recognition. The vibration signals measured by the sensor are usually broadband signals with high stochasticity. The amplitude parameters of vibration signals can be mathematically converted into feature vectors representing the operating state of the rolling bearing.
The commonly used amplitude parameters are root mean square (RMS), peak, kurtosis, peak factor, kurtosis factor, impulse factor, clearance factor and shape factor. RMS and peak are dimensional parameters, and the remaining are dimensionless parameters. Dimensional parameters heavily depend on historical data and are sensitive to changes of load and rotation speed, but dimensionless parameters are basically not affected by load and rotation speed. Therefore, there is no need to calculate the relative standard value or to compare with historical data; they are not affected by absolute levels of signals either. Even if the measuring points differ somewhat, the parameters calculated do not change obviously. We choose 5 dimensionless parameters to obtain the feature vectors representing the state of rolling bearing, namely, kurtosis, peak factor, impulse factor, clearance factor and shape factor.
Suppose the vibration signal collected is 
and n is the number of sampling points, then RMS is given by where pj x is the m -th peak found in signal i x using a specific peak counting method, 1, 2 ..., j m  ; the kurtosis is calculated by The issues of interval-based classification and clustering are very common, that is, the characteristic value to be classified lies within a finite interval. M. H. Wang presented an extension neural network with double weights of connection, as shown in Figure 1 . The feature vector of the network is classified, clustered and recognized based on interval with high efficiency. There are the input layer and the output layer. The nodes of the input layer receive the input pattern, and the number of nodes is determined by the number of input feature vectors; the output layer produces the result of classification, and the number of nodes is determined by the number of categories. Only 1 node is activated each time to display the result of classification. The input layer and the output layer are connected by double weights. One weight represents the lower limit of classical domain of the feature, i.e., the minimum; the other represents the upper limit of classical domain of the feature, i.e., the maximum. The two weights connecting the j -th node of the input layer and the k -th node of the output layer are denoted by L kj w and U kj w , respectively, where L is the lower limit and U is the upper limit. This new neural network is the combination of extension theory and neural network, utilizing extension distance as a measure. As shown in formula (9), extension distance measures the degree of similarity between the sample and the clustering center. Neural network is capable of this due to its parallel processing and learning ability.
Extension distance is the distance between point x and an interval , L U k j k j w w , as shown in Figure 2 . It can be seen that each classical domain has a different sensitivity and thus different extension distance. This can be utilized favorably in interval-based classification and recognition. 
. Extension Distance
Extension neural network is a type of supervised learning. The learning system can adjust the parameters according to the difference between the known output and the actual output. Then the knowledge structure will be reorganized to constantly improve the performance. The supervised learning algorithm with extension neural network can be described as follows:
and n is the total number of sample features.
The matter-element model in extension theory is used to determine the initial weight connecting the input and the output. The initial central point for each category is calculated. After the input of the i -th training sample and the corresponding category p , the distance between the training sample p i X and the k -th category is calculated using extension distance according to formula (10):
The value of k  is determined to make
, then the extension distance of the next sample is calculated; otherwise, the center of category corresponding to p -th category and k  -th category and the connection weight are adjusted, as in formula (11) 
(2) Adjustment of connection weight 
Where  is the learning speed. The two weights are adjusted as shown in Figure 3 The extension neural network exhibits greater advantages in interval-based classification and recognition. The algorithm is easier and the connection weights have more explicit physical meanings. This method has been already applied in data classification, pattern recognition, fault diagnosis, state monitoring, and intelligent control of road traffic [11] [12] . If fault diagnosis of rolling bearing is considered an issue of interval-based pattern recognition, the extension neural network will be fit for fault diagnosis and recognition of rolling bearing.
Simulation Experiment and Analysis
To verify the validity and reliability of extension neural network model in fault diagnosis of rolling bearing, training and simulation analysis were performed under Mat lab environment. is the maximum value of the ith characteristic parameter.
Data Processing
One hundred groups of experimental data were taken and normalized for network training. Some of the experimental data are shown in Table 1 .
Table 1. Training Samples

Network Training
Matter-element models for 5 states of the rolling bearing were constructed first, namely, normal ( 1 N ), fault of outer ring ( 2 N ), fault of inner ring ( 3 N ), fault of rolling body ( 4 N ), and fault of maintenance shelving ( 5 N ). The inputs were peak factor ( 1 c ), shape factor ( 2 c ), impulse factor ( 3 c ), clearance factor ( 4 c ) and kurtosis ( 5 c ). The limited domain was determined according to sample data.
State of the rolling bearing
Peak factor Shape factor Impulse factor 
Fault of the outer ring   
Fault of the inner ring   
The weights were initialized using matter-element model, and the network was trained according to the above algorithm. The error convergence curve is shown in Figure 4 with learning speed of 0.1. Step length 200 350
Comparative Analysis
Error 0.0041 0.0088
We compared the proposed model with the conventional BP neural network. It can be seen from the table that both two models can accurately diagnose and recognize the faults of the rolling bearing, but the ENN model is superior in network structure, learning speed and learning time ( Table 3 ). BP neural network has 3 layers, which are input layer, hidden layer and output layer, with neuron number of 5, 12 and 5, respectively; the number of connection weights is 300. ENN model has only 2 layers, the input layer and the output layer, and the number of connection weights is 50. As to the learning speed, the learning error converges to 0.0041 after 200 steps using ENN model, while the error converges to 0.0088 after 350 steps using BP neural network. Thus ENN model not only satisfies the actual need in fire disaster warning, but also with improved performance.
Conclusion
This article describes the structure, algorithm and simulation with the new extension neural network. Experiment shows that the method is reliable and superior compared with conventional neural networks. When applied to fault diagnosis of rolling bearing, the algorithm exhibits the advantages of simple design, faster convergence and smaller error. It is suitable to be used as a new fault diagnostic method for rolling bearing.
