The modeling of the spreading of communicable diseases has experienced significant advances in the last two decades or so. This has been possible due to the proliferation of data and the development of new methods to gather, mine and analyze it. A key role has also been played by the latest advances in new disciplines like network science. Nonetheless, current models still lack a faithful representation of all possible heterogeneities and features that can be extracted from data. Here, we bridge a current gap in the mathematical modeling of infectious diseases and develop a framework that allows to account simultaneously for both the connectivity of individuals and the age-structure of the population. We compare different scenarios, namely, i) the homogeneous mixing setting, ii) one in which only the social mixing is taken into account, iii) a setting that considers the connectivity of individuals alone, and finally, iv) a multilayer representation in which both the social mixing and the number of contacts are included in the model. We analytically show that the thresholds obtained for these four scenarios are different. In addition, we conduct extensive numerical simulations and conclude that heterogeneities in the contact network are important for a proper determination of the epidemic threshold, whereas the age-structure plays a bigger role beyond the onset of the outbreak. Altogether, when it comes to evaluate interventions such as vaccination, both sources of individual heterogeneity are important and should be concurrently considered. Our results also provide an indication of the errors incurred in situations in which one cannot access all needed information in terms of connectivity and age of the population. * Electronic address: albertoaleta@gmail.com arXiv:2003.06946v1 [physics.soc-ph] 15 Mar 2020 [14] .
Introduction
One of the most fundamental concepts in epidemic dynamics is the heterogeneity in the ability of hosts to transmit the disease. This heterogeneity can be described as a function of three components: an individual's infectiousness, the rate at which she contacts susceptible individuals, and the duration of the infection [1] . Of these three components, the second one is probably the hardest to correctly estimate since it depends on several factors not related to the pathogen itself, such as the demographic structure of the population or its contact patterns. Hence, the heterogeneity in the mixing patterns between individuals is a key element for the correct assessment of the impact of epidemic outbreaks [2, 3] .
The heterogeneity of the population can be characterized by different degrees of resolution [4] . The most basic approach, known as homogeneous mixing, considers that a contact between any two individuals in a population occurs randomly with equal probability [5] . In the decade of 1980, due to the interest in studying the spreading of sexually transmitted diseases, this assumption had to be modified [6] . The population was then divided into groups according to some characteristics, such as gender or sexual activity levels, and the interaction between those groups was encoded in a contact matrix [7] . Even though a homogeneous mixing component was still present inside each group, because all individuals within a group were indistinguishable, this approach demonstrated that a core group of 20% of the individuals in the host population could lead to 80% of the transmissions, which called for a complete redefinition of disease control programs [8] .
The disproportionate role that highly active individuals had in the spreading dynamics was mathematically encoded in the fact that the transmission did not depend on the average number of new partners but on the mean-square divided by the mean [9] , being one of the earliest signs of the crucial role that heterogeneities play in the spreading of diseases. This approach was also applied to other types of diseases in which groups of hosts could be easily identified, including vector-borne diseases [10] or age-dependent diseases [11] . The importance of heterogeneous mixing patterns was thus acknowledged, and several empirical studies measured them for sexually transmitted diseases [12, 13] . Yet, data on the mixing patterns of the population determinant for the spread of airborne infectious diseases, and in particular, their relationship with the age of individuals was not collected at large scale until 2008, i.e., 20 years later Modeling the contact patterns of the population There are multiple ways of modeling the contact patterns of the population, depending on the availability of data and the characteristics of the disease. In this work, we consider that diseases have the same outcome on all individuals regardless of their condition and that individuals do not change their behavior as a consequence of the disease. This way, we can focus on the effect of adding different characteristics to the population contact patterns.
To be more specific, we use the information from the survey that was carried out in Italy for the POLYMOD project [14] . In this project, over 7,000 participants from eight European countries were asked to record the characteristics of their contacts with different individuals during one day, including age, sex, location, etc. Since that pioneering work, the number of countries where this type of study has been conducted has been increasing steadily, but data on Africa and Asia are still scarce. Besides, the resolution and amount of information vary from study to study [45] . As such, we build four different models of interaction, assuming that only partial information about the population is available, see If the only information available is the average number of contacts per individual, homogeneous mixing can be assumed (H). If there is information about the average number of contacts between individuals with age a and a , then a classical group-interaction model can be implemented (M). On the other hand, if the full contact distribution of the population is known, regardless of their age, it is possible to build the contact network of the population (C). Lastly, when both the contact distribution and the interaction patterns between different age groups are known, the individual heterogeneity and the global mixing patterns can be combined to create a multilayer network in which each layer represents a different age group (C+M). Panel B: Demographic structure of Italy in 2005 [55] . Panel C: Age-contact patterns in Italy obtained in the POLYMOD study [14] . Panel D: Contact distribution in Italy obtained in the POLYMOD study [14] . The distribution is fitted to a right-censored negative binomial distribution since the maximum number of contacts that could be reported was 45.
The simplest formulation is the homogeneous mixing approach (model H), suitable when very limited information about the population is available. In this model, all individuals are able to contact each other with equal probability. The number of such interactions, k , can be extracted from contact surveys simply by calculating the average number of contacts per individual. Note, however, that this formulation is very simplistic since all individuals are completely equivalent. A slightly better approximation is to divide the population into age-groups, given the demographic structure of the population, Fig. 1B , and establish a different number of contacts between and within them (model M), which is the common approach currently used in the epidemic literature to model age-mixing patterns. In this case, the necessary information includes knowing the age of both individuals participating in each contact, although this information can be easily summarized in an age-contact matrix, M , where each entry M αβ represents the average number of contacts from an individual in age group α to individuals in age group β. Note that in both models only the average number of contacts is used, in one case the average over the whole population and in the other over each age-group.
Another possibility is to use the whole contact distribution, Fig. 1D , to build the contact network of the population.
This formulation is commonly found in the network science literature since it highlights the role that the disproportionate number of contacts of some individuals have in the dynamics of the disease. A simple way of creating these networks is to represent each individual i as a node and extract its degree (number of contacts) from the distribution. Then, the expected number of edges between nodes i and j is A ij = k i k j / l k l (model C). To obtain this expression, we can consider that each node i has k i stubs associated. Next, if these stubs are matched together randomly, the probability that each stub from node i ends up at one of the k j stubs of node j is k j over the total number of stubs, l k l . This method is known as the configuration model. Lastly, we can combine both ingredients, the mixing patterns, and the contact distribution of the population in a network representation. To do so, we propose to arrange nodes in a multilayer network, in which each layer represents an age-group. As such, the first step to create this network is to extract the age associated to each node from the demographic structure of the population, Fig. 1B , and assign them to their corresponding layer (since we are working with 15 age-groups, our system is composed by that same amount of layers). Then, the degree of each node should be extracted from the desired distribution. To incorporate the mixing patterns into the configuration model, we propose the following scheme: 1. Given a node i located in layer α (where the layer represents the age-group associated with i), the probability that any of its stubs ends up at a node in any layer β (including the same layer) is p αβ . This probability can be extracted from the mixing matrix as
2. The stub from node i will match the stub of node j, situated in layer β, with probability k j / l∈β k l , where the denominator indicates the addition over the degree of all nodes present in layer β.
Hence, the expected number of edges between nodes i and j will be given by
Yet, note that incorporating the mixing patterns introduces a restriction in the degree distribution. Indeed, one of the important properties of the mixing patterns matrix is that it has to verify reciprocity, i.e.,
That is, the number of contacts going from group α to group β has to be the same as the ones from β to α (if the populations of each group were equal, this would lead to a symmetric matrix). It is easy to see that eq. (1) only fulfills this property if
And, thus,
where k α represents the average degree in layer α. Hence, even though the shape of the distribution can be chosen freely, the mixing matrix fixes the average degree of each layer. Equations (1) and (4) completely define our last model, the CM model, see Fig. 1A .
Susceptible-Infected-Susceptible dynamics
To determine the consequences of each of the previous assumptions, we first consider a general susceptible-infectedsusceptible (SIS) Markovian model [56, 57] . In this model, the recovery rate of each infected individual is modeled by a Poisson process with rate δ. In turn, each successful contact emanating from an infected individual (i.e., a contact that transmits the disease) is modeled as a Poisson process with rate λ. We denote by Y i the Bernoulli random variables that are equal to one if individual i is infected or zero otherwise. Complementary, Y i + X i = 1 and
The only ingredient left to be defined is how the contact process between individuals actually takes place. In general, in its exact formulation, we can do so by introducing the matrix A, which denotes whether two individuals can contact each other or not [56, 57] :
With this formulation we can already study the spreading of an epidemic on any network, models C and CM. Indeed, assuming that the states are independent, i.e.,
Considering that the nodes with the same degree are statistically equivalent, we can obtain the epidemic threshold using the heterogeneous mean field approximation [58] ,
This well-known result from network science clearly shows the importance of the heterogeneity of the contacts, since it depends on the second moment of the distribution. In the case of Italy, using this expression we obtain a theoretical threshold of τ CM = 0.033 and τ C = 0.035 for the CM and C models, respectively. For the M model, since individuals are indistinguishable, eq. (6) is rewritten as
where M αβ is the matrix depicted in Fig. 1C , and y α the fraction of infected individuals in layer α. In this case, using the next generation approach [59, 60] , the epidemic threshold is
Regarding Italy, the spectral radius is of M is ρ(M ) = 22.51, resulting in an epidemic threshold of τ M = 0.044. Lastly, the equation governing the H model is
where the epidemic threshold is
According to Fig. 1D , the epidemic threshold in our system is thus τ H = 0.052. Thus, in this case, the following relation holds:
Some observations are in order. First, even though the average number of contacts is the same in all models, the epidemic threshold is completely different. Besides, increasingly adding heterogeneity to the model lowers the epidemic threshold. This is especially relevant when going from classical mixing models to network models. Indeed, when we introduce the whole contact distribution, we are indirectly adding the possibility of having super-spreading events, which, as noted before, is missing in the classical approaches. On the other hand, as expected, the difference between both network models is relatively small ( τCM τC = 1.06) since the main driver of the epidemic threshold is the contact distribution. Nonetheless, as we shall see next, for other scenarios, the multilayer framework will yield quite different results from model C.
To asses the quality of our theoretical analysis, our first step is to obtain the epidemic threshold for each configuration numerically. To do so, we create an artificial population of 10 6 individuals and assign them an age according to the demographic structure of the Italian population [55] . Then, we simulate a stochastic SIS Markov model, with δ = 1 and multiple values of λ for each of the four contact models under consideration (see Materials and Methods). In Fig. 2A , we show the attack rate, the number of infected individuals, as a function of λ. The overall behavior of the four scenarios is qualitatively similar, although large differences are observed in the value of the epidemic threshold (see inset), as predicted.
To properly characterize the value of the epidemic threshold and compare it with the theoretical expectations, we use the quasistationary state (QS) method [57, 61] . This technique allows computing the susceptibility of the system, which presents a peak at the epidemic threshold (see Materials and Methods). The caveat is that it is highly dependent on the system size since the epidemic threshold is only properly defined for infinite systems. Nevertheless, in Fig. 2B we compute the susceptibility for the four configurations with system sizes ranging from 10 4 to 10 6 individuals and we can see that for the latter the peak of the susceptibility is already quite close to the predicted value of the epidemic threshold, validating our theoretical approach. Next, we focus on studying the impact that the disease has on each age group under the different configurations, Fig. 2C . We set the value of λ in each case so that the attack rate is equal to 0.4, since the four scenarios converge to that value for similar values of λ (see figure 2A ). Using the homogeneous mixing approximation, we obtain a distribution of infected individuals across ages proportional to the demographic structure of the population (Fig. 1B) , as one would expect given that all individuals are virtually indistinguishable for the dynamics. The same result is obtained for the C model, in which the age of the nodes is completely independent of the network structure. At variance with these results, if we incorporate the heterogeneous mixing patterns of the population either in the agemixing (M) model or in the multilayer network (CM) setting, the incidence in each age group would be quite different, see Fig. 2C . Note that we have again set λ so that the overall incidence is 0.40 in all cases −this assures that the total number of infected individuals is the same, only its distribution across age classes is different. Results show that in both scenarios the prevalence is much higher for teenagers and smaller for the older cohorts than in the homogeneous mixing model.
Susceptible-Infected-Removed dynamics
Although the SIS model facilitates the theoretical and numerical analysis of the system, especially near the epidemic threshold, it is too simplistic to model real diseases such as ILI. Thus, to highlight the impact of these observations on a more realistic scenario, we slightly modify the model by incorporating the removed compartment so that the dynamics are governed by a susceptible-infected-removed (SIR) model, which is better suited for studying ILI [62] .
It has been recently shown that using a constant and group-independent basic reproduction number, R 0 , might not describe well key features of the disease dynamics in realistic scenarios [27] . For this reason, we first explore the dependency of this parameter with the age of the individual in the two networked scenarios. To do so, we simply count the total number of newly infected individuals that a single seeded infectious subject would produce in a fully susceptible population, with the value of λ set so that the average value of R 0 is 1.3 inline with typical values for influenza [63] . Fig. 3A shows the value of R 0 as a function of the age of the seed node in the network in which all nodes have the same degree distribution. Clearly, the same R 0 value is obtained regardless of the age of the nodes, as it should be given that both their degree and their connections are independent of their age. Conversely, in the multilayer network where the mixing patterns of the population are incorporated, Fig. 3B , the situation changes completely. The value of R 0 is above the average for teenagers and adults but below the average for the elderly, highlighting the importance of the underlying structure in the value of R 0 . Lastly, we study the effect of vaccinating a fraction of the nodes before the epidemic begins. This sort of contention measures are among those that can benefit the most from knowledge about the structure of the population, as they allow devising more efficient vaccination strategies. First, we set the baseline scenario to values compatible with the 2018-2019 ILI epidemic in Italy. According to the World Health Organization, the total attack rate was 13.3%. Besides, an important fraction of the population was vaccinated preemptively. In Italy, vaccination is recommended for several groups of people, such as those with chronic medical conditions, firefighters, health care workers, or the elderly [64] . Of these groups, the only one that we can distinguish in our model is the elderly, but it is also the one with the largest vaccination rates. Unfortunately, the uptake of the vaccine has been decreasing for the past few years, and now is close to 50% [65] . Even more, the effectiveness of the vaccine is estimated to be around 60% yielding an effective vaccination rate of 30% in the elderly [66] . Hence, to obtain the baseline values in our model, we set 30% of the elderly in the recovered state initially and set the value of λ so that the attack rate is 13.3%, Fig. 4A . Our first observation is that in the C scheme, we trivially obtain a reduction in the attack rate among the elderly due to their vaccination, but otherwise, the incidence is the same in all age groups. On the other hand, both in the M and CM models, the attack rate depends highly on the age of the individual. To gauge the effect of increasing vaccination rates, we vaccinate 1% of the total population (assuming that the effectiveness is 60% for all age-groups). Note that since the elderly group represents 19% of the population, the initial vaccination rate was roughly 10% of the total population. If these new vaccines are administered randomly, we can see that the effect is just a homogeneous reduction of 5-6% in all age groups, independently of the model, Fig. 4B .
Conversely, if that same amount of new vaccinations is targeted, the situation changes completely. In the M model, we vaccinate individuals belonging to the group with 15-19 years old since it is the one with the largest number of contacts and the highest attack rates. We can see that the overall reduction is much larger than in the previous case, and especially so in this particular group, see Fig. 4C . In the C and CM models, instead, we apply the vaccines to individuals with the largest degrees. We can see that the reduction is larger in the C setting than in the CM one. This result might seem counter-intuitive since the same measure is applied to both systems. However, note that while in the C model the largest degrees are homogeneously distributed across the population, in the CM model they are concentrated in specific age groups, or layers. Furthermore, since nodes in the same layer tend to be connected together, the previous observation implies that the effect of removing hubs will be lower. To verify this, we have rewired the connections of the CM model while preserving the age, degree and vaccination status of each node. As we can see, in such case we recover the same value as in the C model. In other terms, the correlations induced by the age mixing patterns lower the effectivity of this vaccination strategy. Note also that in both the random and the targeted vaccination schemes, the number of new vaccines introduced in the system is exactly the same, only who is vaccinated changes.
Discussion
Models can range from simple homogeneous mixing models to high-resolution approaches. The latter, even though it might provide better insights, is also much more data demanding. As a compromise between the two, network models can capture the heterogeneity of the population while keeping the amount of data necessary low. Nevertheless, most network approaches focus only on determining the role that the difference in the number of contacts of the population has on the impact of disease dynamics but ignore other types of heterogeneities such as the age mixing patterns.
We have shown that to determine the epidemic threshold of the population properly, the heterogeneity in the number of contacts cannot be neglected, making the simple homogeneous approach and the homogeneous approach with age mixing patterns ill-suited for it. In fact, a description that ignores the age mixing patterns of the population can capture much better the value of the epidemic threshold. Furthermore, we observe two different regimes in the attack rate as a function of the spreading rate. For low values of the spreading rate, individual heterogeneity plays a more important role, yielding larger attack rates than the homogeneous counterparts. However, after a certain value, the phenomenology reverses, i.e., larger attack rates are obtained for the homogeneous approaches rather than for the networked versions. The reason is that, in homogeneous models, an infected agent can contact everyone in the population, and thus it can keep infecting individuals even if the attack rate is high. When the network is taken into consideration, it is possible that nodes run out of susceptible individuals within their vicinity, virtually preventing them from spreading the disease any further.
On the other hand, if we study the distribution of infected individuals across age cohorts, we can see that the C scheme is no longer valid, yielding the same results as the simple homogeneous mixing approach. If the age mixing patterns are added into the model, either in the M or CM schemes, a larger fraction of young individuals will be infected, while the incidence in elder cohorts is reduced. Hence, even though the C approach can predict fairly well the value of the epidemic threshold, it cannot be used to study the spreading of diseases in which taking into account the age of the individuals is important beyond the epidemic threshold. Conversely, the multilayer network of the CM model can describe both the epidemic threshold and the distribution of the disease across age groups correctly. In other words, it combines both the importance that individual heterogeneity has with the inherent assortativity present in human interactions.
Individual heterogeneity also introduces important variations in the measured value of R 0 . This observation is quite important since it shows that for the proper evaluation of R 0 during emerging diseases, the sampling of the population has to be done carefully. Biases in the sampled individuals, such as having too many young individuals, could lead to estimations of R 0 much larger than its actual value. Even more, this is not limited to the age of the individuals since we have also seen the importance of individual heterogeneity in the dynamics. Of utmost relevance, if in the sample, there are individuals with an average number of contacts higher than the normal population, the estimations of R 0 would also be higher.
Lastly, we have also observed the crucial role that heterogeneity plays if we want to devise efficient vaccination strategies. The role of networks in this regard is known to be important not only because there are tools that allow identifying the most important individuals, but because it provides a clear way to study herd immunity. Yet, if we do not take into account the contact distribution of the population the effectivity of vaccination campaigns will be lower. Conversely, if we rely simply on the contact distribution of the population and disregard their mixing patterns, we would overestimate the effect of vaccination.
To sum up, we have shown the importance that individual heterogeneities have on the spreading of infectious diseases. Yet, although in general the more details in the model the better, it is also important to take into account the inherent limitations about data that currently exist. Therefore, it is crucial to correctly gauge what can and cannot be done, given the information available to us. In particular, we have shown that to predict the epidemic threshold, it is indispensable to know the degree distribution of the population. Nonetheless, this is not strictly needed to evaluate the impact of a disease away from the threshold. Yet, adding this information, even though it does not dramatically change the predicted outcomes of the epidemic under normal conditions, could be pivotal to devise efficient vaccination strategies. Furthermore, we have seen that the underlying information of the system also has an impact on quantities that are commonly measured and used in real settings, such as R 0 , implying that care must be taken when extrapolating the results from one study to the other.
