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Abstract
The restricted SOS models of Andrews, Baxter and Forrester have been
studied. The conformal weights and the central charges of the non-unitary
minimal conformal eld have been extracted from the nite size corrections
of transfer matrix of models with the more general crossing parameter.
1 Introduction
The ABF restricted solid-on-solid (RSOS) models were found by Andrews, Baxter and
Forrester in 1984 [1]. It has been well known that the models provide realizations of the
unitary minimal conformal eld theories [1, 2, 22, 4]. This has been further conrmed
by studying these integrable models such as the nite-size correction to the ground state
energy [5]{[10] (also see [11]{[21] for related works). Among these works, much eort has
been focused on the ABF models corresponding to the unitary minimal conformal eld
theories. By contrast, the nite-size correction of transfer matrices of the ABF models
corresponding to the non-unitary minimal conformal eld theories models has received no
attention.
The local height probabilities of the model with the crossing parameter  = k=h, where
two relatively prime positive integers satisfy k < h, has been calculated in [24]. In this letter,
with the same motivation as in [24], we repeat the consideration of the nite-size correction
calculations of the model with  = k=h. In general the models will no longer be physical as
there will be some negative face weights. Nevertheless, the non-unitary minimal conformal
eld theory models [22] can be realized as the critical continuum of the ABF restricted SOS
models with the crossing parameter  = k=h. The models are therefore of independent
interest for this feature.
In [19] a method to nd the nite-size correction involving the central charges for the
six-vertex model with twisted boundary condition has been given. Also the method has
been used to the other models (see [28] for example). In all of these works only the central
charges have been obtained. In this letter, following the treatment in [19], we nd the nite-
size corrections of the transfer matrices of the critical RSOS models. From the corrections
the central charges and the conformal weights of the non-unitary minimal conformal eld
theories are extracted. This is achieved by generalizing the method presented in [19] to nd
the conformal weights.
In this letter we rst review the ABF RSOS models and the Bethe ansatz solutions of
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equation and express the nite-size corrections in terms of the solution of the nonlinear
equation. Then the eective central charges including the conformal weights are extracted
from the nite-size corrections. In nal section a brief discussion is presented.
1.1 Models and Bethe ansatz solutions
The SOS models have been very interesting in the context of conformal eld theories since







a(u) 0 0 d(u)
0 b(u) c(u) 0
0 c(u) b(u) 0







a(u) = ()(u)H(u + ) ; b(u) = ()(u)(u+ ) ;
c(u) = H()(u)(u + ) ; d(u) = H()H(u)H(u + ) : (1.2)














By Baxter's vertex-face correspondence the transfer matrix of the eight-vertex model
















can be transferred into the row-to-row transfer matrix of the following SOS model,
W (` 1; `  2; ` 1; `]) =
h(u+ )
h()
W (` 1; `; ` 1; `]) =
h( + `  )h(u)
h( + `)h()
(1.5)
W (` 1; `; ` 1; `]) =
h( + `  u)
h( + `)
where the height ` 2 and  is an independent parameter. The function h(u) is given by
h(u) = (0)H(u)(u) : (1.6)
We recall the eigenvalues of the transfer matrix given in [26] (also see [27] for algebraic
Bethe ansatz),

































;    ; u
N=2
are determined by the Bethe ansatz equations,
p(u
j
) =  1 ; j = 1; 2;    ; N=2 (1.9)
















The restricted SOS models are specialized by setting
 = k=h and  = 0 (1.11)
where k and h are relatively prime integers (h > k > 0) and s = 1; 2;    ; h   1. By this
condition (1.11) the face weights still satisfy the star triangle relation. Therefore the model
is integrable. The row-to-row transfer matrix T (u) forms the commuting family
[ T (u) ; T (v) ] = 0 : (1.12)
The bethe ansatz solutions (1.7) and (1.9) with the restriction (1.11) are the eigenvalues
and the Bethe ansatz equations of the transfer matrix of the RSOS model [23, 7].
2 Finite size corrections
The corresponding critical models can be obtained by taking the limit of the zero elliptic
nome p = 0. In this paper we only consider the critical case and when the elliptic nome
vanishes p = 0 the theta function reduces to the trigonometric function
h(u) = sin(u): (2.1)
The eigenvalues (1.7) and the Bethe ansatz equations (1.9) are still correct for the critical
RSOS model if the function h(u) is replaced with (2.1).
It is very helpful to see that the eigenvalues (1.7) and the Bethe ansatz equations (1.9)
are the same as those of the six vertex model with a twisted boundary condition [19]. The
functions have to be restricted in some analyticity domain since all functions are i-periodic.
Introduce the new spectral variable v = iu. It can be seen that with the same reason as
given in [19] the following functions are analytic and non-zero (anz)
h(v) anz in 0 < =m (v) < 
q(v) anz in   < =m (v) < 0
T (v) anz in  =2  =m (v)  =2 : (2.2)
From the face weights (1.5) the i-periodic functions follow that we always can restrict
k < h=2. Note that (2.2) has restricted the models staying on the regime III/IV critical line.
2.1 Nonlinear integral equation
Following the treatment [19], let us introduce new functions








U(x) := 1 + a(x) (2.3)
The variable x may be regarded as real.
3
Then we need to derive the nonlinear integral





















where the integration path in x-plane has to lie in the analyticity strip and the real part of
the variable of integration goes from  1 to 1.
We will now derive a set of relations about functions a and q. Using denition (2.3) we














(x  i + i)q(x+ i=2   i)
: (2.5)































which is anz in the strip  =2 < =m (v)  =2. This allows the application of Cauchy's


















q(x+ i=2   i)
: (2.8)
















(k) = U(k)  e
( =2)k
a(k) :












+ a(k) + e
k
U(k)  U(k) : (2.9)













































Sometimes it is convenient to work with values of x in the upper half plane close to the real axis for
avoiding singularities which might otherwise occur.
where an innitesimal positive  has been introduced for the imaginary part of the argument





































K(x) = K( x) ; K(x) = K( x) : (2.13)
The equation (2.11) is derived based on the essential anz property of the Bethe ansatz
solution (1.7). Low-lying excitations have the same bulk behavior as the ground state. The
only dierence has been shown in [8] to lie in the fact that the eigenvalue functions now
possess a nite number of zeros in the analyticity strip, which were free of zeros in the
ground state. However, it is always possible to take an anz area in the analyticity strip
where Cauchy's theorem can be applied [10]. Therefore the equation (2.11) still works for
the excited states if we change the integration path in the anz area. Next, integrating (2.11)










where the integral constant D = 0 because all terms remain nite for x!1 and another
integral constant C heavily dependent on the branch choice of the ln a,
































where the phase factor  has been introduced by
 = s  i ln! ; !
2
= 1 : (2.16)
Here we take more general choice of the branches for ln a, or ln a(1) = 2 ln(!e
is
). For
! = 1 case it corresponds to study in [19], which gives the ground state. For the excited




with the integers s; t. The denition (2.3) follows that a goes to a e
 4is
under the change
s! h  s. So the same symmetry should be imposed on the equation (2.14), or the phase
factor  must go to   under this change. This follows that the phase factor  will go to
  if changing s ! h   s and t! h   k   t. Similar to the exponent s suppose that t is
positive. According to s = 1; 2;    ; h  1 we therefore take t = 1; 2;    ; h  k  1. Recalling
the denition (2.3) we arrived at the nonlinear integral equation for a
























































































































































Let us now turn to the eigenvalues T given by (1.7). Its nite size corrections can be
derived from
T (x  i=2) = h
N
(x  i)





once the solution of the nonlinear integral equation (2.18) is known. By the Fourier trans-
form and taking (2.10) into account we have
ln















































is the integration constant. Therefore the nite size corrections of the eigenvalue
can be expressed as
lnT (x  i=2) = f
c

































The scaling limit of the corrections can be done by splitting the integral into two parts,
then inserting the variable of integration y by 


(y+ lnN) and using the scaling functions
(2.21), we obtain
lnT (x  i=2)




























































where the bulk behavior is entirely expressed by the rst term and second term is the nite
size corrections. The integration constant f
c
is chosen so that f(x   i=2) is exactly the
bulk energy, which can be derived from the inversion relation of the face weights [23, 24].
Here we are only interested in the nite size correction terms which include the conformal
spectra.
2.3 Conformal spectra
The conformal spectra can be extracted from the nite size corrections of transfer ma-






















































































The left hand side is derived by using the nonlinear integral equation (2.22). The right
hand side can be calculated after changing the variable x to a and a. Approaching these







































































0 has been read o from (2.22). Then using the well known identity





the nite size corrections (2.27) arrives at the explicit expression















or changing the variable x to v = iu = x  i=2















where the central charge is













For the ground state s = t = 1 yields  = 0. The choice of 1 < s  h   1 and
1 < t  h   k   1 gives the excited states. Specially, inserting  given by (1.11) into the
conformal spectra we have the central charges and the conformal weights of the primary
elds for Virasoro minimal models











k < h; s = 1; 2;    ; h  1; t = 1; 2;    ; h  k   1
for k  1. The unitary minimal models are given by k = 1.
3 Discussion
In this paper we have shown the conformal spectra of the non-unitary minimal conformal
eld theories which are extracted from the nite size corrections of transfer matrix of the
critical ABF models on the regime III/IV critical line with the crossing parameter (1.11).
The method given in [19] is only for calculating the central charge from six-vertex model
with a twisted boundary condition, now has been generalized to calculate both the central
charges and the conformal weights. These results obtained here depend crucially on the anz
property of underlying functions, e.g. a. Other methods, for example, the thermodynamic
Bethe ansatz (TBA) analysis (see [29, 30, 31, 7, 32, 33, 34, 35, 36]), exist for calculating
the conformal spectra. The TBA relies heavily on the string hypothesis, while our method
uses the anz property instead (see [7] for the central charge of the ABF model). In fact, it
is interesting to generalize the TBA method to calculate the conformal weights.
There is another method for calculating the nite size corrections of transfer matrices.
This has been shown by solving the fusion hierarchies of the ABF models only for k = 1
[10]. It has not yet known how to nd nite size corrections of transfer matrices of the ABF
models for k > 1.
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