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Abstract
Laser scanners provide a three-dimensional sampled representation of the surfaces of
objects. The spatial resolution of the data is much higher than that of conventional
surveying methods. The data collected from different locations of a laser scanner must
be transformed into a common coordinate system. If good a priori alignment is pro-
vided and the point clouds share a large overlapping region, existing registration meth-
ods, such as the Iterative Closest Point (ICP) or Chen and Medioni’s method, work
well. In practical applications of laser scanners, partially overlapping and unorganised
point clouds are provided without good initial alignment. In these cases, the existing
registration methods are not appropriate since it becomes very difficult to find the
correspondence of the point clouds.
A registration method, the Geometric Primitive ICP with the RANSAC (GP-
ICPR), using geometric primitives, neighbourhood search, the positional uncertainty
of laser scanners, and an outlier removal procedure is proposed in this thesis. The
change of geometric curvature and approximate normal vector of the surface formed
by a point and its neighbourhood are used for selecting the possible correspondences of
point clouds. In addition, an explicit expression of the position uncertainty of measure-
ment by laser scanners is presented in this dissertation and this position uncertainty is
utilised to estimate the precision and accuracy of the estimated relative transformation
parameters between point clouds.
The GP-ICPR was tested with both simulated data and datasets from close range
and terrestrial laser scanners in terms of its precision, accuracy, and convergence re-
gion. It was shown that the GP-ICPR improved the precision of the estimated relative
transformation parameters as much as a factor of 5. In addition, the rotational con-
vergence region of the GP-ICPR on the order of 10◦, which is much larger than the
ICP or its variants, provides a window of opportunity to utilise this automated regis-
tration method in practical applications such as terrestrial surveying and deformation
monitoring.
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Chapter 1
Introduction
Terrestrial laser scanners provide a three-dimensional sampled representation of the
surfaces of objects resulting in a very large number of points. The spatial resolution
of the data is much higher than that of conventional surveying methods. Since laser
scanners have a limited line of sight, in order to obtain a complete representation of
an object, it is necessary to collect data from several locations. These data must be
transformed into a common coordinate system and this procedure is called the registra-
tion of point clouds. Existing registration methods, such as the Iterative Closest Point
(ICP) by Besl and McKay (1992) or Chen and Medioni’s (1992) method, work well if
good a priori alignment is provided. However, in the case of the registration of par-
tially overlapping and unorganised point clouds without good initial alignment, these
methods are not appropriate since it becomes very difficult to find the correspondence
of the point clouds.
In terms of input data, registration methods can be classified into two categories:
one is the registration of two point clouds from different scanner locations, so-called
pair-wise registration (Rusinkiewicz and Levoy, 2001), and the other is the simultaneous
registration of multiple point clouds. This thesis aims to develop a method for the
automated pair-wise registration of laser scanner data.
1.1 Review of previous work
A considerable amount of work for the automated registration of point clouds from
range finders has been conducted over the last few decades by researchers from differ-
ent fields such as computer vision, photogrammetry, and artificial intelligence. One can
find reviews on existing registration methods from Haralick et al. (1989), Rusinkiewicz
and Levoy (2001), Campbell and Flynn (2001), Rodrigues et al. (2002), and Gruen
and Akca (2005). In particular, Gruen and Akca (2005) presented an excellent re-
view and bibliography on available registration methods. Rodrigues et al. (2002) and
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Rusinkiewicz and Levoy (2001) produced a good bibliography on finding corresponding
points in an automated manner. Furthermore, Rodrigues et al. (2002) stated that no
method can be clearly regarded as superior to the other.
Chen et al. (1999) classified the existing registration methods into two classes:
iterative approaches (Besl and McKay, 1992; Chen and Medioni, 1992; Dorai et al.,
1998; Turk and Levoy, 1994; Blais and Levine, 1995) and feature based methods (Stein
and Medioni, 1992; Higuchi et al., 1995). They are based on the original ICP, although
the latter focuses on finding a set of transformation-invariant features from geometric
or radiometric information, e.g. geometric curvature or returning laser intensity.
The Iterative Closest Point algorithm is a reliable and popular idea for point cloud
registration (Horn, 1987; Besl and McKay, 1992). Horn (1987) developed a closed-form
adjustment method with quaternions in order to estimate unknown relative transforma-
tion parameters of two point clouds with knowledge of the correspondence of the point
clouds. This method is called a point-to-point adjustment method, which is the same
as a network adjustment method in the context of surveying (Wolf and Dewitt, 1999).
Besl and McKay (1992) developed the ICP using Horn’s (1987) algorithm in conjunction
with a neighbourhood search algorithm. If a priori information about the point-to-point
correspondence of two point clouds is provided, then the ICP can iteratively recover
the relative transformation of the point clouds. It converges monotonically to a local
minimum, which may or may not be the global minimum. However, in the ICP, all
points in a point cloud are assumed to have corresponding points in the other cloud.
Basically, the original ICP is a general idea for the automated registration of point
clouds using both an adjustment algorithm, e.g. Horn (1987), Umeyama (1991), or Wolf
and Dewitt (1999), and a method for finding corresponding points. In the context of
the original ICP, as indicated by its name, the closest point of a point in a point cloud in
terms of Euclidean distance is assumed to be its corresponding point. However, a set of
correct correspondences between point clouds can not be recovered in this manner since
the closest point of a point based on Euclidean distance may not be its corresponding
point (Eggert et al., 1998).
Chen and Medioni (1992) proposed an idea of minimising the distance between
points and their corresponding surfaces rather than between corresponding point pairs
as proposed by either Horn (1987) or Umeyama (1991). In addition, they proposed
to find corresponding points by the direction of the estimated surface normal vec-
tor, so-called normal shooting, in conjunction with Euclidean distance. Chen and
Medioni’s (1992) method has been popular since there is a better chance in finding corre-
sponding point-to-surface pairs than to discover corresponding point pairs (Rusinkiewicz
and Levoy, 2001).
Zhang (1994) reported a variant of the ICP using several thresholds for the distance
between a set of corresponding points in each iteration. Masuda and Yokoya (1995)
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proposed a random sampling method for the ICP and introduced the least median
of squares (LMedS) to the adjustment algorithm of the ICP. Turk and Levoy (1994)
introduced a variant of the ICP for the registration of two meshes, i.e. triangulated
point clouds, and named it a method for zipped polygon meshes.
Sharp et al. (2002) proposed a method based on Euclidean invariant features: cur-
vature, second order moments, and spherical harmonics. Stamos and Leordeanu (2003)
reported a registration method using extracted features, e.g. lines and planes from ter-
restrial laser scanner point clouds. Recently Dold (2005) proposed a method for initial
alignment using Gaussian image and covariance analysis.
Following Rusinkiewicz and Levoy (2001), the ICP variants can be summarised as
follows. First, these strategies of selecting sample points have been proposed.
• Using all available points from a point cloud (Besl and McKay, 1992).
• Uniform subsampling of the available points (Turk and Levoy, 1994).
• Random subsampling and using different points in each iteration (Masuda et al.,
1996).
• Using the points with high intensity gradient around its neighbourhood (Weik,
1997).
In addition, the following ways have been proposed for finding possible corresponding
points between two point clouds.
• Find the closest point in the other point cloud (Besl and McKay, 1992; Simon,
1996).
• Find the intersection point of the ray originated from a point to the direction of
the surface normal vector of the point (Chen and Medioni, 1992).
• Project the points measured from a laser scanner into the other laser scanner
coordinate (Blais and Levine, 1995; Neugebauer, 1997).
• Using a threshold value to avoid the incorrect selection of corresponding points,
e.g. distance threshold (Zhang, 1994), angle between the surface normal vec-
tors (Pulli, 1999), or difference in either intensity or color (Weik, 1997).
1.2 Objective of the dissertation
An automated method for the registration of partially overlapping point clouds from
terrestrial laser scanners without good a priori alignment has still to be developed,
mainly because it is very difficult to recover the correspondence between point clouds
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without good a priori alignment. Three limitations of the existing techniques for the
registration of partially overlapping point clouds, briefly reviewed in the previous sec-
tion, can be quoted from Chen et al. (1999) as follows. First, the existing methods
can not ensure a correct solution even for noiseless cases (Besl and McKay, 1992; Chen
and Medioni, 1992; Dorai et al., 1998; Turk and Levoy, 1994). Second, the existing
methods require a good initial estimate of the rigid transformation between the two
datasets (Besl and McKay, 1992; Chen and Medioni, 1992). Third, they can only be
used if the datasets contain sufficient local features (Stein and Medioni, 1992).
Another limitation of the existing methods is a size of the convergence region (Ro-
drigues et al., 2002). For example, if the rotational convergence region of a registration
algorithm around an axis, e.g. x-axis, is 20◦ in the presence of a relative translation,
then the registration algorithm can consistently find an optimal solution within this
relative rotational range around the axis. A greater rotational or translational con-
vergence is preferable but it is very difficult not only to achieve a large convergence
region but also to evaluate the convergence region of a registration algorithm since the
size of the convergence region of the registration algorithm depends on the method of
sampling or finding correspondence.
In this thesis, a method for the registration of two partially overlapping point clouds,
measured from different locations, is proposed using geometric primitives and neigh-
bourhood search without good a priori alignment. In addition, the position uncertainty
of laser scanners is explicitly expressed in this dissertation. This position uncertainty
provides an optimal weight for an adjustment algorithm, a lower bound of the registra-
tion error between partially overlapping point clouds, and an evaluation of the accuracy
of the solution.
The objectives of this dissertation are summarised as follows:
• The main objective of this thesis is to develop an automated registration algo-
rithm for terrestrial laser scanner data and to overcome three limitations stated
by Chen et al. (1999) and highlighted above, that is: inability to produce an eval-
uation of the accuracy of the estimated transformation, necessity of a good initial
alignment, and requirement of sufficient local features, i.e. geometric primitives.
• An order of ten degrees rotational convergence region in case of a small relative
translation error, which is large enough for a practical application of terrestrial
or close-range laser scanners, is to be achieved by the proposed method.
• The proposed method is to be extensively tested with data from different kinds
of laser scanners in terms of its precision, accuracy, and convergence region.
In addition, the scope of this thesis is limited by three constraints as follows:
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• The proposed registration algorithm in this dissertation is for two partially over-
lapping point clouds, i.e. a pair-wise registration algorithm. In other words, the
proposed registration method is not designed for multiple point cloud registration.
• The scale factor of the point clouds are assumed to be unity. Gruen and Akca
(2005) judged this to be a reasonable assumption. However, a test for the esti-
mation of the scale factor will be presented in Chapter 5.
• An analysis on the computational performance or efficiency of the proposed
method, i.e. execution time, is not the objective of this thesis.
1.3 Organisation of the thesis
The characteristics of data from laser scanners and the Iterative Closest Point (ICP)
are introduced in Chapter 2. The derivation of an explicit expression of the position
uncertainty of laser scanner measurement is presented in Chapter 3 and it is frequently
utilised throughout the thesis. Chapter 4 presents an automated registration method
of two partially overlapping point clouds from laser scanners using geometric curvature
and the results of Chapter 3. The thesis then presents extensive tests of the proposed
method with both simulated data and real data from close-range and terrestrial laser
scanners in terms of the precision, accuracy, and convergence region of the proposed
registration method in Chapters 5, 6, and 7. Finally, conclusions and future directions
are presented in Chapter 8.
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Chapter 2
Background
In this section, some facts about laser scanner data will be briefly introduced. First
the local spatial resolution of points from laser scanners will be discussed. Then, a
description and the limitations of the original ICP algorithm (Besl and McKay, 1992)
and its variants will be presented. One can find a good summary and discussion on the
background of laser scanner technology in Gordon (2005, Chs. 2 - 3).
2.1 Unorganised point clouds from laser scanners
In the last few decades, there has been much development of two-dimensional image
analysis in terms of research and practical applications (McGlone et al., 2004; Haralick
and Shapiro, 1993). Airborne laser scanner datasets are generally referred as 2.5D point
clouds since they can be treated as two dimensional data by projecting the datasets
to a global plane such as ground (Maas and Vosselman, 1999). On the other hand,
datasets from terrestrial laser scanners are usually called 3D point clouds. Many pho-
togrammetric and computer graphical techniques and theories can be, with a small
modification, applied to airborne laser scanner data (Maas, 2000; Pfeifer, 2005). In
fact, in principle, any problem in three-dimensional data can be solved by a method
for the two-dimensional equivalent problem. However, it is not practical to treat the
measurement of terrestrial or close-range laser scanners as two-dimensional data since
finding a good global surface, equivalent to the ground in the airborne case, for the
projection of the data is not easy or sometimes is impossible. In addition, it is diffi-
cult to find the neighbourhood of a point that provides an acceptable level of precision
or accuracy in the estimation of geometric properties such as surface normal vectors,
mainly because a grid structure does not exist.
The local spatial resolution of points from laser scanners is not uniform over a point
cloud as shown in Figure 2.1. In other words, a laser scanner provides a set of three-
dimensional unorganised point clouds. When the laser beam divergence is relatively
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small compared to the radial distance of an object from a laser scanner, as shown
in Figure 2.1, the laser scanner has a spatial scanning interval, d. But the sampled
positions of the surface of an object from the different locations of the laser scanner are
different. In case of Figure 2.1(a), P̂ 1i P
1
i+1 is invisible to the laser scanner. To overcome
this local resolution variation in a point cloud, a data structure is required for finding a
set of nearest neighbour points. One can find several candidates for the data structure
such as the kd-tree and octree (Sedgewick, 1988; Samet, 1989, 1990).
The kd-tree data structure is utilised in the proposed method for the registration
of point clouds from laser scanners in this thesis. For implementation, a kd-tree library
developed by Arya et al. (1998) is used. In order to increase the efficiency of the kd-
tree, one can modify the original kd-tree structure taking into account the local spatial
resolution (Jost and Hu¨gli, 2002). However, the original kd-tree structure is used in
this thesis since it is more important with the scope of this dissertation to find reliable
corresponding points than to increase efficiency of finding a set of neighbourhood points.
(a) (b)
Figure 2.1: Local resolution variation on laser scanner data. S is the true surface of
an object to be measured by a laser scanner. In the cases of (a) and (b), the object is
measured by a laser scanner in different locations.
2.2 The Iterative Closest Point (ICP) algorithm
Suppose there are two point clouds, C1 and C2, and they are measured from different
locations. A point cloud C1 has a set of NC1 points, {p11, · · · , p1NC1}. Bold and normal
letters represent vectors and scalars, respectively. Let ||p1i − p2j || be the Euclidean
distance between point p1i of point cloud C
1 and p2j of C
2. Let CP (p1i , C
2) be the
corresponding point in C2 of a point p1i . The ICP algorithm (Besl and McKay, 1992)
is briefly described as follows.
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1. Assume that the point of C2 closest to a point of C1 in terms of the Euclidean
distance is the corresponding point.
2. Using a nearest neighbour search algorithm such as the kd-tree, find the cor-
respondence of two point clouds, C = ∪NC1i=1 {Titer=k(p1i ), CP (Titer=k(p1i ), C2)},
where C is the set of all pairs of corresponding points, Titer=k is the estimated
transformation - usually rigid body - of the kth iteration, and Titer=0 is an initial
transformation.
3. Compute the new transformation Titer=k+1 that minimises the sum of squared
distances between the corresponding point pairs:
niter=k∑
i=1
||p1i −CP (Titer=k(p1i ), C2)||2
where niter=k is the number of selected samples in the kth iteration.
Another set of popular algorithms, named point-to-surface methods such as Chen
and Medioni’s (1992), minimises the sum of the square distances of a point to its corre-
sponding surface. A mathematical derivation of Chen and Medioni’s (1992) algorithm
will be presented in Chapter 4. This algorithm is generally faster than the ICP since it
deals with points and surfaces rather than point pairs. However, the point clouds need
to be much more closely aligned to each other initially than with the ICP.
2.3 Limitation of the ICP and its variants
The ICP and its variants assume that the closest point in point cloud C2 is a good
estimate of the correct corresponding point to a point in C1. If two point clouds are
not approximately aligned using a priori information on the relative transformation
of the point clouds, this assumption is not correct. Although the initial alignment
can be provided from other means such as surveying of the laser scanner locations,
it is not always possible or requires an extra cost. Finding corresponding points and
a good estimation of the relative transformation of the point clouds is more difficult
if the point clouds only partially overlap, since the original ICP was developed and
tested with point clouds sharing approximately more than ninety percent overlapping
region (Besl and McKay, 1992).
An example of the limitation of the ICP with random sampling by Masuda and
Yokoya (1995) is presented in Figure 2.2 where Masuda and Yokoya (1995)’s method
were tested with good a priori information on the relative transformation. Two datasets
from the Ayuthaya Buddha statue in Thailand scanned by a Riegl LMS-Z210 (Riegl,
2006) were used for this test.
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(a) The ICP with random sampling (b)
Figure 2.2: Registration results of point clouds by the ICP with random sampling
by Masuda and Yokoya (1995) and the proposed method in this dissertation. Note
that a good initial alignment was provided using a priori information on the relative
orientation between the point clouds.
Note that the sole purpose of this simple experiment was to present one of the main
limitations of a variant of the ICP: convergence to a local minimum of the registration
error. Therefore, the algorithm was terminated at the 40th iteration regardless of the
resultant precision or an evaluation of the accuracy of the estimated transformation
parameters. In addition, since the point clouds are initially very close in this test, it is
expected for a registration algorithm to converge into a global minimum or possibly a set
of transformation parameters which is close to the true transformation. However, the
ICP with random sampling did not reach a global minimum as shown in Figure 2.2(b).
What causes this instability of a registration algorithm converging to a local mini-
mum? One of the main problems of the original ICP and its variants is how to find the
correspondence of point clouds. The Euclidean distance between possible correspond-
ing points used by most of the ICP variants, is not good enough for finding the correct
correspondence (Eggert et al., 1998). Therefore, a set of possible corresponding points
in an iteration must be carefully selected with the notion that any geometric parameter
for the selection of the corresponding points is an estimate.
Another limitation of the ICP and its variants is that they can not provide any rig-
orous evaluation of the precision and accuracy of the estimated relative transformation
as stated in Chapter 1. This is the most important information in the applications of
terrestrial laser scanner data in fields such as surveying, geomatics, and other spatial
sciences. Therefore, this thesis presents a method overcoming the limitations of the
original ICP and its variants for laser scanner data in geomatic and surveying applica-
tions.
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Chapter 3
Position uncertainty :
Significance and Derivation
In this chapter, an explicit expression for the approximate position uncertainty of laser
scanner measurements will be formulated. This will be used in subsequent chapters to
evaluate both a lower bound for the registration error of point clouds and an optimal
size of neighbourhood for the estimation of surface normal vectors.
3.1 Significance
Position uncertainty of a point in an unorganised point cloud measured by a range
sensor is an important quantity since it provides the confidence level of any parametric
estimation such as the estimation of the surface normal vector and the registration
of point clouds from laser scanners. In addition, an optimal weight for an estimation
process can be found from the knowledge of the variance of each element in a dataset.
However, in practice, evaluating position uncertainty from data is very difficult and
more so is its derivation in an explicit form, mainly because position uncertainty de-
pends on the design of the measurement system, i.e. laser and detector in a laser
scanner. For example, the position uncertainties of a measured point from two differ-
ent kinds of laser scanners may or may not be the same. It is analogous to measuring
the metric length of an object with different kinds of rulers.
One of the important factors in position uncertainty is the incidence angle of the
laser beam to the surface of objects. For example, the incidence angles of the laser
beam from two different laser scanner locations are shown in Figures 3.1 and 3.2 for
two different sites, respectively. The incidence angle of the laser beam is defined as the
angle between the estimated surface normal vector and the line of sight of the laser
beam. In Figure 3.1, the difference in incidence angle in the overlapping regions of
the point clouds is about 40◦. This large difference implies that position uncertainties
10
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of those regions are likely to be quite different. This is an important factor which we
need to take into account for either the estimation of the surface normal vector or the
registration of point clouds. In Figure 3.2, a small incidence angle difference is observed
in the overlapping region around the body of the Buddha statue. However, a larger
incidence angle difference, about 40◦, is observed in a flat curvature region and the
magnitude of the position uncertainty in this region is expected to be greater than that
of Figures 3.1(a) and Figures 3.1(b) since the radial and angular variance of the Riegl
LMS-Z210 is much greater than the Leica HDS2500.
Some research about the estimation of position uncertainty in range sensors has
been conducted, for example, registration of three-dimensional data (Johnson and
Kang, 1997; Dorai et al., 1997; Pennec and Thirion, 1997; Stoddart et al., 1996), un-
certainty of sampled three-dimensional surfaces (Tasdizen and Whitaker, 2003; Pauly
et al., 2004; Whaite and Ferrie, 1991), and range error analysis for different kinds
of laser scanners (Blais et al., 2000). Except for Tasdizen and Whitaker (2003) and
Blais et al. (2000), the others regard the measurement of the position of a point using
range sensors as a stochastic process with a three-dimensional, isotropic, and zero-mean
Gaussian probability density function. Tasdizen and Whitaker (2003) found an explicit
form of the Cramer-Rao lower bound (CRLB) of measurements by a range sensor with
the assumption that the variance of the estimated geometric surface normal vector is
small.
As presented in Figures 3.1 and 3.2, two point clouds of the same region of an
object from different locations of the laser scanner may have a large difference in the
incidence angle of the laser beam from the scanner. Although we do not have an explicit
form of the variance of estimated surface normal vectors to be derived in Section 3.5,
it is obvious that the variance of the estimated surface normal vector is dependent
on the incidence angle of the laser beam. Therefore, it is expected to be related to
the difference between the variance of estimated surface normal vectors in the point
clouds of the same region of the object from different locations of the laser scanner.
Furthermore, an explicit expression of the variance of laser scanner data is useful for an
outlier procedure for a least-squares method since a set of the outliers must be removed
by a criterion made by an independently derived or evaluated variance information on
the data.
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(a) (b)
Figure 3.1: Colour maps of incidence angles of the Agia Sanmarina church in Greece
scanned from two different locations using a Leica HDS2500. The radial and angular
variances of the scanner are σ2r = (0.004)
2 (m2) and σ2a = (6 × 10−5)2 (rad2), respec-
tively. The number of points for (a) and (b) are 486340 and 453142, respectively. The
radial distance between the church and the scanner is approximately 20m in both cases.
The dimension of the church is approximately (L,W,H) = (25.0m, 15.0m, 10.0m) where
L, W , and H are the length, width, and height, respectively, of the object.
3.2 Overview
In this chapter, several coordinate systems related to laser scanners will be first intro-
duced. Using these coordinate systems and linear algebra, a new coordinate system
named the uvz coordinate system∗ will be formulated in order to make it much simpler
to transform matrices or vectors in one coordinate system to an other. An explicit form
of position uncertainty or variance in unorganised point clouds from laser scanners will
be derived.
3.3 Coordinate systems
Let us introduce four coordinate systems: the scanner coordinate system (Oscanner), the
laser beam coordinate system (Olaser), the measured point coordinate system (Opoint)
and the uvz coordinate system (Ouvz) as shown in Figure 3.3. A laser scanner measures
∗Tasdizen and Whitaker (2003) first used the uvz coordinate system with a less complete derivation.
In this dissertation, complete mathematical derivations such as the orthogonality of the basis vectors
of the uvz coordinate system will be presented.
12
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(a) (b)
(c) (d)
Figure 3.2: Colour maps of incidence angles of the Ayuthaya Buddha statue in Thai-
land are presented in (c) and (d). The point clouds were scanned from different lo-
cations using a Riegl LMS-Z210. The radial and angular variances of the scanner are
σ2r = (0.025)
2 (m2) and σ2a = (4.7 × 10−4)2 (rad2), respectively. The locations of the
scanners for each point cloud are presented in (a) and (b), respectively. The numbers
of the points for (a) and (b) are 5640 and 149987, respectively. The radial distances
between the Buddha and the scanner are approximately 25m and 15m for (a) and (b),
respectively. The dimension of the Buddha statue is (L,W,H) ' (6.0m, 8.0m, 4.0m).
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the radial distance inOlaser with fixed horizontal and vertical angular intervals, i.e. two
angular components of a spherical coordinate system. The measured position recorded
in the spherical coordinate system by a laser scanner is transformed to a Cartesian
coordinate system, i.e. Oscanner. In addition, the measured point coordinate system
Opoint is frequently used for calculation of the local orthogonal basis using covariance
analysis (Linsen, 2001; Pauly et al., 2004; Bae and Lichti, 2004; Mitra et al., 2004) since
the scanner coordinate system Oscanner is not always convenient for the estimation
of geometric parameters. For example, Opoint is a better choice for the estimation of
geometric surface normal or tangential vectors, which are the most important quantities
for registration of point clouds or automated classification of geometric features in point
clouds. The relationships between these coordinate systems are simply given as
Oscanner = Rscannerlaser Olaser +Tr
scanner
laser = R
scanner
point Opoint +Tr
scanner
point , (3.1)
where Rab is the relative rotation matrix from b to a and Tr
a
b is the relative translation
between a and b. Rscannerlaser and Tr
scanner
laser are dependent on the hardware design of a
laser scanner and can possibly be provided by the manufacturer. In addition, using the
eigenvectors of the covariance matrix of a point, Rscannerpoint can be expressed as
Rscannerpoint =
(
eˆ0 eˆ1 eˆ2
)T
=
 eˆ
T
0
eˆT1
eˆT2
 , (3.2)
where eˆi is the eigenvector of the (i+1)th smallest eigenvalue of the covariance matrix
and eˆi ∈ <3×1 (McGlone et al., 2004, pp. 434). Note that Rscannerpoint (Rscannerpoint )T = I3
since (eˆi, eˆj) = δij where δij is the Kronecker-delta symbol† and r is the position vector
of a point. Let V(r)scanner, V(r)laser and V(r)point be the covariance matrices of a
point measured by a laser scanner in terms of Oscanner, Olaser, and Opoint coordinate
systems, respectively. Then V(r)scanner and V(r)point is written as
V(r)scanner = R
scanner
point V(r)point(R
scanner
point )
T (3.3)
and
V(r)point = (R
scanner
point )
TV(r)scannerR
scanner
point
= RpointscannerV(r)scanner(R
point
scanner)
T ,
† δij =

1 if i = j
0 if i 6= j
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respectively. Therefore, if the position uncertainty of a laser scanner is defined in any
of these three coordinate systems, Oscanner, Olaser, and Opoint, then its expression in
the other coordinate systems can be also derived. If V(r)laser is known, there are two
ways to obtain the variance matrices in the other coordinate systems for Vlaser. One is
to first calculate V(r)scanner using R
scanner
laser and then evaluate V(r)point by R
point
scanner.
The other way is to first calculate V(r)point and then go to V(r)scanner later. The latter
was chosen since knowledge of Rscannerlaser is necessary for the first method. Furthermore,
the latter makes it possible to obtain V(r)point as a function of the angles between the
line of sight of laser and the axes of Opoint, i.e. θ, α, and β as shown in Figure 3.3 with
the assumption that Trscannerlaser is small enough to be rlaser ' rscanner where rlaser and
rscanner are the radial distances in Olaser and Oscanner, respectively.
Figure 3.3: θ, α, and β are the direction cosine angles of zˆlaser relative to the local
surface of an object in the scene. Note that rˆlaser = zˆ = zˆlaser where rˆlaser is a radial
distance in Olaser. In addition, note that eˆ0 is used as the x axis of Opoint.
3.4 uvz coordinate system
In this section a Cartesian coordinate system constructed by both the surface normal
vector and zˆlaser, the line of sight of a scanner, as shown in Figure 3.3 will be introduced.
It is named the uvz coordinate system that Tasdizen and Whitaker (2003) also used for
the evaluation of the Cramer-Rao lower bound of measurement by laser scanners. This
coordinate system is important since it acts as a bridge between Olaser and Opoint as
illustrated in Figure 3.3. Any vector or matrix inOlaser can be approximately expressed
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in the uvz coordinate system without knowledge of the rotation between Olaser and
Ouvz, i.e. Ruvzlaser. For example, suppose that the components of a matrix A in the
direction of xˆlaser and yˆlaser are the same, i.e. (xˆ,A) = (yˆ,A). Let zˆlaser and eˆ0 be zˆ
and nˆ, respectively. Then the unit vectors of the uvz coordinate system are expressed
as follows:
vˆ = nˆ× zˆ
uˆ = zˆ× vˆ (3.4)
and
xˆlaser × vˆ = −zˆ(xˆlaser, nˆ)
yˆlaser × vˆ = −zˆ(yˆlaser, nˆ)
xˆlaser × uˆ = zˆ(xˆlaser, vˆ)
yˆlaser × uˆ = zˆ(yˆlaser, vˆ)
(3.5)
using A× (B×C) = B(A,C)−C(A,B) with vectors A, B, and C. This shows that
two planes whose tangential vectors are {uˆ, vˆ} and {xˆlaser, yˆlaser}, respectively, are
parallel. Then the transformed form of A in the uvz coordinate system Auvz also has
the same components in the direction of uˆ and vˆ, i.e. (uˆ,Auvz) = (vˆ,Auvz), which is
proven from Eqs. 3.5. The main purpose of introducing the uvz coordinate system is
to make it simple to transform quantities in Opoint to that in Olaser, or the reverse.
The relationships between Olaser, Opoint, and Oscanner are simply given as
Olaser
uvz−−→ Opoint
Rscannerpoint−−−−−→ Oscanner
Olaser
uvz←−− Opoint
(Rscannerpoint )
−1
←−−−−−−− Oscanner.
These basic relations between the axes of the uvz coordinate system will be used
throughout the chapter. Let eˆuvzi be the counterpart of eˆi=0..2 in the uvz coordinate
system. In addition, let θ, α, and β in Figure 3.3 be the angles of the direction cosines
of zˆlaser to the local surface in Opoint so they have a simple relationship (Arfken, 1995,
Ch. 3):
cos2 θ + cos2 α+ cos2 β = 1. (3.6)
Using the dot products between the eigenvectors of the covariance matrix and each
axis of the uvz coordinate system, (eˆ0, uˆ) is expressed as follows:
(eˆ0, uˆ) = (eˆ0,
zˆ× vˆ
|zˆ× vˆ|) = (zˆ,
vˆ × eˆ0
|vˆ × eˆ0|)
= (zˆ,
1
| sin θ| [cos θeˆ0 + zˆ])
=
1
| sin θ|
(
1− cos2 θ) = | sin θ| (3.7)
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since
eˆ0 × vˆ = eˆ0 × (eˆ0 × zˆ)
= eˆ0(eˆ0, zˆ)− zˆ(eˆ0, eˆ0)
= − cos θeˆ0 − zˆ (3.8)
and (A,B×C) = (B,C×A) with vectors A, B, and C. In a similar manner, one can
calculate (eˆi=1...2, uˆ) as follows:
(eˆ1, uˆ) =
cosα
| cosα| cos θ = sgn (cosα) cos θ (3.9)
(eˆ2, uˆ) = − cosβ| cosβ| cos θ = − sgn (cosβ) cos θ (3.10)
where sgn(a) is the sign of a. Note that sgn(0) is defined to be zero, regardless of its
mathematical incorrectness, to make sure that (eˆi=1...2, uˆ) = 0 with θ = 0◦, in which
the line of sight of the laser beam is exactly aligned with the estimated surface normal
vector. It must be also noted that, in the case of θ = 0◦, Rpointuvz = I3. Using these
results, eˆuvzi=0 is expressed as
eˆuvz0 =
(eˆ0, uˆ)(eˆ0, vˆ)
(eˆ0, zˆ)
 =
 | sin θ|0
− cos θ
 , (3.11)
and in a similar manner,
eˆuvz1 =
− sgn (cosα) cos θ− cosβ
− cosα
 (3.12)
and
eˆuvz2 =
− sgn (cosβ) cos θcosα
− cosβ
 . (3.13)
It is observed that all of eˆuvzi=0...2 satisfy the normality condition for the basis of a
coordinate system. However, unlike Rscannerpoint in Eq. 3.2, R
point
uvz does not automatically
satisfy the orthogonal condition since the uvz coordinate system is dependent on eˆ0.
Without the orthogonal condition of eˆuvzi=0...2, R
point
uvz is approximately expressed as
Rpointuvz '
(
eˆuvz0 eˆ
uvz
1 eˆ
uvz
2
)T
(3.14)
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where A ' B means ‖ A−B ‖ ' 0 with vectors A and B.
To investigate the orthogonality of eˆuvzi=0...2, the dot products of these eigenvectors
in the uvz coordinate can be calculated as follows:
(eˆuvz0 , eˆ
uvz
1 ) = − |sin θ| sgn (cosα) cos θ + cosα cos θ
= cosα cos θ
[
− | sin θ|| cosα| + 1
]
,
(eˆuvz0 , eˆ
uvz
2 ) = cos θ [− |sin θ| sgn (cosβ) + cosβ] ,
and
(eˆuvz1 , eˆ
uvz
2 ) = sgn (cosα) sgn (cosβ) cos
2 θ.
The orthogonality between eˆuvzi=0..2 is always preserved by rotating both eˆ
uvz
1 around
eˆuvz0 until α satisfies the equation:
cosα = sin θ
∴ α = pi
2
− θ
and this guarantees (eˆuvz0 , eˆ
uvz
1 ) = 0. Furthermore, it also assures (eˆ
uvz
0 , eˆ
uvz
2 ) =
(eˆuvz1 , eˆ
uvz
2 ) = 0 using the fact of cosβ = 0 from Eq. 3.6. In addition, Eq. 3.14 will
be numerically proven to be acceptable in Section 3.5.2 by estimating the position un-
certainty in the scanner coordinate system, i.e. in a conventional Cartesian coordinate
system.
3.5 Position uncertainty
A laser scanner is a kind of LIDAR (LIght Detection And Ranging) system and can
be classified as either a monostatic or a bistatic system according to the locations of
the laser scanner transmitter, i.e. laser, and receiver (Devara, 1998). Monostatic lidar
systems have their transmitters and detectors in the almost same location and can be
divided into two different sub-classes, co-axial and bi-axial, as shown in Figure 3.4. A
near-monostatic lidar is defined as a system which is close to a monostatic system and
such that the assumption of rlaser ' rscanner is valid.
Let diag(·) represent a diagonal matrix. In near-monostatic laser scanners, the posi-
tion uncertainty of laser scanner measurement in the Olaser is approximately expressed
as
V(r)laser ' diag(r2σ2a, r2σ2a, σ2r ) (3.15)
where σ2a and σ
2
r are the angular and radial uncertainties of the laser scanner, respec-
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(a) Co-axial monostatic system (b) Bi-axial monostatic system
Figure 3.4: Two kinds of monostatic lidar systems. M1 is a double-sided mirror and
solid lines represent transmitting and receiving laser beams.
tively, their units being radians squared and distance squared, respectively. In addition,
r is the radial distance of a point from a laser scanner.
Except for a few close-range scanners, many laser scanners are monostatic or at least
near-monostatic, in which Eq. 3.15 can be utilised to describe the position uncertainty
of measurement. The transmitting and receiving regions of a lidar system including
a laser scanner are graphically defined in Figure 3.4. Since the absolute size of either
the transmitting or receiving region is meaningless, the divergence angle, an angular
measurement of its divergence, is utilised. The size of transmitting region depends
on the divergence angle of the laser beam and that of the receiving region is decided
by the size and optics of the detector. In practice, the receiving region is larger than
the transmitting region so it is reasonable to use the divergence angle of the receiving
region as σa. In addition, the angular uncertainty of the laser scanner is proportional
to the ratio between the divergence angles of transmitting and receiving parts, i.e. the
ratio of the sizes of two regions (Blais et al., 2000). Radial uncertainty is how well
the system can detect the returning signal and depends on the quality of the detector
and optics within the laser scanner. Therefore, radial uncertainty may be dependent
on the radial distance of a point from the laser scanner. Since it is not the goal of this
dissertation to investigate the relationship between the radial uncertainty, σr, and r,
the receiving region of a laser scanner is assumed to be a circle whose radius is rσa.
From Eq. 3.5 and the fact thatV(r)laser is assumed to be symmetric in the directions
of xˆlaser and yˆlaser, i.e. Eq. 3.15, the relationship between the variance matrices in the
uvz coordinate system and Olaser is given as
V(r)uvz = V(r)laser.
Bearing in mind that the final goal of this chapter is to transform V(r)laser into Opoint,
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let V(r)point be the transformed V(r)laser in Opoint. Recalling that eˆi=0...2 is the
orthogonal basis of Opoint and eˆuvzi=0...2 is eˆi=0...2 transformed to the uvz coordinate
system, then V(r)point is expressed as
V(r)point = R
point
uvz R
uvz
laserV(r)laser (R
point
uvz R
uvz
laser)
T
= Rpointuvz
[
RuvzlaserV(r)laser (R
uvz
laser)
T
] (
Rpointuvz
)T
= Rpointuvz V(r)uvz(R
point
uvz )
T (3.16)
'
(
eˆuvz0 eˆ
uvz
1 eˆ
uvz
2
)T
V(r)uvz
(
eˆuvz0 eˆ
uvz
1 eˆ
uvz
2
)
with the assumption that the variances of eˆuvzi=0...2 are small. Let us take into account the
variance of eˆuvz0 and let V (r)
ij
point be the ith row and jth column of V(r)point. Bearing
in mind that V(r)laser = V(r)uvz, then V (r)
ij
point is expressed as
V (r)11point ' (eˆuvz0 ,V(r)uvzeˆuvz0 ) + (r,V(eˆ0)r)
V (r)22point ' (eˆuvz1 ,V(r)uvzeˆuvz1 ) + (r,V(eˆ1)r)
V (r)33point ' (eˆuvz2 ,V(r)uvzeˆuvz2 ) + (r,V(eˆ2)r)
V (r)12point = V (r)
21
point ' (eˆuvz0 ,V(r)uvzeˆuvz1 ) + (r,V(eˆ0)r) + (r,V(eˆ1)r)
V (r)13point = V (r)
31
point ' (eˆuvz0 ,V(r)uvzeˆuvz2 ) + (r,V(eˆ0)r) + (r,V(eˆ2)r)
V (r)23point = V (r)
32
point ' (eˆuvz1 ,V(r)uvzeˆuvz2 ) + (r,V(eˆ1)r) + (r,V(eˆ2)r),
or simply
V (r)ijpoint ' (eˆuvzi−1,V(r)uvzeˆuvzj−1) +
max(i,j)∑
k=min(i,j)
(
1
2
)δij
(δik + δjk)(r,V(eˆk−1)r) (3.17)
where max(i, j) and min(i, j) are the maximum and minimum of i and j. Note that
the symbol of approximation is used in the above equation for the case that Eq. 3.14
is utilised without rotating euvz1 around e
uvz
0 in order to achieve the orthogonality of
Rpointuvz described at the end of Section 3.4. In Eq. 3.17, the first term represents the
component of V(r)laser in the direction of eˆi and the second represents the component
of V(eˆi) to the direction of rˆ. If the variance of the estimated vector is zero, so is
the second term of Eq. 3.17. This term is expected to be smaller than the first term
in a flat region, i.e. a low curvature region since the variance of eˆi=0..2 is relatively
small in this region. In cases of higher curvature regions, a much larger variance of
the estimated eˆi=0...2 is expected since a higher variance exists in the directions of the
surface normal vector, i.e. eˆ0, and two tangential vectors, i.e. eˆ1 and eˆ2. It is difficult
to precisely estimate the eigenvectors of the covariance matrix of a point in a higher
curvature region. Using Eq. 3.11, Eq. 3.12, and Eq. 3.13, the approximate diagonal
20
POSITION UNCERTAINTY : SIGNIFICANCE AND DERIVATION
terms of V(r)point is found by ignoring the second term of Eq. 3.17 as
V (r)iipoint ' (eˆuvz0 ,V(r)uvzeˆuvz0 )
= cos2 θiσ2r + sin
2 θir
2σ2a
where θi=0..2 = {θ, α, β}. In addition, the off-diagonal terms are:
V (r)12point ' (eˆuvz0 ,V(r)lasereˆuvz1 )
= cos θ cosασ2r − sgn(cosα)| sin θ| cos θ r2σ2a
V (r)13point ' (eˆuvz0 ,V(r)lasereˆuvz2 )
= cos θ cosβσ2r − sgn(cosα)| sin θ| cos θ r2σ2a
V (r)23point ' (eˆuvz1 ,V(r)lasereˆuvz2 )
= cosα cosβσ2r −
(
cos2 θ
| cosα cosβ| + 1
)
cosα cosβ r2σ2a.
The mathematical forms of the diagonal components of V(r)point are as expected since
θ, α, and β are the incidence angles of a laser beam to the vectors eˆi=0...2, respectively.
The diagonal term of V(r)point is plotted in Figure 3.5(a) and Figure 3.5(b) against
radial distance from a HDS2500 (Leica, 2006) scanner and the incidence angles of laser
beam to the surface of objects, respectively.
Consider the case that the line of sight of the laser beam is exactly aligned in the
direction of the surface normal vector, in which θ = 0◦ and α = β = 90◦. In this
case, V(r)11point is a constant, σ
2
r , and V(r)
22
point and V(r)
33
point follow r
2σ2a. Let a radial
distance be rGaussian in which the diagonal components are the same. It may simply
be expressed as
rGaussian =
σr
σa
.
Importantly, the measurement of a laser scanner is regarded as a stochastic process with
homogeneous variance, only if the distance between objects and the laser scanner is
rGaussian. In other words, noise in laser scanner data is Gaussian only in this particular
case. For example, at rGaussian ' 67m for a Leica HDS2500, these three diagonal
components are the same. After 67m, the tangential components of the estimated
surface are larger than the surface normal component, i.e. V(r)11point. In addition,
the diagonal components of V(r)point decrease monotonically as the incidence angle
increases up to 67m as shown in Figure 3.5(b). However, beyond 67m, if the incidence
angle increases, then so does the diagonal component of V(r). The similar behaviour
in the case of a Riegl LMS-Z210 is observed in Figure 3.6 except that three diagonal
components are the same at about rGaussian ' 53m.
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(a)
(b)
Figure 3.5: Position uncertainty in cases of different incidence angles and radial dis-
tances for a Leica HDS2500, i.e. the diagonal component of V (r)point.
22
POSITION UNCERTAINTY : SIGNIFICANCE AND DERIVATION
(a)
(b)
Figure 3.6: Position uncertainty in cases of different incidence angles and radial dis-
tances for a Riegl LMS-Z210 (Riegl, 2006; Lichti et al., 2005), i.e. the diagonal compo-
nent of V (r)point.
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(a) (b)
Figure 3.7: Normal vector variance in a two-dimensional case.
3.5.1 Variance of the estimated surface normal vector
In this section, the variance of the estimated surface normal vector by the covariance
method will be explicitly derived and then the position uncertainty will be rigorously
expressed. Let V(eˆi)point and V(r)point be V(eˆi) and V(r), respectively. Consider a
point and its neighbourhood which are unorganised and distributed within a two dimen-
sional elliptical region whose semi-major axes are eˆ0 and eˆ1 as shown in Figure 3.7(a).
The component of the variance matrix of the point, V(rm), is expressed as
V(rm) = rmrmT
where rm = r− rcentroid and V(rm) ∈ <2×2 in two-dimensional cases. To evaluate the
variance of eˆ0, let σ2tm and σ
2
nm be the variances of eˆ0 in the directions of eˆ1 and eˆ0,
respectively. They are presented in Figure 3.7(b) for the two-dimensional case. They
can be expressed as follows:
σ2tm '
(
eˆ1, rmrTmeˆ1
)
=
(
Peˆ0 eˆ1, rmr
T
mP
T
eˆ0
eˆ1
)
=
(
eˆ1, [Peˆ0rm] [Peˆ0rm]
T eˆ1
)
σ2nm '
(
eˆ0, rmrTmeˆ0
)
where Peˆi = I2 − eˆieˆTi is the projection operator of eˆi, rm = r− rcentroid, and Peˆi eˆj =
PTeˆi eˆj = eˆj . Note that the variance of eˆ0, V (eˆ0), is a scalar since we are dealing with
a two-dimensional case. The Cramer-Rao lower bound for V (eˆ0) is expressed as
V (eˆ0) =
1∑k
m=1
1
V (eˆm0 )
(3.18)
where eˆm0 is the estimated normal vector using of the kth neighbour point. Its mathe-
matical proof can be found in Appendix B or Kay (1993, Ch. 3). If an unbiased scalar
estimator of a least-squares problem is obtained, then Eq. 3.18 is the lower bound for
the variance of the estimator. Bearing in mind that the variance of eˆm0 is inversely
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proportional to σ2tm , it is estimated as
V (eˆm0 ) '
σ2nm
σ2tm
,
therefore
V (eˆ0) '
 k∑
m=1
(
eˆ1, [Peˆ0rm] [Peˆ0rm]
T eˆ1
)
(eˆ0, rmrTmeˆ0)
−1 .
In general, the covariance matrix of an estimated vector is written
V(eˆi) =
(
k∑
m=1
(Peˆirm)(Peˆirm)
T
(eˆi,V(rm)eˆi)
)−
(3.19)
where A− is the Moore-Penrose generalised inverse of a matrix A (Kanatani, 1996, Ch.
7; Kanazawa and Kanatani, 1996). Let nˆ be eˆ0, the estimated surface normal vector
of a point and its neighbourhood. Then the variance of nˆ can be decomposed into n+
and n−, which are expressed as
n± = nˆ±
2∑
i=1
ni
where ni=1..2 =
√
(eˆi,V(nˆ)eˆi)eˆi and is shown graphically in Figure 3.8. The variance
angles of the estimated surface normal vector, Ψi=1...2, is defined
cosΨi =
(
nˆ,
nˆ+ nˆi
‖ nˆ+ nˆi ‖
)
=
1
‖ nˆ+ nˆi ‖
=
1√
1 + (eˆi,V(nˆ)eˆi)
so
tan2Ψi = (eˆi,V(nˆ)eˆi) (3.20)
using cos2Ψi =
[
1 + tan2Ψi
]−1 where i = 1..2. The variance angles represent indirectly
the size of the variance region of the estimated surface normal vectors as shown in
Figure 3.8. In three-dimensional cases, we have two variance angles and if they are
the same, then the variance region of the estimated normal vector is a circular cone.
Otherwise, it is an elliptical cone. A more explicit form of Eq. 3.19 needs to be derived
since we can not investigate any further the characteristics of the second term of Eq. 3.17
with Eq. 3.19 in unorganised point clouds from laser scanners. Note that we can not
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Figure 3.8: Variance region and the variance angles of the estimated surface normal
vector in a three dimensional case.
directly prove if Eq. 3.19 is correct. However, the correctness of Eq. 3.19 will be
indirectly proved by investigating the components of an explicit form of the equation.
With the assumptions that V(rm) is uniform and the change of the true normal
vector within the neighbourhood of a query point is small, then
k∑
m=1
(Pnˆrm)(Pnˆrm)T
(nˆ,V(rm)nˆ)
=
k∑
m=1
(Pnˆrm)(rTmP
T
nˆ)
(nˆ,V(rm)nˆ)
' Pnˆ
[
k∑
m=1
rmrTm
(nˆ,V(rm)nˆ)
]
PTnˆ
' 1
(nˆ,V(rm=0)nˆ)
Pnˆ
[
k∑
m=1
rmrTm
]
PTnˆ
where rm = r−rcentroid and rm=0 is a query point. Using the definition of the covariance
matrix,
1
(nˆ,V(rm=0)nˆ)
Pnˆ
[
k∑
m=1
rmrTm
]
PTnˆ =
k
(nˆ,V(rm=0)nˆ)
Pnˆ
[
2∑
i=0
λieˆieˆTi
]
PTnˆ
=
k
(nˆ,V(rm=0)nˆ)
[
2∑
i=1
λieˆieˆTi
]
(3.21)
since Peˆ0 eˆ0 = Pnˆnˆ = 0. The rank of Eq. 3.21 is two in the case of three-dimensional
point clouds and its Moore-Penrose generalised inverse is the variance of the estimated
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normal vector:
V(nˆ) =
{
k
(nˆ,V(rm=0)nˆ)
[
2∑
i=1
λieˆieˆTi
]}−
=
(nˆ,V(rm=0)nˆ)
k
[
2∑
i=1
1
λi
eˆieˆTi
]
. (3.22)
The angular variance defined in Eq. 3.20 is rewritten as
Ψi=1...2 = tan−1
[
(eˆi,V(nˆ)eˆi)
1
2
]
= tan−1
{[
(nˆ,V(rm=0)nˆ)
kλi
] 1
2
}
. (3.23)
Given the variance matrix of the estimated normal vector in Eq. 3.22, the variance
matrix of a n-dimensional eigenvector is expressed as
V(eˆi) =
(eˆi,V(rm=0)eˆi)
k
 n∑
j=0,j 6=i
1
λj
eˆj eˆTj
 . (3.24)
Note that the variance matrix of the eigenvectors in Opoint has been evaluated using
rm = r−rcentroid. One diagonal component of Eq. 3.17 in the direction of nˆ is rewritten
as
V 11point ≡ V normal(r) =
1
2
{(nˆ,V(rm)nˆ) + (rm,V(nˆ)rm)}
= (nˆ,V(r)nˆ) +
1
2
(rm,V(nˆ)rm). (3.25)
using V(rm) = 2V(r) and V (a + b) = V (a) + V (b) with stochastic variables a and b.
In a similar manner, the components of V(r)point are expressed as
V (r)ijpoint = (eˆ
uvz
i−1,V(r)uvzeˆ
uvz
j−1) +
max(i,j)∑
k=min(i,j)
(
1
2
)δij+1
(δik + δjk) (rm,V(eˆk)rm)
= (eˆi−1,V(r)eˆj−1) +
max(i,j)∑
k=min(i,j)
(
1
2
)δij+1
(δik + δjk) (rm,V(eˆk)rm) (3.26)
since (eˆi−1,V(r)eˆj−1) = (eˆuvzi−1,V(r)uvz eˆ
uvz
j−1) and V(r)laser = V(r)uvz. Note that the
only reason for the revision of Eq. 3.17 into Eq. 3.26 is that the variance of the normal
vector has been calculated using rm as shown in Eq. 3.24. Assuming r|r| ' zˆ ' rcentroid|rcentroid| ,
V(r) ' V(rcentroid), and V(rm) ' 2V(r), the component of V(nˆ) in the direction of
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rm
‖rm‖ is approximately expressed as follows
(rm,V(nˆ)rm) ' (r,V(nˆ)r)− (rcentroid,V(nˆ)rcentroid)
= r2(zˆ,V(nˆ)zˆ)− r2centroid(zˆ,V(nˆ)zˆ)
and using Eq. 3.24,
(rm,V(nˆ)rm) ' (r2 − r2centroid)(zˆ,V(nˆ)zˆ)
= (r2 − r2centroid)
(
zˆ,
(nˆ,V(rm=0)nˆ)
k
[
2∑
i=1
1
λi
eˆieˆTi
]
zˆ
)
= (r2 − r2centroid)
(nˆ,V(rm=0)nˆ)
k
(
zˆ,
[
2∑
i=1
1
λi
eˆieˆTi
]
zˆ
)
= (r2 − r2centroid)
(nˆ,V(rm=0)nˆ)
k
2∑
i=1
1
λi
(zˆ, eˆi)
2
' (r2 − r2centroid) (nˆ,V(rm=0)nˆ)k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
= 2
(
r2 − r2centroid
) (nˆ,V(r)nˆ)
k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
. (3.27)
A complete and explicit form of V(r)point and its ith row and jth column element,
V (r)ijpoint, is expressed using Eqs. 3.26 and 3.27 as follows
V (r)11point ' (eˆ0,V(r)eˆ0) + (r,V(eˆ0)r)
= cos2 θσ2r + sin
2 θ r2σ2a +
(
r2 − r2centroid
) (eˆ0,V(r)eˆ0)
k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
(3.28)
V (r)22point ' (eˆ1,V(r)eˆ1) + (r,V(eˆ1)r)
= cos2 ασ2r + sin
2 α r2σ2a +
(
r2 − r2centroid
) (eˆ1,V(r)eˆ1)
k
[
1
λ0
cos2 θ +
1
λ2
cos2 β
]
(3.29)
V (r)33point ' (eˆ2,V(r)eˆ2) + (r,V(eˆ2)r)
= cos2 βσ2r + sin
2 β r2σ2a +
(
r2 − r2centroid
) (eˆ2,V(r)eˆ2)
k
[
1
λ0
cos2 θ +
1
λ1
cos2 α
]
(3.30)
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and
V (r)12point = V (r)
21
point ' (eˆ0,V(r)eˆ1) + (r,V(eˆ0)r) + (r,V(eˆ1)r)
= cos θ cosασ2r − sgn(cosα)| sin θ| cos θ r2σ2a
+
(
r2 − r2centroid
) (eˆ0,V(r)eˆ0)
k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
+
(
r2 − r2centroid
) (eˆ1,V(r)eˆ1)
k
[
1
λ0
cos2 θ +
1
λ2
cos2 β
]
V (r)13point = V (r)
31
point ' (eˆ0,V(r)eˆ2) + (r,V(eˆ0)r) + (r,V(eˆ2)r)
= cos θ cosβσ2r − sgn(cosα)| sin θ| cos θ r2σ2a
+
(
r2 − r2centroid
) (eˆ0,V(r)eˆ0)
k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
+
(
r2 − r2centroid
) (eˆ2,V(r)eˆ2)
k
[
1
λ0
cos2 θ +
1
λ1
cos2 α
]
V (r)23point = V (r)
32
point ' (eˆ1,V(r)eˆ2) + (r,V(eˆ1)r) + (r,V(eˆ2)r)
= cosα cosβσ2r −
(
cos2 θ
| cosα cosβ| + 1
)
cosα cosβ r2σ2a
+
(
r2 − r2centroid
) (eˆ1,V(r)eˆ1)
k
[
1
λ0
cos2 θ +
1
λ2
cos2 β
]
+
(
r2 − r2centroid
) (eˆ2,V(r)eˆ2)
k
[
1
λ0
cos2 θ +
1
λ1
cos2 α
]
.
The second term of Eq. 3.26 is expected to be small since it is proportional to the
differences between the squared radial distances of the query point and the centroid
of its neighbourhood, i.e.
(
r2 − r2centroid
)
. Let δ11 be the ratio between the first and
second term of the diagonal component of V (r)11 expressed as
δ11 =
(r,V(eˆ0)r)
(eˆ0,V(r)eˆ0)
=
(
r2 − r2centroid
) 1
k
[
1
λ1
cos2 α+
1
λ2
cos2 β
]
≤ (r2 − r2centroid) 1k
[
1
λ1
+
1
λ2
]
(3.31)
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(a) (b)
Figure 3.9: (a) and (b) are
√
(nˆ,V(r))nˆ), i.e. the square root of the first term of
Eq. 3.26, of the Agia Sanmarina church in Greece scanned from different locations
using a Leica HDS2500.
(a) (b)
Figure 3.10: (a) and (b) are
√
(rˆ,V(n))rˆ), i.e. the square root of the second term
of Eq. 3.26, of the Agia Sanmarina church in Greece scanned from different locations
using a Leica HDS2500.
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(a) (b)
Figure 3.11: (a) and (b) are
√
(nˆ,V(r))nˆ), i.e. the square root of the first term of
Eq. 3.26, of the Ayuthaya Buddha statute in Thailand scanned from different locations
using a Riegl LMS-Z210.
(a) (b)
Figure 3.12: (a) and (b) are
√
(rˆ,V(n))rˆ), i.e. the square root of the second term
of Eq. 3.26, of the the Ayuthaya Buddha statute in Thailand scanned from different
locations using a Riegl LMS-Z210.
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The length, d, of the maximum major axis of an ellipse, where a query point and
its k-neighbourhood are distributed, can be estimated as
1
d2
' max
[
1
kλ1
,
1
kλ2
]
and the upper bound of δ11 can be given as
δ11 ≤ µ 1
d2
.
where µ =
(
r2 − r2centroid
)
. Both d and µ are dependent on the distribution of points
and the behaviour of these two variables is stated as follows:
• Suppose that points in a point cloud are distributed evenly enough to assume
that µ is a constant in a low curvature region. In a higher curvature region, µ
will be greater than in a low curvature region since points in the high curvature
are not distributed as evenly as points in the lower curvature region.
• In a similar manner, we can find that d in a low curvature region is greater than
in a higher curvature region.
• δij can be deduced to be smaller in a lower curvature region than in the higher
curvature region and can perform as an edge detector as shown in Figures 3.10
and 3.12.
The colour maps of
√
(nˆ,V(r))nˆ) and
√
(r,V(nˆ)r) of two point clouds scanned from
two different locations are presented in Figures 3.9 − 3.12. For the Agia Sanmarina
data, the effect of the radial variance in the direction of the surface normal vector is
about a hundred times larger than that of
√
(r,V(nˆ)r). In Figure 3.9, it is also observed
that there is about 2mm of the difference in
√
(nˆ,V(r))nˆ) between the overlapping
regions of the point clouds. In the case of the Ayuthaya Buddha statue, it is observed
that its square root of the first term of Eq. 3.26 is about fifty times greater than that
of Agia Sanmarina. In addition, the magnitude of the square root of the second term
of Eq. 3.26 is about hundred times greater than that of Agia Sanmarina and is on the
order of millimetres.
3.5.2 Position uncertainty in Oscanner
In this section, it will be numerically proved that the approximation of the rotation
matrix between Opoint and Ouvz, i.e. Eq. 3.14, is a reasonable estimation by evaluating
V(r)scanner from V(r)uvz. Using the position uncertainty in Opoint, V(r)scanner is
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simply expressed as
V(r)scanner = R
scanner
point Vpoint(R
scanner
point )
T
=
(
eˆ0 eˆ1 eˆ2
)T
V(r)point
(
eˆ0 eˆ1 eˆ2
)
. (3.32)
There is one thing to be cautious of in the construction of Rscannerpoint using the eigen-
vectors of the covariance matrix. The rotation matrix constructed by Eq. 3.3 may not
be a proper rotation matrix, i.e. det (R) = −1. Umeyama (1991) proposed a method
to correct an improper rotation matrix using singular value decomposition. However,
this problem is simply fixed by flipping one of the eigenvectors until a proper rotation
matrix is obtained.
The colour maps of the square root of the diagonal components of V(r)scanner in
two point clouds of the Agia Sanmarina church are presented in Figures. 3.13 − 3.15.
The y-direction components of these two point clouds in Oscanner are expected to be
similar, as shown in Figure 3.15 since the surfaces of the object are approximately
symmetric in the direction of the y axis in Oscanner.
Region A in Figures 3.13(c) and Figure 3.13(d) is expected to have a larger variance
in the x-direction than in the z-direction and this is easily deduced from Figure 3.13(a)
using the incidence angle of the laser beam to the surface of region A. In a similar
manner, it is expected that the square root of the variances in both the x and z
directions in region B will be similar. On the other hand, z-direction variance in region
C in Figures 3.13 is larger than that in the x-direction. For example, if the laser scanner
is placed in a position where the scanner can view the church in a symmetric manner
in the direction of the x axis of the laser scanner, then the positional uncertainties in
regions A and B are similar. In addition, the same kinds of results are expected for
Figures 3.14(c) and 3.14(d).
Regions B and C in Figure 3.13 are the corresponding regions of E and F in Fig-
ure 3.14, respectively. Note that region A is invisible from the location of the scanner
in Figure 3.14. There is about 2mm difference in the square roots of the variances of
region B in Figure 3.13(c) and region E in Figure 3.14(c). Regions C of Figure 3.13(c)
and F of Figure 3.14(c) have similar amounts of the difference in the square roots of
the variance. Also note that, in Figure 3.9, similar differences in the square roots of the
variances have been observed in the direction of the estimated surface normal vector
in the same regions. These results indicate that Rscannerpoint in Eq. 3.3 is a reasonable
estimation of the rotation matrix from the measured point coordinate system to the
scanner coordinate system.
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(a) Top view (b) Side view
(c)
p
V (r)00scanner: variance in the x direction. (d)
p
V (r)22scanner: variance in the z direction.
Figure 3.13: (a) is the top view of a point cloud, respectively, of the Agia Sanmarina
church. The locations of the laser scanner and two axes of Oscanner are drawn in (a).
The position uncertainties in the direction of the x and z axes calculated from Eq. 3.32
are presented in (c) and (d), respectively.
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(a) Top view (b) Side view
(c)
p
V (r)00scanner: variance in the x direction. (d)
p
V (r)22scanner: variance in the z direction.
Figure 3.14: (a) is the top view of a point cloud of the Agia Sanmarina church scanned
from the different location from Figure 3.13. The locations of the laser scanner and
two axes of Oscanner are drawn in (a). The position uncertainties in the direction of
the x and z axes calculated from Eq. 3.32 are presented in (c) and (d), respectively.
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(a)
p
V (r)00scanner (b)
p
V (r)00scanner
Figure 3.15: (a) and (b) are the position uncertainties of two point clouds of the Agia
Sanmarina church in the direction of the y axis.
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3.6 Summary
An explicit form of position uncertainty in unorganised point clouds from laser scanners
is presented by means of the covariance analysis of a point. An explicit form of the vari-
ance of the estimated surface normal vector was also found. The results of this chapter
will be used for an optimal weight of a registration algorithm in Section 4.4.2, finding
a lower bound for the registration error of two point clouds in Section 4.4.1, and sta-
tistical inferences for evaluating the accuracy of the estimated relative transformation
parameters in Section 4.6.
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Chapter 4
Automated registration of point
clouds : algorithms
4.1 Overview
The proposed method for the automated registration of two point clouds is briefly
summarized as follows:
1. Adjustment algorithms: Algorithms for estimating the relative transfor-
mation parameters between point clouds. The scale factor between the point
clouds is assumed to be unity in this thesis. Therefore, the number of un-
known transformation parameters is six. Adjustment algorithms can be clas-
sified in two categories: point-to-point and point-to-surface based algorithms.
Both of them will be utilised for the proposed method, although a point-to-
surface based method is the main algorithm since the probability of finding a
set of good corresponding points and their surfaces is much higher than that
of finding a set of good corresponding point pairs.
2. Finding correspondence: The correspondence, either corresponding point
pairs or point-surface pairs, is recovered using geometric primitives such as
estimated surface normal vectors and geometric curvature.
3. A lower bound of measurement error by laser scanners : Using the
results of Chapter 3 and the definition of the Cramer-Rao lower bound, a
lower bound of measurement error by laser scanners will be evaluated. In
addition, the lower bound for the registration error of point clouds from the
laser scanner will be also evaluated.
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4. An optimal weight for a point-to-surface adjustment algorithm: An
optimal weight for a point-to-surface based registration method will be found
using the position uncertainty of measurement by laser scanners discussed in
Chapter 3.
5. An outlier removal procedure and statistical tests: An outlier removal
procedure for the registration of point clouds from a laser scanner will be
proposed since the estimated variance of measurement by a laser scanner was
derived in the results of Chapter 3. In addition, statistical inferences for
evaluating the accuracy of the estimated relative transformation parameters
between point clouds will be formulated.
6. Resampling based on clustering: A method for finding an optimal size of
neighbourhood in a point cloud will be presented that minimises the average
of the variance angles of the estimated surface normal vector in a point cloud.
Furthermore, using a curvature weighted resampling method, a smaller vari-
ance angle with a smaller size of neighbourhood is to be achieved without the
loss of the original geometric properties of the objects.
4.2 Adjustment algorithms
4.2.1 Point-to-point based algorithms
In many applications of photogrammetry, computer vision, and remote sensing, it is a
fundamental problem to recover the transformation parameters between two datasets
using an adjustment algorithm, e.g. point-to-point based algorithms which minimise
the sum of the distances between corresponding points (Haralick and Shapiro, 1993,
Ch. 14; Wolf and Dewitt, 1999; Horn, 1987; Arun et al., 1987; Umeyama, 1991). Al-
though Eggert et al. (1997) reported the small differences of some major adjustment
algorithms in terms of stability with the presence of noise, this thesis does not attempt
to develop another point-to-point based algorithm since the most important and dif-
ficult part of automatic registration is not finding an adequate adjustment algorithm
but finding corresponding points. The existing point-to-point based algorithms use dif-
ferent mathematical methods such as Euler’s representation of rotation, quaternions,
linearised least-square methods, or singular value decomposition (SVD) and so on. Al-
though Horn’s (1987) method has been popular since Besl and McKay (1992) used it
to develop the original ICP, Umeyama’s (1991) method is used in this dissertation in
order to avoid the usage of the quaternions, which makes mathematical derivations
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unnecessarily complicated.
Let pi ∈ P and qi ∈ Q, with i = 1 . . . n, usually called control points or cor-
responding points, be two point sets in m-dimensional space. It is preferable to use
corresponding points or correspondence between the datasets so these terminologies
will be used in this thesis. For example, the corresponding point of p5 is q5. It is
necessary to estimate the transformation parameters that provide the minimum value
of the mean squared distance of these two point sets. Umeyama’s (1991) method is
introduced from his paper without proof as follows:
Lemma 4.1. Umeyama’s method
The mean square distance between P and Q is expressed as
2(R,Tr, c) =
1
n
n∑
i=1
‖ qi − (cRpi +Tr) ‖2 (4.1)
where R, Tr, and c are rotation, translation, and scale factor, respectively. Let µx and
µq be mean vectors of P and Q, σx and σq be variances of P and Q, and Σpq be the
covariance matrix of X and Y . In addition, let the singular value decomposition of Σxy
be UDVT where D = diag(di) and d1 ≥ d2 ≥ · · · dm ≥ 0. The minimum of the mean
square distance, min, is expressed as
min = σ2q −
tr(DS
′
)2
σ2p
(4.2)
where
S
′
=
{
I if det (Σpq) ≥ 0
diag (1, 1, 1, · · · ,−1) if det (Σpq) < 0
.
When rank (Σpq) ≥ m − 1, the optimal estimation of the transformation parameters
that provide Eq. 4.2 as the minimum of the mean squared distance between P and Q,
is uniquely determined as follows:
R = USVT (4.3)
Tr = µq − cRµp (4.4)
c =
1
σ2p
tr (DS) (4.5)
where S = diag
(
1, 1, 1, · · · ,det (UVT )).
For the implementation of Umeyama’s method, LAPACK (Linear Algebra PACK-
age, 1999) was used for singular value decomposition and LAPACK was also utilised
for the other parts of the proposed method such as finding the eigenvalues and eigen-
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vectors of the covariance matrix. Note that the minimum of the mean square distance
in Lemma 4.1 is valid only if two point sets have noise with the same statistical proper-
ties. As shown in Chapter 3, this assumption is unrealistic in the cases of points clouds
from laser scanners so this theorem needs to be modified. However, the original form
of Umeyama’s method is used without modification since this point-to-point based al-
gorithm is only used in the early stages of iterations in the proposed method. In other
words, Umeyama’s method is only utilised when the registration error of point clouds
is larger than a threshold value.
4.2.2 Point-to-surface based algorithms
The objective of a point-to-surface based algorithm is to estimate the relative transfor-
mation parameters that minimise the distances between points and their corresponding
surfaces (Chen and Medioni, 1992; Dorai et al., 1997; Gruen and Akca, 2004). In this
section, a simplified version of Chen and Medioni’s (1992) method will be introduced
and it will be modified using the position uncertainty of measurement by laser scanners.
Figure 4.1: Chen and Medioni’s algorithm for estimating the optimal relative transfor-
mation parameters that minimise the distance between points and their corresponding
surfaces. pi is a point on the surface F (pi) = 0 and npi is the true surface normal
vector at pi. The true transformation between pi and qi is dt.
The mean square distance between two corresponding points, i.e. Eq. 4.1, can be
rewritten as
2(T) =
1
n
n∑
i=1
‖ qi −Tpi ‖2 (4.6)
where
T =
[
cR Tr
0T 1
]
(4.7)
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and pi and qi are expressed in homogeneous coordinates∗, T ∈ <4×4, and c is the scale
factor. The complete expression of R in Euler’s representation is found in Appendix A.
First, the idea of a point-to-surface base algorithm will be briefly reviewed and then a
solution for the estimation of the transformation parameters that minimise the distances
between points and their corresponding surfaces will be derived. Note that in this
chapter, vectors are expressed in either three by one column matrices or matrices in
the homogeneous coordinate systems, i.e. four by one column matrices. Chen and
Medioni (1992) proposed an idea to iteratively minimise the sum of the distances from
points to the corresponding surfaces as shown in Figure 4.1:
2ps k =
n∑
i=1
d2ps(T
kpi, Ski ) (4.8)
where
1. d2ps is the square distance between a point and its corresponding surface.
2. Tk is the transformation matrix, Eq. 4.7, at kth iteration. For example, Tk=0 is
expressed as
Tk=0 =
[
cI3 0
0T 1
]
(4.9)
3. Ski =
{
s|
(
nˆqki ,q
k
i − s
)
= 0
}
is the surface at qki in Q where s is a three dimen-
sional vector.
4. qki is the intersection point in Q with the transformed line T
kli.
5. nˆqki is the estimated surface normal vector at q
k
i which is on the surface S
k
i .
6. li is the line at pi whose normal vector is the estimated surface normal vector
at pi.
Note that Chen and Medioni’s method is based on the assumption, which will be shown
in the course of the derivation, as follows:
nˆpi ' nˆqi . (4.10)
It states that the estimated normal vectors of corresponding points and its surface
are similar. In Chen and Medioni’s method, the corresponding point of pi is found
∗ppi pyi pzi 1 where ppi , pyi , and pzi are x, y, and z components of pi. See Fo¨rstner (2004) or
Kanatani (1996, Ch. 4).
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using li and this method is called normal shooting in the context of computer graph-
ics (Rusinkiewicz and Levoy, 2001). When the initial registration error, either Eq. 4.1
or Eq. 4.8, is small, Chen and Medioni’s method provides better results than point-
to-point based algorithms in terms of the probability of convergence to a global min-
imum, a smaller resultant registration error, and even the number of required itera-
tions (Rusinkiewicz and Levoy, 2001). However, if the initial registration error is large,
it tends to converge into a local minimum since the normal shooting method can no
longer provide reliable corresponding point and surface pairs. In addition, the assump-
tion of the Chen and Medioni’s method, i.e. Eq. 4.10, is not valid when the initial
registration error is not small. Therefore, it is proposed to remove the routine for nor-
mal shooting from Chen and Medioni’s original method and to find the correspondence
of point clouds by means of the geometric properties of the point cloud explained in
Section 4.3 for the estimation of the transformation parameters.
Now, a least-squares equation and the solution for estimating transformation para-
meters which minimise the sum of square distance of points and their corresponding
surfaces will be derived. Suppose that ω, φ and κ are the rotations around the x, y,
and z axes, respectively, and tx, ty, and tz are the translation parameters to the x, y,
and z axes, respectively. An arbitrary transformation is then expressed as either
t = [ω φ κ tx ty tz]
T , t ∈ <6×1
or T ∈ R4×4 as defined in Eq. 4.7. Note that T and t are not values but variables
representing a transformation. Let dt be the true transformation between pi and qi.
Let F (pi) = 0 be an implicit equation of an arbitrary surface, S = {s| (npi ,pi − s) = 0}
where npi is the true surface normal vector at pi. These relationships between pi, qi,
t, and T are valid:
tpi|t=dt ≡ Tpi|t=dt = qi
and
t = 0 −→ T =
[
I3 0
0T 1
]
where the scale factor is assumed to be one. Note that the equivalent sign is used since
tpi is not valid in terms of matrix calculus. A linearised least-squares equation for the
registration between a set of the corresponding points and surfaces is expressed as
Hdt = D (4.11)
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where
H =
∂D
∂t
∣∣∣∣
t=dt
=
[
∂D
∂ω
∂D
∂φ
∂D
∂κ
∂D
∂tx
∂D
∂ty
∂D
∂tz
]∣∣∣∣
t=dt
, H ∈ <n×6
D = [dps(q1, S1), . . . , dps(qn, Sn)] , D ∈ <n×1.
Simply speaking, we would like to find an optimal estimate, dˆt, of the true transfor-
mation dt. First H, i.e. the partial derivatives of D with respective to t, need to be
calculated. The distance between an arbitrary point, Tpi, and F (pi) is defined as the
length of the shortest line between the point and the surface. Before proceeding, the
following symbols are defined:
f (a)|a=c = f (a = c)
f (a) g (a)|a=c = f (a = c) g (a = c)
bf (a) g (a)|a=c = bf (a = c) g (a = c)
where f(a) and g(a) are the functions of a and both b and c are the constants.
It is impossible to explicitly express the distance between a point and an arbitrary
surface, but an approximate distance can be defined implicitly
Di(Tpi) =
F (Tpi)
‖ ∇F (Tpi) ‖ (4.12)
and the distance between qi and F (pi) is written as
Di = Di(Tpi)|t=dt =
F (Tpi)
‖ ∇F (Tpi) ‖
∣∣∣∣
t=dt
(4.13)
where Di is the estimate of the ith row of D (Taubin, 1991). Its partial derivative with
respect to t is
∂
∂t
Di
∣∣∣∣
t=dt
= F (Tpi)
∂
∂t
[
1
‖ ∇F (Tpi) ‖
]∣∣∣∣
t=dt
+
1
‖ ∇F (Tpi) ‖
∂
∂t
F (Tpi)
∣∣∣∣
t=dt
' 1‖ ∇F (Tpi) ‖
∂
∂t
F (Tpi)
∣∣∣∣
t=dt
with the assumption that F (Tpi)|t=dt = F (qi) ' 0. In other words, qi is close enough
to the surface F (pi) = 0 to assume that F (qi) = 0. By the chain rule, it is expressed
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as
∂
∂t
Di
∣∣∣∣
t=dt
=
1
‖ ∇F (Tpi) ‖
∂ (Tpi)
∂t
∇F (Tpi)
∣∣∣∣
t=dt
=
1
‖ ∇F (Tpi) ‖
∂T
∂t
∂ (Tpi)
∂T
∇F (Tpi)
∣∣∣∣
t=dt
=
1
‖ ∇F (Tpi) ‖
∂T
∂t
pi∇F (Tpi)
∣∣∣∣
t=dt
=
∂T
∂t
pi
∇F (Tpi)
‖ ∇F (Tpi) ‖
∣∣∣∣
t=dt
' ∂T
∂t
pi
∣∣∣∣
t=dt
nˆpi
=
∂ (Tpi)
∂t
∣∣∣∣
t=dt
nˆpi (4.14)
since
∂ (Tpi)
∂T
= pi
∇F (Tpi)
‖ ∇F (Tpi) ‖
∣∣∣∣
t=dt
= nˆqi ' nˆpi .
Let the Jacobian of Tpi with respect to t be J ∈ <6×4. A sub-matrix of the Jacobian
of Tpi at t = dt is given as
J{6,3}
∣∣
t=dt
=
[
∂ (Tpi)
∂t
∣∣∣∣
t=dt
]
{6,3}
=
[
∂ (Tqi)
∂t
∣∣∣∣
t=0
]
{6,3}
=

0 −qzi qyi
qzi 0 −qxi
−qyi qxi 0
1 0 0
0 1 0
0 0 1

where qxi , q
y
i , and q
z
i are the components of qi to the direction of the x, y, and z
axes (Simon, 1996, p. 185). Note that J{6,3} is introduced instead of J in order
to express the final result in a three-by-one matrix rather than in the homogeneous
coordinate system. Then Eq. 4.14 is expressed as
∂
∂t
Di
∣∣∣∣
t=dt
= J{6,3}
∣∣
t=dt
nˆpi
=
[
qi × nˆpi
nˆpi
]
∈ <6×1
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and also Eq. 4.11 is rewritten as
Hdt =

∂
∂tD1
∣∣T
t=dt
...
∂
∂tDn
∣∣T
t=dt
 dt = D (4.15)
with tˆ = (HTH)−1HTdt being the optimal estimation of the true transformation t.
Finally the solution of Chen and Medioni’s (1992) method was obtained as above. It
should be noted that two approximations which have used in the derivation are written
as follows:
nˆpi ' nˆqi (4.16)
F (qi) ' 0 or F (qi) ' F (pi) (4.17)
which is why Chen and Medioni’s (1992) method requires that the initial registration
error be small.
In principle, Chen and Medioni’s method can be extended to multiple point cloud
registrations with a priori corresponding points and surfaces. Suppose m point clouds
is given and each point cloud has nm number of points. Assume that these point clouds
were already registered by a registration algorithm like Eq. 4.15 and more precise trans-
formation parameters can be obtained by registering all point clouds simultaneously.
Let dT be a matrix whose element is the transformation parameters for ith point
cloud and dT = (dt1dt2 . . . dtm)
T ∈ <6m×1. Let Dtotal be a matrix with the distances
between corresponding points and surfaces as elements and Dtotal ∈ <N×1 where N =∑
ni. In addition, let Hi be the matrix defined in Eq. 4.15 with corresponding points
and their surface normal vectors between two point clouds andHi ∈ <ni×6m. LetHtotal
be defined
Htotal =
m⊕
i=1
Hi
where
⊕
is the direct sum of matrices and Htotal ∈ <N×6m. Then a least-squares
equation for the simultaneous registration of m point clouds is given as
HtotaldT = Dtotal (4.18)
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or 
H1
H2
. . .
Hm


dt1
dt2
...
dtm
 =

D1
D2
...
Dm
 .
with which a solution minimising the total sum of the square distances between points
and corresponding surfaces in a set of point clouds may be found.
4.3 Metrics for finding correspondence
4.3.1 Surface normal vector estimation using covariance analysis
The most simple method of estimating the surface normal vector is first order three-
dimensional plane fitting (Berkmann and Caelli, 1994; Sharkarji, 1998). Let D(ri, r) be
the signed distance between a point, ri = (xi, yi, zi)T , and its plane in three dimensional
space. Let r = (x, y, z)T be a point on the plane whose equation is ax + by + cz = d.
In addition, let nˆ be the estimated surface normal vector to the plane. Then D(ri, r)
is given from Eq. 4.12 with T = I4 as follows
D(ri, r) = (nˆ, ri − r)
=
1√
a2 + b2 + c2
[(axi + byi + czi)− (ax+ by + cz)]
=
1√
a2 + b2 + c2
[(axi + byi + czi)− d] (4.19)
since n = (a, b, c)T . The cost function J to be minimised is given as
J =
∑
D2(ri, r)
∴ ∇J = 2
∑
D(ri, r)
and the solution of a least-squares equation which minimises J must satisfy ∇J = 0.
The average of D(ri, r) that also satisfies ∇J = 0, is expressed as
1
k
∑
D(ri, r) =
1
k
∑
[a(xi − x) + b(yi − y) + c(zi − z)]
= a(x¯− x) + b(y¯ − y) + c(z¯ − z)
= 0
where x¯i is the centroid of xi = {x, y, z}. This means that the centroid of the data
must be on the plane that minimises the sum of the distance between a point and the
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(a) (b)
Figure 4.2: (a) Blue and black points are the projected points to the plane whose
normal vector is the eigenvector of the smallest eigenvalue of its covariance matrix.
Blue points are the neighbour points of a point pi. φij is the angle between two
neighbouring points. (b) the eigenvectors of COV (pi), eˆi=0...2, are represented.
plane in the case of an unweighted least-squares method. In addition, the cost function
can be rewritten as
J =
(n,Vn)
‖ n ‖2 (4.20)
where V =
∑
[r− r¯]T [r− r¯]. Since J is a Rayleigh quotient (Golub and Loan, 1989),
the following inequality is valid for any nonzero vector n:
λmin ≤ (n,Vn)‖ n ‖2 ≤ λmax (4.21)
and the left inequality holds if nˆ is the eigenvector for the minimum eigenvalue of V.
In other words, the first order plane fitting is equivalent to the eigenvalue problem
of V. For the estimation of the surface normal vector in a point cloud from laser
scanners, the covariance matrix, sometimes called the variance-covariance matrix, that
is simply V divided by the number of data points, will be utilised in this thesis. Both
the covariance matrix and V provide the same eigenvectors although the eigenvalues
are different. Figure 4.2(a) presents a point and its neighbour points for estimating
surface normal vector. Let pij be the jth point of the ith point cloud. The covariance
of a point and its k neighbour points, COV(pi) ∈ <3×3, is expressed as
COV(pi) =
1
k
k∑
m=1
rmrmT =
2∑
i=0
λieˆieˆTi
where pcentroid
(
p1i
)
is the centroid of pi and its k neighbour points, rm = p1i −
pcentroid
(
p1i
)
, and eˆi is the eigenvector of the (i + 1)th smallest eigenvalue λi. Since
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COV(pi) is a real, positive, semi-definite matrix, its eigenvalues are always greater
than or equal to zero (Golub and Loan, 1989). The eigenvector of the minimum eigen-
value is the estimated normal vector of the surface formed by pi and its k neighbour
points as shown in Eq. 4.21. The other eigenvectors are the tangential vectors of the
surface as shown in Figure 4.2(b). If the minimum eigenvalue is close to zero, then the
surface consisting of a point and its neighbourhood is a plane.
4.3.2 Change of geometric curvature estimation
There are many ways to define curvature, e.g. through Gaussian and mean curvature
methods or by using the eigenvalues of the covariance matrix (Dyn et al., 2001). The
Gaussian curvature K is defined as
K =
2pi −∑ki=1 φij
A
where φij is the angle between two neighbour points and A is the average area of each
triangle as shown in Figure 4.2. Note that φij is the angle between the projected points
to the plane whose normal vector is eˆ0. In addition, there are a number of different ways
of defining the Gaussian curvature since it is dependent on the definition of A (Dyn et
al., 2001). It is preferable to estimate curvature directly by using points without any
preprocess such as triangulation since it is faster to use the neighbourhood of a point
than to utilise the connectivity information provided by triangulation. Hoppe et al.
(1992) proposed a covariance analysis method for the estimation of the normal vector
with consistent orientation. The covariance analysis method has been also utilised
for the estimation of local curvature estimation using the ratio between the minimum
eigenvalue and the sum of the eigenvalues. It has been called by different names,
for example, Pauly et al. (2002) called it the surface variance. A definition of local
curvature proposed by Hoppe et al. (1992) is used in this thesis and named as the
change of (geometric) curvature since this method estimates the first order differential
of local curvature rather than local curvature itself (Linsen, 2001). Note that the unit
of Gaussian curvature K is the inverse of the square of distance, but the unit of the
change of curvature is dimensionless.
Each eigenvalue of the covariance matrix represents the spatial variation along the
direction of the corresponding eigenvector. The change of curvature quantifies how
much the surface formed by a point and its neighbourhood deviates from the tangential
plane formed by eˆ1 and eˆ2. The ratio of the minimum eigenvalue and the sum of the
eigenvalues approximates the change of curvature, Mcc(pi), as follow
Mcc(pi) =
λ0∑2
i=0 λi
. (4.22)
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In addition, the local curvature, Mcurv(pi), of pi is estimated by the normal vectors of
the point and its neighbourhood:
Mcurv(pi) =
1
k
k∑
j=1
||nˆpi − nˆneighbour{j,pi}|| (4.23)
where nˆpi and nˆneighbour{j,pi} are the normal vectors of pi and its jth neighbourhood
point, respectively, and k is the number of the neighbour points of pi. The unit of
Eq. 4.23 is dimensionless.
Before proceeding further, terminologies used for describing the geometric prop-
erties of a point and its neighbourhood, i.e. curvature and the change of curvature
will be briefly discussed. Basically it is necessary to distinguish between Eq. 4.22 and
Eq. 4.23. The change of curvature, Mcc(pi), is defined as the ratio between the variance
in the direction of eˆ0 and total variance within a point and its neighbourhood. Local
curvature, Mcurv(pi), is defined by the norm of average difference in the normal vectors
in a point and its neighbourhood. Furthermore, the change of curvature can be also
expressed using Mcurv(pi) as
Mcc(pi) =
1
k
k∑
j=1
|Mcurv(pi)−Mcurv(pneighbour{j,pi})|. (4.24)
The quality of geometric primitive estimation depends on how well the neighbour
points are distributed and also on the level of position uncertainty in the point cloud.
Since we are dealing with unorganised point clouds, there is no guarantee that every
point of a cloud has a set of evenly-distributed neighbour points. This problem may
be overcome by using the angle criterion, e.g. using a threshold for the minimum angle
between the neighbour points, as Linsen (2001) did for the triangulation of point clouds.
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4.4 Lower bound of registration error using position un-
certainty
4.4.1 Cramer-Rao lower bound of measurement by laser scanners
A method to provide a lower bound of the variance of any unbiased estimator of mea-
surement is very useful and important since no measurement can be observed without
error. Therefore, it is required to have information on the statistical quality of the
measurement, e.g. variance, in order to investigate the accuracy of an estimation pro-
cedure. In this section, the Cramer-Rao lower bound of measurements by laser scanners
using the results of Sections 3.5 and 3.5.1 will be explicitly expressed.
In general, a laser scanner is interpreted as an instrument which measures the
position of a point in a Cartesian coordinate with the position uncertainty defined as
Eq. 3.15. This approach can provide information about the position uncertainty of
measurement that can be used to optimise weights for point-to-point based algorithms.
In addition, this approach can be used to make a reasonable statistical inference for
evaluating the quality of parameters in any estimation problem using point clouds from
laser scanners.
However, regarding the registration of unorganised point clouds measured by ter-
restrial laser scanners, do we have a reasonably good probability of having reliable pairs
of corresponding points for the registration of two point clouds scanned from different
locations? A point cloud from a laser scanner is distributed in an unorganised manner
and the state of its spatial organisation depends mainly on the incidence angles of the
laser beam to the surfaces of objects scanned by the laser scanner. Although a flat wall
is scanned from different locations of a laser scanner, a quite different density of points
will be observed for the same region of the wall.
Therefore, it is desirable to interpret a laser scanner as a instrument which measures
a distance between a point and its true or ideal corresponding surface. For example, if
a perfect laser scanner is used, i.e. both σ2a and σ
2
r are zero, then the variance of the
distance between the point and the true corresponding surface is also zero. In order to
find the optimal weight for a point-to-surface algorithm and a statistical inference for
the accuracy evaluation of the estimated parameters, we only need to find the variance
of position in the direction of the surface normal vector.
The variance of position in the direction of eˆ0 as V 11 has already been derived
in Eq. 3.25. Furthermore, using Eq. B.13 in Theorem B.2, the variance of a point
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measured by a laser scanner from n different locations, V (p), is expressed as
V (p) ≥ 1∑n
i=1
1
V 11(pi)
'
[
n∑
i=1
1
(eˆ0,V(r)eˆ0) + (r,V(eˆ0)r)
]−1
=
 n∑
i=1
1{
cos2 θσ2r + sin
2 θ r2σ2a + ρr
(eˆ0,V(r)eˆ0)
k
[
1
λ1
cos2 α+ 1λ2 cos
2 β
]}
−1 (4.25)
'
[
n∑
i=1
1
cos2 θσ2r + sin
2 θ r2σ2a
]−1
, (4.26)
where θ is the incidence angle defined as the angle between the estimated surface normal
vector and the line of sight of the laser beam, ρr =
(
r2 − r2centroid
)
, and both α and
β were defined in Figure 3.3. Note that both θ and ρr are variables depending on
the geometric properties of a point and index i was not used for them in the above
equations. Therefore, the right side of Eq. 4.25 is the Cramer-Rao lower bound of a
measurement by a laser scanner VCRLB(p). One can find that Eq. 4.26 is the same
as Eq. 22 in Tasdizen and Whitaker (2003) after correcting some minor mathematical
errors and assuming that the variance of the estimated normal vector is small.
If it is assumed that the variances of position, σ2, in each measurement from different
locations of a scanner are the same, then using Eq. B.18 the CRLB of the measurement
by a laser scanner is estimated as
V (p) ≥ σ
2
N
where N is the numbers of measurements at a point p. In other words, the optimal mea-
surement uncertainty is simply given as the average of measurement uncertainty rather
than one which satisfies Eq. B.15. This approximation does not perform well since it
does not take into account the geometry of measurement by a laser scanner (Tasdizen
and Whitaker, 2003).
4.4.2 Modified Chen and Medioni’s algorithm
In this section, a modified version of Chen and Medioni’s algorithm will be proposed
using the Cramer-Rao lower bound of the measurement by a laser scanner which was
formulated in the previous section. Simply speaking, a weighted version of Chen and
Medioni’s algorithm will be introduced. Note that a weighted least squared method,
e.g. the modified Chen and Medioni’s method, is important since it provides not only
the lowest possible registration error, i.e. the CRLB of the registration error of point
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clouds from laser scanners, but also some statistical evidence of its closeness to the
truth presented in the next section.
The Gauss-Markov theorem and linear least-squares methods will be briefly revis-
ited, since statistical inferences or tests need to be constructed to evaluate the accuracy
or unbiasness of the estimation for laser scanner data based on the results of the pre-
vious sections and Chapter 3. Detailed discussion on the Gauss-Markov theorem and
linear least-squares methods can be found in textbooks such as Rao (1973, Ch. 4) and
Koch (1999, Ch. 3).
Consider uncorrelated observations, yi=1..n with E(yi) =
∑m
j=1 xijβj and V (yi) =
σ2, where E(·) and V (·) are the expectation and variance operators, respectively, xij
are known coefficients, and n is the number of observations. Let Y, X, and β be
the matrices of the variables, yi, the known coefficients, xij , and the parameters, βi,
respectively. The setup for the Gauss-Markov theorem for observation, yi=1..n, is,
Y = Xβ + 
with E() = 0 and V () = E(T ) = σ2In where Y ∈ <n×1, X ∈ <n×m, β ∈ <m×1,
and  ∈ <n×1. The cost function J can be expressed as
J = (Y −Xβ)T (Y −Xβ)
and the optimal estimation of β minimizing the cost function is βˆ = (XTX)−1(XTY)
in the case of V () = E(T ) = σ2In. Then a statistical inference to verify the goodness
of the estimated solution is given as
σˆ0
2 =
VTV
n−m
and
σˆ0
2
σ2
∼ χ
2
df=n−m
n−m , (4.27)
where V = Xβ − Y, σˆ02 is the unbiased estimation of variance and χ2df=n−m is the
Chi-square distribution with n−m degree of freedom. Although Eq. 4.27 looks simple,
it provides a strong statistical method to evaluate the quality of estimation. How-
ever, as we aware, in most practical cases, this statistical inference can not be utilised
since σ2 is unknown. Kanatani (1996) proposed a method to iteratively estimate σ2,
which he named the noise level, to remove biased estimation, and to utilise this statis-
tical inference. Dorai et al. (1997) also proposed a method for estimating the optimal
weight for the registration of point clouds using the covariance analysis of the estimated
parameters of local surfaces.
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If the variance of observation is a matrix Σ ∈ <n×n instead of σ2In, then the cost
function, the solution, and the statistical inference are given as
J = (Y −Xβ)TΣ−1(Y −Xβ),
βˆ = (XTΣ−1X)−1(XTΣ−1Y),
(4.28)
and
σˆ0
2 =
VTΣ−1V
n−m ∼
χ2df=n−m
n−m , (4.29)
respectively. In addition, the minimum covariance matrix of Cβˆ is given as
Cβˆ = (X
TΣ−1X)−1. (4.30)
This is an equivalent expression to Eq. 3.19 except that the above equation is a matrix
with rank(X) but the rank of Eq. 3.19 is rank(
∑2
i=0 eˆieˆ
T
i )−1. Suppose we would like to
estimate a parameter using a linear or linearised least-squares method. If the variance of
every datum is known, then Eq. 4.29 can be utilised as a reasonable validation method
for the estimated parameters. If the estimated variances of the data are not adequate,
the estimated variance will not pass the statistical test in Eq. 4.29.
However, it is more preferable to directly estimate the variance of measurements
from the characteristics of an instrument, e.g. a laser scanner, than to estimate the
variance indirectly from the data, e.g. Kanatani (1996) and Dorai et al. (1997). Of
course, this approach can not be used in every application since it is virtually impossible
to obtain an explicit expression of the variance of the measurement in some cases.
However, in the case of laser scanners, a good estimation of the position uncertainty of
measurement was explicitly formulated as presented in Chapter 3.
It is desirable to modify the original idea of Chen and Medioni using the optimal
variances obtained from careful consideration of the geometry of the laser scanner
measurement system as presented in Chapter 3 to provide some validation for the
quality of the estimated transformation parameters. Chen and Medioni’s point-to-
surface algorithm proved in Section 4.2.2 can be rewritten as
Hdt =

∂
∂tD1
∣∣T
t=dt
...
∂
∂tDn
∣∣T
t=dt
 dt = D
where
∂
∂t
Di
∣∣∣∣
t=dt
=
[
qi × nˆpi
nˆpi
]
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pi and qi are a pair of corresponding points and nˆpi is the estimated surface normal
vector at pi. The variance matrix of n corresponding point pairs, Σ, is written as
Σ−1 = diag
(
1
V (p1)
,
1
V (p2)
, · · · , 1
V (pn)
)
(4.31)
where V (pi) was defined in Eq. 4.25. Then the optimal estimator of the true transfor-
mation and a statistical test are given by Eqs. 4.28 and 4.29, respectively. This is a
simple least-squares method with an optimal weight for an datum.
The use of a diagonal matrix, i.e. no correlation between the corresponding point
pairs, is justified by recalling that corresponding points from two separate point clouds
are statistically independent. The Cartesian coordinates of a point calculated from
the initial spherical coordinate measurements of a laser scanner have some degrees of
correlation between the coordinates, i.e. the x, y, and z coordinates. An empirical
measurement of the true correlation between the observed Cartesian coordinates from
the laser scanner is possible from a least-squares method, although it is difficult to
recover the true correlation between the spherical coordinate measurements without a
procedure for the calibration of the laser scanner. To justify the use of Eq. 4.31, a low
correlation between the x, y, and z components of one measurement is not required.
Instead a low correlation between the corresponding point pairs from different point
clouds is required, which can be easily justified.
4.5 An outlier removal procedure: the RANSAC
When the registration error is small, it is expected to have a set of very reliable cor-
responding point and surface pairs for the modified Chen and Medioni’s algorithm.
However, it does not mean that there are no outliers, which precludes an adjustment
algorithm from estimating accurate relative transformation parameters of point clouds.
Therefore, a method for removing outliers is required, e.g. the RANSAC (Random
Sample Consensus) proposed by Fischler and Bolles (1981). Many procedures of out-
lier detection use as large a number of data points as possible and then detect outliers
among them. However, the RANSAC procedure tries to use as small a size of data
as possible if the problem allows. More discussion on the RANSAC procedure can be
found in the original paper of Fischler and Bolles (1981), Hartley and Zisserman (2001),
and Bretar and Roux (1999).
Basically the RANSAC procedure, an iterative outlier removal procedure, first uses
a subset of data, Si, for estimation as shown in Figure 4.3. A consensus set is defined
so that a set represents both the data and a subset of the data, i.e. Si. One can
always find a consensus set of a subset with a threshold, Tls. However, the selected
consensus set must be a proper consensus set which represents the statistical properties
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of the data. After selecting another subset, the consensus set of Si, whose elements are
within the variance from the estimated results, it decides whether the current iteration
is large enough to declare the validity of the current estimated parameters based on
the number of outliers in the data. If the ratio of outliers in the data is unknown, it
can be iteratively recovered (Hartley and Zisserman, 2001).
Figure 4.3: Si and CSi are a subset of the data and its consensus set, respectively. In
addition, Tls is a threshold for finding the consensus set of Si, i.e. CSi.
The conventional RANSAC procedure can be also restated as follows:
1. Given a least-squares problem which requires at least n data points†, randomly
select a subset of the data Si in the ith iteration with the condition that the
number of points in the subset, nS , needs to be greater than n. Then estimate
the parameters of the least-squares problem using Si.
2. Determine a set CSi whose errors is smaller than a threshold Tls usually given by
the variance of the estimation with Si. The set CSi is named the consensus set
of Si after Fischler and Bolles (1981). It means that CSi represents Si in terms
of estimating the parameters of the least-squares problem.
3. Let imax be the maximum number of iterations that is required to find at least
a proper consensus set, which can be calculated from a priori information on the
ratio of outliers in the data. If imax is smaller than the current iteration, then
select a new subset Si+1 and repeat the above processes.
4. If imax is greater than the current number of iterations, then recalculate the
parameters using the proper consensus set CSi and the new parameters are the
final result of the RANSAC procedure.
†For example, two points are required for two-dimensional line fitting.
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There are three unspecified thresholds: (1) nS , the number of points in a subset,
(2) Tls, the error tolerance for finding the consensus set of a subset, and (3) imax,
the maximum number of iterations to find a proper consensus set. The second and
third thresholds need to be carefully selected since finding a proper consensus greatly
depends on these thresholds.
First, let us discuss the maximum number of iteration imax, supposing that w is
the probability that any selected point is within Tls of the estimated parameter. In
addition, let b = wn, which is the probability of selecting a proper consensus set with
n points: the minimum number of points required for the estimation of the problem.
The required number of iterations for the RANSAC procedure that provides at least
one proper consensus set for the data with a certain level of confidence needs to be
calculated. This can be deduced from considering the probability to obtain l tails of a
coin from m trials, P (l,m), is given as
P (l,m) = cl(1− c)m−l m!
l!(l −m)!
where c is the probability for the tail of the coin. Let us calculate the average iteration
for selecting at least a proper consensus set. This is the same case to find the probability
of obtaining one tail of the coin from m = 1 . . .∞ trials with the probability of b.
Therefore, the expected value of iteration to find a proper consensus is expressed as
E(i) = P (1, 1) + P (1, 2) + · · ·+ P (1, i) + · · ·
=
∞∑
i=0
b(1− b)i−1i (4.32)
= b
∞∑
i=0
i(1− b)i−1
= b
1
b2
=
1
b
= w−n,
using 1
b2
=
∑∞
i=0 i(1− b)i−1.
In a similar manner, the number of iterations in which we have at least one proper
consensus with probability of z can be evaluated. It is simply given by
(1− b)imax = 1− z
∴ imax =
log(1− z)
log(1− b) (4.33)
For example, if w = 0.2 and n = 4, then we need about 1438 iterations to obtain a
ninety percent confidence level.
Now, the error tolerance for finding the consensus set of a subset, Tls, will be
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discussed. Bearing in mind that the RANSAC procedure is used for selecting reliable
corresponding point and surface pairs for a point-to-surface algorithm, i.e. the modified
Chen and Medioni’s, the error metric for the modified Chen and Medioni’s algorithm
is the distance between a point and its corresponding surface which has one degree of
freedom as suggested by Hartley and Zisserman (2001, pp. 101 - 113) and Kanatani
(1996, Ch. 5). Assuming that the distances between points and their corresponding
surfaces follow a Gaussian distribution with zero mean and standard deviation from
the selected samples, the error tolerance for finding the consensus set of a subset, Tls,
is expressed as
Tls
2
σ2sample
= χ21,a (4.34)
where χ2r,a is the Chi-square distribution with significance level of a% and r degrees of
freedom and σ2sample is the variance of the distances of the selected samples, i.e. the
corresponding point pairs.
In the RANSAC procedure, a priori knowledge of data, i.e. the variance of the
error in the data, is required in order to determine whether a member of the data is an
inlier ‡ or not. Furthermore, the ratio of inliers, w, must be updated with independently
evaluated variance of the data. The variance of measurement by a laser scanner was
already formulated in Chapter 3. In addition, the combined variance of more than
one measurement by a laser scanner was explicitly estimated in Eq. 4.25. Therefore,
a threshold for inlier detection in the proposed RANSAC procedure, TRANSAC inlier, is
expressed as follows
TRANSAC inlier =
[∑nS
j=1 var n(j)
nS − 1
] 1
2
(4.35)
where
var n(j) =
 n∑
i=1
1{
cos2 θσ2r + sin
2 θ r2σ2a + ρr
(eˆ0,V(r)eˆ0)
k
[
1
λ1
cos2 α+ 1λ2 cos
2 β
]}
−1 ,
j is the index for a selected subset in jth iteration, n is the number of measurement by
a laser scanner, θ is the incidence angle as defined in Eq. 4.25. Note again that both θ
and ρr are variables which depend on the geometric properties of a point and are used
without index i. The proposed RANSAC procedure is presented in Algorithm 1. This
‡A set of inliers is defined as a group of observation which seems to belong to the pattern of variability
produced by the majority of data (Johnson and Wichern, 1998, pp. 200-204)
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outlier removal procedure can be utilised not only for the registration of point clouds
from laser scanners but only for any estimation algorithm, if some information on the
radial and angular uncertainties of measurement by laser scanners is known. The most
important fact in the proposed RANSAC procedure is that TRANSAC inlier is used as a
threshold for evaluating the ratio of inliers, i.e. w. Note that the required number of
iterations to provide at least a proper consensus set, imax, is a function of w as given
in Eq. 4.33.
Algorithm 1 RANSAC procedure for estimating the transformation parameters using
modified Chen and Medioni’s algorithm
Require: Corresponding point pairs are data1 and data2. A set of the surface normal
vectors of data1 is data1 normal.
1: iteration← 0
2: stat test← FALSE
3: repeat
4: Select a subset Si and save their coordinates and normal vectors in temporary
storage such as t data1, t data2, and t data1 normal.
5: Estimate the transformation parameters, qd, between the corresponding point
pairs using modified Chen and Medioni’s method.
6: Transform data2 and t data2 using the estimated transformation parameters.
7: Evaluate the distances between data2 and the surfaces described by data1 and
data1 normal and the standard deviation of them.
8: Tls ← Eq. 4.34
9: Count the number of inliers using TRANSAC inlier defined in Eq. 4.35 and assign
it ninlier.
10: w ← ninliernS
11: imax ← Eq. 4.33
12: if The estimated parameters satisfy both Eqs. 4.36 and 4.37 then
13: stat test← TRUE
14: end if
15: i← i+ 1
16: if i > Titeration then
17: break
18: end if
19: until imax < iteration AND stat test == TRUE
20: if stat test == TRUE then
21: qd← The estimated transformation parameters with all inliers, i.e. the consen-
sus set.
22: return(qd, TRUE)
23: else
24: qd← 0
25: return(qd, FALSE)
26: end if
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4.6 Statistical inferences for registration accuracy evalu-
ation
In the final stage of the proposed method for the registration of point clouds, two sta-
tistical inferences for evaluating the quality of the estimated transformation parameters
are utilised (Koch, 1999, Ch. 4; Kanatani, 1996, Ch. 7). Briefly, recall what kinds of
statistical properties can be estimated from point clouds or a set of corresponding point
and surface pairs. They are summarised as follows:
• The Cramer-Rao lower bound of a measurement by a laser scanner, VCRLB(p).
• The mean or standard deviation of the distances between a set of corresponding
point and surface pairs with Nc numbers of points.
• The mean or standard deviation of the distances between a subset of the corre-
sponding point and surface pairs, i.e. Si, with nS numbers of points.
• The standard deviation of the weighted residual S0, i.e. Eq. 4.29, in the modified
Chen and Medioni’s method:
S0 =
[(
VTΣV
)
Nc − 6
] 1
2
where V and Nc − 6 are the matrix of the residuals and the degrees of freedom
in the modified Chen and Medioni’s method, respectively. Note that six transfor-
mation parameters, i.e. three for rotation and three for translation, need to be
estimated.
Using VCRLB(p) and the standard deviation of the distances between a set of corre-
sponding point and surface pairs σ2ps, a statistical inference is expressed as
max
(
VCRLB(p), σ2ps
)
min
(
VCRLB(p), σ2ps
) ∼ FNc−1,Nc−1,c (4.36)
where Fa,b,c is the Fisher distribution of a and b degrees of freedom with significance
level of c%. This statistical inference demonstrates that the registration error calculated
from a set of the selected corresponding point and surface pairs is close enough to the
theoretical lower bound of the registration error, i.e. VCRLB(p). One can use Si for
the calculation of the σ2ps and it can provide another statistical test with the Fisher
distribution between the corresponding point and surface pairs and Si. Note that
VCRLB(p) and σ2ps are statistically independent since VCRLB(p) are obtained from the
theoretical results of Chapter 3 whereas σ2ps is the standard deviation of the distances
between selected corresponding point and surface pairs, i.e. the sample.
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The second statistical inference is a standard statistical test for weighted least-
square problems:
S02 ∼ χ
2
nS−6,c
nS − 6 . (4.37)
The first inference is a global reliability test of the estimated transformation parameters
since it uses all selected corresponding point and surface pairs whereas the second test
utilises only a subset of the selected corresponding point and surface pairs. In addition,
the second inference is a statistical test within the least-squares method but the first
can be viewed as the comparison between two samples which may follow different kinds
of statistics.
4.7 A resampling method based on clustering
4.7.1 Angular uncertainty of surface normal vector estimation
The variance angle of the estimated surface normal vector was defined and derived in
Section 3.5.1 and it is rewritten as
Ψi=1...2 = tan−1
{[
(nˆ,V(rquery)nˆ)
kλi
] 1
2
}
= tan−1
{[
cos2 θσ2r + sin
2 θr2σ2a
kλi
] 1
2
}
(4.38)
where rquery is a point we are interested in. Note that we have two variance angles
in the case of three-dimensional point clouds, as shown in Figure 3.8. The variance
angles are inversely proportional to both the size of neighbourhood and the eigenvalues
of eˆi=1..2. In case of points in a low curvature region, if a size of neighbourhood is large,
then the eigenvalues of eˆi=1..2 are large as well. Therefore, we have generally a smaller
variance angle in a low curvature region. In the case of points in a high curvature region,
things become more complicated. In addition, a point on an edge region has the same
properties as a point in a low curvature region. However, the eigenvalues of a point close
to the edge region have a nonlinear relationship with the size of neighbourhood (Mitra
et al., 2004). We can still evaluate the precision of estimated normal vectors in both
low and high curvature regions by investigating the behaviour of the eigenvalues of the
covariance matrix (Bae et al., 2005).
An optimal size of neighbourhood can be defined either globally or locally. An
optimal size of neighbourhood means that it guarantees the maximum variance angle,
Eq. 4.38, of a point cloud is smaller than a threshold. The global optimal size of neigh-
bourhood minimises the average variance angle of points in a point cloud. On the other
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hand, the local optimal size of neighbourhood minimises the variance angle of a point
so every point in a point cloud has its own local optimal size of neighbourhood. Bae
et al. (2005) investigated both the global and local optimal sizes in a point cloud and
proposed an algorithm to evaluate a local optimal size of neighbourhood in a robust
manner. Since using the global optimal size of neighbourhood makes the implementa-
tion of the proposed method much simpler, an optimal size for a point cloud will be
used rather than using a different size of neighbourhood for every point.
The average variance angles of the Agia Sanmarina church point clouds used in
Chapter 3 are presented in Figure 4.4, in which East and northeast represent the data
presented in Figure 3.1(a) and Figure 3.1(b), respectively. In both point clouds, we
have about a degree of average variance angle with the size of 50 neighbour points and
variance angle is getting smaller as the size of neighbourhood increases. A specified
tolerance can be set for the global optimal neighbourhood size which provides the
tolerance as the maximum variance angle over a point cloud, although there is still a
chance to have less precise surface normal vectors in high curvature regions.
Figure 4.4: Average variance angles in two point clouds of the Agia Sanmarina church.
The colour maps of the variance angles of the estimated surface normal vector with
30 neighbour points in the cases of the Agia Sanmarina church and the Ayuthaya Bud-
dha statue are presented in Figures. 4.5 and 4.6, respectively. In Figure 4.5, about one
degree difference in the variance angle is observed within the overlapping regions of
the point clouds. On the other hand, the point clouds of the Ayuthaya Buddha statue
have about 2◦ difference in the variance angle in the overlapping regions. This is not
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surprising if we remember that the Riegl LMS-Z210’s radial and angular uncertainties
are much greater than the Leica HDS2500’s. As deducing from Figure 4.4, a neighbour-
hood size larger than thirty is required in order to ensure a smaller average variance
angle than 2◦ in these point clouds. However, using a large size of neighbourhood will
decrease the efficiency of a registration algorithm. A tree structure for neighbourhood
search is a process with O(n log n) efficiency for finding the nearest neighbour with n
data. From my experience with a kd-tree library developed by Arya et al. (1998), less
than about 30 neighbours for a point is reasonable for a point cloud with about one
million points. Therefore, to reduce the density of a point cloud by using the variance
angle of the estimated surface normal vector is useful to achieve a smaller average vari-
ance angle in the point cloud than the original which is shown in Figure 4.4. By doing
so, a point and its neighbourhood which occupy a much larger area than the original
point cloud can be utilised with the same size of neighbourhood.
(a) (b)
Figure 4.5: Variance angles of the Agia Sanmarina church in Greece scanned from
different locations. The size of the neighbourhood was 30.
4.7.2 Resampling method for raw point clouds
A good method for resampling, usually down-sampling, can increase efficiency in terms
of storage and processing of point clouds for laser scanners (Garland and Heckbert,
1997; Pauly et al., 2002). The most important benefit is that a smaller variance angle in
the estimation of surface normal vector is obtained by resampling. Note that a smaller
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(a) (b)
Figure 4.6: Variance angles of a Buddha statue, Ayuthaya, in Thailand scanned from
different locations. The size of the neighbourhood was 30.
variance angle of the estimated surface normal vector can be made by an up-sampling
method, although it does not increase efficiency in processing of point clouds for the
registration of point clouds. Furthermore, a resampling method can provide a greater
probability to select the correct corresponding point and surface pairs by estimating
the surface normal vector with higher precision. In this section, a simple method for
the resampling of a point cloud from laser scanners using the change of curvature will
be presented. In addition, it will be shown that it provides a lower variance angle than
the original point cloud or the uniformly resampled point cloud.
The proposed resampling method is similar with a curvature-adaptive clustering
method proposed by Pauly et al. (2002), except that the variance angle in the estimation
of surface normal vector is used and the centroid of a cluster is weighted by the changes
of curvature of the members of the cluster. Note that Pauly et al. (2002) resampled the
original point cloud only based on the local spatial density with less consideration on
the change in the variance angle after resampling of the point cloud. A brief description
of the proposed method for resampling is as follows:
1. Divide a point cloud into a number of subsets, i.e. clusters, based on the change
of curvature as shown in Figure 4.7.
2. The size of a cluster is limited by a maximum difference in the change of curva-
ture from a query point as well as a defined maximum size of clusters. The size
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Figure 4.7: A clustering method using region-growing for resampling of point clouds
from laser scanners.
of a cluster is iteratively increased. Let Citer=ki be a cluster at the kth iteration
for the cluster Ci and Citer=0i be an initial cluster for Ci defined by either the
number of neighbourhood or its radius. 〈Mcc(Citer=k−1i )〉 + 〈Mcc(Citer=k−1i )〉std
is recommended as a maximum difference in the change of curvature for a clus-
ter Citer=ki , where 〈Mcc(Citer=k−1i )〉 and 〈Mcc(Citer=k−1i )〉std are the mean and
standard deviation in a cluster Citer=k−1i , respectively.
3. Assume that the distribution of Mcc in a cluster follows a Gaussian probability
density function with 〈Mcc(Ci)〉 and 〈Mcc(Ci)std〉 as the mean and standard de-
viation. Then the centroid of Ci weighted by the change of curvature is expressed
as
Centroid (Ci) =
m∑
i=1
ωir(pi)
where
ωi =
exp {−ci}∑m
j=1 exp {−ci}
ci =
[Mcc(pi)− 〈Mcc(Ci)〉]2
2〈Mcc(Ci)std〉2
.
4. Replace each cluster by its centroid weighted by the changes of curvature.
5. There may be some points which do not belong to any cluster as shown in Fig-
ure 4.7. Although they can be assigned to a closest cluster as suggested by Pauly
et al. (2002), these points are left as clusters in the proposed resampling method
in order to avoid unnecessary smoothing effect.
65
AUTOMATED REGISTRATION OF POINT CLOUDS : ALGORITHMS
(a) East
(b) Northeast
Figure 4.8: Average variance angles of a point cloud plotted against the number of
neighbourhood points for the originals, the uniformly reduced point clouds, and the
point clouds resampled by the proposed resampling method.
66
AUTOMATED REGISTRATION OF POINT CLOUDS : ALGORITHMS
point cloud number of points average variance angle(◦)
original 486340 1.60
uniformly reduced 48634 0.53
resampled by clustering (1) 45505 0.50
resampled by clustering (2) 14212 0.29
method k maximum k maximum radius (cm)
resampled by clustering (1) 40 30 20
resampled by clustering (2) 100 100 50
Table 4.1: Information about the point cloud, East, resampled by various methods. k
is the size of neighbourhood points.
The average variance angle over a point cloud is given, from Eq. 4.38, as
〈Ψ〉 = 1
N
N∑
j=1
max(Ψi=1pj ,Ψ
i=2
pj )
where N is the total number of points in a point cloud and Ψi=1...2pj is the variance
angles of the jth point, pj , in the point cloud. The average variance angles of the Agia
Sanmarina church dataset are presented in Figure 4.8 in the cases of the original, the
uniformly reduced, and the resampled point clouds. The average variance angles in both
the uniformly reduced and resampled point clouds with the same size of neighbourhood
are smaller than that of the original, because a point in either the uniformly reduced
or resampled point clouds occupies a larger area than in the original. The difference
in variance angles between the uniformly reduced and the resampled point clouds is
not significant except of the small sizes of neighbourhood since the average variance
angle over an entire point cloud is presented. The colour maps of the average variance
angles of East and Northeast are presented in Figures 4.9 and 4.10, respectively. In
other words, a smaller number of a higher variance angle can be observed by using
the proposed resampling method. Some details of the average variance and angles
are presented in Tables 4.1 and 4.2. The advantage of the resampled point clouds is
observed in Figures 4.9 and 4.10. They show that the resampled point clouds have a
more regular structure, i.e. less unorganised, than either the originals or the uniformly
reduced point clouds.
As mentioned earlier, at least one threshold value for either the maximum size or
radius of allowed clusters is needed. Since these threshold values are not sensitive to
datasets as shown in the bottom of Tables 4.1 and 4.2, the properties of these thresholds
was not investigated any further. Furthermore, the main purpose of introducing this
resampling method is providing the low variance angle of selected corresponding points
and it was demonstrated to be achieved as shown in Figures 4.9 and 4.10.
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(a) Original (b) Uniformly reduced
(c) Resampled by clustering (1) (d) Resampled by clustering (2)
Figure 4.9: Colour maps of the variance angle of a point in East of the Agia Sanmarina
church data.
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(a) Original (b) Uniformly reduced
(c) Resampled by clustering (1) (d) Resampled by clustering (2)
Figure 4.10: Colour maps of the variance angle of a point in Northeast of the Agia
Sanmarina church data.
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point cloud number of points average variance angle(◦)
original 453142 1.40
uniformly reduced 45315 0.47
resampled by clustering (1) 42549 0.46
resampled by clustering (2) 29509 0.38
method k maximum k maximum radius (cm)
resampled by clustering (1) 40 20 20
resampled by clustering (2) 30 30 20
Table 4.2: Information about the point cloud, Northeast, resampled by various meth-
ods. k is the size of neighbourhood points.
4.8 Descriptions of the proposed registration algorithms
A description of the proposed method for the registration of two point clouds is pre-
sented in Algorithm 2 where  is the registration error and ! is the inverse of a boolean.
Algorithm 2 is named the Geometric Primitive ICP with the RANSAC (GP-ICPR)
in this dissertation. In addition, a simplified version of Algorithm 2 is presented in
Algorithm 3, the Geometric Primitive ICP (GP-ICP).
The list of threshold values used in either GP-ICPR or GP-ICP is shown in Ta-
ble 4.3. Some threshold values in GP-ICPR are increased or decreased in a linear
manner by an user-defined amount:
T iter=i+1cc, normal, or distance = T
iter=i
cc, normal, or distance ±∆Tcc, normal, or distance. (4.39)
T iter=0cc , ∆Tcc, and T
iter=0
normal are the important and critical thresholds for GP-ICPR and
GP-ICP. T iter=0normal represents an approximate relative rotation between the point clouds
and is a critical value to the convergence rate of GP-ICPR and GP-ICP. The other
threshold values are not as critical as them for the success rate of GP-ICPR and GP-
ICP, although they affect the robustness of the registration. The suggestions of T iter=0cc
and ∆T from experience with GP-ICPR and GP-ICP are
T iter=0cc =
〈M1cc〉+ 〈M2cc〉
2
and
∆Tcc =
[
〈M1cc〉2std + 〈M2cc〉
2
std
] 1
2
where 〈M icc〉 and 〈M icc〉std are the mean and standard deviation of the change of curva-
ture of a point cloud, respectively.
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Algorithm 2 Geometric Primitive ICP with the RANSAC (GP-ICPR) : An algorithm
for the registration of two point clouds
Require: Remove the tree and some erroneous points using Algorithm 5 in Appen-
dix C and resample the point cloud by the method explained in Section 4.7, if it is
necessary. Find an optimal size of neighbourhood k for each point cloud using the
method presented in Section 4.7.1
1: Find k neighbour points of every point in C1 and C2.
2: Calculate the eigenvalues and eigenvectors of the covariance matrix of every point
in the point clouds.
3: Estimate the geometric primitives such as surface normal vectors, changes of cur-
vature, and variance angles of the estimated normal vectors for every point in the
point clouds.
4: passtestornot = FALSE
5: repeat
6: if numberofsample ≥ Tsample then
7: if  > TCM then
8: Estimate transformation parameters using Umeyama’s (1991) method.
9: else
10: if  ≥ TRANSAC then
11: Estimate transformation parameters using Chen and Medioni’s (1992)
method.
12: else
13: Estimate transformation parameters using the modified Chen and
Medioni’s (1992) method with the RANSAC procedure, i.e. Algorithm 1.
14: if The sample satisfies both statistical inferences proposed in Eqs. 4.36
and 4.37 then
15: passtestornot = TRUE
16: else
17: passtestornot = FALSE
18: end if
19: end if
20: end if
21: Apply the estimated transformation parameters to C2 and update the surface
normal vectors of C2.
22: Evaluate  and other error metrics.
23: Update the threshold values in order to apply a more strict criterion for deter-
mination of possible corresponding points as shown in Eq. 4.39.
24: Select a sample with the three updated thresholds shown in Table 4.3.
25: iteration = iteration+ 1
26: else
27: Update the threshold values in order to apply a less strict criterion for deter-
mination of possible corresponding points as shown in Eq. 4.39.
28: Select a sample with the three updated thresholds shown in Table 4.3.
29: iteration = iteration+ 1
30: end if
31: until  ≥ T OR !passtestornot
71
AUTOMATED REGISTRATION OF POINT CLOUDS : ALGORITHMS
Algorithm 3 Geometric Primitive ICP (GP-ICP) : A simplified version of Algorithm 2
Require: Remove the tree and some erroneous points using Algorithm 5 in Appendix C
and resample the point cloud by the method explained in Appendix 4.7, if it is
necessary. Find an optimal size of neighbourhood k for each point cloud using the
method presented in Section 4.7.1
1: Find k neighbour points of every point in C1 and C2.
2: Calculate the eigenvalues and eigenvectors of the covariance matrix of every point
in the point clouds.
3: Estimate the geometric primitives such as surface normal vectors, changes of cur-
vature, and variance angles of the estimated normal vectors for every point in the
point clouds.
4: repeat
5: if numberofsample ≥ Tsample then
6: if  > TCM then
7: Estimate transformation parameters using Umeyama’s (1991) method.
8: else
9: Estimate transformation parameters using Chen and Medioni’s (1992)
method.
10: end if
11: Apply the estimated transformation parameters to C2 and update the surface
normal vectors of C2.
12: Evaluate  and other error metrics.
13: Update the threshold values in order to apply a more strict criterion for deter-
mination of possible corresponding points as shown in Eq. 4.39.
14: Select a sample with the three updated thresholds shown in Table 4.3.
15: iteration = iteration+ 1
16: else
17: Update the threshold values in order to apply a less strict criterion for deter-
mination of possible corresponding points as shown in Eq. 4.39.
18: Select a sample with the three updated thresholds shown in Table 4.3.
19: iteration = iteration+ 1
20: end if
21: until  ≥ T OR !passtestornot
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threshold description
k number of neighbourhood points
Tsample size of a sample
T iter=0cc initial threshold for the difference in the changes of curvature
T iter=0normal initial threshold for the angle between normal vectors
T iter=0distance initial threshold for the distance between possible corresponding points
∆Tcc increment for T
iter=k
cc
∆Tnormal increment for T
iter=k
normal
∆Tdistance increment for T
iter=k
distance
TCM threshold for starting Chen and Medioni’s method
T threshold for stopping the registration
TRANSAC threshold for starting the RANSAC procedure
Table 4.3: Threshold values are used in either GP-ICPR or GP-ICP.
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4.9 Summary
For the improvement of the existing methods such as the ICP and its variants, regis-
tration methods, GP-ICP and GP-ICPR, with several key components discussed below
were developed.
First, an optimal weight for a point-to-surface based registration method using
the position uncertainty of measurement by laser scanners discussed in Chapter 3 was
proposed.
Second, both a point-to-point based algorithm and a point-to-surface based algo-
rithm for the estimation of the transformation parameters between two point clouds
were proposed to be used in GP-ICPR and GP-ICP. Umeyama (1991) and Chen and
Medioni’s (1992) methods were used as the point-to-point and point-to-surface based
algorithms, respectively, for the registration of the point clouds.
Third, for the selection of points and their corresponding surfaces, the local geo-
metric properties such as the estimated surface normal vector, the change of curvature,
the variance angle of the estimated surface normal vector defined as Eq. 4.38, or the
variance of position to the direction of the estimated normal vector were utilised in
GP-ICPR and GP-ICP. In addition, it was proposed to select points with high change
of curvature for an initial sample in the early stages of iteration. We will gradually, in a
linear manner, select more points as an initial sample and finally in the last iterations,
all points are considered as possible candidates for corresponding points.
Fourth, the lower bound of the registration error and the Cramer-Rao lower bound of
measurement by laser scanners were evaluated. Furthermore, two statistical inferences
were established using the lower bound of the registration error and they provided some
assurance of the unbiasness of the estimated transformation parameters. In addition,
a confidence level of the resultant registration errors was provided from the position
uncertainty of measurement.
Fifth, it was proposed to use the RANSAC procedure in the last stages of iterations.
Since we can only use the estimated geometric properties in order to select correspond-
ing point pairs or point and surface pairs, it is always possible to select the incorrect
pairs. Therefore, an outlier removal procedure such as the RANSAC was developed
and its proposed implementation was described in Algorithm 1.
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Chapter 5
Experiment I : Simulated data
In this chapter, the Geometric Primitive ICP with the RANSAC (GP-ICPR) for the
registration of point clouds from laser scanners will be tested in terms of its precision,
accuracy, convergence region, and effect of initial threshold values with simulated data.
Note that the Geometric Primitive ICP (GP-ICP) is a simplified version of GP-ICPR,
both of which were introduced in Chapter 4. Brief summaries of GP-ICPR and GP-ICP
are presented in Table 5.1. In addition, regarding the proposed statistical inferences,
i.e. Eqs. 4.36 and 4.37, the 95% confidence level will be used throughout this and the
following two chapters.
Before presenting the results of the experiments, both the importance of the prop-
erties for the evaluation of a registration algorithm and some difficulties which can be
encountered in their application will be briefly discussed. First, a smaller precision of
an estimation procedure does not mean that either a true solution or a solution which
is close to the truth is obtained (Chen et al., 1999). In other words, an independent
evaluation of the accuracy of the parametric estimation is required without a priori
information on the truth. However, to obtain the true relative transformation parame-
ters of two point clouds from a laser scanner is almost impossible. One can argue that
the true relative transformation parameters can be obtained using targets coordinated
by an instrument for measuring the position of a point, e.g. a total station, which is
regarded as the standard method in surveying and geomatics. Let this be called the
direct georeferencing method for the registration of point clouds. Since a set of laser
scanner data and the target observation by the direct georeferencing method are two
different datasets, the extracted coordinates from the targets may not have correspond-
ing points in the point cloud from the laser scanner. Furthermore, even assuming that
all the coordinates of the targets have a set of corresponding points, it does not mean
that the variances of these points are the same since the two instruments have different
variances. For example, the variance of measurement by a total station is usually much
smaller than that of a terrestrial laser scanner. Therefore, the estimated transforma-
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GP-ICP ≡ The Geometric Primitive Iterative Closest Point (ICP)
≡ Algorithm 3 in Chapter 4
GP-ICPR ≡ The Geometric Primitive ICP with the RANSAC
≡ Algorithm 2 in Chapter 4
≡ GP-ICP+ the position uncertainty of a laser scanner
+ the RANSAC procedure using the position uncertainty,
proposed in Algorithm 1 in Chapter 4
Table 5.1: Automated registration methods developed in this dissertation.
tion parameters using the direct georeferencing method may or may not provide an
estimation which is closer to the truth for laser scanner data. That is why the position
uncertainty or variance of the measurement by a laser scanner needs to be explicitly
expressed, as derived in Chapter 3, although it is difficult to mathematically prove
whether or not an explicit expression of the position uncertainty is absolutely correct
in every situation.
Second, a wider convergence region in terms of rotation and translation, especially a
wider rotational convergence region, is required for the fully automated registration of
point clouds from range finders (Eggert et al., 1997; Chen et al., 1999; Rusinkiewicz and
Levoy, 2001; Huber and Hebert, 2003; Fitzgibbon, 2003). One of the important facts
and difficulties is that the rotational convergence region depends on both the initial
registration error of two point clouds and an initial distance threshold. In addition, if
threshold values such as an initial distance threshold value of GP-ICP or GP-ICPR is
utilised within a registration algorithm, the convergence region is also dependent on
them.
5.1 Overview of the experiments
The tests that will be conducted in this and the following two chapters are briefly
summarised as follows. GP-ICPR will be first tested with a set of the simulated data
of which the true relative transformation is known. Both the precision and accuracy
of the estimation by GP-ICPR will also be properly evaluated and GP-ICPR will be
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shown to provide more precise and accurate results than other registration methods
such as the direct georeferencing method and a commercial software, Cyclone (Leica,
2006, version 5.0). Note that, in Chapter 5, the direct georeferencing method will be
referred as ‘a method with a priori correspondence’ since simulated datasets are tested.
In Chapter 6, a set of close-range scanner data will be tested with GP-ICP, though
information on the accuracy on the estimation will not be provided since the positional
and angular uncertainties of the laser scanner, i.e. σr and σa, are unknown. However, a
comparison between GP-ICP and a registration method based on the original ICP (Turk
and Levoy, 1994) will be provided in terms of registration error and absolute difference
between the estimated transformation parameters. In Chapter 7, a set of terrestrial
laser scanner data will be tested and GP-ICPR will be shown to be superior to the
other registration methods such as the direct georeferencing method. Additionally, an
evaluation of the convergence region of GP-ICPR will be obtained using all three sets of
the data, i.e. the simulated, close-range scanner data, and a set of data from terrestrial
laser scanners.
5.2 Registration error analysis and accuracy tests
In this section, the precision of the relative transformation parameters by GP-ICPR will
be evaluated with a set of simulated point clouds. As mentioned earlier, the accuracy
of the estimated parameters can be properly evaluated only with simulated data since
the true relative transformation parameters are not available in the other real cases. In
addition, the convergence region of GP-ICPR with simulated point clouds in various
situations, e.g. with different kinds of spatial noise or different relative transformations,
will be evaluated. Furthermore, the effect of the initial threshold values in GP-ICPR
will be briefly presented.
It must be noted that simulated datasets are unitless. However, in order to help
understanding the magnitude of registration or translational errors in a registration
algorithm, the pixel of a point cloud is defined as the average distance from a point to
its neighbours in the point cloud as follows:
pixel =
1
n
n∑
i=1
〈Dpp(pi)〉 (5.1)
〈Dpp(pi)〉 = 1
k
k∑
j=1
Dppj (pi) (5.2)
where n is the number of points, k is the number of neighbours, Dppj (pi) is the distance
between pi and its jth neighbour, and 〈Dpp(pi)〉 is the average distance between a
point and its neighbourhood. Note that the dimension of the pixel of a point cloud is
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equivalent to that of distance. In addition, the pixel of a three-dimensional point cloud
is a relative unit since the size of a pixel is dependent on the spatial characteristics of
a point cloud such as point density. However, two partially overlapping point clouds
simulated from computer-aided design (CAD) models have almost the same size of a
pixel since they have similar spatial point densities.
Three simulated point clouds are presented for GP-ICPR precision and accuracy
tests: two datasets have been generated from the CAD models, ‘cactus’ and ‘golf club’ ∗
and one dataset has been mathematically generated, a cube. The points from the CAD
models are taken from the three corners of the triangles constituting the CAD models
and the cube consists of a set of random points on the surface of a cube.
These datasets can be regarded as noise-free datasets. Two types of noise, such as
zero-mean Gaussian and a noise derived from the results of Chapter 3, were added to
a dataset in order to ensure that every point has a different local sampling resolution.
Therefore, a simulated dataset with noise does not have perfect correspondence with the
other simulated dataset. The simulated point clouds for each dataset have an identical
global sampling resolution and no systematic difference in spatial sampling resolution.
This situation is different from real laser scanner point clouds.
Two point clouds which share a certain amount of overlapping regions with each
other were manually cut from the complete point clouds, e.g. the cactus, the golf
club, and the cube. The total number of point clouds and the number of points in
the overlapping regions for each point cloud can be found in Table 5.2. Note that the
methods of finding corresponding points in either GP-ICPR or GP-ICP are the same.
point cloud 1 point cloud 2
cactus 179/519 = 34% 179/545 = 33%
golf club 622/1371 = 45% 622/1861 = 33%
cube 278/2640 = 11% 278/4048 = 7%
Table 5.2: Sizes of the overlapping regions are represented as percentages of the whole
point cloud, i.e. the denominator is the total number of points in the point cloud and
the numerator is the number of points in the overlapping region.
5.2.1 Registration error analysis with noise-less simulated data
For the accuracy test in absence of noise, two point clouds of an object were perfectly
aligned and then one of them was relatively rotated by ±10◦ in a 1◦ increments around
the y axis. The average estimated transformation errors of GP-ICP are presented in
Tables 5.3 and 5.4. The average estimated rotation and translation errors are on the
∗These data were used in Hoppe et al. (1992) and are available through Hugues Hoppe’s web-
site: ftp://ftp.research.microsoft.com/users/hhoppe/data/thesis/phase2 meshes/, which was accessed
by the author on 16th April 2006. The file names of the cactus and the golf club are cactus.crep1e-5.m.gz
and club71.crep1e-5.m.gz, respectively.
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(a) (b)
Figure 5.1: Two point clouds from a CAD model named the cactus. The dimension
of the cactus is (H,L,W ) ' (0.80, 0.50, 0.13). The pixel size defined as the average
distance from a point to its neighbours over an entire point cloud is 0.01.
order of 10−5◦ and 10−5 pixel, respectively. It means that GP-ICP provides a good
set of possible corresponding points in the case of the simulated dataset without noise.
In addition, a set of good corresponding points will be selected by GP-ICPR since the
method for finding corresponding points of GP-ICPR is the same as that of GP-ICP.
However, since these data are free from noise and a point in the overlapping region has
a perfect corresponding point in the other point cloud, further tests are required in the
presence of realistic noise.
As observed in Figures 5.1 and 5.3, the rotation axes of the cactus and the cube,
i.e. the y axis, is approximately perpendicular to the longitudinal or medial axis of
either the cactus or the cube and so it may increase the chance of convergence to a
solution. However, in the case of the golf club shown in Figure 5.2, the rotation axis of
the tests is not close to the medial axis of the object. Note that these tests are only for
an evaluation of the accuracy of the proposed algorithm. In the case of an evaluation of
the convergence region of GP-ICPR, which will be shown in Section 5.3, a translation
will be first applied and a rotation will be applied later in order to prevent applying a
rotation only around an axis which is close to the medial axis of an object.
Now consider the registration errors of the tests presented in Table 5.5 in the case
of the registration of the original simulated data, i.e. noise-free data. Note that Dppmean
is the mean distance between the corresponding points in a point cloud and Dpsmean
and Dpsstd are the mean and standard deviation of the distances between points and
their corresponding surfaces in a point cloud, respectively. Since these data have a set
of perfect corresponding points, Dppmean is small: on the order of 10−2 pixel. Dpsmean
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(a) Before (b) Before
(c) Before (d) After
Figure 5.2: Two point clouds from a CAD model ‘golf club’. The dimension of the
golf club is (H,L,W ) ' (0.80, 0.62, 0.13). The pixel size defined as the average distance
from a point to its neighbours over an entire point cloud is 0.008.
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(a) Before, top view (b) After
Figure 5.3: Two point clouds from the cube are presented. The dimension of the cube
is (H,L,W ) ' (2.0, 2.0, 0.45). The pixel size defined as the average distance from a
point to its neighbours over an entire point cloud is 0.02.
average rotation
error [degree] cactus golf club cube
dω −1.0× 10−5 −0.3× 10−5 0.2× 10−5
dφ 0.2× 10−5 −0.4× 10−5 0.2× 10−6
dκ 0.6× 10−4 0.4× 10−5 0.4× 10−4
rotation error cactus golf club cube
[degree] [ 1.0× 10−4 ] [ 1.0× 10−4 ] [ 1.0× 10−5 ]
max min max min max min
dω 0.5 -0.4 0.3 -1.1 0.8 -0.2
dφ 0.2 -0.4 0.7 -0.8 0.1 -0.1
dκ 3.3 -1.5 1.4 -0.9 3.8 3.0
Table 5.3: Average, maximum, and minimum rotation errors for the accuracy tests
of GP-ICP using the original simulated data. One of the point clouds from each set of
data is relatively rotated from the original position, i.e. perfectly registered, by ±10◦
with a 1◦ increment. No translation was applied and the same threshold values were
used for all three data.
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average translation
error [pixel] cactus golf club cube
dx 5.2× 10−5 6.0× 10−6 0.0
dy −6.0× 10−5 −1.2× 10−5 0.0
dz 1.4× 10−5 6.0× 10−6 0.0
translation error cactus golf club cube
[pixel] [ 1.0× 10−4 ] [ 1.0× 10−6 ] [ 1.0× 10−6 ]
max min max min max min
dx 3.0 -1.0 1.0 -1.0 1.0 1.0
dy 1.0 -2.0 1.0 -2.0 1.0 -1.0
dz 1.0 0.0 1.0 -1.0 0.0 0.0
Table 5.4: Average, maximum, and minimum translation errors for the accuracy test
of GP-ICP using the original simulated data, i.e. noise-free data. One of the point
clouds from each set of data is relatively rotated from the original position by ±10◦
with a 1◦ increment. No translation was applied and the same threshold values were
used for all three datasets.
and Dpsstd are relatively large, although neither of them is greater than 0.5 pixel. As
mentioned earlier, Dppmean is not always a good parameter for the evaluation of the
quality of the registration of point clouds since we usually do not have the corresponding
point of every point in a overlapping region with the presence of either noise or different
sampling intervals. Either Dpsmean or D
ps
std is a good substitute for D
pp
mean since there is
a better chance to have a correct set of corresponding point and surface pairs (Simon,
1996, Ch. 2). One disadvantage of Dps is that it depends on the geometric shape of
objects we have scanned. Although Dppmean is zero, either D
ps
mean or D
ps
std can be non-zero
as shown in the second column of Table 5.5.
registration error [pixel] cactus golf club cube
Dppmean 0.00 0.45× 10−2 0.23× 10−1
Dpsmean 0.58 0.45 0.28
Dpsstd 0.40 0.40 0.55
Table 5.5: Average registration errors for the accuracy test of GP-ICP using the
simulated datasets. One of the point clouds of each set of data is relatively rotated
from the original position by ±10◦ with a 1◦ increment. No translation was applied
and the same threshold values were used for all three data.
5.2.2 Scale estimation with zero-mean Gaussian noise
The scale factor between two point clouds will be briefly discussed, although, as men-
tioned in Section 1.2, this thesis does not intend to determine the scale factor of
laser scanner datasets to a good degree of accuracy. The scale of selected correspond-
ing points is usually assumed to be unity and this assumption is reasonable in most
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cases (Horn, 1987; Gruen and Akca, 2005). However, the estimated scale can be also
used as an error metric to represent the quality of registration (Crosilla and Beinat,
2002). For example, if we have incorrect correspondence information, then the scale is
not close to unity. The scale factor in the kth iteration, siter=k, can be expressed as
siter=k =
∑niter=k
i=1
(
p1i , Titer=k(CP (p
1
i , C
2))
)∑niter=k
i=1 ||Titer=k(CP (p1i , C2))||2
(5.3)
where p1i is the ith point in the point cloud 1, Titer=k is the estimated transformation
of the kth iteration, CP (p1i , C
2) is the position vector of the corresponding point of
p1i , and niter=k is the number of corresponding points in the kth iteration. Although
it is difficult to determine the scale between two point clouds with good precision and
accuracy, even a roughly estimated scale, e.g. Eq. 5.3, provides an insight of the quality
of the selected corresponding points in the kth iteration. In other words, if the scale
is close enough to unity, then it assures that the selected corresponding points in that
iteration are good and so an outlier removal procedure, e.g. the proposed RANSAC
procedure within GP-ICPR presented in Algorithm 1, can be started.
(a) (b)
Figure 5.4: Scale of selected corresponding points in each iteration of the registration
of the cube with zero-mean Gaussian noise. “sigma” in (a) represents the standard
deviation of zero-mean Gaussian error. (b) is a magnified figure of (a).
The estimated scale of selected corresponding points at each iteration of the regis-
tration of the cube by GP-ICP with various standard deviations of zero-mean Gaussian
noise is shown in Figure 5.4. Note that all selected corresponding points used for the
estimation of the relative transformation were again utilised for the estimation of the
scale using Eq. 5.3. The number of the selected corresponding points in an iteration
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σ dω dφ dκ dx dy dz
[pixel] [degree] [degree] [degree] [pixel] [pixel] [pixel]
0.01 0.00 0.00 -0.02 -0.02 0.03 0.01
0.03 -0.09 0.00 -0.06 -0.05 0.00 0.11
0.05 0.04 0.04 0.33 0.22 -0.24 -0.28
0.40 -1.35 0.58 -1.54 -1.06 1.61 0.68
Table 5.6: Difference between the true and the estimated transformation parameters
with zero-mean Gaussian noise using a set of a priori correspondence.
σ dω dφ dκ dx dy dz
[pixel] [degree] [degree] [degree] [pixel] [pixel] [pixel]
0.01 0.00 0.00 -0.02 0.01 -0.01 0.00
0.03 -0.09 0.03 -0.06 0.08 -0.16 0.06
0.05 0.04 0.17 0.33 0.22 -0.14 -0.13
0.40 -1.35 0.59 -1.54 -6.05 6.23 -0.17
Table 5.7: Difference between the true and the estimated transformation parameters
with zero-mean Gaussian noise using GP-ICP.
is different, since the number of the selected corresponding points is dependent on
the threshold values of GP-ICP. In early stages of registration, scales are greater than
unity since a good a priori alignment is not available and a selected set of corresponding
points is not correct. After about fifteen iterations in this test, all estimated scales of
the data with different levels of noise are close to unity, which is a good indication of
success in finding correspondence.
5.2.3 Registration error analysis with zero-mean Gaussian noise
The estimated transformation parameters of two point clouds from the cactus, to which
zero-mean Gaussian noise with different variances has been added, are presented in
Tables 5.6 and 5.7. A priori information on the corresponding points is used to estimate
the transformation parameters given in Table 5.6. In the case of Table 5.7, GP-ICP
is utilised to estimate the relative transformation between two point clouds with zero-
mean Gaussian noise with different variances. Note that a priori information on the
correspondence of the point clouds is never known in real cases. Therefore, the sole
purpose of the tests with a priori correspondence is to observe the effect of noise with
the best possible selection of corresponding points.
As observed in Table 5.6, as the variance of zero-mean Gaussian noise increases, the
accuracy of the estimated transformation decreases, even with a priori correspondence
of two point clouds. When the square root of the variance of zero-mean Gaussian
noise is smaller than 0.05, the bias in translation is on the order of 0.01 pixel and the
rotational parameters’ bias is on the order of 0.01◦. However, in the case of σ = 0.40,
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about on the order of a degree and a pixel errors are observed in terms of rotation and
translation, respectively. This is because a priori corresponding points were collected
before adding the noise. A priori correspondence is not correct any more once the
noise is added. In the case of σ = 0.01, it is observed that the bias in the result of
GP-ICP is better than with a priori correspondence. In the cases of σ = 0.03 and
σ = 0.05, both a priori correspondence method and GP-ICP provide a similar bias
in the estimation of the relative transformation. It is clearly observed that GP-ICP
in the case of σ = 0.40 provides a much larger bias than with a priori information on
correspondence from Table 5.7 simply because it is more difficult to find a set of correct
corresponding points in the presence of noise with a large variance.
If the point clouds from either a laser scanner or a range sensor contain zero-mean
Gaussian noise with a certain variance, then the variance of the noise can be estimated
using covariance analysis of the entire point cloud (Dorai et al., 1997; Kanatani, 1996).
Then, using this estimated variance, the bias estimation in the registration of the
point clouds can be removed or reduced. In addition, a statistical inference for zero-
mean Gaussian noise with the estimated variance can be constructed to verify the
quality and unbiasness of the estimated parameters as done in Chapter 3. However,
as mentioned earlier, the noise of a point cloud from a laser scanner does not follow
zero-mean Gaussian knowing from an explicit expression of the position uncertainty of
laser scanners, i.e. Eqs. 3.28 and 3.29. Therefore, GP-ICPR needs to be tested in the
presence of a realistic noise for laser scanners.
5.2.4 A realistic noise model for laser scanners
What kind of spatial noise is reasonable to describe the realistic noise in the case of
point clouds from laser scanners? Using the results of Chapter 3, a position vector, r,
with the realistic laser scanner measurement uncertainties is expressed as
r = r¯+
3∑
j=1
√
V (r)jjpointeˆj−1 (5.4)
where r¯ is the true position of a point and V (r)jjpoint is the variance to the direction of
the jth smallest eigenvector of the covariance matrix, eˆj−1, as derived in Eqs. 3.28 and
3.29. If V (r)jjpoint is a random variable which follows the Gaussian probability density
function, then the spatial noise of the scanner is a zero-mean Gaussian. However, as
learned from Chapter 3, V (r)jjpoint is not a random variable. It mainly depends on either
the incident angle of laser beam to the surface of objects or the local distribution of a
point around its neighbour as derived in Chapter 3.
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5.2.5 Registration error analysis with the realistic noise of laser scan-
ners
The registration accuracy tests of two point clouds will be discussed with realistic noise
as described in Eq. 5.4. Two different radial and angular uncertainties, σr and σa, are
used for the tests and the results of the accuracy tests are presented in Tables 5.8 and
5.9. Note that, for a reference, the second columns of Tables 5.8 and 5.9 present the
results of the estimated transformation parameter errors with noise-free dataset using
GP-ICP.
First, a significant amount of error in the transformation parameters is observed
in both a priori correspondence and GP-ICP. The results from a priori correspondence
imply that a registration algorithm based on a point-to-point based algorithm does not
provide a good estimation of the relative transformation of two point clouds since a
better set of corresponding points than a set of a priori corresponding points can not be
provided. In addition, the results from GP-ICP suggest that, in the presence of a large
amount of noise, finding a set of corresponding points with the geometric primitives is
not good enough since these primitives are the estimates of the true geometric primi-
tives as well. Furthermore, they also show us that an outlier removal procedure, e.g.
the proposed RANSAC procedure in Algorithm 1, is required to estimate the relative
transformation parameters of two point clouds as accurately as possible. In Tables 5.8
and 5.9, it is clearly observed that the estimation and outlier removal procedures in GP-
ICPR is superior than the others: a method with a priori correspondence and GP-ICP.
rotation error noiseless with a priori GP-ICP GP-ICPR
[degree] using GP-ICP correspondence
dω −5.20× 10−5 -0.85 -2.15 -0.28
dφ 1.20× 10−5 -0.37 -0.36 -0.18
dκ −1.10× 10−4 -0.34 -2.5 -0.01
translation noiseless with a priori GP-ICP GP-ICPR
error [pixel] using GP-ICP correspondence
dx −1.00× 10−4 -0.25 -1.60 -0.03
dy 1.00× 10−4 0.08 1.10 -0.13
dz 0.00 -0.53 0.11 0.40
Table 5.8: Test I: Accuracy test of the registration of two point clouds (the cactus) with
realistic noise with σr = 0.4 [pixel] and σa = 3.4× 10−3 [degrees] using three methods:
a method with a priori correspondence, GP-ICP, and GP-ICPR. The distance of the
point cloud from an imaginary location of a laser scanner is approximately 70 pixel.
The registration errors of the above tests in the cases of GP-ICP and GP-ICPR
are shown in Table 5.10. Let test I and test II be the tests involved by Table 5.8
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rotation error noiseless with a priori GP-ICP GP-ICPR
[degree] using GP-ICP correspondence
dω −5.20× 10−5 -0.16 0.57 0.14
dφ 1.20× 10−5 -0.11 0.09 0.04
dκ −1.10× 10−4 0.96 0.80 0.36
translation noiseless with a priori GP-ICP GP-ICPR
error [pixel] using GP-ICP correspondence
dx −1.00× 10−4 0.69 0.37 0.12
dy 1.00× 10−4 -0.84 -0.41 -0.33
dz 0.00 -0.53 0.01 0.08
Table 5.9: Test II: Accuracy test of the registration of two point clouds (the cactus)
with realistic noise with σr = 0.5×10−1 [pixel] and σa = 3.4×10−3 [degrees] using three
methods: a method with a priori correspondence, GP-ICP, and GP-ICPR. The distance
of the point cloud from an imaginary location of a laser scanner is approximately 70
pixel.
GP-ICP GP-ICPR
registration Dpsmean D
ps
std ratio of inliers D
ps
mean D
ps
std CRLB
error [pixel] [pixel] inliers/total [pixel] [pixel] [pixel]
test I 0.61 0.69 30/31 = 97% 0.21 0.15 0.15
test II 0.47 0.47 36/44 = 82% 0.08 0.11 0.08
Registration errors compared to the CRLB using two different methods
21.7% GP-ICP (test I)
100.0% GP-ICPR (test I)
17.2% GP-ICP (test II)
72.7% GP-ICPR (test II)
Table 5.10: Top table shows the mean and standard deviation of the distance between
points and their corresponding surfaces using two different methods, i.e. GP-ICP and
GP-ICPR. It also presents the ratio of inliers and the Cramer-Rao lower bound (CRLB)
of the registration errors estimated from Eq. 4.25. The bottom bar graph represents
how much the values ofDpsstd in two different proposed methods, are close to the Cramer-
Rao lower bound of the registration error of these point clouds. For example, if it is
100%, then the resultant registration error is as small as it can be, i.e. the CRLB.
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and Table 5.9, respectively. The Cramer-Rao lower bound (CRLB) of Dpsstd represents
the minimum possible standard deviation of the distance between points and their
corresponding surfaces as estimated from Eq. 4.25. In the case of GP-ICP, the final
registration error is to the order of half a pixel but that of GP-ICPR is to the order of
0.2 pixel, although a smaller registration error does not guarantee the accuracy of the
estimated transformation parameters. However, we have the Cramer-Rao lower bound
(CRLB) and two statistical inferences based on the CRLB, i.e. Eqs. 4.36 and 4.37,
which are a set of good indicators to assure the accuracy of the estimation.
However, we can not still be sure about the accuracy of estimation. Fortunately,
the true transformation is known in these cases. Figures 5.5 - 5.8 show the estimated
transformation parameters in three different situations: without noise using GP-ICP,
with realistic noise using GP-ICP, and with realistic noise using GP-ICPR, versus
iteration of the methods. Note that, in the case of data with realistic noise registered
by GP-ICPR, GP-ICP was applied up to the 110th iteration and then GP-ICPR was
applied to the end, i.e. the 120th iteration.
From Figures 5.7 - 5.8, it is observed that GP-ICPR helps the results of GP-ICP
to reach the truth, although the z components of the estimation move slightly away
from the true translation. In the tests with the golf club, GP-ICP also yields a set
of the estimated transformation parameters that is very close to the truth as shown
in Figures 5.7 - 5.8. Therefore, GP-ICPR provides a set of results which is not much
different from that of GP-ICP, as expected.
In the case of the cactus, the rotation axis, i.e. the y axis, is approximately per-
pendicular to its medial axis. Therefore, a faster convergence than the other rotation
parameters is observed in Figures 5.5 and 5.6. On the other hand, this tendency is not
observed in the case of the golf club as presented in Figures 5.7 - 5.8 since the medial
axis of the golf club is different from the rotation axis of these tests, i.e. the y axis.
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Figure 5.5: Accuracy test of the registration of two point clouds from the cactus with
a realistic noise (σr = 0.4 [pixel] and σa = 0.6×10−4 [rad]) with three methods: without
noise using GP-ICP, with noise using GP-ICP, and with noise using GP-ICPR.
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Figure 5.6: Accuracy test of the registration of two point clouds from the cactus with
a realistic noise (σr = 0.5×10−1 [pixel] and σa = 0.6×10−4 [rad]) with three methods:
without noise using GP-ICP, with noise using GP-ICP, and with noise using GP-ICPR.
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Figure 5.7: Accuracy test of the registration of two point clouds from the golf club
with a realistic noise (σr = 0.4 [pixel] and σa = 0.6× 10−4 [rad]) using three methods:
without noise using GP-ICP, with noise using GP-ICP, and with noise using GP-ICPR.
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Figure 5.8: Accuracy test of the registration of two point clouds from the golf club
with a realistic noise (σr = 0.5 × 10−1 [pixel] and σa = 0.6 × 10−4 [rad]) using three
methods: without noise using GP-ICP, with noise using GP-ICP, and with noise using
GP-ICPR.
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5.3 Convergence region
In this section, the convergence region of GP-ICPR will be evaluated in different sit-
uations and will be compared with that of the original ICP with random sampling
proposed by Besl and McKay (1992) and Masuda and Yokoya (1995). As stated earlier
in the chapter, it is difficult to determine the convergence of a registration algorithm
since it depends on both initial rotation and translation parameters even in the case of
ignoring the scale difference between point clouds. In other words, to obtain ±50◦ ro-
tational convergence region around an axis in one situation does not guarantee that we
will have the same or a larger rotational convergence region in other situations. There-
fore, the scope of the test for the convergence region of GP-ICPR in this dissertation
with the simulated data must be stated as follows:
• These tests for the convergence region were conducted with GP-ICP since the con-
vergence region does not heavily depend on whether or not the proposed RANSAC
procedure is used, from the fact that the same method for finding correspondence
is used in both methods.
• The cactus and the golf club were used for the tests. In all the tests, these
simulated point clouds were rotated by a fixed amount, −50◦ < Rinitial < 50◦,
where Rinitial is a rotational angle around an axis. For translations, three kinds of
the tests were performed coinciding with the Rinitial : no translation, a translation
of (H/4, L/4, W/2) named translation 1, and a translation of (-H/4, L/4, W/2)
named translation 2, where H, L, and W are the height, length, and the width of
either the cactus or the golf club, respectively.
• T iter=0normal was set to be |Rinitial| + 10◦ and it was changed from a maximum value of
a test point cloud to zero with increment of 10 pixel. For example, in the test ei-
ther by GP-ICP or the original ICP with random sampling, a new T iter=0distance is tried
unless the solution of a registration algorithm converges, until T iter=0distance reaches
to zero. Therefore, if the final T iter=0distance is zero, it means that the registration
algorithm did fail to find a solution within a maximum T iter=0distance.
The results of the convergence tests of both GP-ICPR and the original ICP with
random sampling are presented in Figures 5.9 - 5.14. In all the tests, GP-ICPR provides
±50◦ rotational convergence region, which is the maximum possible rotational conver-
gence angle in these tests. On the other hand, the original ICP with random sampling’s
rotational convergence region in these tests is at best ±5◦. For example, in the case of
Figures 5.13 and 5.14, the original ICP with random sampling does not converge into
a solution in any test region, i.e. the rotational convergence region is zero. Although
GP-ICPR requires a different T iter=0distance in a different situation, the convergence region
of GP-ICPR is reasonably large for practical applications.
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The success rate of the original ICP with random samples is poor since it does not
escape from local minima in the ways that it finds a corresponding point, i.e. using
the nearest neighbour point as the corresponding point. GP-ICPR provides a way of
avoiding these kinds of local minima, although it still has limitations. In the case of
the direct georeferencing method, the translation parameters usually converge more
easily. In other words, finding possible corresponding points is a part of the problem
for GP-ICPR, the ICP, or its variants. In these cases, finding the translational parame-
ters is more difficult than the rotational parameters since the estimated translational
parameters are simply the translational differences in the centroids of the selected cor-
responding points, unless a weighted least square method is employed. In the case
of direct georeferencing methods, to find the translational parameters is easier, only
because a good set of corresponding points is already given.
Figure 5.9: Convergence region test of the point clouds from the cactus without
translation.
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Figure 5.10: Convergence region test of the point clouds from the cactus with a
translation, the translation 1, i.e. (H/4, L/4, W/2).
Figure 5.11: Convergence region test of the point clouds from the cactus with a
translation, the translation 2, i.e. (-H/4, L/4, W/2).
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Figure 5.12: Convergence region test of the point clouds from the golf club without
translation.
Figure 5.13: Convergence region test of the point clouds from the golf club with a
translation, the translation 1, i.e. (H/4, L/4, W/2).
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Figure 5.14: Convergence region test of the point clouds from the golf club with a
translation, the translation 2, i.e. (-H/4, L/4, W/2).
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5.4 Effect of the initial threshold for distance
Figure 5.15 shows the initial threshold for distance, T iter=0distance, in the convergence tests
performed in the previous section. As explained earlier, T iter=0distance was decreased from a
maximum value to zero in these tests. If a solution close to the truth is found, then the
iteration was stopped and the current T iter=0distance was recorded. For example, in the case of
the cactus without translation, i.e. Figure 5.15-(a), the maximum T iter=0distance is set to 100
pixels. Basically, we would like to have a constant T iter=0distance over the entire convergence
region of a registration method. However, in the cases of the simulated data, the
required T iter=0distance with which a good estimation of the true relative transformation of
the point clouds is obtained, changes in an unpredictable manner mainly because its
point density is much lower than that of either close-range or terrestrial laser scanner
data. The probability of finding a good set of corresponding points is decreased with
a larger T iter=0distance. Fortunately, it will be shown in later chapters that a similar level of
the rotational convergence region with the simulated datasets is maintained with the
tests with point clouds on both close-range and terrestrial laser scanners with a smaller
deviation in T iter=0distance.
5.5 Summary
In this chapter, GP-ICPR improved the precision of GP-ICP by as much as a factor
of 5 in the presence of the noise described in Section 5.2.4 as shown in Table 5.10. It
also indicates that GP-ICPR improves the precision of the ICP by approximately the
same level since the precision of GP-ICP is similar to or smaller than that of the ICP
or its variants unless an outlier procedure is included in a registration algorithm. In
addition, in the cases of the simulated datasets, GP-ICP and GP-ICPR achieved much
larger rotational convergence regions, at least ±50◦, than the original ICP with random
sample developed by Masuda and Yokoya (1995) as shown in Figures 5.9 - 5.14.
From this section’s results, three statements on the performance of GP-ICPR and
GP-ICP with the simulated data are made as follows:
• Using GP-ICPR, a set of relative transformation parameters that provide a lower
registration error is obtained and its Dpsstd is much closer to the estimated CRLB
of the registration error than other methods, e.g. GP-ICP.
• GP-ICPR provides a more accurate estimation of the transformation parameters
for the simulated datasets.
• The tests of GP-ICPR with simulated datasets infer that GP-ICPR provides a set
of the estimated relative transformation close to the truth with the registration
of two point clouds from laser scanners as well.
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Figure 5.15: T iter=0distance for the convergence region tests in Section 5.3.
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Chapter 6
Experiment II : Close-range laser
scanner data
In this chapter, the precision of the estimated transformation parameters and the con-
vergence region in the registration of close-range scanner data with GP-ICP will be
evaluated. The close-range scanner data were obtained from the Stanford 3D scanning
repository (Stanford Computer Graphic Laboratory, 2006) which were scanned with a
Cyberware 3030MS (Cyberware, 2006). These datasets were registered by a modified
ICP algorithm (Turk and Levoy, 1994) and the relative transformation parameters es-
timated from their modified ICP algorithm are also available through the Stanford 3D
scanning repository. Unfortunately, the manufacturer of this laser scanner does not
provide enough information to evaluate the positional and angular uncertainties, i.e.
σr and σa, of the laser scanner. Therefore, the accuracy of either GP-ICP or their
modified ICP (Turk and Levoy, 1994) can not be discussed. In addition, GP-ICPR
could not be applied to these close-range scanner data for the same reason. However,
by observing the change of curvature of the registered point clouds, the method that
provides a better solution was determined analytically.
For the registration of the Stanford datasets, Turk and Levoy (1994) applied their
modified ICP method after constructing meshes, i.e. triangulation, of the point clouds.
On the other hand, GP-ICP and GP-ICPR directly use a point cloud without a proce-
dure for constructing the meshes. As GP-ICPR tries to minimise the distances between
a set of possible corresponding points and surfaces, this method is more concerned with
the smoothness between two registered point clouds. Therefore, some differences be-
tween the estimated transformation parameters are expected between GP-ICPR and
Turk and Levoy’s method. Note that Turk and Levoy’s (1994) method will be referred
to as the Stanford method from now until the end of the dissertation.
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6.1 Registration error analysis
For tests of the precision of GP-ICP, two datasets from the Stanford 3D scanning
repository will be used: the “Stanford bunny” and the “happy Buddha” as these
are referred to by computer graphics researchers. These datasets have approximately
ten point clouds and two sets of them from both the Stanford bunny and the happy
Buddha will be used in this section. One point cloud of the Stanford bunny was
named “bunny000” following its original file name, bun000.ply. The other was named
“bunny090”, again following its original file name, bun090.ply. One point cloud of the
happy Buddha was named “happybuddha StandRight 0” after its original file name,
happyStandRight 0.ply. The other was named “happybuddha StandRight 48” again
after its original file name, happyStandRight 48.ply. It must be noted that the pre-
processed data from one of the Stanford graphics research group’s smoothing proce-
dures, e.g. Curless and Levoy (1996), were not used in this thesis. Instead, a set of raw
point clouds from the close-range scanner was utilised to evaluate the performance of
GP-ICP. In addition, the pixel sizes of the Stanford bunny and the happy Buddha are
about 2.30mm and 1.14mm, respectively.
6.1.1 The Stanford bunny
Diagrams before registration and after registration of the Stanford bunny are presented
in Figure 6.1 and the details of the Stanford bunny are listed in Table 6.1. The bunny000
and bunny090 share about 20% of the overlapping region. Note that the number of
points in the overlapping region of the point clouds in Table 6.1 was counted by GP-
ICPR. Let us discuss the registration of the Stanford bunny using GP-ICP as shown
in Table 6.3. Since Turk and Levoy (1994) only provided the estimated transformation
parameters and did not provide any kind of registration errors, the registration errors
of GP-ICP could not be directly compared with their method. The mean and standard
deviation of the distance between a point and its corresponding surface, Dpsmean and
Dpsstd, are on the order of 0.20 pixel. Once again, the mean distance between selected
corresponding points, Dppmean, is three times greater than D
ps
mean. Since D
ps
mean and D
ps
std
are much smaller than a size of a pixel, it could be stated that GP-ICP provides a
precise relative transformation between the bunny000 and the bunny090.
bunny000 bunny090
the Stanford bunny 8859/40256 = 22.0% 8859/30379 = 29.1%
Table 6.1: Sizes of the overlapping regions of parts of the Stanford bunny are presented
as percentage of the whole dataset, i.e. the denominator is the total number of points
in a point cloud and the numerator is the number of points in the overlapping region.
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(a) bunny000 (green) + bunny090 (red) (b) bunny000 (green) + bunny090 (blue)
Figure 6.1: Before and after the registration of the parts of the Stanford bunny, (H,
W, L) ' (15cm, 15cm, 12cm), using GP-ICP. The bunny000 is green in the above. The
bunny090 is red in (a) and is blue in (b).
ω φ κ x y z
[degree] [degree] [degree] [mm] [mm] [mm]
the Stanford method 173.03 89.82 -173.11 0.02 -0.03 -0.07
GP-ICP 173.55 89.77 -173.53 0.18 -0.06 -0.24
difference -0.51 0.05 0.42 -0.16 0.02 0.17
Table 6.2: Estimated relative transformation parameters between the bunny000 and
the bunny090 by the Stanford method and GP-ICP.
registration error [mm] registration error [pixel]
Dppmean 1.70 0.74
Dpsmean 0.45 0.20
Dpsstd 0.33 0.14
Table 6.3: Registration errors of GP-ICP with the bunny000 and the bunny090.
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To test the estimated relative transformation parameters between the bunny000 and
the bunny090, which are presented in Table 6.2, two different methods were used: Turk
and Levoy’s method (1994) named the Stanford method and GP-ICP. The rotational
and translational maximum differences are approximately 0.5◦ and 0.2mm ' 0.1 pixel,
respectively, although the absolute difference in the estimated parameters does not
provide much insight on the question of the accuracy of the estimation procedure.
Let us observe the change of curvature of the registered point clouds of the Stanford
bunny in Figure 6.2. As mentioned earlier, this is an analytical resource to identify
which method is better than the other. The superiority of one method over an other
can then be decided, but only if the difference in the changes of the curvature of two
registered point clouds by two different methods is sufficiently large to be observed
by an user. In other words, if the change of curvature in a flat region of a registered
point cloud by one method is relatively larger than that of the other method, it can be
declared that the first method does not provide a globally smooth set of the registered
point cloud. Figures 6.2 and 6.3 show the colour maps of the change of the curvature
and the distance between a point and its corresponding surface of the registered point
clouds of the Stanford bunny using the Stanford method and GP-ICP. The colour maps
of Mcc, i.e. Eq. 4.22, are very similar except for the tail region of the Stanford bunny,
i.e. region A in Figure 6.2. A significant difference in the change of the curvature exists
in this region but it is not large enough to claim the superiority of GP-ICP.
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(a) A picture of the Stanford bunny
(b) The Stanford method (c) GP-ICP
Figure 6.2: Colour maps of the change of curvature of the registered point clouds,
bunny000 and bunny090, using the Stanford method and GP-ICP. Note that the change
of curvature is unitless.
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(a) The Stanford method (b) GP-ICP
Figure 6.3: Colour maps of the distance between a point and its local surfaces are
presented in (a) and (b) in the cases of the Stanford method and GP-ICP. A lower
curvature region was assigned as white and the same threshold for Mcc was used for
two data.
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6.1.2 The happy Buddha
Diagrams before registration and after registration of the happy Buddha dataset by the
Stanford method and GP-ICP are presented in Figure 6.4 and the details of the point
clouds are listed in Table 6.4. The happybuddha StandRight 0 and the happybud-
dha StandRight 48 share about 8% of the overlapping region. Note that the number
of points in the overlapping region of the point clouds in Table 6.4 was again counted
by GP-ICPR. Table 6.5 presents the registration errors from GP-ICP. Dpsmean and D
ps
std
are approximately to the order of 0.2 pixel. Once again sub-pixel precision is achieved
and Dppmean is slightly greater than D
ps
std.
Let us discuss the estimated relative transformation parameters presented in Ta-
ble 6.6. The rotational and translational maximum differences are approximately 0.4◦
and 1.1mm ' 0.8 pixel, respectively. A larger difference in the estimated transforma-
tion parameters is observed, especially translational parameters, than in the case of the
registration of the Stanford bunny. Since the difference in the estimated translational
parameters is in the order of one pixel, a significant difference in the change of curvature
is expected to be observed.
happybuddha StandRight 0 happybuddha StandRight 48
the happy Buddha 6352/78056 = 8.1% 6352/69158 = 9.2%
Table 6.4: Sizes of the overlapping regions of parts of the happy Buddha represented
as percentage of the whole dataset, i.e. the denominator is the total number of points
in a point cloud and the numerator is the number of points in the overlapping region.
Now visually investigate the change of curvature of the registered point cloud of the
happy Buddha. Figures 6.5 and 6.6 show the change of curvature and the distance of a
point from its local surface in the registered point clouds by the Stanford method and
GP-ICP, respectively. It can be clearly observed that regions A and B of Figure 6.5 have
large differences inMcc. Therefore, it is assured that GP-ICP provides a better solution,
which maintains the geometric smoothness of the point clouds after registration, since
the regions A and B in Figure 6.5 must be low curvature regions. Furthermore, from
the colour maps of the distance of a point from its local surface, Figure 6.6, it is also
observed that the distance between a point to its local surface in the regions A and B
registered by the Stanford method is to the order of 0.25mm ' 0.18 pixel.
registration error [mm] registration error [pixel]
Dppmean 0.34 0.30
Dpsmean 0.23 0.20
Dpsstd 0.20 0.18
Table 6.5: Registration errors of the registered happy Buddha dataset by GP-ICP
using the happybuddha StandRight 0 and the happybuddha StandRight 48.
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(a) (b)
(c) (d)
Figure 6.4: Before and after registration of the parts of the happy Buddha using
the Stanford method and GP-ICP, (H, W, L) ' (20cm, 8cm, 7cm). Happybud-
dha StandRight 0 is green in the above. Happybuddha StandRight 48 is red in (a)
and (b) and is blue in both (c) and (d).
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(a) The Stanford method (b) GP-ICP
Figure 6.5: The top is a picture of the happy Buddha. The colour maps of the
change of curvature of the registered point clouds, happybuddha StandRight 0 and
happybuddha StandRight 48, are presented in (a) and (b) registered by the Stanford
method and GP-ICP. Note that the change of curvature is unitless.
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ω φ κ x y z
[degree] [degree] [degree] [mm] [mm] [mm]
the Stanford method 0.064 48.32 -0.33 -0.55 0.0090 0.92
GP-ICP 0.028 47.95 0.098 0.55 -0.054 -0.020
difference 0.035 0.37 -0.42 -1.1 0.063 0.94
Table 6.6: Estimated relative transformation parameters of happybud-
dha StandRight 0 and happybuddha StandRight 48 using the Stanford method
and GP-ICP.
(a) The Stanford method (b) GP-ICP
Figure 6.6: Colour maps of the distance between a point and its local surfaces are
presented in (a) and (b) in the cases of the Stanford method and GP-ICP. A lower
curvature region is assigned as white and the same threshold for Mcc is used for two
data.
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6.2 Convergence region
In this section, the convergence region of GP-ICP will be evaluated using close-range
laser scanner datasets, i.e. the Stanford bunny and the happy Buddha. The scope of
the tests can be stated as follows:
• As mentioned in Section 5.3, the convergence region of GP-ICP is approximately
similar to that of GP-ICPR. In other words, convergence region evaluated with
the close-range scanner datasets in this section is valid for either GP-ICP or
GP-ICPR.
• Unlike the convergence region tests with the simulated data, the Stanford bunny
and the happy Buddha were, from the registered state, rotated around an axis
in both clockwise and counter-clockwise until GP-ICP fails to obtain a solution.
Therefore, a point cloud’s rotational convergence region can be asymmetric, e.g.
−40◦ < Rconvergence < 20◦, where Rconvergence is the rotational convergence region
of a point cloud.
• Since the true transformation was known and this test was designed to evaluate
the convergence region of GP-ICP, the algorithm was stopped if the difference
between the true and the estimated transformation parameters was sufficiently
small, regardless of the magnitude of the registration error in the last iteration.
In other words, in this test, GP-ICP did not try to find the smallest possible
registration error. Therefore, in the plot of Dpsstd in Figure 6.7, a little fluctuation
is observed in the registration errors. In addition, a similar fluctuation is observed
in the errors of the estimated transformation parameters as shown in Figure 6.8.
• T iter=0normal was again set to be |Rinitial| + 10◦. A threshold for distance, T iter=0distance,
was changed from a maximum value to zero with increment of 5cm. As stated
in Section 5.3, if the final T iter=0distance is zero, it means that a registration algorithm
failed to find a good solution.
The results of the convergence test of GP-ICP with the two Stanford datasets are
presented in Figure 6.7. In the case of no translation, the rotational convergence region
of two datasets from the happy Buddha is about −50◦ < Rconvergence < 60◦ and that
of two datasets from the Stanford bunny is about −40◦ < Rconvergence < 80◦. As the
happy Buddha was translated by (H/4, L/4, W/2) which was named “translation 1” of
the object in Section 5.3, we have almost the same rotational convergence region as the
cases without translation of the happy Buddha. However, in the case of the Stanford
bunny translated by its translation 1, there is a region of discontinuity in the rotational
convergence region, about ±5◦ from its translation 1 as shown in Figures 6.7(a) and
6.8(c).
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(a) Dpsstd of the Stanford bunny (b) D
ps
std of the happy Buddha
Figure 6.7: Convergence region tests of datasets from the Stanford 3D repository
for GP-ICP. Red and black curves represent the cases without and with translation,
respectively. Therefore, the zero rotations of the curves represent different relative
transformations of the data. (a) and (b) are the Dpsstd of the registered point clouds:
the Stanford bunny and the happy Buddha, respectively.
This is a kind of slide effect mentioned by Rusinkiewicz and Levoy (2001). In their
cases, the slide effect refers to the case in which it is difficult to find a set of corre-
sponding points when there are only a small number of geometrically distinguishable
features, e.g. a point cloud of an engraved plate. This can also be explained in terms
of the method of collecting samples for finding a set of possible corresponding points.
In GP-ICP, we first select a set of the nearest neighbours in the point cloud of a query
point from the other point cloud. Then the best possible corresponding point for the
query point is selected as explained in Section 4.3. For example, the nearest red neigh-
bours of a green query point in the region A of Figure 6.9 are not the corresponding
points of the green query point. Its true corresponding point is far from region A. In
many cases, this problem is avoided using GP-ICP for finding corresponding points as
observed in the convergence test of the happy Buddha in the cases of either with or
without translation. This problem exists in the Stanford bunny but not in the happy
Buddha since the happy Buddha has more geometrically distinct features, i.e. higher
curvature points, than the Stanford bunny.
The asymmetry in the rotational convergence region is mainly caused by the ratio
of overlapping regions and the geometric shape of an object. It is also observed that
the asymmetry in the Stanford bunny is relatively smaller than that of the happy
Buddha. Figure 6.10 is utilised to explain this asymmetry in the rotational convergence
region. The Stanford bunny is chosen for the explanation of asymmetry in the rotational
convergence region since it is much more visually clearer and easier to explain than it
is for the happy Buddha. The positive rotation is indicated by the direction of rotation
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(a) No translation, Stanford bunny (b) No translation, happy Buddha
(c) Translation 1, Stanford bunny (d) Translation 1, happy Buddha
Figure 6.8: Registration errors of data from the Stanford 3D repository using GP-ICP.
(a) and (b) are the errors in the estimated transformation parameters by GP-ICP for
the Stanford bunny and the happy Buddha, respectively, without a relative translation.
(c) and (d) are the same values when a point cloud is translated to translation 1 of the
datasets.
112
EXPERIMENT II : CLOSE-RANGE LASER SCANNER DATA
Figure 6.9: Bunny000 and bunny090 translated to translation 1 with zero relative
rotation. There is no relative rotation and the relative translation is (H/4, L/4, W/2)
where H, L, and W are the height, length, and width of the object, i.e. the Stanford
bunny.
Figure 6.10: Schematic outline of the convergence tests with the Stanford bunny. The
axis and the direction of the initial rotations for the convergence tests are presented.
The red point cloud, the bunny090, is rotated around the axis either to or against the
direction of rotation in the picture.
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in Figure 6.10.
First, it is clearly seen that there are almost no corresponding points in region A
between bunny000 and bunny090. Furthermore, region B has a larger set of corre-
sponding points between the point clouds than region C. In addition, in region B we
find many more distinctive regions than in region C, in terms of the geometric shape
of the regions. Although the parts of the Stanford bunny’s ears are in region C, the
change of curvature around region C is much lower than that of region B. The presence
of a higher curvature region around the ears is not much help for finding a set of cor-
responding points. Simply speaking, with either GP-ICP or a modified ICP algorithm
based on geometric roughness, the algorithm has a much larger probability of finding a
set of possible corresponding points in region B than in region C. That is why there is
approximately 60◦ rotational convergence region in the positive direction of rotation.
In the negative direction of rotation, there is a 50◦ rotational convergence region. In
general, for this test of the convergence region of GP-ICP, we have at least ±40◦ rota-
tion convergence region with two point clouds from either the Stanford bunny or the
happy Buddha. As mentioned in Section 1.2, this rotational convergence region is large
enough for practical applications using either terrestrial or close-range laser scanners.
Like the results of Section 5.4, the required T iter=0distance with which a good estimation
of the true relative transformation of the point clouds is obtained, changed in an unpre-
dictable manner in the convergence region test with the simulated datasets. In the case
of close-range laser scanner data, GP-ICP provides a precise estimation of the relative
transformation of the point clouds with a steadier and smaller deviation in T iter=0distance as
presented in Figure 6.11.
(a) Stanford bunny (b) Happy Buddha
Figure 6.11: Initial thresholds for distance, i.e. T iter=0distance, for the registration tests of
the Stanford bunny and the happy Buddha using GP-ICP without translation.
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6.3 Summary
The precision of the registration error of a set of close-range scanner data from the
Stanford 3D scanning repository (Stanford Computer Graphic Laboratory, 2006) was
evaluated and the estimated parameters of GP-ICP were directly compared with those
of a registration method by Turk and Levoy (1994) named the Stanford method. In
addition, the accuracy of the registrations by GP-ICP and the Stanford method was
analytically evaluated by the colour maps of the change of curvature. Furthermore,
the rotational convergence region of GP-ICP was on the order of 10◦ in the cases of
these close-range scanner data as shown in Figure 6.8. It was found that the estimated
transformation parameters by GP-ICP with close-range laser scanner datasets is better
than or equal to those of the Stanford method.
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Experiment III : Terrestrial laser
scanner data
In this chapter, the precision, accuracy, and convergence region in the registration of
terrestrial laser scanner data using GP-ICPR will be evaluated. As mentioned earlier in
Chapter 5, it is difficult to evaluate the accuracy of the estimation in real applications
since any knowledge of the truth is not available. Therefore, the scope or argument of
the accuracy tests in this chapter must be stated as follows:
• The bias in the estimated transformation parameters by a registration method
with terrestrial laser scanner data can not be directly measured.
• The magnitude of the bias in the estimated transformation parameters can be
observed indirectly using a colour map of the geometric properties, e.g. the change
of curvature. A colour map of radiometric properties from a laser scanner, e.g.
intensity of the returning laser, can be also used, although these values from two
or more point clouds must be normalised and this procedure is not trivial.
• Note that two proposed statistical inferences, Eqs. 4.36 and 4.37, are independent
of each other and are also based on the CRLB of the registration error.
7.1 Registration error analysis and accuracy tests
Two datasets from the Ayuthaya Buddha in Thailand and the Agia Sanmarina church
in Greece were scanned by a Riegl LMS-Z210 (Riegl, 2006) and a Leica HDS2500 (Le-
ica, 2006), respectively. These datasets were used in Chapter 3 and were registered
using the direct georeferencing method, GP-ICP, GP-ICPR, and a commercial soft-
ware package, Cyclone (Leica, 2006, Version 5.0). Note that only the datasets from
the Agia Sanmarina church were tested for registration by Cyclone since the number
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of targets in the case of the Ayuthaya dataset is not large enough for registration by
this software. In addition, it must be noted that the accuracy of either GP-ICP or GP-
ICPR has already been tested with simulated data in Chapter 5. GP-ICPR was shown
to provide a more accurate estimation in the registration of the simulated datasets.
7.1.1 Ayuthaya Buddha
Diagrams before registration and after registration of the Ayuthaya Buddha datasets
by GP-ICPR are given in Figure 7.1. The total numbers of points in the point clouds
and the number of points in the overlapping regions is found in Table 7.1. Note that
there is a large difference in the size of the overlapping regions as a proportion of total
point cloud size. The colour maps of the distance between a point and its local surface
are presented in Figure 7.2. We clearly see a higher curvature area which is supposed
to be a lower curvature region in Figure 7.2(b). Without any doubt, it is concluded
that the direct georeferencing method provides the largest biased estimation among the
three methods. It is also observed that GP-ICP and GP-ICPR provides a geometrically
correct registration result as shown in Figure 7.2(c) and Figure 7.2(d), respectively.
The plots of the estimated transformation parameters versus iteration number are
presented in Figure 7.3. It is observed that the set of the estimated parameters of GP-
ICP is shifted by GP-ICPR. However, different from the cases of the simulated data
shown in Figures 5.5 and 5.8, it can not be confirmed that GP-ICPR guides the results
of GP-ICP to the truth.
point cloud 1 point cloud 2
Ayuthaya Buddha 6676/149986 = 4% 3805/5639 = 67%
Table 7.1: Sizes of the overlapping regions of the point clouds from the Ayuthaya
Buddha represented in percentage.
From Table 7.2, the registration error of GP-ICPR, i.e. Dpsmean or D
ps
std, is smaller
than that of GP-ICP and is larger than the Cramer-Rao lower bound of the registration
error of the point clouds. In addition, there is about 30% improvement in the closeness
to the CRLB of the registration error. Furthermore, GP-ICPR discovers a set of inliers,
which provides a smaller registration error than that from the direct georeferencing
method and also satisfies the proposed statistical inferences within GP-ICPR with 95%
confidence level.
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(a) (b)
(c) (d)
Figure 7.1: Ayuthaya Buddha statue in Thailand scanned by a Riegl LMS-Z210. The
details of these point clouds can be found in the caption of Figure 3.2. (a) and (b) are
before registration. (c) and (d) are after the registration by GP-ICPR.
ratio of inliers Dpsmean D
ps
std CRLB
inliers/total [cm] [cm] [cm]
GP-ICP · 2.2441 2.5501 ·
GP-ICPR 932/1394 = 67% 0.1216 1.4992 1.3094
Registration errors compared to the CRLB using two different methods
50.0% GP-ICP (Ayuthaya)
87.3% GP-ICPR (Ayuthaya)
Table 7.2: Top table shows the mean and standard deviation of the distance between
points and their corresponding surfaces using two methods, i.e GP-ICPR and GP-
ICPR. It also presents the ratio of inliers and the Cramer-Rao lower bound (CRLB) of
the registration errors estimated from Eq. 4.25. Note that neither the ratio of inliers
nor the CRLB is available in the case of GP-ICP. The bottom bar graph represents how
much the values of Dpsstd in two different proposed methods are close to the Cramer-Rao
lower bound of the registration error of these point clouds. For example, if it is 100%,
then the resultant registration error is as small as it can be, i.e. the CRLB.
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(a) A picture of the Ayuthaya buddha (b) Using the direct georeferencing method
(c) GP-ICP (d) GP-ICPR
Figure 7.2: Picture of the Ayuthaya Buddha statue and colour maps of the distance
between a point and its corresponding surface of the registered point cloud using three
methods: the direct georeferencing method, GP-ICP, and GP-ICPR.
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Figure 7.3: Estimated transformation parameters in the cases of GP-ICP and GP-
ICPR versus iteration.
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7.1.2 Agia Sanmarina Church
The Agia Sanmarina Church in Greece was scanned from nine different locations around
the church as shown in Figure 7.4. Seven of the point clouds were named after the
locations of the laser scanner, e.g. east or southeast. Two of the point clouds were
named crane1 and crane2 since they were scanned from a crane in order to capture
the top of the church. A schematic drawing (top view), a picture and the point clouds
before and after registration by GP-ICPR are presented in Figure 7.4. In addition, the
estimated transformation parameters and the absolute difference in the parameters in
the case of the four different methods: the direct georeferencing method, the Cyclone,
GP-ICP, and GP-ICPR, are presented in Appendix D.
Before proceeding further, it must be noted that, as stated in Section 1.2, this dis-
sertation aims to develop an automated registration algorithm for two point clouds, not
for multiple point clouds. Therefore, the nine point clouds from the Agia Sanmarina
church were registered incrementally, i.e. one by one, although, in principle, the regis-
trations of a set of multiple point clouds need to be performed simultaneously (Bergevin
et al., 1996; Rodrigues et al., 2002). Since the point clouds are incrementally registered,
the size of individual point cloud pairs is not important so long as every point cloud
pair shares at least 5% overlapping region.
As done with the Ayuthaya Buddha datasets, the colour map of the distance be-
tween a point and its local surface shown in Figures 7.5 and 7.6 will be first investigated.
No visible difference between three methods: the direct georeferencing method, Cyclone
software, and GP-ICP, is observed in the northwest side of the church, i.e. Figure 7.6.
However, on the south side of the church, a significant difference in Dps is observed as
shown in Figure 7.5. A significant bias toward or away from the south of the church is
clearly observed in the case of the direct georeferencing method. In addition, a smaller
bias than that obtained by the direct georeferencing method can be observed in the
case of Cyclone, although the distance from a point to its local surface in the problem
area is still in the order of centimetres. Furthermore, the estimated transformation
parameter errors in the Cyclone case introduce an extra bias toward or away from the
south of the church. However, in the case of GP-ICP, no visibly large bias is observed
as shown in Figures 7.6(e) and 7.6(f). Since the colour maps of Dps in the case of
GP-ICPR are not much different from those of GP-ICP, the colour maps of Dps in
the case of GP-ICPR are not plotted since only small differences were observed in the
colour maps of Dps.
Let us evaluate how much the estimated parameters of the four methods differ.
Although the absolute differences in the estimated parameters from different methods
are presented in Appendix D, as we are aware, this does not tell us anything important.
Therefore, using the Hotelling T 2 method as described in Appendix E, the differences
121
EXPERIMENT III : TERRESTRIAL LASER SCANNER DATA
(a) Schematic drawing (top view) (b) Southeast
(c) Before registration using GP-ICPR (d) After registration using GP-ICPR
Figure 7.4: Pictures of the Agia Sanmarina Church in Greece scanned by a Leica
HDS2500. The details of these point clouds can be found in Figure 3.1. (a) is a
schematic drawing of the church and (b) is the southeast side of the church. Before
and after the registration of the nine point clouds from the church are presented in (c)
and (d), respectively.
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in the estimated parameters for the four different methods: the direct georeferencing
method, Cyclone, GP-ICP, and GP-ICPR, are evaluated with the assumption that the
difference in the estimated parameters follows a Gaussian distribution and they are
listed in Table 7.3. Using this, these facts are found: the difference between the direct
georeferencing and GP-ICP is the largest and that between GP-ICPR and GP-ICP is
the smallest. That is why a visual difference in the colour maps of Dps is not observed
in the cases of GP-ICPR and GP-ICP.
Now let us investigate the registration errors of the registered point clouds by differ-
ent methods: the direct georeferencing method, Cyclone, GP-ICP, and GP-ICPR. For
the registration of point clouds, Cyclone first roughly registers the point clouds using
direct georeferencing information and then refines the registration using its own kind
of the ICP. Cyclone only provides its own definition of the registration error, called the
mean absolute error, over the entire registered point clouds. We can only guess that the
mean absolute error from Cyclone is the average absolute difference between the ob-
served, i.e. the selected points in a point cloud, and the corresponding points adjusted
by their algorithm for the registration of the point clouds. Cyclone’s mean absolute
error is about 1.5cm for the whole point clouds and, on the other hand, GP-ICPR’s
mean absolute error is about 0.3cm.
In the directly georeferenced case, Dpsmean and D
ps
std are in the order of centimetres,
which is why the same order of Dps, i.e. registration error, was observed in Figure 7.5.
From Table 7.4, it is also observed that Umeyama’s definition of the registration error,
i.e. Eq. 4.2, is very optimistic. DUmeyama in the case of the registration of the Greek
church is in the order of millimetres, i.e. smaller than half of a pixel. However, it is
clearly observed in the highlighted boxes in Figures 7.5(a) and 7.5(b) that the direct
georeferencing method provides neither precision nor accuracy as small as half a pixel.
From Table 7.5, the registration error of GP-ICPR, i.e Dpsmean or D
ps
std, is smaller
than that of GP-ICP and is larger than the Cramer-Rao lower bound of the registration
error of the point clouds. There is about 50% improvement in the closeness to the CRLB
of the registration error.
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(a) Directly georeferenced, southwest view (b) Directly georeferenced, south view
(c) Using Cyclone, southwest view (d) Using Cyclone, south view
(e) GP-ICP, southwest view (f) GP-ICP, south view
Figure 7.5: Distance from a point to its local surface, Dps, of the registered Agia San-
marina church data using three methods: the direct georeferencing method, Cyclone,
and GP-ICP. These are the southwest and south views of the church. A low change
of curvature region has been assigned white and the same threshold value for all three
different methods is used.
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(a) Directly georeferenced, northwest view (b) Directly geoferenced, north view
(c) Using Cyclone, northwest view (d) Using Cyclone, north view
(e) GP-ICP, northwest view (f) GP-ICP, north view
Figure 7.6: Distance from a point to its local surface, Dps, of the registered Agia San-
marina church data using three methods: the direct georeferencing method, Cyclone,
and GP-ICP. These are the northwest and north views of the church. A low change
of curvature region has been assigned white and the same threshold value for all three
different methods is used.
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dω [degree] dφ [degree] dκ [degree]
δCyclone p 0.27× 10−3 ± 0.40 −0.98× 10−2 ± 0.11 0.78× 10−1 ± 0.63
δdirect p -0.44 ± 5.45 −0.84× 10−2 ± 0.27 0.51 ± 5.29
δRANSAC p −0.27× 10−2 ± 0.19 0.22× 10−2 ± 0.042 −0.44× 10−1 ± 0.13
dx dy dz
[cm] [cm] [cm]
δCyclone p -0.71 ± 3.85 -1.46 ± 9.39 -0.22 ± 3.92
δdirect p -1.00 ± 8.31 -1.88 ± 18.24 0.06 ± 3.78
δRANSAC p -0.06 ± 1.30 -0.11 ± 2.6 0.57 ± 1.10
Table 7.3: Difference in the estimated parameters by three other methods, i.e. the
direct georeferencing method, Cyclone, and GP-ICPR, from GP-ICP using Hotelling
T 2 method with 95% confidence level as presented in Appendix E. δCyclone p and
δdirect p represent the differences in the estimated parameters by Cyclone and the direct
georeferencing information from that of GP-ICP, respectively. In addition, δRANSAC p
is the difference between the estimated parameters from GP-ICP and GP-ICPR.
Direct
Georeferencing
registration DUmeyama Dppmean D
pp
std
error [cm] [cm] [cm]
northeast 0.11 1.69 2.92
southeast 0.03 1.38 2.38
south 0.01 0.76 1.34
southwest 0.31 3.42 5.66
west 0.12 1.88 3.23
northwest 0.07 1.86 3.17
north 0.01 0.71 1.25
crane1 0.02 1.32 2.30
crane2 0.03 1.68 2.89
mean 0.08 1.63 2.79
Table 7.4: Registration errors of the point clouds from the Agia Sanmarina church
using the direct georeferencing method. Umeyama’s definition of the minimum regis-
tration error, DUmeyama, was described in Eq. 4.2.
126
EXPERIMENT III : TERRESTRIAL LASER SCANNER DATA
GP-ICP GP-ICPR
registration Dpsmean D
ps
std ratio of inliers D
ps
mean D
ps
std CRLB
error [cm] [cm] inliers/total [cm] [cm] [cm]
northeast 0.40 0.51 1059/2000 = 53% 0.010 0.28 0.22
southeast 0.37 0.47 1114/2000 = 56% 0.013 0.27 0.23
south 0.58 1.00 986/1803 = 55% 0.0064 0.25 0.21
southwest 0.42 0.71 1355/2000 = 68% 0.0059 0.26 0.23
west 0.79 1.3 321/672 = 48% 0.024 0.19 0.17
northwest 0.52 0.92 561/849 = 66% 0.0013 0.29 0.23
north 0.58 1.00 517/896 = 58% 0.0035 0.23 0.19
crane1 0.32 0.38 1045/2000 = 52% 0.0078 0.26 0.21
crane2 0.59 0.86 875/1324 = 66% 0.0046 0.26 0.21
mean 0.51 0.79 58% 0.0085 0.25 0.21
Registration errors compared to the CRLB using two different methods
44.0% GP-ICP (northeast)
80.1% GP-ICPR (northeast)
48.6% GP-ICP (southeast)
85.1% GP-ICPR (southeast)
20.9% GP-ICP (south)
82.0% GP-ICPR (south)
33.2% GP-ICP (southwest)
90.1% GP-ICPR (southwest)
13.7% GP-ICP (west)
93.4% GP-ICPR (west)
25.0% GP-ICP (northwest)
80.3% GP-ICPR (northwest)
18.7% GP-ICP (north)
80.2% GP-ICPR (north)
55.9% GP-ICP (crane1)
83.0% GP-ICPR (crane1)
25.5% GP-ICP (crane2)
82.9% GP-ICPR (crane2)
Table 7.5: Top table shows the mean and standard deviation of the distance between
points and their corresponding surfaces using two methods: GP-ICP and GP-ICPR.
It also presents the ratio of inliers and the Cramer-Rao lower bound (CRLB) of the
registration errors estimated from Eq. 4.25. Note that neither the ratio of inliers nor
the CRLB is available in the case of GP-ICP. The bottom bar graph represents how
much the values of Dpsstd in two different proposed methods, are close to the Cramer-Rao
lower bound of the registration error of these point clouds. For example, if it is 100%,
then the resultant registration error is as small as it can be, i.e. the CRLB.
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7.2 Convergence region
In this section, the convergence region of GP-ICPR with terrestrial laser scanner data
will be evaluated. The scope of the test is the same as that for the close-range laser
scanner data described in Section 6.2. A rotational convergence region of a set of
point clouds with a registration algorithm is dependent on both its relative translation
and T iter=0distance. The convergence region of terrestrial laser scanner data is especially
dependent on T iter=0distance since a terrestrial laser scanner measures physically larger objects
than a close-range laser scanner. In other words, the point clouds from terrestrial laser
scanners usually require a much larger T iter=0distance for the same relative rotation angle
than close-range scanner datasets. Therefore, it is more difficult to properly find the
convergence region of a registration method. Note that T iter=0distance is again changed from
a maximum value of a test point cloud to zero with an increment of 5 cm. If a required
T iter=0distance is changed greater than the current test T
iter=0
distance, then the required T
iter=0
distance can
never be found unless manually changed, i.e. to set a new and larger maximum value.
Therefore, the results in this section must be regarded as the rotational convergence
region for terrestrial laser scanners with a fixed maximum T iter=0distance. In fact, this has
been true for all the convergence region tests in this dissertation.
The results of the convergence test are presented in Figures 7.7 and 7.8. Note that
the positive direction of the rotation around the y axis is counter-clockwise around the
axis of the test rotation as shown in Figure 7.9. For the case of the registration of
the east and the northeast clouds, the rotation convergence region is about −50◦ <
Rconvergence < 20◦ with no relative translation. In addition, in presence of the relative
translation, it is observed that the rotational convergence region is reduced and shifted
to the positive direction of the rotation by an amount in the order of 5◦. In the case of
the registration of the east and the southeast clouds, about −10◦ < Rconvergence < 45◦
to be the rotational convergence region is observed, with no relative translation. In the
presence of relative translations, the shift of the rotational convergence region is also
observed, although the absolute size of the rotational convergence region is about the
same as in the case of no relative translation.
Figure 7.8 shows that a very rough estimation of the required T iter=0distance is only
required for the proper registration of a set of point clouds. For example, as shown
in Figure 7.8(a), 8m and 7m were used for T iter=0distance over the entire convergence region
in cases both with and without relative translation for the registration of the east
and the northeast point clouds. Even if the absolute size of the rotation convergence
region of the registration of terrestrial laser scanner data is large enough for practical
applications, an asymmetry in the rotational convergence region is still observed as
seen in Section 6.2 for close-range laser scanner data.
Let us try to explain the cause of this asymmetry in the rotational convergence
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(a) East and northeast (b) East and southeast
Figure 7.7: Registration errors, Dps, for the convergence region test of GP-ICPR with
the Agia Sanmarina church data. Large and small translations are [dx, dy, dz] = [0.5m,
0.5m, 1.0m] and [0.1m, 0.1m, 0.1m], respectively. The northeast of the Agia Sanmarina
church was rotated around the y axis which is about the surface normal of the ground.
(a) Initial threshold for distance (b) Initial threshold for distance
Figure 7.8: Initial threshold for distance, T iter=0distance, for the convergence region test of
GP-ICPR with the Agia Sanmarina church data. A large and small translations are
[dx, dy, dz] = [0.5m, 0.5m, 1.0m] and [0.1m, 0.1m, 0.1m], respectively. The northeast
of the Agia Sanmarina church was rotated around the y axis which is approximately
the surface normal of the ground.
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region. The top and side views of the parts of the Agia Sanmarina church data are
presented in Figure 7.9. Note that region A1 in the green is the corresponding region
of A2 in the red. In Figures 7.9(a) and 7.9(c), the northeast of the church is rotated by
−50◦ around the y axis, i.e. the axis of the test rotation, and also translated [dx, dy,
dz] = [0.5m, 0.5m, 1.0m], i.e. the large translation in Figure 7.7. This transformation is
one of the limits of the convergence region as shown in Figure 7.7(a). It is observed that
region B1 of the church is the closer region to region A2 than its true corresponding
region, i.e. A1. In addition, the geometric shape of region B1 is very similar with region
A1 and furthermore to reach region A1, we need to go through region C1, which has
a similar shape but a different scale. In the case of the east and the southeast clouds
presented in Figures 7.9(b) and 7.9(d), the latter is rotated around y axis by −15◦ and
again translated by [0.5m, 0.5m, 1.0m]. Note that this transformation is also a limit
of the convergence region between the east and the southeast of the church as shown
in Figure 7.7(b). In this case, a smaller rotation convergence limit is achieved with the
same translation because region A2 is much closer to region C1 than A1. Therefore
GP-ICPR is likely to find a possible corresponding set of region A2 in region C1 rather
than A1.
7.3 Summary
The precision of GP-ICPR was found to be better than that of GP-ICP and Cyclone as
shown in Tables 7.4 and 7.5. Registration accuracy was analytically evaluated using the
colour maps of the change of curvature from the registered point clouds by four different
methods, i.e. the direct georeferencing method, a commercial software: Cyclone, GP-
ICP and GP-ICPR. It was found that the results of GP-ICP and GP-ICPR were much
closer to the truth than those of the other methods. Furthermore, the differences in the
estimated relative transformation parameters from the four registration methods were
evaluated using the Hotelling T 2 method. It was also shown that the results of GP-ICP
and GP-ICPR are much closer to each other than the results from the other methods.
In addition, the rotational convergence region of GP-ICPR was also in the order of
10◦ as shown in Figure 7.7. Therefore, it is concluded that relative transformation
parameters estimated by GP-ICPR and GP-ICP are more precise and accurate than
those by both the direct georeferencing method and Cyclone software.
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(a) East and northeast, top view (b) East and southeast, top view
(c) East and northeast, side view (d) East and southeast, side view
Figure 7.9: Top and side views of the Agia Sanmarina church data for the convergence
region test in the case of the large translation, i.e. [dx, dy, dz] = [0.5m, 0.5m, 1.0m].
Green is the east of the church. The red point clouds in (a) and (b) are the northeast
and the southeast of the church, respectively.
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Chapter 8
Conclusions and future directions
This dissertation has presented two automated methods for the registration of two
partially overlapping point clouds, named the Geometric Primitive Iterative Closest
Point (GP-ICP) and the Geometric Primitive ICP with the RANSAC (GP-ICPR),
respectively. These methods use geometric primitives such as surface normal vectors
and the change of geometric curvature, neighbourhood search, the position uncertainty
of a laser scanner, and the RANSAC (Random Sample Consensus) procedure.
8.1 Summary of the thesis
As summarised by Chen et al. (1999) and stated in Section 1.2, the limitations of
the existing automated registration methods, i.e. the ICP and its variants, can be
listed as follows: inability to produce an evaluation of the accuracy of the estimated
transformation, necessity of a good initial alignment, and requirement of sufficient
local features, i.e. geometric primitives. This thesis produced solutions to overcome
these limitations. First, a method for evaluating the accuracy of the estimated relative
transformation was presented in Chapter 3 and Sections 4.4 and 4.6. Second, the GP-
ICP and the GP-ICPR minimised the necessity of a good initial alignment as shown in
Sections 5.3, 6.2 and 7.2. Third, the GP-ICP and GP-ICPR were found to provide a
solution for the requirement of sufficient local features of the ICP and its variants by
testing with several datasets which had different amounts of geometrically distinctive
features (Chapters 5 - 7).
In addition, the GP-ICP and the GP-ICPR provided a larger rotational convergence
region, in the order of 10◦, for real data using the geometric primitives estimated by
a point and its neighbourhood. As stated in Section 1.2, this rotational convergence
region is large enough for practical applications. Both the position uncertainty and a
lower bound of variance in the measurement by a laser scanner were explicitly expressed
in Chapter 3 and Section 4.4, respectively. Furthermore, this position uncertainty of
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measurement by laser scanners was utilised in order to improve the precision of the
registration error and also to provide an evaluation of the accuracy of the estimated
transformation parameters.
As shown with simulated datasets in Table 5.10, the GP-ICPR was found to improve
the precision of the GP-ICP by as much as a factor of 5 in the presence of the noise
described in Chapter 3. Since the precision of GP-ICP is similar to that of the ICP or
its variants, it can be claimed that the precision of the GP-ICPR is better than that of
either the ICP or its variants.
In Chapter 6, the precision of the registration error of a set of close-range scanner
data from the Stanford 3D scanning repository (Stanford Computer Graphic Labo-
ratory, 2006) was evaluated and parameters estimated by the GP-ICP were directly
compared with those from the Stanford method, i.e. Turk and Levoy’s (1994) method.
The colour maps of the change of curvature defined in Eq. 4.22 were utilised as a
method for evaluating of the accuracy of registrations by the GP-ICP and the Stanford
method. In addition, the rotational convergence region of the GP-ICP was in the order
of 10◦ with close-range scanner data as shown in Figure 6.8.
In cases of terrestrial laser scanner data, the precision of registration error improved
by the GP-ICPR by up to a factor of 5 compared with the GP-ICP, the ICP, and its
variants as shown in Table 7.5. It was also found that the results of the GP-ICP
and the GP-ICPR were much closer to the truth than those of the other methods
such as direct georeferencing and a commercial software Cyclone (Version 5.0), using
the colour maps of the change of curvature from the registered point clouds and the
proposed statistical test presented in Section 4.6. Furthermore, the differences in the
transformation parameters estimated from the four different registration methods were
evaluated using the Hotelling T 2 method described in Appendix E with the assumption
that the difference in the estimated parameters follows a Gaussian distribution. It was
shown that the results of the GP-ICP and GP-ICPR were much closer to each other
than those of the other methods. With the terrestrial scanner datasets, the rotational
convergence region of the GP-ICPR was in the order of 10◦ as shown in Figure 7.7.
8.2 Conclusion
The GP-ICP and the GP-ICPR methods provide both a large rotational convergence
region and an acceptable size of translational convergence region as shown from the ex-
tensive tests with simulated data and the datasets from close-range and terrestrial laser
scanners. In addition, an explicit expression of the position uncertainty in the mea-
surement by laser scanners provides a lower bound for the registration error between
point clouds and produces a criterion to remove outliers for the RANSAC procedure.
Furthermore, the lower bound of the registration error estimated by the position un-
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certainty of measurement by laser scanners provides an evaluation of the accuracy of
the estimated parameters, which is an important criterion to terminate the GP-ICPR
with the assurance that the solution is close to the truth.
8.3 Future directions
Although the GP-ICP and the GP-ICPR provided a much larger rotation convergence
region than the existing registration methods, they did not produce a large translational
convergence region, e.g. in the order of a metre. A method of finding correspondence
in a hyper-space such as the extended Gaussian image method (Horn, 1984; Dold,
2005) rather than the spatial domain can increase the size of the convergence region by
providing a good initial alignment for point clouds.
Although, as stated in Section 1.2, an evaluation of the efficiency of the GP-ICP and
the GP-ICPR is not one of the objectives in this dissertation, a fast nearest neighbour-
hood search algorithm could improve the execution time of the GP-ICP, the GP-ICPR,
or any other ICP variant. Therefore, development of such an algorithm is an important
further research area, especially for terrestrial laser scanner data. The execution time
of a registration algorithm could also be improved by introducing a fast method for re-
sampling as well. Although a method for resampling was developed in this dissertation
using the position uncertainty of Chapter 3 in conjunction with a clustering method
such as Pauly et al. (2002), there is room for improvement, such as developing a method
for selecting a threshold value for the size or number of points of allowed clusters.
An explicit expression of the position uncertainty, which was utilised both to im-
prove precision and to provide an evaluation of accuracy, can be used for other appli-
cations such as error analysis for laser scanners for the measurement of spherical or
cylindrical objects. For example, this position uncertainty can produce a validation
method for an estimation process such as determining the centre of spherical targets
or the radius of cylindrical objects.
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Appendix A
Representation of rotation
In this section, a matrix representation of rotation is introduced for reference. One can
find further discussion in Haralick and Shapiro (1993, p. 127), Atkinson (1996) or Wolf
and Dewitt (1999). The Euler representation of rotation is used throughout the thesis,
although there are many alternative representations such as quaternions or Rodrigues
notation. Let ω, φ, and κ be the rotation angles around x, y, and z axes, respectively.
Then the rotation matrices around the axes, R(·), are defined as follows:
R(ω) =
1 0 00 cosω sinω
0 − sinω cosω

R(φ) =
cosφ 0 − sinφ0 1 0
sinφ 0 cosφ

and
R(κ) =
 cosκ sinκ 0− sinκ cosκ 0
0 0 1
 .
In a similar manner, a general rotation matrix in three dimensional space, R (ω, φ, κ),
is defined
R (ω, φ, κ) = R(κ)R(φ)R(ω) = cosφ cosκ sinω sinφ cosκ+ cosω sinκ − cosω sinφ cosκ+ sinω sinκ− cosφ sinκ − sinω sinφ sinκ+ cosω cosκ cosω sinφ cosκ+ sinω cosκ
sinφ − sinω cosφ cosω cosφ
 .
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Cramer-Rao lower bound for a
scalar parameter
In this section, the Cramer-Rao lower bound (CRLB) for an unbiased scalar estimator
is revisited. The Cramer-Rao lower bound is a well established fact in statistics or signal
processing. However, it not well informed in the research related with point clouds from
range sensors. One may refer to Rao (1973, Ch. 5), Mardia et al. (1979, Ch. 4), Kay
(1993, Ch. 3), Kanatani (1996, Ch. 3) and Batalama and Kazakos (1997) for further
discussion. In addition, as more discussion on some technical terms, e.g. the Fisher
information, can be obtained from the references listed above, no further explanation of
these technical terms related with the Cramer-Rao lower bound is included here. Note
that the sole reason of proving the Cramer-Rao lower bound herein is to throughly
understand the meaning of Eq. B.13 which is the CRLB for a scalar parameter and the
key equation of the evaluation of the CRLB of measurement by laser scanners.
Suppose there is a set of data, X = x1 . . . xn parameterised by θ:
xi = g(θ) + i, (B.1)
where i ∼ P (xi=1...n; θ), g(θ) is known as an estimator function which depends on
the problem in question and let P (xi=1...n; θ) be the probability density function of X.
Simply speaking, i is noise of datum xi and g(θ) is a kind of function to fit the data,
e.g. a first order polynomial or sine function. We would like to find the estimator
function of X which provides an unbiased estimate of the parameter, θˆ, as
θˆ = g(X = {xi=1 . . . xn}).
If the independence of the probability density functions is assumed, then the likelihood
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function of the data is
L(X; θ) =
n∏
i=1
P (xi; θ)
and the log-likelihood function is
l(X; θ) = lnL(X; θ) =
n∑
i=1
lnP (xi; θ).
From these likelihood functions, the score function is defined as
s(X; θ) =
∂
∂θ
l(X; θ) =
∂
∂θ
n∑
i=1
lnP (xi; θ) =
n∑
i=1
∂
∂θ
lnP (xi; θ). (B.2)
In addition, the Fisher information, F(θ), is defined as
F(θ) = V (s) = E(s2) =
n∑
i=1
E
[(
∂
∂θ
lnP (xi; θ)
)2]
(B.3)
=
n∑
i=1
∫ (
∂
∂θ
lnP (xi; θ)
)2
P (xi; θ) dxi, (B.4)
where V (·) and E(·) are the variance and expectation operators with respect to P (xi; θ),
respectively.
Theorem B.1. For the case of Eq. B.1, it is assumed that P (xi; θ) satisfies the regu-
larity condition as follow
E [s(X; θ)] =
n∑
i=1
E
[
∂
∂θ
lnP (xi; θ)
]
= 0 (B.5)
for all θ. Then the variance of any unbiased estimator, θˆ, must satisfy
V (θˆ) ≥
(
∂
∂ g(θ)
)2
−∑ni=1E [ ∂2∂θ2 lnP (xi; θ)] . (B.6)
Furthermore, an unbiased estimator, which has the lower bound for all θ, can be found
if and only if
n∑
i=1
∂
∂θ
lnP (xi; θ) =
(
∂g(θ)
∂θ
)−1
F(θ)
(
θˆ − g(θ)
)
. (B.7)
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Proof. First we examine the regularity condition
E [s(X; θ)] =
n∑
i=1
E
[
∂
∂θ
lnP (xi; θ)
]
=
n∑
i=1
∫ [
∂
∂θ
lnP (xi; θ)
]
P (xi; θ)dxi
=
n∑
i=1
∫ [
∂
∂θ
P (xi; θ)
]
dxi
If the order of differentiation and integration may be interchangeable, i.e. the derivative
of the p.d.f. is well defined, then the above equation satisfies
n∑
i=1
∫ [
∂
∂θ
P (xi; θ)
]
dxi =
n∑
i=1
∂
∂θ
∫
P (xi; θ)dxi = 0
since the integral of P (xi; θ) is one, i.e. a constant. This condition is well satisfied with
an exponential type p.d.f., e.g. a Gaussian (Kay, 1993). This is not true if the p.d.f. is
a uniform, e.g. a boxcar, function.
In subsequent equation the summation symbol will be dropped. For example,
P (xi; θ) is
∑max(i)
min(i) P (xi; θ). An unbiased estimator, θˆ, must satisfy that
E(θˆ) =
∫
θˆP (xi; θ)dxi = g(θ) (B.8)
Its partial differentiation with respect to θ is given as∫
θˆ
∂
∂θ
P (xi; θ)dxi =
∂g(θ)
∂θ
,
and, using the regularity condition, we can obtain∫
(θˆ − g(θ))
[
∂
∂θ
lnP (xi; θ)
]
P (xi; θ)dxi =
∂g(θ)
∂θ
.
Applying the Cauchy-Schwartz inequality (Arfken, 1995, p. 569), this yields[
∂g(θ)
∂θ
]2
≤
∫
(θˆ − g(θ))2P (xi; θ)dxi
∫ [
∂
∂θ
lnP (xi; θ)
]2
P (xi; θ)dxi
or
V (θˆ) =
∫
(θˆ − g(θ))2P (xi; θ)dxi ≥
[
∂g(θ)
∂θ
]2
∫ [
∂
∂θ lnP (xi; θ)
]2
P (xi; θ)dxi
. (B.9)
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The Cramer-Rao lower bound, Eq. B.9, can be rewritten as
∴ V (θˆ) ≥
[
∂g(θ)
∂θ
]2
−E
[
∂2
∂θ2
lnP (xi; θ)
] (B.10)
since
E
[(
∂
∂θ
lnP (xi; θ)
)2]
= −E
[
∂2
∂θ2
lnP (xi; θ)
]
. (B.11)
We have proved the Cramer-Rao lower bound for a scalar parameter. Now the condition
for the equality of CRLB can be given as from the Cauchy-Schwartz inequality,
∂
∂θ
lnP (xi; θ) = c(θ)(θˆ − g(θ))
where c(θ) is a function of θ. Differentiate this and we can obtain
∂2
∂θ2
lnP (xi; θ) =
∂c(θ)
∂θ
(θˆ − g(θ))− ∂g(θ)
∂θ
c(θ)
E
[
∂2
∂θ2
lnP (xi; θ)
]
= −∂g(θ)
∂θ
c(θ)
since E
(
θˆ − g (θ)
)
= 0. Then using Eq. B.11, we can prove Eq B.7 by
c(θ) = (
∂g(θ)
∂θ
)−1E
[
∂
∂θ
lnP (xi; θ)
]
= (
∂g(θ)
∂θ
)−1F(θ)
∴ ∂
∂θ
lnP (xi; θ) = (
∂g(θ)
∂θ
)−1F(θ)(θˆ − g(θ))
If g(θ) = θ and P (xi=1...n; θ) is a Gaussian with variance σ2i , then Theorem B.1 can
be expressed as follows.
Theorem B.2. Suppose we have a set of data, X = x1 . . . xn, and it is a function of
an unknown scalar parameter θ as
xi = θ + i,
where
i ∼ P (xi=1...n; θ) = 1√
2piσ2i
exp
[
− 1
2σ2i
(xi − θ)2
]
.
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In addition, it is assumed that P (xi; θ) satisfied the regularity condition
E [s(X; θ)] =
n∑
i=1
E
[
∂
∂θ
lnP (xi; θ)
]
= 0, (B.12)
for all θ. Then the variance of any unbiased estimator, θˆ, must satisfy
V (θˆ) ≥ 1
−∑ni=1E [ ∂2∂θ2 lnP (xi; θ)] =
1∑n
i=1
1
σ2i
. (B.13)
An unbiased estimator, which have the lower bound for all θ, can be found if and only
if
n∑
i=1
∂
∂θ
lnP (xi; θ) = F(θ)(θˆ − θ). (B.14)
Theorem B.2 is a simple extension of Theorem B.1 so it is presented without proof.
It has several properties as follows:
• Unbiased estimator, θˆ, satisfies
n∑
i=1
1
σ2i
(xi − θˆ) = 0 (B.15)
and therefore the unbiased estimator in this case always satisfies the regularity
condition. If σ2i is a constant within the data, i.e. xi, then
θˆ =
1
n
n∑
i=1
xi. (B.16)
• The Fisher information is given as
F(θ) =
n∑
i=1
1
σ2i
. (B.17)
Again if σ2i is a constant, σ
2, within the data, then
F(θ) =
N
σ2
.
so the CRLB in this case is given as
V (θˆ) =
1
F(θ)
=
σ2
N
. (B.18)
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Appendix C
Preprocessing procedures for raw
point clouds from laser scanners
In this section, several preprocessing procedures for raw point clouds from laser scanner
will be proposed. These methods are not necessary procedures for the proposed regis-
tration method. However, they may help to reduce either iterations or execution time.
It must be noted that the effects of only some threshold values of these preprocessing
procedures are quantified or analysed in this section.
Using the change of curvature defined in Section 4.3.2, a group of high curvature
points can be detected, i.e. edge points. These edge points provide initial information
for many applications using point clouds from laser scanners, e.g. automated feature
extraction. Of course, edge points are also useful for the registration of point clouds
since there is a better probability to obtain reliable correspondence from a pool of the
edge points than that of low curvature points. As an application of the edge detection
method, an algorithm for tree detection will be introduced in this section. This is useful
for terrestrial laser scanners, which are often utilised for outdoor applications. For the
registration or feature extraction of these data, a routine for removing unwanted data
is important in terms of robustness and correctness.
However, it must be noted that the proposed algorithm for tree detection does not
utilise colour or intensity information from either a laser scanner or a photogrammetric
instrument. Therefore, this algorithm must be regarded as a preprocessing technique
for the registration or feature extraction of laser scanner data.
C.1 Edge detection
A simple fact that edge and corner points have higher curvature than other points is
used as a basis for the proposed edge detection algorithm. Let Edge or not(pi) be a
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boolean flag which indicates whether or not pi is on edge. It can be simply defined as
Edge or not(pi) =
{
TRUE if Mcc(pi) > Tedge
FALSE if Mcc(pi) ≤ Tedge
where Tedge is a threshold set by the users. 〈Mcc(pi)〉 + 〈Mcc(pi)〉std has been used as
Tedge where 〈Mcc(pi)〉 and 〈Mcc(pi)〉std are the mean and standard deviation of changes
of curvature in the point cloud, respectively.
(a) Point cloud of a building (b) Edge and boundary points
Figure C.1: (a) Point cloud of a building scanned with a Riegl LMS-Z210. The size of
the point cloud is (L,W,H) ' (17.0m, 10.0m, 16.0m). The density of the point cloud
defined by the average distance of a point from its neighbour points is about 11cm
which is larger than expected, since there are many empty spaces, e.g. windows in the
building. (b) Detected edge and boundary points are respectively denoted by red and
blue.
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C.2 Boundary point detection
Boundary points also provide useful information as shown by the blue points in Fig-
ure C.3. A boundary point detection method based on the angle between a point and its
neighbour points will be introduced. In three-dimensional space, the sum of the angles
between a point and its neighbour points is not 2pi. Consequently, the angles between
points in three-dimensional space is not an useful indicator of boundary points. To
overcome this problem, every point in a local neighbourhood is projected onto a plane
formed by the point and its neighbour points. Note that this is a local, not global, pro-
jection. Suppose pi and pneighbour{j,pi} are the projected points of pi and pneighbour{j,pi}
and the dimension of pi is two in the case of three-dimensional point clouds as shown in
Figure C.2. In other words, pi is the projected, local, and two-dimensional coordinate
that is represented by eˆ1 and eˆ2 of COV(pi). Let ϕ(pneighbour{1,pi}, pneighbour{j,pi}) be
the angle between pneighbour{1,pi}, pi, and pneighbour{j,pi} and let Boundary or not(pi)
be a boolean flag which indicates whether pi is boundary or not. A brief description of
the proposed algorithm is given in Algorithm 4.
Figure C.2: pi and pi are black and green, respectively. Note that pi and pi are a
query point and its projected point in the plane whose normal vector is eˆ0, respectively.
pneighbour{j,pi} and pneighbour{j,pi} are represented blue and red, respectively. Also note
that pneighbour{j,pi} and pneighbour{j,pi} the jth neighbour point of the query point and
its projected point, respectively.
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(a) (b)
(c) (d)
Figure C.3: (a) Point clouds of the Ayuthaya Buddha statue in Thailand (back)
(b) Point cloud of the Buddha statue (top) (c) edge and boundary of the point cloud
(back) (d) edge and boundary of the point cloud (top) The size of the point cloud is
(L,W,H) ' (6.0m, 8.0m, 4.0m). The density of the point cloud that is defined by
the average distance of a point from its neighbour points is about 4cm. Red and blue
represent edge and boundary points, respectively.
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Algorithm 4 Boundary points detection algorithm
1: for i = 1 to i = Numberofpointcloud do
2: Assign the initial index on the neighbour points of pi based on the distances from
it.
3: Select a starting point, e.g. point 1 in Figure 4.2.
4: Calculate ϕ(pneighbour{1,pi}, pneighbour{j,pi}) where j = 2 · · · k.
5: Assign the new indices to pneighbour{j,pi} by ϕ(pneighbour{1,pi}, pneighbour{j,pi}) as
shown in Figure 4.2-(a).
6: Calculate the angle between the closest neighbour points based on the
newly assigned indices, i.e. ϕ(pneighbour{1,pi}, pneighbour{2,pi}), ϕ(pneighbour{2,pi},
pneighbour{3,pi}), and so on.
7:
Boundary or not(pi) ={
TRUE if MAX(ϕ(pneighbour{j,pi}, pneighbour{j+1,pi})) > Tboundary
FALSE if MAX(ϕ(pneighbour{j,pi}, pneighbour{j+1,pi})) ≤ Tboundary
where j = 1 · · · k and if j = k, then j + 1 = 1. MAX(b) is the maximum of the
array of scalar b.
8: end for
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C.3 Tree detection using the change of curvature
In this section, an algorithm for tree detection in a point cloud from laser scanners will
be introduced as an application of edge detection. This can be used as a preprocessing
method for the registration of point clouds since points in trees may have a larger
position error than that in other objects, e.g. buildings. The proposed algorithm is
a region-growing method and utilises the fact that trees have a higher curvature than
man-made objects. It must be noted that the proposed method for tree detection is
a preprocessing procedure for the registration of point clouds in order to avoid the
unnecessary execution time for searching corresponding points. Therefore, I do not
quantify the success rate of the proposed method for tree detection but empirically
and visually show its effectiveness. In addition, the ground is assumed to be already
detected. As shown in Figure C.4-(a), a large portion of higher curvature points are
on the trees. However, structures other than trees also have higher curvature points so
they need to be detected. To filter out the points on man-made objects, the percentage
of edges in the neighbourhood, Tinitial filter, is used. For the sake of a more strict
filtering condition, other kinds of thresholds may be used such as the percentage of
high curvature points in the neighbourhood and the direction of a surface normal vector
compared with the surface normal vector of the ground.
(a) Side view (b) Side view
Figure C.4: Tree detection within a point cloud. The size of the point cloud is
(L,W,H) ' (45.0m, 30.0m, 18.0m) and the density of the point cloud is about 13cm.
(a) Red points have higher curvature than white ones. (b) Green points are detected
trees. This was scanned with a Riegl LMS-Z210.
First points on the trees need to be detected and used as seed points for region
growing. A realistic and reasonable termination criterion for region growing is critical
and the percentage of edges, τ(pi), in the neighbourhood, which is used as the thresh-
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old, Tregion growing. Let SEED be a seed point and also let pregion growing{j,SEED}
and nregion growing be the jth and the number of neighbourhood of SEED for region-
growing, respectively. In addition, let Tree or not(pi) andGround or not(pi) be boolean
flags for tree and ground, respectively. A brief description of the proposed algorithm is
given in Algorithm 5. Results of tree detection are displayed in Figures C.4 and C.5.
Tinitial filter and Tregion growing were set as 0.10 and 0.95, respectively.
It is important to choose an optimal Tinitial filter. It depends mainly on the geo-
metric shape of man-made objects and the density of the point cloud. In other words,
it is difficult to express Tinitial filter in an explicit form, although 0.10 has been used as
Tinitial filter without problem as shown in Figures C.4 and C.5. Radiometric informa-
tion, e.g. the NDVI (Normalized Difference Vegetation Index), may be used in order to
reinforce this method by filtering out the higher curvature points on man-made objects.
Incorrect tree detection is found in the top-right side of Figure C.5 which is caused by
low point density in the region. The spatial density of a point cloud is inversely propor-
tional to the nominal distance from the scanner. If the spatial density of a point cloud
is too low, i.e. an insufficient number of points represent the surface of objects, then
good estimates of the normal vector and change of curvature are difficult to obtain and
thus incorrect tree detection may result.
Algorithm 5 Tree detection algorithm
1: Detect edge points as explained in Section C.1 and let their Tree or not() be TRUE.
2: for i = 1 to i = Numberofpointcloud do
3: if τ(pi) ≤ Tinitial filter then
4: Tree or not(pi) = FALSE.
5: end if
6: end for
7: for i = 1 to i = Numberofpointcloud do
8: SEED = pi
9: repeat
10: Tree or not(pregion growing{j,SEED}) = TRUE, j = 1 · · ·nregion growing
11: SEED ← the closest point to the ground among pregion growing{j,SEED}
12: until Ground or not(SEED) 6= FALSE AND τ(SEED) ≤ Tregion growing
13: end for
155
PREPROCESSING PROCEDURES FOR RAW POINT CLOUDS FROM LASER
SCANNERS
(a) Top view (b) Zoomed top view
Figure C.5: Tree detection. The size of the point cloud is (L,W,H) ' (110.0m,
120.0m, 23.0m) and the density of the point cloud is about 0.10m. (a) Red points have
higher curvature than white ones. Green points are detected trees. (b) The part of (a)
is magnified. These point clouds were scanned with a Mensi GS200 (Mensi, 2006).
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Estimated transformation
parameters of the Agia
Sanmarina church datasets using
four different methods
ω φ κ x y z
[degree] [degree] [degree] [m] [m] [m]
northeast 5.2348 42.5217 -9.2648 15.6092 -0.3940 -2.1943
southeast 1.7733 -28.5439 4.9421 -12.1713 -0.0750 0.7681
south 16.0144 -66.0504 21.2193 -21.8109 -1.8719 -13.1771
southwest 166.5090 -65.8329 176.2946 -23.1611 -2.9780 -31.9504
west 174.8801 -13.5084 -179.6002 -6.5053 -3.9809 -43.7694
northwest 169.9493 23.5739 -177.7773 9.5302 -5.0149 -49.6184
north 163.3609 88.6154 183.5745 18.4227 -1.9446 -20.6847
crane1 -30.1376 55.3583 20.2144 14.1157 6.3386 -9.8567
crane2 -20.1909 -34.0563 -5.7680 -12.8165 7.3489 -3.2605
Table D.1: Using the direct georeferencing method
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ω φ κ x y z
[degree] [degree] [degree] [m] [m] [m]
northeast 5.2084 42.5260 -9.1781 15.6110 -0.3800 -2.1950
southeast 1.8632 -28.5569 5.0269 -12.1740 -0.1020 0.7630
south 16.1080 -66.0712 21.2994 -21.8090 -1.8790 -13.1860
southwest 166.2199 -65.7700 176.0294 -23.1430 -3.0180 -31.9570
west 174.9543 -13.4983 -179.7258 -6.4930 -3.9570 -43.7770
northwest 170.0068 23.6248 -177.8590 9.5510 -4.9780 -49.6150
north 167.3256 88.6397 179.6328 18.4250 -1.9070 -20.6870
crane1 -30.3202 55.2826 20.4302 14.0990 6.3760 -9.8560
crane2 -20.0202 -34.1123 -5.6648 -12.8290 7.3100 -3.2580
Table D.2: Using Cyclone
ω φ κ x y z
[degree] [degree] [degree] [m] [m] [m]
northeast 5.2066 42.5293 -9.1077 15.6144 -0.3845 -2.1981
southeast 1.8421 -28.5486 5.0304 -12.1673 -0.0963 0.7672
south 16.1661 -66.0764 21.2756 -21.8038 -1.8800 -13.1864
southwest 166.0686 -65.7628 175.5593 -23.1379 -3.0263 -31.9498
west 175.0059 -13.4713 -179.8025 -6.4807 -3.9242 -43.7650
northwest 170.1063 23.6703 -177.9640 9.5790 -4.9151 -49.6002
north 167.4104 88.6878 179.6167 18.4339 -1.8966 -20.6826
crane1 -30.2648 55.2775 20.4575 14.1022 6.3764 -9.8568
crane2 -20.1978 -34.1528 -5.7772 -12.8375 7.3431 -3.2768
Table D.3: Using GP-ICP
ω φ κ x y z
[degree] [degree] [degree] [m] [m] [m]
northeast 5.2353 42.5466 -9.1497 15.6140 -0.4004 -2.1971
southeast 1.8513 -28.5850 5.0745 -12.1795 -0.0905 0.7592
south 16.1592 -66.1008 21.2677 -21.8043 -1.8812 -13.1922
southwest 166.2541 -65.7560 175.6679 -23.1342 -3.0050 -31.9689
west 175.0918 -13.4585 -179.7856 -6.4674 -3.8991 -43.7818
northwest 170.1388 23.7165 -177.9080 9.5946 -4.9015 -49.6031
north 167.1116 88.6460 179.8689 18.4255 -1.9212 -20.6836
crane1 -30.2730 55.2927 20.4547 14.0981 6.3579 -9.8534
crane2 -20.2012 -34.1688 -5.8058 -12.8392 7.3471 -3.2786
Table D.4: Using GP-ICPR
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dω dφ dκ dx dy dz
[degree] [degree] [degree] [cm] [cm] [cm]
northeast -0.028 0.0076 0.16 0.52 0.95 -0.38
southeast 0.069 -0.0047 0.088 0.40 -2.13 -0.090
south 0.15 -0.026 0.056 0.71 -0.81 -0.93
southwest -0.44 0.070 -0.74 2.32 -4.83 0.060
west 0.13 0.037 -0.20 2.46 5.67 0.44
northwest 0.16 0.096 -0.19 4.88 9.98 1.82
north 4.050 0.072 -3.96 1.12 4.80 0.21
crane1 -0.13 -0.081 0.24 -1.35 3.78 -0.010
crane2 -0.0069 -0.096 -0.0092 -2.10 -0.58 -1.63
mean 0.44 0.0084 -0.51 1.00 1.87 -0.057
Table D.5: Using the direct georeferencing method vs GP-ICP
dω dφ dκ dx dy dz
[degree] [degree] [degree] [cm] [cm] [cm]
northeast -0.0018 0.0033 0.070 0.34 -0.45 -0.31
southeast -0.021 0.0083 0.0035 0.67 0.57 0.42
south 0.058 -0.0052 -0.024 0.52 -0.10 -0.040
southwest -0.15 0.0072 -0.47 0.51 -0.83 0.72
west 0.052 0.027 -0.077 1.23 3.28 1.20
northwest 0.10 0.050 -0.11 2.80 6.29 1.48
north 0.085 0.048 -0.016 0.89 1.040 0.44
crane1 0.055 -0.0051 0.027 0.32 0.040 -0.080
crane2 -0.18 -0.041 -0.11 -0.85 3.31 -1.88
mean -0.00027 0.0098 -0.078 0.71 1.46 0.22
Table D.6: Using Cyclone vs GP-ICP
dω dφ dκ dx dy dz
[degree] [degree] [degree] [cm] [cm] [cm]
northeast -0.029 -0.017 0.042 0.044 1.6 -0.096
southeast -0.0092 0.036 -0.044 1.2 -0.58 0.80
south 0.0069 0.024 0.0079 0.051 0.12 0.58
southwest -0.19 -0.0068 -0.11 -0.37 -2.1 1.9
west -0.086 -0.013 -0.017 -1.3 -2.5 1.7
northwest -0.032 -0.046 -0.056 -1.6 -1.4 0.29
north 0.30 0.042 -0.25 0.84 2.5 0.098
crane1 0.0082 -0.015 0.0028 0.41 1.8 -0.34
crane2 0.0034 0.016 0.029 0.17 -0.40 0.18
mean -0.0027 0.0022 -0.044 -0.059 -0.11 0.57
Table D.7: GP-ICPR vs GP-ICP
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Statistical multivariate analysis :
Hotelling T 2 test
In this section, a multivariate analysis of variance, so called MANOVA, is briefly in-
troduced without proof. One can find many practically useful examples in Chapter six
of Johnson and Wichern (1998) and some useful properties in Mardia et al. (1979, pp.
73-79).
When we have more than one sample and they have different statistics, a method for
multivariate analysis is required. Since we would like to compare the estimated trans-
formation parameters from different kinds of methods such as the direct georeferencing
method, commercial software, GP-ICP, and GP-ICPR, Hotelling’s T 2 distribution is
chosen as the statistical inference for the validity of the estimated parameters.
Lemma E.1. Definition of Hotelling’s T 2 test statistic and its relationship with the
Fisher distributions
Suppose that X¯ = {X(1, 1), X(2, 1), · · · , X(n, 1)} and S¯ are the mean vector and
unbiased covariance matrix of a sample with n from N(δ,Σ) which is a multivariate
Gaussian function with δ and Σ as the mean and variance matrix, respectively. Note
that X ∈ <n×1 and S ∈ <n×n. In addition, let us assume that each element of the
sample is independent of each other, i.e. Σ is a diagonal matrix. The Hotelling’s T 2
test statistic, T 2, is defined as
T 2 = n (x¯− δ)T S−1 (x¯− δ) .
In addition, the relationship between the Hotelling’s T 2 and the Fisher distribution is
given as
T 2 ∼ (n− 1) p
(n− p) Fn,n−p(α)
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where Fn,n−p(α) is a Fisher distribution with n and n− p degrees of freedom and α is
the upper significant level of this Fisher distribution. In addition, we can estimate the
(simultaneous) confidence interval of X(i, 1), ˆX(i, 1), as follows,
Xˆ(i, 1) = X¯(i, 1)±
[
(n− 1) p
(n− p) Fn,n−p(α)
] 1
2
[
S(i, i)
n
] 1
2
where S(i, i) is the ith diagonal component of S and p is the rank of S.
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