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Общая характеристика работы 
Актуальность темы. Вариационные неравенства являются обобщением 
классических постановок задач оптимизации и имеют многочисленные при­
ложения (к примеру, равновесие транспортных потоков, вопросы ценового 
равновесия, баланса спроса и предложения, выбор портфеля ценных бумаг). 
Особого внимания заслуживают вариационные неравенства со связанными 
ограничениями, описывающие наиболее сложные математические модели. С 
содержательной точки зрения связанными ограничениями задаются дополни­
тельные условия, позволяющие стабилизировать противоречивую моделиру­
емую ситуацию или учитывать внешние воздействия на систему. Разработкой 
математических методов моделирования таких сложных систем и численных 
методов для их решения занимались многие известные российские и зарубеж­
ные ученые (А.С. Антипин, В.А. Булавский, В.Ф. Демьянов, И.И. Еремин, 
С.И. Зуховицкий, А.В. Зыкина, В.В. Калашников, И.В. Коннов, Г.М. Корпе­
левич, М.Е. Поляк, А.Б. Певный, Л.Д, Попов, М.Е. Примак, Е.Н. Хоботов, 
К.J. Arrow, G. Debreu, Р.Т. Harker, T.Kose, J.S. Рапg, R.M. Solow и другие). 
Универсальный подход к решению оптимизационных задач - итерацион­
ные методы. Самыми распространенными из них являются градиентные ме­
тоды. Для решения вариационных неравенств градиентные методы примени­
мы, однако, они сходятся при наличии достаточно жестких предположений 
(к примеру, строгая монотонность оператора, или компактность исходного 
множества). Ослабить эти условия позволяют экстраградиентные методы, 
предложенные впервые в работах А. С. Антипина и Г. М. Корпелевич в 80-х 
годах прошлого века. Актуальность этих методов заключается не только в 
возможности решения более широкого класса задач, но и в их сходимости из 
произвольной начальной точки области, что очень важно для решения при­
кладных задач, где нужна универсальность и возможность решать задачи без 
предварительного исследования. Двухшаговая конструкция экстраградиент­
ных методов, предложенная в диссертации, с одной стороны, представляет 
интерес как новая вычислительная схема для итерационных методов, с дру­
гой стороны, большое значение имеет практическое применение двухшаговых 
экстраградиентных методов для численного решения сложных содержатель­
ных задач. 
Диссертационная работа является продолжением исследований А.С. Ан­
типина, А.В. Зыкиной, И.В. Коннова и расширяет аппарат математических 
методов моделирования сложных (в том числе, противоречивых) оптимиза­
ционных систем и экстраградиентных методов для их решения. 
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Цели и задачи исследования. Целью диссертационной работы являет­
ся разработка нового математического метода моделирования экономической 
задачи минимизации затрат на производство из ограниченных запасов ресур­
сов в условиях рыночных цен на ресурсы, а также разработка, теоретическое 
обоснование и программная реализация нового экстраградиентного метода 
для решения построенных моделей. 
Для достижения целей работы были поставлены следующие задачи: 
1. Разработать математический метод моделирования экономической зада­
чи минимизации затрат на производство из ограниченных запасов ресурсов 
в условиях рыночных цен на ресурсы. 
2. Разработать двухшаговый экстраградиентный метод для решения вари­
ационного неравенства. 
3. Построить модификации двухшагового экстраградиентного метода для 
седловой задачи и для вариационного неравенства со связанными ограниче­
ниями. 
4. Реализовать разработанные методы в виде комплекса проблемно­
ориентированных программ. 
5. Провести вычислительные эксперименты для определения эффективно­
сти двухшагового экстраградиентного метода и для получения закономерно­
стей, характеризующих исследуемые объекты. 
Методы исследования. В исследованиях, проводимых в диссертацион­
ноА работе, используется аппарат математического моделирования, выпукло­
го и нелинейного анализа, математического программирования, теории задач 
дополнительности и вариационных неравенств. 
Научная новизна диссертационной работы состоит в следующем. 
1. Разработан новый математический метод моделирования экономической 
задачи минимизации затрат на производство из ограниченных запасов ресур­
сов в условиях рыночных цен на ресурсы. Метод основан на использовании 
аппарата вариационных неравенств со связанными ограничениями. Метод 
применим для моделирования экономических задач транспортного типа, а 
также для содержательных задач в противоречивых ситуациях, когда огра­
ничения задачи несовместны (несобственные задачи математического про­
граммирования). 
2. Разработаны новые двухшаговые экстраградиентные методы для реше­
ния вариационного неравенства, для решения седловой задачи и для решения 
вариационного неравенства со связанными ограничениями, доказана сходи­
мость методов по норме к решению задач. При выполнении условия остро­
ты основного отображения вариационного неравенства доказана сходимость 
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двухшагового экстраградиентного метода за конечное число итераций. Для 
седловой задачи с.билинейной функцией доказана сходимость двухшагового 
экстраградиентного метода по норме к решению задачи со скоростью геомет­
рической- прогрессии. 
3. В ходе вычислительных экспериментов, проведенных на комплексе 
проблемно-ориентированных программ «Экстраrрадиентные методы», полу­
чены новые закономерности, характеризующие построенные математические 
модели и численные методы. 
Теоретическая ценность работы состоит в том, что полученные резуль­
таты расширяют класс математических методов моделирования сложных (в 
том числе, противоречивых) систем при учете внешних воздействий на систе­
му, разработанные вычислительные схемы двухшаговых экстраградиентных 
методов вносят вклад в развитие экстраградиентных методов. 
Практическая ценность построенных математических моделей эконо­
мических задач состоит в их большей адекватности моделируемой ситуации 
по сравнению с известными математическими моделями, практическая зна­
чимость разработанных методов состоит в их большей эффективности по 
сравнению с известными экстраградиентными методами. Модификация двух­
шагового экстраградиентного метода для вариационного неравенства со свя­
занными ограничениями делает метод востребованным, ведь именно такие за­
дачи чаще всего возникают на практике. Разработанное для экстраградиент­
ных методов программное обеспечение зарегистрировано в РО ОФЭРНиО. 
Апробации работы. Основные положения диссертационной работы, 
разработанные математические модели, методы, алгоритмы и результаты вы­
числительных экспериментов докладывались на следующих международных 
и всероссийских конференциях: 
- Всероссийской научно-технической конференции «Россия молодая: передо­
вые технологии в промышленность• (Омск, 2008, 2009, 2010), 
- V I I Международной научно-технической конференции «Динамика систем, 
механизмов и машин'> (Омск, 2009), 
- Российской конференции «Дискретная оптимизация и исследование опера­
ций:~; (республика Алтай, 2010), 
- V 1 Московской международной конференции по исследованию операций 
(Москва, 2010), 
- Х IV Всероссийской конференции «Математическое программирование и 
приложения» (Екатеринбург, 2011). 
Публикации. По теме диссертационной работы опубликовано 13 науч­
ных работ. Основные публикации приведены в конце автореферата. В их 
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числе 4 статьи из перечня журналов, рекомендованных ВАК [1-4], и одно сви­
детельство об отраслевой регистрации программ для ЭВМ /9). В совместных 
работах /1-3] Зыкиной А.В. принадлежат постановки задач, Меленьчуку Н.В. 
принадлежат все полученные результаты. 
Структура и объем работы. Диссертационная работа состоит из вве­
дения, трех глав основного содержания, заключения, списка литературы из 
68 наименований. Полный объем диссертации составляет 123 страницы. 
Содержание диссертационной работы 
Во введении рассматриваются актуальность, цель, научная новизна, 
практическая значимость, апробация работы, перечислены методы исследо­
вания, излагается краткое содержание диссертации. 
Первая глава, •Связанные ограничения в математическом мо­
делировании)), состоит из пяти разделов. В разделе 1.1 приводятся све­
дения об основных объектах, рассматриваемых в данной диссертационной 
работе, основные понятия из теории вариационных неравенств и оптимиза­
ционных задач. Приводятся постановки задач о седловой точке, игр n лиц, 
задач дополнительности и обратных задач дополнительности, вариационных 
неравенств и вариационных неравенств со связанными ограничениями. 
Решить вариационное неравенство - значит найти вектор х• Е П, удовле­
творяющий условиям: 
(Н(х*), у - х*) ~ О V у Е П, (1) 
решить вариационное неравенство со связанными ограничениями - значит 
найти вектор v• е n, удовлетворяющий условиям: 
(H(v*),w -v*) ~О, G(v*,w) :5 О V w Е П, (2) 
где Н : JR.n ---+ JR", G : JR" х JR" ---+ Rm, n - выпуклое, замкнутое множество, 
n С JR.R. 
В разделе 1.2 предлагается новый математический метод моделирования 
экономической задачи минимизации затрат на производство из ограничен­
ных запасов ресурсов в условиях рыночных цен на ресурсы. Метод основан 
на использовании аппарата вариационных неравенств со связанными ограни­
чениями. 
Рассматривается задача производства, в которой требуется выбрать интен­
сивности х = (х1, ... ,хn)т работы предприятия такие, чтобы гарантировать 
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производство продукции в соответствии с заданным технологическим про­
цессом в условиях ограниченных запасов ресурсов с издержками, которые 
необходимо минимизировать. 
Существенным недостатком рассматриваемой экономической задачи явля­
ется её неизменность по отношению к внешним воздействиям (в качестве та­
ких управляющих воздействий могут выступать цены на ресурсы). Реальные 
ситуации редко удовлетворяют подобному требованию, что намного сужа­
ет область применения подобных задач и их математических моделей. Для 
устранения этого недостатка предлагается следующий новый метод матема­
тического моделирования поставленной экономической задачи. 
Введем дополнительные параметры у = (у1, ... , Ут)т, характеризующие 
рыночную стоимость ресурсов. При этом объемы запасов ресурсов и издерж­
ки производства естественно считать зависящими от параметров у. 
В результате получаем задачу параметрического (по параметру у) про­
граммирования: 
min{F(x, у) 1 F1(x) ~ В(у), х Е Х}, у Е R~. 
х 
(3) 
Здесь отображение F1(x) = (f1(x), ... , fm(x))т - технологический процесс, 
или количество ресурсов fi(x), i = 1, ... , т, необходимое для производства с 
интенсивностями х Е Х, Х r;;; IR.n; отображение В(у) = (Ь1(У), ... , Ьт(У))т -
объемы запасов ресурсов, где функции Ь;(у), i = 1, ... , т, - запасы ресурсов, 
зависящие от их рыночной стоимости у Е R~; F : R_n х R~ -+ R - целевая 
функция, характеризующая издержки производства. 
Для решения поставленной задачи (3) вводятся дополнительные условия 
(у, F1(x) - В(у)) =О, (4) 
смысл которых состоит в том, что ресурсы, имеющие рыночную стоимость, 
расходуются без остатка, а ресурсы, использованные с остатком, не имеют 
рыночной стоимости (имеют нулевую рыночную стоимость). 
В результате эквивалентных преобразований модели (3)-(4) получаем но­
вую математическую модель с использованием аппарата вариационных нера­
венств со связанными ограничениями в следующем виде: 
(H(v*),w-v*)~O G(v*,w)~O, 'v'wEП. (5) 
Здесь v = [х1 ,у1 ], w = [х2,У2] для х1,х2 Е Х, У1,У2 Е R~; П = Х х R~; 
H(v) = 'VwZ(v,v) - градиент для Z(v,w) = F(x2,Y1) - (y2,F1(x1) - В(У2)) 
по переменной w; G(v, w) = [F1(x2) - В(у1), F1(x1) - В(у2)]. 
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Построенная модель является обобщением предложенной А. В. Зыкиной 
задачи обратной дополнительности, моделирующей экономическую задачу 
минимизации затрат на производство из ограниченных запасов ресурсов в 
условиях рыночных цен на ресурсы. Приведение модели (3)-(4) к виду (5). 
расширяет класс задач, для которых возможно применение разработанных в 
диссертации экстраградиентных методов. 
В разделах 1.3 и 1.4 предложенный метод моделирования используется для 
моделирования экономических задач транспортного типа и для моделирова­
ния задач математического программирования в противоречивых ситуациях, 
когда ограничения задачи несовместны (несобственные задачи математиче­
ского программирования) 
Особенностью задачи транспортного типа являются внешние параметры, 
задающие скидки на цены перевозок, при этом от параметров зависит как 
целевая функция (суммарные издержки), так и количество производимого 
и потребляемого продукта. Полученная модель транспортной задачи в виде 
(5) позволяет наiодить скидки на цены перевозки продукта, согласованные 
производителями с перевозчиком. 
В разделе 1.5 подводятся итоги по главе 1, сделан вывод о месте диссер­
тации в развитии математических методов моделирования сложных (в том 
числе, противоречивых) систем при учете внешних воздействий на систему. 
Вторая глава, «Двухшаговые экстраградиентные методы•, состо­
ит из шести разделов и содержит схемы и обоснование двухшаговых экстра­
градиентных методов для вариационных неравенств и смежных задач. 
В разделе 2.1 приводится обзор экстраградиентных методов. Экстрагра­
диентные методы называют ещё прогнозными, так как перед каждым шагом 
основного хода делается прогнозный шаг. Рассматриваются экстраградиент­
ные методы, построенные А. С. Антипиным, А. В. Зыкиной, И. В. Конновым, 
Г. М. Корпелевич, Л. Д. Поповым, Е. Н. Хоботовым. 
Экстраградиентный метод Г. М. Корпелевич для вариационного неравен­
ства (1) выглядит следующим образом: 
х1с = Pn(xk - a:H(xk)), 
х1с+1 = Pn(xk - a:H(xk)). (6) 
Здесь а > О - числовой параметр, отвечающий за величину шага, Pn - опе­
ратор проектирования на множество n. 
Поскольку в методе Г. М. Корпелевич прогнозный шаг - один, то будем 
называть этот метод одношаговым экстраградиентным методом. 
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Отмечено существование двухшаговых и трехшаговых итерационных 
схем, схожих по названию с построенным в диссертации двухшаговым экс­
траградиентным методом. Приводится несколько примеров таких методов и 
показывается, что их названия обуславливаются иными закономерностями. 
В разделе 2.2 строится двухшаговый экстраградиентный метод для вари­
ационного неравенства (1): 
xk = Pn(xk - o:H(xk)), 
xk = Pn(xk - o:H(xk)), (7} 
xk+i = Pn(xk - o:H(xk)). 
Как видно, главным отличием метода (7) является наличие двух прогноз­
ных шагов вместо одного в (б). Таким образом, предложенный метод делает 
два прогнозных шага в направлении градиента, «смотрит» направление гра­
диента в полученной точке и делает шаг из начальной точки с полученным 
направлением. Для схемы (7) доказана следующая теорема. 
Теорема 2.1 Пусть д.11J1. вариационного неравенства {1) вь~nолн.яютс.я 
условw~: 
а) множество fl замкнуто и вuпук.ло; 
б} оператор Н(х) монотоннuй: (Н(х) - Н(у), х - у) 2: О '</ х, у Е fl, 
удовлетворяющий ус11Овию Лиnшица: IJH(x}-H(y)ll ~ Цx-yJI '</ х,у Е !l; 
в) множество решений х· вариационного неравенства {1} на n не nycmo; 
г) параметр о:, отве-чающий за вели-чину шага, удовлетворяет двойному 
неравенству: О < а < fзL. 
Тогда последовательность { xk}, оnреде.11J1.емал рекуррентными соотно­
шени.ямu (7), схоUитсл по норме к некоторому решению х• Е х• вариаци­
онного неравенства {1). 
Построенный метод обладает всеми преимуществами экстраградиентного 
метода перед градиентными методами, однако, согласно численным экспери­
ментам, двухшаговый метод превосходит одношаговый по вычислительной 
эффективности. 
При выполнении дополнительного к условиям теоремы 2.1 условия остро­
ты: (Н(у}, у - х*) 2: тllY - x*jj '</у Е fl, доказана СХОДИМОСТЬ К решению 
вариационного неравенства (1) за конечное число итераций (Теорема 2.2). 
В разделе 2.3 рассматриваеТся седловая задача. 
Седлово'й точко'й [х", y•j Е Q х S функции <р(х, у) называется точка, 
удовлетворяющая условиям: <р(х•, у) ~ <р(х*, у")'</ у Е S; <р(х•, у") ~ <р(х, у•) 
"lx Е Q. Здесь Q с Rn, S с Rm, <р: Q х S-+ R. 
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Седловая точка для функции rp(x, у) может быть не единственной. 
Рекуррентные выражения двухшагового экстраградиентного метода реше­
ния седловой задачи (задачи о седловой точке): 
ik = Pq(xk - O:fPx(xk' yk)), 
xk = Pq(xk __ a:ipx(i\i/)), 
xk+1 = PQ(xk - acpx(xk,i/)), 
·f/ = Ps(Yk + aip11(xk,yk)), 
i/ = PsUi + arp11 (xk, yk)), 
yk+1 = Ps(Yk + arpy(xk, yk)), 
(8) 
где а > О - числовой параметр, отвечающий за величину шага, PQ, Ps - опе­
раторы проектирования на соответствующие множества, 'Pz, rp11 - операторы 
градиентов функции ip(x, у) по соответствующим переменным. Сходимость 
итерационного процесса (8) доказана в следующей теореме. 
Теорема 2.3 Пусть для функции <р(х, у) : !Rn х !Rm -t IR, определённой 
на Q х S С !Rn Х !Rm, вьтолняются ус.л.овия: 
а) множества Q и S замкнут'ЬI и вьтукл'ЬI; 
б) функция ip(x, у) в'Ьlпуклая по переменной х и вогнутая по переменной у; 
в) функция rp(x, у) дифференцируемая и ее -частнъ1е производн'Ьlе удовлетво­
рлют условию Лиnшица с константой L; 
г) множество седлов'ЬIХ то-чек х• х у• функции ip(x, у) не пусто; 
д) параметр а, отве-чающий за велu"Чину шага, удовлетворяет двойному 
неравенству: О< а< 7h· 
Тогда nоследователъностъ {[xk, yk]}, определяема.я рекуррентн'Ь4МU 
соотношенилми (8), сходится по норме к некоторой седловой то-чке 
[х•,у•] Е Х* х У* функции ip(x,y). 
В разделе 2.4 для задачи линейного программирования и двойственной к 
ней 
(с, х) -t min, 
Атх ~ Ь, 
х ~о, 
(Ь, у) -t тах, 
Ау$ с, 
у~ о, 
(9) 
где с, х Е !Rn, Ь, у Е Rm, А - матрица размерности п х т, на основе двухша­
гового экстраградиентного метода (8) строится вычислительная схема: 
з;k = [xk + a:(Ayk - с)]+' 
xk = [xk + a(Ayk - с)]+, 
xk+l = [xk + a:(Ayk - с)]+, 
gk = [yk _ a:(ATxk _ Ь)]+, 
'i/ = [yk - а(Атхk - Ь)]+, 
yk+l = [yk _ а:(Атхk _ Ь)J+, 
(10) 
где [·]+означает проекцию на положительный ортант соответствующей раз­
мерности. По сути схема (10) решает седловую задачу с седловой функцией 
L(x,y) = (с,х) + (Ь,у) - (Ау,х). (11) 
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Для схемы (10) доказана следующая теорема. 
Теорема 2.4 Пусть дл.я nap?:I' зада't линейного nрограммировахи.я (9) 
вfl'nолх.яютс.я следующие услови.я: 
а) бuлихейха.я фухкци.я Лагранжа {11) ха множестве х 2: О, у 2: О имеет 
единственную седловую то'f.ку [х*, у*]; 
б) nеремехха.я а, отве-чающа.я за вели'f.ин.у шага, удовлетворяет двойному 
неравенству О < а < JЗЙAll . 
Тогда nоследователъхостъ { [xk, yk]}, оnределJiема.я рекуррехтнь1ми соот­
ношехи.ямu {10), сходите.я no норме к седловой то-чке \х*,у*] со скоростью 
геометри'tеской прогрессии: 
Заметим, что условие единственности седловой точки функции Лагранжа 
(11) не является обязательным для сходимости последовательности {[xk, yk]} 
к некоторому решению пары задач (9). Условие единственности обеспечивает 
сходимость со скоростью геометрической прогрессии. 
Раздел 2.5 посвящен вариационным неравенствам со связанными огра­
ничениями (2). Для построения методов решения вариационных неравенств 
со связанными ограничениями обычно требуется предположение о симмет­
ричности вектор-функции G(v, w), отвечающей за связанные ограничения. 
Поскольку любая вектор-функция единственным образом раскладывается 
в сумму симметричной и антисимметричной вектор-функций, то определяя 
симметричную и антисимметричную вектор-функции следующим образом: 
T(v,w) = HG(v, w) +G(w, v)) и T(v,w) = ~(G(v, w)-G(w, v)), можно сфор-
мулировать вариационное неравенство со связанными ограничениями: 
(H(v*),w-v*) 2: О, T(v*,w) ~О 'V w Е n. (12) 
Задача (12) не эквивалентна исходной (2), но решив задачу (12) с симметризо­
ванными ограничениями, мы найдем и решение задачи (2) с произвольными 
ограничениями. Этот результат доказан в диссертации в виде утверждения. 
Модификация двухшагового экстраградиентного метода для решения ва­
риационного неравенства со связанными ограничениями (2): 
uk =[uk+akG(vk,vk)]+, 
иk = \иk + akG(vk,ii)]+, 
uk+i = [uk + akG(vk, ii)]+, 
t/ = Pn(vk - ak(H(vk) - 'V~G(vk, vk)uk)), 
vk = Pn(vk - ak(H(vk) - 'V~G(vk, vk)uk)), 
vk+l = Pn( vk - o:k(H(ii) - 'V~G(ii, vk)uk) ), 
(13) 
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здесь O'k > О - числовой параметр , отвечающий за величину шага , [·J+ - про­
екция на положительный ортант соответствующей размерности , Pn - опера­
тор проектирования на П, "V~G - якобиан вектор-функции G(v, w) по соот­
ветствующей переменной . 
Сходимость схемы (13) определяет следующая теорема. 
Теорема 2.5 Пусть для вариационного неравенства со связанными огра­
ни'Чениями (2) вwполняются следующие условия: 
а) множество П замкнуто и вwпукло; 
б} оператор H(v) монотоннwil : (H(v) - H(w), v - w) ~О "</ v, w Е П; 
в} множество решениil V* зада'Ч.и (2) не пусто; 
г) вектор-функция G ( v, w) симметри'Чная, дифференцируемая и выпуклая 
по w для любого tl Е П; 
д} сужение G(v, w)lw=v на диагонали квадрата - выпуклая функция; 
е) операторы H(v), G(v , w), "V~G(v, w) удовлетворяют условию Лиnшица; 
Тогда существует последовательность параметров { O:k} , такая 'Что по­
следовательность {vk}, порожденная методом (13}, сходится по норме к 
некоторому решению v* Е v· зада'Ч.и (2). 
Раздел 2.6 содержит выводы о преимуществах использования нового двух­
шагового экстраградиентного метода. Модификация двухшагового экстра­
гра,циентного метода для решения вариационного неравенства со связанщ,1ми 
ограничениями позволяет использовать метод для решения задачи обратной 
дополнительности . В рамках разработанного метода моделирования экономи­
ческой задачи в условиях рыночных цен на ресурсы двухшаговый экстрагра­
диентный метод применим для задачи транспортного типа и несобственной 
задачи математического программирования. 
Третья глава, ~комплекс программ и численные эксперименты•, 
состоит из пяти разделов и содержит информацию о построенном комплексе 
проблемно-ориентированных программ и проведенных вычислительных экс­
периментах на построенных моделях. Разработанный комплекс проблемно­
ориентированных программ «Экстрагра,циентные методы~ отвечает требова­
ниям новизны и является вкладом в объединенный фонд электронных ресур­
сов «Наука и образование• . 
В разделе 3.1 описывается структура комплекса программ . Построенный 
комплекс программ включает в себя основную программу, программу визуа­
лизации, генератор задач. 
Основная программа решает задачи двумя методами и сравнивает полу­
ченные результаты. Главный модуль программы выступает в роли оболочки, 
12 
вызывает все остальные модули, а также создает задачу как объект. Мо­
дуль заполнения задач представляет несколько проЦедур, устанавливающих 
значения параметров для задач типа «Система линейных уравнений», «За­
дача линейного программирования», «Задача квадратичного программиро­
вания», «Задача дополнительности». Модуль ввода с клавиатуры реализует 
возможность задавать размерность задачи и заполнять с клавиатуры началь­
ные данные. Модуль ввода из файла заполняет задачу, используя значения, 
записанные в текстовом файле. Модули одношагового и двухшагового экс­
траградиентного методов реализуют алгоритм решения задач посредством 
соответствующего метода. На выходе модули возвращают решение задачи, 
количество сделанных итераций и время решения. 
Программа визуализации представляет собой Windоws-приложение, реа­
лизующее одгошаговый и двухшаговый экстраградиентные методы. Прило­
жение содержит три вкладки, на первой из них вручную вводятся начальные 
данные. Вторая и третья вкладки показывают ход решения на графике и 
списком точек. Для решения задач подключаются модули из основной про­
граммы. 
Генератор задач представляет собой отдельную программу, заполняющую 
задачи автоматически и выводящую получившиеся значения в файл. 
Разделы 3.2 и 3.3 содержат информацию о реализации программ и кон­
кретных программных решений для генерируемых задач и для известных 
тестовых примеров. Приводятся результаты численных экспериментов, про­
водившихся на нелинейных, квадратичных и линейных функциях, с генери­
руемыми матрицами и на тестовых примерах. Получен вывод об эффектив­
ности двухшагового экстраградиентного метода для сложных задач, где гра­
диентные методы не сходятся. Также большая эффективность двухшагового 
экстраградиентного метода показана в ситуации, когда направление градиен­
та постоянно меняется, дополнительная корректировка направления в этом 
случае дает значительные преимущества. В более простых ситуациях эффек­
тивности не получаем, так как дополнительная информация, получаемая на 
каждом шаге, становится бесполезной. 
В разделе 3.4 для построенной модели транспортной задачи рассмотрены 
примеры, в которых целевая функция (суммарные издержки) и количество 
производимого и потребляемого продукта зависят линейно от внешних па­
раметров транспортной задачи (скидок на цены перевозок). Результатом ре­
шения являются согласованные производителями с перевозчиком скидки на 
цены перевозки продукт.а. 
Раздел 3.5 содержит выводы по третьей главе. Подведены итоги численных 
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экспериментов, обозначены основные закономерности эффективного приме­
нения двухшагового экстраградиентного метода. 
В заключении приведены основные результаты диссертационной работы 
в развернутом виде, приводятся данные о публикациях и апробациях автора 
по теме диссертации, рассматриваются направления дальнейших исследова­
ний в данной области. 
Основные результаты диссертационной работы 
На защиту выносятся следующие новые научные результаты. 
1. Разработан новый математический метод моделирования экономиче­
ской задачи минимизации затрат на производство из ограниченных запасов 
ресурсов в условиях рыночных цен на ресурсы. Метод основан на исполь­
зовании аппарата вариационных неравенств со связанными ограничениями. 
Метод использован для построения математической модели экономической 
задачи, состояние равновесия которой характеризуется рыночными ценами 
ресурсов, являющимися решением вспомогательной задачи дополнительно­
сти. Метод применим для моделирования экономических задач транспорт­
ного типа, а также для моделирования содержательных задач в противо­
речивых ситуациях, когда ограничения задачи несовместны (несобственные 
задачи математического программирования) [2, З]. 
2. Построен новый двухшаговый экстраградиентный метод для решения 
вариационного неравенства. Доказана теорема о сходимости метода к реше­
нию задачи по норме. При выполнении условия остроты основного отображе­
ния вариационного неравенства доказана теорема о сходимости к решению 
задачи за конечное число итераций. Разработаны модификации двухшаго­
вого экстраградиентного метода для решения задачи о седловой точке и для 
решения вариационного неравенства со связанными ограничениями. Для раз­
работанных модификаций доказаны теоремы о сходимости к решению задачи 
по норме. Для билинейной седловой функции доказана теорема о сходимости 
к решению задачи со скоростью геометрической прогрессии [1, 4]. 
3. Построен комплекс проблемно-ориентированных программ, реализую­
щий новый двухшаговый экстраrрадиентный метод и одношаговый экстра­
rрадиентный метод (9J. В результате численных экспериментов на тестовых 
моделях и на генерируемых задачах показана большая эффективность двух­
шаrового экстраrрадиентного метода по сравнению с одношаговым. Для за­
дачи транспортного типа проведены вычислительные эксперименты, позво­
ляющие находить равновесные скидки на цены перевозки продукции. 
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