The successful launch of the Chinese high spatial resolution hyperspectral satellite TianGong-1 (TG-1) opens up new possibilities for applications of remotely-sensed satellite imagery. One of the main goals of the TG-1 mission is to provide observations of surface attributes at local and landscape spatial scales to map urban land cover accurately using the hyperspectral technique. This study attempted to evaluate the TG-1 datasets for urban feature analysis, using existing data over Beijing, China, by comparing the TG-1 (with a spatial resolution of 10 m) to EO-1 Hyperion (with a spatial resolution of 30 m). The spectral feature of TG-1 was first analyzed and, thus, finding out optimal hyperspectral wavebands useful for the discrimination of urban areas. Based on this, the pixel-based maximum likelihood classifier (PMLC), pixel-based support vector machine (PSVM), hybrid maximum likelihood classifier (HMLC), and hybrid support vector machine (HSVM) were implemented, as well as compared in the application of mapping urban land cover types. The hybrid classifier approach, which integrates the pixel-based classifier and the object-based segmentation approach, was demonstrated as an effective alternative to the conventional pixel-based classifiers for processing the satellite hyperspectral data, especially the fine spatial resolution data. For TG-1 imagery, the pixel-based urban classification was obtained with an average overall accuracy of 89.1%, whereas the hybrid urban classification was obtained with an average overall accuracy of 91.8%. For Hyperion imagery, the pixel-based urban classification was obtained with an average overall accuracy of 85.9%, whereas the hybrid urban classification was obtained with an average overall accuracy of 86.7%. Overall, it can be concluded that the fine spatial resolution satellite hyperspectral data TG-1 is promising in delineating complex urban scenes, especially when using an appropriate classifier, such as the hybrid classifier.
The approaches by means of object segmentation have been primarily designed for multispectral remote sensing data. A thoroughly integration of these techniques for satellite hyperspectral data analysis is comparatively limited. Furthermore, an effective utilizing of them for complex urban environment to evaluate fine spatial resolution hyperspectral imagery is even scarcer. On the other hand, because of the difficulties in collecting hyperspectral images with relatively fine spatial resolution, most object-based classification methods have focused on airborne hyperspectral sensors that typically have a finer spatial resolution than satellite hyperspectral sensors. Compared to airborne hyperspectral sensors, however, satellite hyperspectral imaging systems, especially those with a relatively fine spatial resolution (such as that provided by the future Chinese Gaofen-5 sensor), may provide more economical and practical data acquisition. Regrettably, until recently there was little knowledge as to whether these object-based classification methods were suitable for fine spatial resolution satellite hyperspectral data.
According to above context, present study attempted to evaluate the potential of spectral and spatial information acquired from the TG-1 and EO-1 Hyperion systems for classification of urban land-cover types. Specifically, this study aims (1) to analyze the spectral features of TG-1 data and examine the capability of TG-1 data in facilitating urban land-cover mapping; (2) to investigate the performance of TG-1 and EO-1 Hyperion images in mapping complex urban scene; and (3) to assess the algorithms of pixel-based and hybrid urban classification approaches concerning on satellite hyperspectral data with different spatial resolutions. Ultimately, this study hopes to pre-assess the capabilities of different urban classifiers for the Chinese upcoming Gaofen-5 sensor, which will provide hyperspectral images with fine spatial resolution (10-20 meter).
Study Site and Datasets

Study Area
The study area ranges from 39˝59'8.12"N to 40˝4 '16.30 "N and from 116˝10'17.62"E to 116˝17 '29. 76"E; it is located to the northwest of Beijing, China, as shown in Figure 1 . The site lies in the temperate zone, with a continental monsoon semi-humid climate, and presents four distinct seasons characterized by hot, humid summers and cold, windy, dry winters. The average annual temperature of Beijing is 11.3˝C, and the average precipitation is 508.4 mm, as recorded from 1981 to 2010. The abundant land-cover types include trees, grass, cropland, urban regions, and water. This variety makes land-cover classification in Beijing so particularly interesting that it deserves to be studied. The approaches by means of object segmentation have been primarily designed for multispectral remote sensing data. A thoroughly integration of these techniques for satellite hyperspectral data analysis is comparatively limited. Furthermore, an effective utilizing of them for complex urban environment to evaluate fine spatial resolution hyperspectral imagery is even scarcer. On the other hand, because of the difficulties in collecting hyperspectral images with relatively fine spatial resolution, most object-based classification methods have focused on airborne hyperspectral sensors that typically have a finer spatial resolution than satellite hyperspectral sensors. Compared to airborne hyperspectral sensors, however, satellite hyperspectral imaging systems, especially those with a relatively fine spatial resolution (such as that provided by the future Chinese Gaofen-5 sensor), may provide more economical and practical data acquisition. Regrettably, until recently there was little knowledge as to whether these object-based classification methods were suitable for fine spatial resolution satellite hyperspectral data.
Study Site and Datasets
Study Area
The study area ranges from 39°59'8.12"N to 40°4'16.30"N and from 116°10'17.62"E to 116°17'29.76"E; it is located to the northwest of Beijing, China, as shown in Figure 1 . The site lies in the temperate zone, with a continental monsoon semi-humid climate, and presents four distinct seasons characterized by hot, humid summers and cold, windy, dry winters. The average annual temperature of Beijing is 11.3 °C, and the average precipitation is 508.4 mm, as recorded from 1981 to 2010. The abundant land-cover types include trees, grass, cropland, urban regions, and water. This variety makes land-cover classification in Beijing so particularly interesting that it deserves to be studied. 
Remote Sensing Data
The datasets were acquired using the high-quality TG-1 and EO-1 Hyperion satellite hyperspectral sensors. The TG-1 data were acquired on 10 May 2013 (15:30 LST (Local Standard Time)); the EO-1 Hyperion image acquisition took place on 1 May 2013 (10:30 LST). Both of the satellite images were acquired under sunny and cloud-free conditions and, thus, are appropriate for further analysis.
The China's TG-1 spacecraft is in a circular and non-sun-synchronous, which has an altitude of approximately 340 km and an orbital inclination angle of 43˝. The swath width of TG-1 data is 10 km. The TG-1 hyperspectral sensor was a 128-band push broom scanner with nominal bandwidths of 10 nm (VNIR) and 23 nm (SWIR), covering a spectral range of 400-2500 nm [26] . TG-1 offers finer spatial resolution (10 m) than other hyperspectral sensors carried on previous Earth observation satellites. The characteristics of TG-1 are listed in Table 1 . The level 2 data, which were calibrated for at-sensor radiance (W¨m´2¨sr´1¨nm´1), were used to eliminate the "spectral smile" effect. Systematic geometric correction was carried out compared to level 1 data. The EO-1 Hyperion image contained 242 bands in the range 355-2577 nm, with a bandwidth of 10 nm and a spatial resolution of 30 m. The images were provided as level 1R data, and were radiometrically corrected. Table 1 also listed the specific characteristics of the Hyperion imaging system.
In addition, fine spatial resolution GaoFen-1 (GF-1) images (2 m panchromatic band) acquired on 19 June 2013, and QuickBird images from Google Earth TM acquired on 4 March 2013, were utilized as ancillary data to collect training and validating sites representative for each of the land-cover categories.
Urban Land-Cover Classes and Reference Data
In this study, seven dominated land-cover classes that were basically consistent with previous work [27, 28] were selected for the TG-1 and Hyperion data: built-up, cropland, grass, trees, water, barren land, and shadow. For the sake of accuracy assessment, sufficiently spatial and temporal representative sample regions were selected for both the TG-1 and Hyperion imagery through several data sources (Figure 2 ). Ground surveys of broad urban covers, involving a mix of grasslands/shrubs, built-up, and water pools, were carried out in March-June 2013 and August 2014 of downtown Beijing. Other sample regions representing inaccessible rural forests, cropland and bare land were obtained by visual interpretations of fine spatial resolution data including GF-1 pan image and Google Earth TM data. The same geographical location was chosen for both TG-1 and Hyperion data. Table 2 exhibited the number of pixels for each class selected for classification purposes using TG-1 and Hyperion sensors. It should be mentioned that, although the study areas selected for two sensors were not perfectly matched in the present research, this would not impact the final classification accuracy and the further comparison work, since that the four classification methods used here were all implemented in a pixel-by-pixel manner. 
Methodology
Land-cover classification was carried out on the two sets of satellite hyperspectral images using both pixel-based and hybrid classification approaches. Figure 3 shows a summary of the methodology used in the study. 
Image Pre-Processing
Pre-processing of TG-1 data consisted of three steps. First, a precise image-to-image geometric correction was carried out on the VNIR with GF-1 and Google Earth TM being the reference images, which achieved a root-mean-square error (RMSE) of less than one pixel using a first-order polynomial transformation. The SWIR images were then registered to the VNIR images, yielding an RMSE of less than 0.5 pixels. Second, 15 bands of the TG-1 image data were discarded due to low signal-to-noise ratios and water vapor absorption. Third, the image was atmospherically corrected and converted into surface reflectance data using the Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAASH) model. FLAASH is an atmospheric correction software designed jointly by the Air Force Phillips Laboratory, Hamscon AFB and Spectral Sciences, Inc. (Burlington, MA, USA) [29] . The bands that were used to calculate the water absorption features were removed after the atmospheric correction, and only the remaining 111 bands were used for further analysis.
The TG-1 data were visually examined to identify a suitable location for study (seen in Figure 1a ,b), ensuring that the TG-1 data overlap with the Hyperion data. The TG-1 SWIR data were resampled to the same spatial resolution (10 m) with the VNIR. Finally, a 1016 × 959 pixel subset of the full TG-1 scene was selected for the research presented here.
EO-1 Hyperion
The first step in pre-processing the Hyperion image data was to remove the zero data, duplicated data, and the water absorption and heavy vertical stripping bands. Atmospheric correction was then carried out using the FLAASH module. An image subset of 333 × 431 pixels was extracted from the original Hyperion image, such that it coincided with the TG-1 image data. Geometric registration was accomplished with the aid of the GF-1 pan image and Google Earth TM of 
Image Pre-Processing
TG-1
The TG-1 data were visually examined to identify a suitable location for study (seen in Figure 1a ,b), ensuring that the TG-1 data overlap with the Hyperion data. The TG-1 SWIR data were resampled to the same spatial resolution (10 m) with the VNIR. Finally, a 1016ˆ959 pixel subset of the full TG-1 scene was selected for the research presented here.
EO-1 Hyperion
The first step in pre-processing the Hyperion image data was to remove the zero data, duplicated data, and the water absorption and heavy vertical stripping bands. Atmospheric correction was then carried out using the FLAASH module. An image subset of 333ˆ431 pixels was extracted from the original Hyperion image, such that it coincided with the TG-1 image data. Geometric registration was accomplished with the aid of the GF-1 pan image and Google Earth TM of the study site, achieving an RMSE of 0.6 pixels using a first-order polynomial transformation. Eventually, following removal of the water absorption bands, as well as the removal of abnormal bands, 158 bands remained for further discriminant analysis.
Dimensionality Reduction
Hyperspectral data generally contains a plentiful amount of redundant spectral information. Statistical analysis concerning the correlation between bands revealed that many of the TG-1 and Hyperion bands were highly correlated. Thus, the dimensionality of the two hyperspectral datasets was reduced using a stepwise discriminant analysis (SDA) approach [30] . The SDA was based on Wilks's lambda distribution, which is a multivariate analysis of variance using a ratio of determinants, and is given by:
where S is a matrix, known as the "sum of squares (SS) and cross-products". The Wilks's lambda value can be used as an indicator of the discriminatory power between independent spectral wavebands, and is in the range 0-1. A value near to 0 implies that the means of the group differ significantly; whereas a value close to 1 implies that the means are similar (a value of 1 indicates the means of the group are identical). SDA was implemented via a stepwise selection method, which begins with no bands in the model. Bands contributing the most to the discriminatory power are retained, and others are rejected. The band selection process stops when there is no further significant decrease in the Wilks's lambda distribution. Bands selected via this analysis were perceived as the optimal features for classification.
Pixel-Based Classification
Present research selected two supervised classification algorithms: parametric Maximum Likelihood Classification (MLC) and kernel based Support Vector Machine Classification (SVM), as they represent two different 'families' of algorithms.
MLC is a commonly-used parametric method for pixel-based classification, and uses the multivariate normal probability density model [23, 31, 32] . This algorithm is based on Bayes' theory of decision. With the assumption that the distribution of each class sample in the multidimensional space is normal, a class can be well characterized with the mean vector and the covariance matrix. The principle advantage of the MLC is that, for normally-distributed data, it is superior to other parametric classifiers; however, for data that are not normally distributed, the results may be unfavorable.
SVM is an effective non-parametric classifier for classifying complex data involving higher dimensionality [33, 34] . This classifier exploits a margin-based geometrical criterion in the context of a multidimensional feature space, aiming to locate the maximum margin between classes. In the present study, the radial basis function (RBF) kernel was used with the SVM algorithm. The gamma value γ and penalty parameter C were used as input parameters for the SVM. Inappropriate parameter settings can lead to poor classification results: an excessively large C may give rise to excessive penalties for prediction errors, which may produce an over-fitting model, and excessively large values of γ may affect the shape of the separating hyper-plane, which can influence the classification outcomes.
Hybrid-Based Classification
Hybrid classification is a method that combines pixel-based classification with object segmentation mapping using majority voting [20] . In this process, pixel-based classification and segmentation are carried out independently. Each object in the segmentation map acts as a filter, and all of the pixels within each segmented object are assigned to the same class to which more than 50% of pixels belong using a pixel-based classifier. Note that, unlike common filters, majority voting is not carried out with a fixed neighborhood, but rather with an adaptive neighborhood that contains the spatial patterns. Hybrid classification has proved to be successful in previous studies on urban classification [35, 36] .
Image segmentation is a critical aspect of hybrid classification, and this study follows the approach given by [37] . It is a region-growing technique that starts with pixel-sized segments, and iteratively merges neighboring pixels or regions according to local heterogeneity, i.e., h " w sp
where n is the number of spectral bands, w i is the weight of band i, w sp and w cp are spectral and compact parameters, controlling object shape and compactness, respectively; N is the number of pixels, σ i is the variance of pixels within object, l is the perimeter of object, and r is the perimeter of the rectangles bounding the object. The merging procedure stops when h exceeds a user-defined scale parameter.
Accuracy Assessment
Accuracy assessment of classification results is very important. This study used the k-fold cross-validation, a model for calculating generalization errors and widely applied in classification results evaluation [31, 38, 39] . The k-fold cross-validation is also called the leave-one validation. It splits the sampling data (introduced in Section 2.3) into k smaller sets, k´1 of which is used to train the classification model and the remaining part of the data is used to validate the results. The accuracy of cross-validation is the statistical values averaged from the k-fold loop. In present study, five-fold cross-validation was implemented.
The accuracy of the TG-1 and Hyperion classified images was assessed based on the overall accuracy (OA) and kappa coefficient (Kc). The overall accuracy provides a discerning statistical parameter to compare the performance of mapped classes with the referenced classes. The kappa coefficient is calculated to determine statistically if an error matrix is significantly different from another. The OA and Kc presented in this study were the averaged value and best value from five-fold cross-validation for each classifier.
Results and Analysis
Spectral Analysis
The TG-1 spectra were visually compared to those of the Hyperion data. Figure 4 exhibits the collected typical spectral signatures of the different categories in TG-1 and Hyperion data. The spectral profiles between the two images show, basically, similar trends in terms of each class, although there is relatively significant difference in acquisition times and signal to noise ratios. For the spectral characteristics of TG-1 regarding vegetated cover (i.e., cropland, grass, and trees), a green peak and a red minimum at visible wavelengths (note that blue was not used here) were exhibited because of absorption due to chlorophyll. Additionally, a pronounced NIR shoulder due to internal leaf structure scattering and a decline in the SWIR region due to absorption by liquid water were also exhibited in Figure 4a . The spectral profile of barren land for TG-1 resembles grass at visible wavelengths; however, it was lower in the NIR and higher in the SWIR, which is partly due to the inclusion of sparsely-vegetated areas (grass in particular). Overall, the similarities between the spectra from TG-1 and Hyperion provide confidence that the TG-1 bands have the potential to discriminate among different urban land cover types. To ensure that the sample data collected were distinguishable and separable, a commonly used metric based on Jeffries-Matusita (JM) distance was applied to check the spectral similarity of the selected samples [40, 41] . This metric was calculated for the 21 possible combinations of the seven classes using the entire sampling dataset. The JM distances for the TG-1 image are in the range 1.944-2.000, which corresponds to a high degree of spectral separability among the seven land-cover types; whereas the JM distances for the Hyperion data are in the range of 1.849-2.000, which corresponds to a moderate-to-high separability, but clearly to a lesser degree in separability than the TG-1 image data.
Dimensionality Reduction Analysis
Stepwise discriminant analysis was used to reduce the dimensionality of the data as well as removing possible noise. Seventeen optimal bands were identified from the 111 processed TG-1 bands using SDA analysis. Of them, eight were at visible wavelengths, two at near-infrared wavelengths, and seven at short-wave infrared wavelengths. Twenty-seven optimal bands were identified from the 158 processed Hyperion bands. Of them, 12 were at visible wavelengths, five at near-infrared wavelengths, and 10 at shortwave infrared wavelengths.
To check whether any important information was lost by the selected optimum bands, the SVM classification results obtained using the selected optimal bands were compared to that obtained using all bands, according to [42] . For TG-1, the classification map using 17 bands matched 94.72% with the classification map using 111 bands; for Hyperion, the classification map using 27 bands matched 96.03% with the classification map using 158 bands. Since the classification results of both of the images were basically similar, the images with 17 and 27 bands for the TG-1 and Hyperion data, respectively, can be used for further classification.
4.3.Classification Analysis
Tuning of Algorithm Parameters
For the classifiers on the basis of the SVM algorithm, this study used a 10-fold cross-validation method carried out mainly with library LIBSVM [43, 44] to select the appropriate input parameters.
An optimal combination of input parameters ( ) C,γ was determined as that gave the highest accuracy. Finally, the result of this process set C 100 = To ensure that the sample data collected were distinguishable and separable, a commonly used metric based on Jeffries-Matusita (JM) distance was applied to check the spectral similarity of the selected samples [40, 41] . This metric was calculated for the 21 possible combinations of the seven classes using the entire sampling dataset. The JM distances for the TG-1 image are in the range 1.944-2.000, which corresponds to a high degree of spectral separability among the seven land-cover types; whereas the JM distances for the Hyperion data are in the range of 1.849-2.000, which corresponds to a moderate-to-high separability, but clearly to a lesser degree in separability than the TG-1 image data.
Dimensionality Reduction Analysis
Classification Analysis
Tuning of Algorithm Parameters
For the classifiers on the basis of the SVM algorithm, this study used a 10-fold cross-validation method carried out mainly with library LIBSVM [43, 44] to select the appropriate input parameters. An optimal combination of input parameters pC, γq was determined as that gave the highest accuracy.
Finally, the result of this process set C " 100, γ " 0.06 for the TG-1 data, and C " 100, γ " 0.04 for the Hyperion data.
Of the parameters used for the hybrid approaches on the basis of image segmentation, selecting the appropriate scale parameters is the most critical part. In this work, optimal values for these scale parameters were tuned with an iterative trial-and-error approach that was widely employed by object-based image analysis. The values for image segmentation parameters used are listed in Table 3 . It was observed that the scale parameters set for the TG-1 data were smaller than that for the Hyperion data. This is reasonable since that the resulting image objects of TG-1 data were sufficiently smaller to describe fine features of interest within the study area, such as trees dotted along a narrow channel, or grass scattered around a built-up area, cropland, or trees. 
Comparison of the Two Hyperspectral Sensors' Classifications
Spectra from these sets of 17 and 27 spectral bands were used for the image classification of TG-1 and Hyperion, respectively. The accuracy statistics from five-fold cross-validation are summarized in Figure 5 .
Of the parameters used for the hybrid approaches on the basis of image segmentation, selecting the appropriate scale parameters is the most critical part. In this work, optimal values for these scale parameters were tuned with an iterative trial-and-error approach that was widely employed by object-based image analysis. The values for image segmentation parameters used are listed in Table  3 . It was observed that the scale parameters set for the TG-1 data were smaller than that for the Hyperion data. This is reasonable since that the resulting image objects of TG-1 data were sufficiently smaller to describe fine features of interest within the study area, such as trees dotted along a narrow channel, or grass scattered around a built-up area, cropland, or trees. 
Spectra from these sets of 17 and 27 spectral bands were used for the image classification of TG-1 and Hyperion, respectively. The accuracy statistics from five-fold cross-validation are summarized in Figure 5 . Through the examination of the averaged value in OA and Kc from cross-validation, it was found that the pixel-based classification using TG-1 was slightly better than that of using Hyperion, both for MLC and SVM. The average OA value of TG-1 was 87.69% (with an average Kc of 0.85) and 90.43% (with an average Kc of 0.88) for PMLC and PSVM, respectively. By contrast, the average OA value of Hyperion was lower relative to the TG-1 data, which scored 84.33% (with an average Kc of 0.83) and 87.57% (with an average Kc of 0.87) for PMLC and PSVM, respectively.
Consistent with the results of pixel-based classification, TG-1 was also slightly better than that Through the examination of the averaged value in OA and Kc from cross-validation, it was found that the pixel-based classification using TG-1 was slightly better than that of using Hyperion, both for MLC and SVM. The average OA value of TG-1 was 87.69% (with an average Kc of 0.85) and 90.43% (with an average Kc of 0.88) for PMLC and PSVM, respectively. By contrast, the average OA value of Hyperion was lower relative to the TG-1 data, which scored 84.33% (with an average Kc of 0.83) and 87.57% (with an average Kc of 0.87) for PMLC and PSVM, respectively.
Consistent with the results of pixel-based classification, TG-1 was also slightly better than that using the medium spatial resolution of the Hyperion images in hybrid classification for both MLC and SVM. The average value in OA using TG-1 data was of 90.17% (with an average Kc of 0.88) and 93.48% (with an average Kc of 0.92) for the HMLC and HSVM, respectively. Hyperion achieved an OA of 84.93% (with an average Kc of 0.83) for HMLC and 88.46% (with an average Kc of 0.88) for HSVM.
The pixel-based land-cover classifications having the best overall accuracy were further examined and the corresponding classification accuracy assessment is listed in Table 4 . For PSVM classification, the best OA of TG-1 was 88.43% (with a best Kc of 0.86), which was slightly greater than that of Hyperion that achieved 85.51% (with a best Kc of 0.83). Compared to classification based on PMLC, the depictions of most land-cover types were approximately greater than or equal to 90% for PSVM classification concerning both the two sensors, except for grass and shadow. It can be seen from Table 4 that the producer's accuracy for barren land and water were approximately constant for the TG-1 and Hyperion sensors. Specific differences between the TG-1 and Hyperion were also observed. The producer's accuracy for built-up and trees was very high for TG-1, which was about 3% and 5% higher than those of Hyperion data. Furthermore, the producer's accuracy for cropland was 81.03% and 89.66% for the Hyperion data using the PMLC and PSVM respectively, while the producer's accuracy for cropland was 87.03% and 92.97% using TG-1 data. It should be noted that both sensors had poor performance on grass classification, with a producer's accuracy of 77.96% and 85.48% for TG-1 (PMLC and PSVM, respectively) and that of 73.68% and 78.95% for the Hyperion data. Moreover, it was clearly visible that a high amount of isolated pixels existed for grassland in the pixel-based classifications. The producer's accuracy of the water was high for the pixel-based classifier (more than 90%) for both the TG-1 and Hyperion, whereas the producer's accuracy of the shadows was relatively low (less than 88%). Table 5 listed the accuracy assessment corresponding to the hybrid land-cover classifications with the best overall accuracy. For hybrid classification, the best OA of TG-1 was 91.86% and 94.02% (with a best Kc of 0.90 and 0.93) for the HMLC and HSVM, respectively, which was greater than that of Hyperion, which achieved 86.91% and 90.4% (with a best Kc of 0.84 and 0.88). In general for the hybrid classification method, the producer's accuracy for nearly all land-cover types was approximately equal to, or greater than, 90%, except for grass and shadow, which scored below 90%, obviously. The grassland achieved a producer's accuracy of greater than 84% for TG-1 as well as less than 82% for Hyperion data. Similar trend was observed for built-up and cropland. The built-up area achieved a producer's accuracy of greater than 95% for TG-1, but less than 90% for Hyperion data. Comparing TG-1 imagery with Hyperion imagery, the additional accuracies of 5.8% and 4.5% in producer's accuracy were observed for HMLC and HSVM approaches, respectively. 
Comparison of the Pixel-Based and Hybrid Approaches
From the statistical results from five-fold cross-validation, it was found that the hybrid approach could achieve more promising accuracy in land-cover classification relative to the pixel-based approach for both the TG-1 and Hyperion data. Specifically, the increased average OA of the hybrid approach, compared to pixel-based method, was of 2.5% and 3.1% (with an increased average Kc of 0.3 and 0.4) for MLC and SVM when using TG-1, and an increased average OA of 0.6% and 0.9% (with an increased average Kc of 0.03 and 0.06) for MLC and SVM when using Hyperion.
Consistent with the trend of averaged statistical values, the classification accuracies in terms of the best values for the hybrid method were also better than those for the pixel-based method. It was observed that the maps from the pixel-based classification contained some mistakenly identified pixels of classes, whereas those generated via hybrid classification did not appear obvious. In particular, unlike the conventional classical approaches, the hybrid method did consider the pixel-based spatial information, thus making it more attractive to characterize grass/cropland and impervious surfaces over the urban regions. Furthermore, the hybrid approach on land-cover classification achieved better classification accuracy relative to the pixel-based method for the TG-1 data (with the OA of 2.8% and Kc of 0.35, on average), as well as for the Hyperion data (with the OA of 1.1% and Kc of 0.05, on average). It should be noted that the hybrid approach exhibited much fewer isolated pixels than the pixel-based approach for the TG-1 data, while it was not that obvious for the Hyperion data. This can be attributed to the fact that the finer spatial resolution of the TG-1 data enables the hybrid classifier to make better use of the spatial information in addition to spectral information to aid in discriminating between spectrally-similar classes.
Discussion
Potential Contribution of TG-1 in Urban Classification
In recent years, satellite hyperspectral sensors have become widely used. However, the spatial resolution of these sensors remains relatively low, making them of limited use for detailed urban mapping. The TG-1 system is a novel satellite hyperspectral sensor with a much finer spatial resolution than previous systems, and is expected to open up new possibilities in tracking complex urban scenes. The present study attempted to thoroughly investigate this sensor for urban land-cover classification.
This study showed that the results with fine spatial resolution TG-1 were slightly better than the results with medium spatial resolution Hyperion data, for both the pixel-based and hybrid classification approaches. Compared with Hyperion data, TG-1 data showed an increase in average OA accuracy of 3.36% with PMLC, 2.86% with PSVM, 5.24% with HMLC, and 5.02% with HSVM. The discrepancies between the two hyperspectral data were associated with some uncertainties from overpass time difference, residual errors from atmospheric correction, and the difference in SNR. However, the most significant factor relating to these discrepancies was the sensor spatial resolution. Previous references, such as [45, 46] , have also indicated that fine spatial resolution remote sensing data can be advantageous in mapping land-cover, especially for the heterogeneous environments, through reducing within-pixel heterogeneity and increasing spectral separability. In addition, the fine spatial resolution of TG (10 m) could collect a larger number of reference pixels relative to Hyperion data for classifier training (see Table 2 ), and can thereby enhance the classification performance to some extent.
Classification Techniques Analysis
Although a variety of references [47] [48] [49] have compared the capability of using satellite hyperspectral data (i.e., Hyperion) with airborne hyperspectral data (i.e., AVIRIS and MIVIS), there are rare quantitative comparisons among different satellite hyperspectral data that have different spatial resolution. To facilitate understanding of the hyperspectral data for heterogeneous land mapping, further evaluation and comparison of different classifiers concerning different spatial resolutions is required [27] . The current research evaluated the performance of two different types of classifiers (pixel-based and hybrid), focusing on different spatial resolution satellite hyperspectral data, the fine spatial resolution satellite TG-1 (with 10 m) and the most widely used hyperspectral satellite EO-1 Hyperion (with 30 m).
This study demonstrates that the used hybrid method, which integrates a pixel-based and object-based segmentation approach, can be a valid alternative for pixel-based classification of the complex regions. This work confirms previous findings of [16, 50] , which suggest that pixel-based classifiers are more appropriate for medium spatial resolution image, whereas object-based classifiers are more effective for discriminating land-cover types from fine spatial resolution images. In particular, the present study further extends earlier work to a broad range of satellite hyperspectral data with relatively finer spatial resolution.
Similar to most other object-based approaches, the accuracy of hybrid classifiers is directly influenced by the performance of image segmentation. In the present study, Hyperion images did not have the ability to achieve good segmentation results due to their comparatively coarser spatial resolution, thus it is not surprising that its correspondingly improved ability was not significant as TG-1 images. Furthermore, current research demonstrates that the potential of fine spatial resolution satellite hyperspectral data in urban mapping can be relatively significant if implemented in an appropriate classifier, such as the hybrid method.
Conclusions
This study evaluated the performance of fine spatial resolution satellite hyperspectral data, Chinese TG-1, by a comparison with EO-1 Hyperion image data. Both pixel-based and hybrid approaches were investigated for mapping urban land coverage types, during approximately the same time period and at the same location in Beijing, China. The used hybrid method, which integrates the pixel-based classifier and the object-based segmentation approach, can provide an effective alternative to the conventional pixel-based methods for processing the satellite hyperspectral data, especially the fine spatial resolution TG-1 data. Comparing hybrid classifiers with pixel-based classifiers, an apparent improvement was observed for TG-1 imagery, whereas only a slight improvement was observed for Hyperion imagery. Furthermore, results demonstrated that the novel fine spatial resolution TG-1 image was slightly better than the medium spatial resolution Hyperion image in urban land cover extraction, both for pixel-based and hybrid approaches.
Overall, it can be concluded that the fine spatial resolution satellite hyperspectral data (i.e., TG-1) is promising in delineating complex urban scenes especially when using an appropriate classifier, such as the hybrid classifier. More importantly, this finding could provide a reference for evaluating a future satellite hyperspectral sensor, such as the Chinese GaoFen-5, which is scheduled to launch in 2016 and has a spatial resolution of about 10-20 m. 
