This paper describes an architecture for the usage of Instructional Design (ID) knowledge in intelligent instructional systems. In contrast with other architectures, ontologies are used to represent ID knowledge about both what to teach and how to teach. Moreover, set-theoretic reasoning is used for the provision of inferential services. In particular, the paper shows how settheoretic deductions can be applied (i) to support the modelling of ID knowledge bases, (ii) to retrieve suitable teaching methods from them, and (iii) to detect errors in a training design. The intelligent knowledge management environment CONCEPTOOL is used to demonstrate the benefits of the proposed architecture.
Introduction
Instructional Design (ID) is part of Instructional Science, which encompasses theories, models, methodologies, and tools for instruction (Mizoguchi and Bourdeau, 2000) . ID is "an engineering activity for which the artefact is some instructional product conceived to help a learner acquire some knowledge or skill" (Merrill, 2001 ). This activity applies strategies and techniques derived from behavioural, cognitive, and constructivist theories to the solution of instructional problems (Mizoguchi and Bourdeau, 2000) .
Instructional Design theories are prescriptions for designing instructional products to optimise the learning outcome (Merrill, 2001; Mukhopadhyay and Madhu, 2001 ). These theories describe methods of instruction together with situations in which those methods should be used (Reigeluth, 1999) . From a pragmatic viewpoint, the underlying questions about instructional design are (i) what to teach and (ii) how to teach (Dick etal, 2000) . Research in ID has constantly focused on the dualism between teaching theory and practice in order to develop effective, efficient and appealing products for instruction.
Computing science has investigated ways of achieving this goal using software tools. Implemented computer-based tools range from intelligent tutoring systems to web based e-learning platforms (Gaudioso and Boticario, 2003) . A common feature of all these systems is that they either implicitly or explicitly use knowledge about Instructional Design. However, incorporating knowledge in a computer program is a complex and labour-intensive task: firstly, ID knowledge must be acquired; secondly, procedures to use this knowledge must be implemented. Rather than building new systems from scratch, the ID knowledge should be represented in such a way that it can be reused by different applications (Mizoguchi and Bourdeau, 2000) . This paper advocates the declarative knowledge bases to represent instructional design knowledge about both what to teach and how to teach. The authors propose an ontology-based architecture for the usage of these knowledge bases in educational technology systems. Ontologies are taxonomies that provide explicit specifications of conceptualizations (Gruber, 1993) , promoting a shared understanding of a domain and encouraging collaborative development. Taxonomies or ontologies are not new to ID. Prominent examples are (i) Bloom's taxonomy of knowledge (Bloom, 1956 ) and (ii) the taxonomy of learning outcomes by Gagne (Gagne, 1985) . However, providing the conceptualisation of a domain is not the only benefit of ontologies. In fact, they should be also considered as the source of the intelligent behaviour in educational systems (Mizoguchi and Bourdeau, 2000) . Unfortunately, an analysis of existing systems reported in (Bourdeau and Mizoguchi, 2002) concludes that only few intelligent educational systems had an explicit representation of knowledge about instructional theories and principles. None of the surveyed systems could either (i) "retrieve appropriate theories for selecting instructional methods" or (ii) "provide principles for structuring a learning environment" (Bourdeau and Mizoguchi, 2002) .
In order to fill this gap, the authors show how set-theoretic deductions can be used (i) to support the modelling of ID ontologies, (ii) to retrieve suitable teaching methods from these ontologies, and (iii) to detect errors in a training design based on them. Together with the usage of ontologies, these specialised inferential services define an architectural framework for representing ID knowledge and for reasoning with it. The underlying principles of this architecture are based on the following two paradigms:
• Knowledge in an intelligent system should be represented by domain experts without the need to involve a knowledge engineer.
• The source of intelligent behaviour should be "standard" automated reasoning based on knowledge represented by domain experts. Here, "standard" reasoning means situation-independent or general-purpose reasoning.
Accordingly, ID ontologies should be represented at the conceptual level, which is the (only) one ID experts are generally familiar with. In this way, experts can directly maintain the system knowledge without the involvement of a knowledge engineer. The underlying ontology representation should be expressive enough to encode instructional design knowledge. Moreover, this representation should be based on a formal knowledge model that can be interpreted by a computer reasoner.
The rest of the paper is structured as follows. Section 2 explains the motivations for this research and reviews relevant work so far. Section 3 defines knowledge representation and reasoning issues in the proposed architecture. This section also shows how the intelligent knowledge management environment ConcepTool implements a core part of this architecture. Finally, section 4 summarises some major issues in the proposed architecture.
Background and Motivations
While procedural knowledge is widely used in intelligent instructional systems, this is not true for declarative knowledge (such as the one contained in domain ontologies).
Declarative knowledge can represent instructional design theories about courses, learning goals, and teaching methods. To let this knowledge become the driver of intelligent behaviour, an intelligent instructional system needs to include automated reasoning capabilities. To achieve maximum reuse, "standard" automated reasoning should be adopted, rather than implementing a special-purpose algorithms for one single use case only. This section reviews research work performed so far from the viewpoint of ID knowledge representation and reasoning. Existing approaches are compared with the framework that underpins the architecture introduced in this paper.
Declarative knowledge for instructional design
In artificial intelligence, declarative knowledge (also called domain knowledge) is explicitly distinguished from procedural knowledge. While the latter is about how to perform some task, declarative knowledge describes existing (or relevant) entities in a Universe of Discourse. Declarative knowledge about instructional design includes:
• Different categories of concepts, such as entities, rules, processes.
• Concepts that describe objects and their properties in the ID domain, such as
Teaching Method, Learning Goal, Learner, Instructor. • Relations between concepts, such as hierarchical or partonomic relations.
Most research on the representation of instructional design knowledge has focused on the procedural aspects of this knowledge (Bourdeau and Mizoguchi, 2002) . However, the additional usage of declarative knowledge bases can further enhance intelligent instructional systems. This type of knowledge can be identified in various areas of instructional design. In fact, while knowledge about the activities performed during the ID process (i.e. the knowledge about the sequence of steps to take) is of procedural nature, knowledge about what to teach and how to teach can be (at least partially) captured in declarative knowledge bases. The following paragraphs examine where declarative knowledge bases can be used in ID.
Determining what to teach means identifying the necessary knowledge components to acquire the desired knowledge or skills (Merrill, 2001 ). Knowledge about how to perform this activity is procedural knowledge. Conversely, the outcome of this process is declarative knowledge about concepts such as courses, their content and their learning goals. This outcome can be stored in a declarative knowledge base for subsequent (re)use. Automated reasoning can be then applied (i) to support the organisation of these knowledge bases, (ii) to enhance knowledge retrieval, and (iii) to decide what should be taught to a specific user.
Determining how to teach means (i) choosing the right instructional methods and (ii) applying them properly. Knowledge about how to apply a teaching method requires problem-solving expertise (Mizoguchi and Bourdeau, 2000) ; hence, it is procedural knowledge. Conversely, knowledge about which teaching method to choose can be represented as declarative knowledge. Teaching methods, together with their applicability conditions, can be stored in a knowledge base that relates instructional theories with concrete teaching methods. Automated reasoning can be used (i) to support the organisation of the knowledge base, (ii) to retrieve teaching methods, and (iii) to validate the choice of these teaching methods.
In conclusion, the usage of declarative knowledge bases in instructional design yields the following benefits:
1. Declarative knowledge bases (e.g. a repository of Teaching Methods) provide a human-readable conceptualisation of the educational domain. Storing information such as teaching methods, instructional theories, and the content of finished instructional products, such conceptualisations also educate novices in ID.
2. Declarative knowledge bases provide the core of ID advisory systems. By way of automated reasoning, such systems can promote the practical application of ID theories, assisting in the design of a training. More concretely, they could:
• Assist a designer in the selection of appropriate teaching methods.
• Encourage the application of a wide range of available teaching methods.
• Instruct a designer about the application of particular teaching methods.
• Highlight errors in the design of a training or course.
3. Declarative knowledge bases provide the core of an adaptive delivery system. Using automated reasoning, such a system can choose instructional strategies or learning objects that are most suitable in a given situation.
However, the kind of benefits obtained using declarative knowledge bases explicitly depend on the reasoning capabilities of the system that uses these knowledge bases. This paper aims to define an architecture that supports specialised deductions based on set-theoretic reasoning about declarative ID knowledge bases.
Knowledge representation and reasoning in current ID systems
Early Intelligent Tutoring Systems (ITSs) focused on the representation of their taught content (what to teach), whereas more recently the explicit representation of how to teach has attracted more attention (Murray, 1996) . Therefore, modern ITSs allow the authoring of instructional strategies (Murray, 1999) . These strategies describe the behaviour of a system, specifying when to provide a hint, how many hints to provide, or what to do once a learner has completed a task. Examples of such systems are the ID Expert (Merrill and ID2 Research Group, 1998) , EON (Murray, 1998) , or the Generic Tutoring Environment (Marcke, 1998 Rather than with the declarative representation of procedural knowledge, the architectural framework introduced in this paper is concerned with the representation of ID knowledge at a different level of granularity, which captures:
• the existing teaching methods;
• the abstractions that can be used to classify these teaching methods;
• the circumstances in which a certain teaching method should be chosen.
A rule-based system approach for the partial automation of course design is based on the Instructional Material Description Language -IMDL - (Gaede and Stoyan, 2001) .
Instructional elements (i.e. learners or learning objectives) are considered as rule preconditions, while didactic elements (i.e. software components for the display of courses) are considered as post-conditions. An inferential engine uses these rules to generate alternative courses. However, a rule-based knowledge representation is problematic to create or to maintain, as relationships between related knowledge parts (i.e. rules referring to the same entity) are not explicitly stated. More concretely, the representation of heuristic knowledge with rules can be a source of problems in educational systems. The relevant problems identified by (Mizoguchi and Bourdeau, 2000) include:
1. The "conceptual gap" between authoring systems and authors. In Artificial intelligence, the "knowledge level" is explicitly distinguished from the "symbol level" in which knowledge is encoded (Newell, 1982) . The traditional approach to the development of rule-based systems involves a knowledge engineer, who encodes the knowledge elicited from a domain expert. Unfortunately, this results in a gap between the conceptualisation of the ID expert and the corresponding computer representation. Consequently, (i) the development, (ii) the verification & validation, and (iii) the maintenance of rule bases can become rather difficult.
2. The lack of theory awareness of systems. Heuristic rules cannot explicitly represent the theories they commit to.
3. The difficulty to integrate the latest research results. The lack of theory awareness prevents the adaptation of rule bases in order to accommodate subsequent results of ID research.
Ontological engineering has been used to solve the above problems (Bourdeau and Mizoguchi, 2002) : In this project, ID theories have been described in an ontology that captures top-level decisions about instructional strategies. Additionally, a domain ontology has been created which consists of (abstract) "theories" and (concrete) "worlds" of learning, instruction, and instructional design (Bourdeau and Mizoguchi, 2002) . However, this approach does not introduce any methods or tools for reasoning about these ontologies. Therefore, the architecture proposed in this paper is complementary to the above design-oriented approach.
A further approach to the design of educational systems is the Educational Modelling Language -EML - (Koper, 2001) . This language provides a framework for the conceptual modelling of learning environments. It consists of four extendable toplevel ontologies, which describe (i) theories about learning and instruction, (ii) units of study, (iii) domains, and (iv) how learners learn. As previously stated, the architecture proposed in this paper can be used to provide automated reasoning support for EML ontologies.
Ontologies are frequently used in e-learning platforms (i) to organise their content and (ii) to facilitate its retrieval. The Learning Object Metadata -LOM -standard (IEEE -LOM, 2003) has been introduced to enable sharing and reuse of learning objects across platforms. However, this standard only offers a limited number of attributes to describe pedagogical aspects of a learning object (such as the interactivity type, the kind of learner it is suitable for, e.t.c.). Therefore, the LOM standard is not suitable to fully capture pedagogical knowledge (Pawlowski, 2002; Recker and Wiley, 2001; Allert etal 2002b) . However, learning objects described using the LOM standard can be integrated in more expressive ID ontologies by considering LOM Metadata classes as ontology concepts. This approach is pursued by the Open Learning Repository project -OLR - (Allert etal 2002a) . OLR separates a domain model from an instructional model in order to use different teaching strategies. However, OLR ontologies are represented in RDF/RDFS (W3C -RDF, 2003), which only provides basic modelling primitives to capture ontologies (Pan and Horrocks, 2001 ). Conversely, the architecture proposed in this paper focuses on capturing ID knowledge in a more expressive way together with set-theoretic reasoning.
The L3 project (Leidig, 2001 ) aims at developing a scalable platform for web-based distance learning. Using an ontology, a course author can specify (i) what kind of knowledge (s)he wants to incorporate, (ii) the addressed skills, (iii) how knowledge can be transferred, and (iv) the relations to other learning objects. However, while the L3 ontology organises the content of the L3 platform, it does not contain knowledge about instructional theories. Conversely, the architecture proposed in this paper aims to support knowledge representation and reasoning about both what to teach and how to teach.
The ontology in L3 is represented using conceptual graphs (Sowa, 1999) , which are a syntactic variant of first order logic. Therefore, reasoning problems such as computing the validity of a conceptual graph or computing the subsumption between two conceptual graphs are undecidable. In other words, algorithms for the above two problems have been theoretically proved to enter infinite loops (Baader etal 2003) . This means that a system built using conceptual graphs as its knowledge representation formalism cannot be equipped with the kind of automated reasoning services envisaged in the architecture proposed in the following section.
An architecture for the usage of instructional design knowledge
The authors' architecture is based on ontologies for the representation of ID knowledge and on set-theoretic reasoning for the provision of inferential services. Instructional design experts should be able to maintain these ontologies without the support of a knowledge engineer. In order to let them become the source of intelligent behaviour, a reasoner should directly perform inferences on these ontologies. Such a reasoner requires a conceptual representation language for ID ontologies based on a formal semantics. In this way, the ontologies can be directly interpreted by a reasoner without the need to reformulate them in a computer-readable formalism. Automated reasoning can be used (i) to support the modelling of ID ontologies, (ii) to provide enhanced querying on these ontologies, and (iii) to detect errors in a training design. Accordingly, this section describes the knowledge representation and reasoning techniques that are at the core of the architecture proposed in this paper. It also shows how the intelligent knowledge management environment CONCEPTOOL (Compatangelo and Meisel, 2003) can be used in the context of ID knowledge representation and reasoning.
The representation of instructional design knowledge
Ontologies, which are formal, explicit specifications of shared conceptualisations (Duineveld etal 2000) , encourage collaborative development by different experts.
Ontologies capture knowledge at the conceptual level, thus enabling ID experts to directly manipulate them without the involvement of a knowledge engineer. In its simplest form, an ontology is a taxonomy of terms (i.e. a "shared lexicon") whereas more expressive approaches such as the Ontology Web Language OWL (W3C -OWL, 2003) encode knowledge in logical axioms. Ontologies support knowledge reuse by allowing more specific concepts to inherit the properties of those concepts they specialise. This also allows the representation of knowledge at different abstraction levels. In this way, instructional theories at a high level of abstraction can be related to concrete teaching methods.
The ontology shown in Figure 1 As previously stated, two fundamental issues in the representation of instructional design are what to teach and how to teach. The rest of this section thus provides examples of how this kind of knowledge can be captured. Different approaches to instructional design trigger a series of issues, including which theory to use or whether to unify different theories (Bourdeau and Mizoguchi, 2002) . Therefore, it seems unlikely that one single standard instructional design ontology can be suitable to express all possible scenarios. However, this is not a necessary requirement for the architectural framework proposed in this paper, as different ontologies can be introduced to achieve this goal. The ontologies presented in this paper should not be considered as a proposal for a shared ontology, but only as a way of demonstrating the potential of the proposed framework.
Representing "how to teach"
In order to provide an answer to the issue about how to teach, an instructional design ontology needs to capture Teaching Methods together with the situations in which these can be applied (e.g. Learning Goals, characteristics of the Learners, course Domain). Moreover, an instructional design ontology should also provide information on how a particular Teaching Method can be applied in practice. These issues will be discussed using the exemplary ontology about Teaching Programming depicted in Figure 2 , which is elicited from a case study of teaching methods in computing science (Nicholson and Fraser, 1997 The general rule which states that "fluency in a new programming language can only be attained by actually programming" (Nicholson and Fraser, 1997) 
Representing "what to teach"
The sample ontology depicted in Figure 3 shows how an ontology can be used to organise the result of the training design processes. A Course can be described together with information about (i) its Learning Goals, (ii) its Course Units, and (iii) the requirements about the prerequisite knowledge of the Learner. Note, that due to space restrictions, the ontology in Figure 3 does The following section describes set-theoretic reasoning and its application to instructional design in more detail.
Reasoning about ID knowledge
A knowledge representation formalism is a "fragmentary theory of intelligent reasoning" (Davis etal, 1993) . Hence, an ontology representation should allow for deductions to be drawn from the statements that specify an ontology. These deductions can lead to the derivation of further knowledge that is not explicitly specified in the ontology. More specifically, reasoning should support the following use cases.
Modelling of the instructional design ontology.
Automated reasoning can provide support to ID experts during both the creation and the maintenance of instructional design ontologies. This favours a systematisation of ID knowledge (Mizoguchi and Bourdeau, 2000) , where:
• Concepts found in the ID knowledge base are clearly defined.
• Concepts are organised in an is-a structure.
• Dependencies and relations among concepts are explicitly stated.
• The viewpoints used for structuring knowledge are made explicit.
• Knowledge consistency is maintained.
Enhanced querying
Automated reasoning offers enhanced querying possibilities that exceed the capabilities of conventional query languages like SQL. Enhanced queries can thus specify constraints to retrieve teaching methods or courses from the ontologies.
Verification & Validation of a training design
Verification is the act of checking whether the intentions of a training design have been met, while validation is the act of checking whether the designed training is fit for its purpose. A training can be checked for common errors in instructional design, or for violations of the rules specified in the ontology.
Reasoning based on the formal set-theoretic semantics of a represented ontology can be used in all the above use cases. Set-theoretic reasoning can derive implicit knowledge (Buchheit etal, 1993) , such as:
• Unspecified set containment: the computation of whether a set A is included in another set B.
• Unspecified set elements: the computation of whether an individual I is an element of a set S.
• Consistency: the computation of whether either an individual I or a set S is inconsistent.
The complexity of algorithms for computing these inferences increases with the expressive power of the language used to specify a knowledge base (Tobies, 2001) . Description Logic (DL) reasoners such as CLASSIC (Brachman etal, 1999) , FaCT (Horrocks, 1999) , or RACER (Haarslev and Moeller, 2001a) implement optimised algorithms for languages that are expressive enough to capture ID knowledge. Moreover, these algorithms were proven to be complete and sound. This means (i) that all the possible deductions are found, and (ii) that all the inferences are correct. Consequently, automated reasoning based on the above description logics is very powerful. However, there are some drawbacks associated with the usage of description logics.
• Firstly, the languages computed by DL engines are subsets of First-Order Logic. Hence, they require a background understanding of predicate logic. Unfortunately, this is not a desirable option in the modelling of ontologies by an instructional design expert. Moreover, DL engines analyse a knowledge base specified in textual form and only support a basic "ASK and TELL" interaction with the user (Baader etal, 2003) . Although graphical DL editors such as OilEd (Bechhofer etal, 2001 ) provide a Graphical User Interface for a better interaction with a DL engine, this does not overcome the language barrier problem.
• Secondly, DL engines do not make the analyst aware of any existing differences between the knowledge as specified in the ontology (the so-called "told" knowledge) and the knowledge as interpreted by the DL engine at the end of its reasoning processes (the so-called "derived" knowledge). These differences typically correspond to rearrangements in the concept hierarchy, which the DL engine assumes to be true. For instance, an inconsistent concept is automatically treated as a sub-concept of all the other concepts in a knowledge base. While this is correct in terms of a purely set-theoretic interpretation, a knowledge modelling environment should rather report the inconsistency to the analyst and let her/him decide whether to accept it, reject it, or keep it on hold for a deferred decision.
• Thirdly, DL reasoning is based on the Open World Assumption (OWA). This means that anything not explicitly stated in a knowledge base is not necessarily false (Brachman etal, 1991) . While the OWA is beneficial in reasoning with the TBox, this is not necessarily true for ABox reasoning. In practice, it has been reported that users experienced problems in reasoning within an OWA framework (Haarslev and Moeller, 2001b) . For instance, the field of digital libraries is one of those domains where user expectations and actual Description Logic deductions may differ (Meghini and Straccia, 1996) .
The CONCEPTOOL project (Compatangelo and Meisel, 2002) aims at incorporating the reasoning power of Description Logics in a user-friendly ontology modelling environment (see Figure 4 for a screenshot of the CONCEPTOOL Intelligent Knowledge Management Environment.).
Figure 4: The ConcepTool ontology editor
Reasoning in CONCEPTOOL is based on a "two-level approach" where the conceptual level is explicitly distinguished from the epistemological one (Compatangelo etal, 1999) . The conceptual level contains the ontology as specified by the analyst, whereas the epistemological level describes the same ontology using a DL language. This explicit differentiation in two levels has the following advantages:
• Decoupling of deductions. Each deduction made by the DL reasoner is reported to the analyst, who can decide how to deal with it. For instance, in contrast with DL engines, inconsistent classes are not considered as a subclass of all other classes.
• Inclusion of conceptual modelling primitives. While Description Logics only use two generic modelling primitives, namely the concept and the role, CONCEPTOOL extends and specialises these primitives. More precisely, it explicitly distinguishes between classes and associations on one side and partonomic links, attributes, and class-association links on the other.
• Application of a localised Closed World Assumption. The rewriting process of the ontology in a Description Logic language adds assertions that emulate the Closed World Assumption. Therefore, the results of reasoning more closely match the expectations of the analyst.
• Explicit computation of a normalised concept. All inherited properties from superclasses are intersected with locally specified properties and presented in the user interface. Thus the analyst is aware of the knowledge contained in the ontology.
CONCEPTOOL uses a frame-based knowledge model that allows one to mix ABox and TBox assertions. For instance, the concept Learner with knowledge about OO Principles in the ontology in Figure 3 is used to denote any Learner with certain properties, rather than forcing the analyst to specify one particular value for the attribute Suitable For in the individual Java Conversion Course.
A detailed specification of the CONCEPTOOL knowledge model is out of the scope of this paper. However, the following paragraphs outline those features of the system that are relevant for the discussion of the proposed architectural framework. CONCEPTOOL has two types of concepts, namely CLASS and ASSOCIATION, together with two corresponding types of individuals. The class diagram depicted in Figure 5 shows the relationships between these four elements. Concepts and individuals can be described using roles that belong to one of the following three specialised categories (where roles within each category can be arranged in a hierarchy):
• Attributes. An attribute link can be specified using a full range of cardinality restrictions and value restrictions. The latter allow one to define (i) the union or the intersection of classes, (ii) the enumeration of optional fillers, and (iii) the enumeration of mandatory fillers. These fillers must be ClassIndividuals.
• Partonomic links. Two concepts (i.e. either two classes or two associations) can be linked in such a way that one concept is understood to be part of a whole. This partonomic relationship can be interpreted as two corresponding links. A part link pl of the whole points to the type part, which has an inverse whole link wl pointing to whole. The maximum cardinality of a whole link is restricted to 1 as a part cannot belong to two different wholes at the same time. All partonomic links are transitive, which means that if P2 is part of P1, which is in turn part of a whole, P2 is also part of this whole. Partonomic links between individuals can be introduced in a similar way.
• Association links: This bi-directional link relates a Class and an Association. The association link is also split into one link from the Class to the Association and an inverse link from the Association to the Class. The latter link is restricted to a maximum multiplicity of 1.
The following subsections describe how reasoning in CONCEPTOOL can be applied to the three use cases specified at the beginning of this section.
Use case 1 -ID ontology modelling
Ontologies may be very large, complex in their structure, and possibly developed by a number of people during a long period of time. Therefore, the reuse of existing ontologies and the usage of tools to ''debug" them are vital for ontology development and maintenance (Fikes and Farquhar, 1999; McGuinness, 2000) . During the creation of an ontology, automated reasoning can provide the following support:
• Detection of redundant knowledge. An entity in the real world could be represented more than once in the ontology. Consequently, two or more concepts could exist with equivalent interpretations. These concepts should be highlighted as synonyms.
• Highlighting of ambiguities. Two concepts supposed to denote different entities in the real world cannot be distinguished because they share the same interpretation. As in the previous case, these two concepts should be highlighted as synonyms.
• Derivation of hidden knowledge. Implicit knowledge such as normalised attributes and further links (e.g. super-subclass links, instantiation) is highlighted.
• Detection of inconsistencies and contradictions. Assertions about concepts in an ontology that contradict each other and result in an inconsistent concept or individual are highlighted. For instance, if it is stated in an ontology that a Teaching Method must mention its strengths and weaknesses, the system will not accept any Teaching Methods without this description.
These services are vital for the development and maintenance of a bug-free ontology.
Use case 2 -Enhanced querying
Automated reasoning allows the enhanced querying of an ontology. An example of such a query could refer to "All Teaching Methods that are applicable to the Computing Domain and support the Learning Goal Gain fluency in Programming" in the ontology shown in Figure 2 . This query must be phrased as a concept description so that the reasoner can retrieve all instances of this concept. Figure 6 shows a graphical representation of this query concept. In this case, the system returns the Java Conversion Course. 
Use case 3 -Verification & validation of a training design
Errors in the design of a training can be detected (i) by checking whether the design violates axioms stated in the ontology or (ii) by defining common error classes and by analysing whether the training is an instance of any of these error classes.
Using the ontology shown in Figure 2 , a training to be validated must be defined as an instance of the concept Training. Therefore, either this individual commits to all the axioms specified for this concept, or it is inconsistent. Possible violations in this case include (i) the definition of two Teaching Methods only (where at least three ones are required), (ii) the omission of a Learning Goal, or (iii) the omission to address a Learning Goal with a Teaching Method.
Conclusions
This paper demonstrates how ontologies can represent instructional design (ID) knowledge about what to teach and how to teach. The benefit of using ontologies is threefold. Firstly, they provide an easily understandable conceptualisation of the ID domain. Secondly, they allow knowledge to be represented at different levels of abstraction. Thirdly, they support different knowledge views, which are expressed using multiple classifications.
Automated reasoning is needed to make ontologies the source of intelligent behaviour in an educational system. This paper has described how set-theoretic deductions can be applied (i) to support the modelling of ID knowledge bases, (ii) to retrieve suitable teaching methods from them, and (iii) to detect errors in a training design.
The intelligent knowledge management environment CONCEPTOOL has been introduced as a mediator between a description logic reasoner and the ID analyst/designer. The two-level approach used in CONCEPTOOL -namely, the use of a custom knowledge representation formalism and the introduction of rewrite rules to enable DL reasoning -can be also adopted in the development of systems that perform set-theoretic reasoning in the educational domain. The major advantage of a two-level system architecture is that it decouples the interpretation of a conceptual knowledge model as performed by an ID expert from the interpretation of the same knowledge model as performed by an automated reasoner. In this way, the ID expert makes the final decisions about the organisation of the knowledge base. A further benefit of separating the user-oriented conceptual level from the computer-oriented epistemological level is that a variety of inferential approaches can be used.
Automated reasoning as discussed this paper is not only restricted to set-theoretic deductions about formal definitions. Conversely, an ontology interpretation is also defined by the terms used to denote the elements of this ontology. Hence, a lexical analysis of relationships between ontology terms can lead to the discovery of further "potential relationships" between ontology elements. Such an analysis can be performed either by a simple string-substring matching algorithm (which infer, for instance, that Continuous Assessment might be a subclass of Assessment) or by a lexical database (like WordNet (Miller, 1995) , which stores information relationships).
In general, the interpretation and thus the applicability of lexical analysis in ontology reasoning is limited by its own heuristic nature. For example, does a string-substring relationship between two terms denote a superclass relationship, a subclass relationship, or nothing at all? While heuristic analysis can be helpful during the knowledge modelling stage, reasoning soundness and completeness are necessary requirements both for knowledge retrieval and for verification & validation.
Certain aspects of instructional design knowledge, such as the ordering of elements, can neither be expressed in CONCEPTOOL nor in Description Logics. For instance, it is not possible to declare the order in which the units of a course are taught. However, this lack of expressivity can be overcome in two ways:
• Firstly, the conceptual knowledge representation can be extended, allowing the possibility of specifying lists and ignoring the ordering in DL reasoning.
• Secondly, using naming conventions (such as unit_1, unit_2, . . . , unit_n) and defining these units as sub-properties of unit, violations of a specified order (e.g. having the assessment before the content is taught) can thus be detected.
In conclusion, a formal knowledge representation always introduces intrinsic limitations in the expressive power, which prevent the complete specification of a domain. However, to date a formal representation is the only practical way to make a computer program "understand" the raw data contained in a knowledge base.
