In this paper, we revisit the relation between Nonanticipative Rate Distortion (NRD) theory and real-time realizable filtering theory. Specifically, we give the closed form expression for the optimal nonstationary (time-varying) reproduction distribution of the Finite Time Horizon (FTH) Nonanticipative Rate Distortion Function (NRDF) and we establish its connection to real-time realizable filtering theory via a realization scheme utilizing time-varying fully observable multidimensional Gauss-Markov processes. As an application we provide the optimal filter with respect to a mean square error constraint. Unlike classical filtering theory, our filtering approach based on FTH NRDF is performed with waterfilling. We also derive a universal lower bound to the mean square error of any causal estimator to Gaussian processes based on the closed form expression of FTH NRDF. Our theoretical results are demonstrated via an illustrative example.
derived in [4] , where the optimal stationary reproduction distribution of the Infinite-Time Horizon (ITH) NRDF is derived, and the connection to real-time realizable filtering theory via a realization scheme utilizing time-invariant partially observable multidimensional Gauss-Markov processes was established. Among others, in [4] the authors conjectured the closed form expression of the ITH NRDF for time-invariant partially observable multidimensional Gauss-Markov processes. Recently, this result is verified in [5] for time-invariant partially observable multidimensional Gauss-Markov processes by means of information theoretic tools 2 . Bayesian Estimation Theory vs. NRD Theory In classical filtering [11] , one is given a model that generates the process {X t : t = 0, . . . , n}, via its conditional distribution {P Xt|X t−1 (dx t |x t−1 ) : t = 0, . . . , n} or via discrete-time recursive dynamics, a model that generates observed data obtained from sensors (unobserved process) {Z t : t = 0, . . . , n}, via its conditional distribution {P Zt|Z t−1 ,X t (dz t |z t−1 , x t ) : t = 0, . . . , n}, while { X t : t = 0, . . . , n} are the causal estimates of some function of the process {X t : t = 0, . . . , n} based on the observed data {Z t : t = 0, . . . , n}. The classical Kalman Filter is an illustrative example, where X t = E[X t |Z t−1 ], t = 0, . . . , n, is the conditional mean which minimizes the average least-squares estimation error. Fig. I.1 illustrates the cascade block diagram of the Bayesian filtering problem.
System
Sensor Filter In NRD theory one is given the process (source) {X t : t = 0, . . . , n}, which induces the conditional distributions {P Xt|X t−1 (dx t |x t−1 ) : t = 0, . . . , n} and determines the optimal nonanticipative reproduction conditional distribution {P * Yt|Y t−1 ,X t (dy t |y t−1 , x t ) : t = 0, . . . , n} which minimizes directed information from {X t : t = 0, . . . , n} to {Y t : t = 0, . . . , n} subject to a fidelity, i.e., the mean square error constraint. In this case, the filter {Y t : t = 0, . . . , n} of {X t : t = 0, . . . , n} is found by realizing the optimal reproduction distribution {P * Yt|Y t−1 ,X t (dy t |y t−1 , x t ) : t = 0, . . . , n} via a cascade of sub-systems as shown in Fig. I from {X t : t = 0, . . . , n} to {Z t : t = 0, . . . , n} is part of the realization procedure, while in filtering theory, this mapping is givená priori.
In this paper, we extend the results in [4] , [5] by deriving the optimal nonstationary reproduction distribution of the Finite-Time Horizon (FTH) NRDF and then connecting it to real-time realizable filtering theory of time-varying (nonstationary) fully observable multidimensional Gauss-Markov processes. The contributions of the paper are as follows.
(1) We give a closed form expression that achieves the infimum of the FTH NRDF and we identify certain structural properties of the optimal nonstationary reproduction distribution.
(2) We derive the analytical expression of FTH NRDF for time-varying Gauss-Markov processes subject to a mean squared error distortion, which includes a time-space reversewaterfilling algorithm.
(3) We realize the optimal nonstationary reproduction distribution of the time-varying Gaussian NRD problem for sources with memory with an {encoder, channel, decoder} and we obtain the optimal filter subject to a mean square error fidelity. In addition, we derive an analytical expression for the FTH NRDF that characterizes time-varying fully observable multidimensional Gauss-Markov processes as a part of our realization scheme. The problem is solved by proposing an iterative algorithm capable of allocating optimally the rate-distortion levels.
The rest of the paper is structured as follows. In Section II, we introduce NRDF for general processes. In Section III, we describe the form of the optimal nonstationary (time-varying) reproduction distribution of the FTH NRDF. In Section IV, we concentrate on evaluating the FTH NRDF for timevarying multidimensional Gaussian processes with memory. We present an example in the context of realizable filtering theory in Section V and draw conclusions in Section VI.
II. FTH NRDF ON GENERAL ALPHABETS
In this section, we introduce the definition of FTH NRDF for general source/reproduction alphabets modelled by Polish spaces (complete separable metric spaces). Notation. We let R, N 0 denote the set of real numbers, and natural numbers including zero, respectively; we let N n 0 denote the set of integer numbers from 0 to n, where n is a natural number. E{·} represents the expectation of its argument. σ{·} represents the σ-algebra of events generated by its argument. The transpose of a matrix or vector A is denoted by A T . For A ∈ R n×n , A ij denotes the entry in row i and column j. trace{·} sign represents the trace of a matrix, diag{·} sign represents diagonal matrix, and cov(·) sign represents the covariance of a matrix. Let {(Z n , B(Z n )) : n ∈ N 0 } denote a measurable space, where Z n , n ∈ N 0 is a Polish space, and B(Z n ) its corresponding Borel σ−algebra. Let Z n ⊗ n t=0 Z t denote the alphabets of the compound events at times t ∈ N n 0 defined on Polish spaces with realization z n {z 0 , . . . , z n } ∈ Z n . The set of probability distributions on any measurable space (Z, B(Z)) is denoted by M(Z). Throughout the paper we use the definition of a stochastic kernel (stochastic kernels and conditional distributions are identical notions and they are used interchangeably) [12] . We denote the set of such stochastic kernels is denoted by Q(Y|X ). Source Distribution. The source is a collection of conditional probability distributions
Reproduction Distribution. The reproduction distribution is specified by a collection of conditional probability dis-
For simplicity of exposition, we allow the notation of distributions without its arguments, i.e.,
Given
Nonanticipative Rate Distortion Function (NRDF). The distortion function or fidelity of reproducing x t by y t , t = 0, 1, . . . , n, is a measurable function d 0,n :
. . , y t }, t ∈ N n 0 is either fixed or non-increasing with time. The fidelity set of reproductions is the set of conditional distributions defined by
The information theoretic measure associated with the FTH NRDF is a special case of directed information [13] , defined as follows:
In (II.1) the notation I X n →Y n (·, ·) indicates the functional dependence of
we give the precise definition of FTH NRDF.
Definition 1: (FTH NRDF) The FTH NRDF is defined by
(II.2)
III. OPTIMAL NONSTATIONARY REPRODUCTION DISTRIBUTION
In this section, we describe the form of the optimal nonstationary (time-varying) reproduction distribution that achieves the infimum in (II.2), provided this is attained (the question of existence is addressed in [14] ).
By [14, Theorem III.3, III.4], the FTH NRDF defined by (II.2) is a convex optimization problem, and thus, assuming existence of an interior point to the fidelity constraint, it can be reformulated using Lagrange duality theorem [15, Theorem 1, pp. 224-225] as an unconstrained problem. Next, we state Theorem 1, which is the result of the unconstrained convex optimization problem that will be used in the subsequent analysis to compute the FTH NRDF, R na 0,n (D), of nonstationary multidimensional Gauss Markov sources.
Theorem 1: (Optimal nonstationary reproduction)
Then, the following hold: (1) The optimal reproduction distributions denoted by
t ∈ N n 0 } are given by the following recursive equations backwards in time: For t = n: Q * Yn|Y n−1 ,X n (dy n |y n−1 , x n ) = e sρn(T t x n ,T t y n ) P * Yn|Y n−1 (dy n |y n−1 )
Yn e sρn(T t x n ,T t y n ) P * Yn|Y n−1 (dy n |y n−1 )
.
(III.1)
For t = n − 1, n − 2, . . . , 0:
where s < 0, P * Yt|Y t−1 (·|y t−1 ) ∈ M(Y t ) and g t,n (x t , y t ) is given by
(2) The FTH NRDF is given by
(3) If R na 0,n (D) > 0 then s < 0, and
. Proof: The derivation is lengthy but standard and omitted due to space limitations.
From the above theorem, for a given source distribution P X n (·) ∈ M(X n ), we can identify the dependence of the optimal nonstationary reproduction distribution on past and present source symbols, but not its dependence on past reproduction symbols. In what follows, we give a certain property of the information structure of the optimal nonstationary reproduction distribution that achieves the infimum in (II.2). Information structure of the optimal nonstationary reproduction distribution. If P Xt|X t−1 (dx t |x t−1 ) = P Xt|Xt−1 (dx t |x t−1 ) and ρ t (T t x n , T t y n ) =ρ(x t , y t ) then Q * Yt|Y t−1 ,X t (dy t |y t−1 , x t ) = Q * Yt|Y t−1 ,Xt (dy t |y t−1 , x t ).
IV. NRDF OF TIME-VARYING MULTIDIMENSIONAL GAUSSIAN SOURCES WITH MEMORY
In this section, we realize the optimal solution of the NRD Gaussian problem to provide a communication scenario for time-varying multidimensional Gauss-Markov processes in the context of realizable filtering theory. For this model, we
give the closed form solution subject to a zero-delay distortion criterion and we ensure the optimality of our analytical expression by providing algorithms (generalizations of the standard reverse-waterfilling algorithms) which are optimal in the sense that they allocate optimally and realistically the information-distortion levels caused by the processing of information of the Gaussian NRD system. In addition, we obtain the optimal filter which is a part of the decoder of our realization scheme.
First, we give the optimal nonstationary reproduction distribution that achieves the infimum of the FTH RDF for fully observable multidimensional time-varying Gauss-Markov processes. Next, we realize the optimal nonstationary reproduction distribution with an encoder, an AWGN channel and a decoder part of which is the causal filter. This procedure is illustrated in Fig. IV.3 . Time-Varying multidimensional Gaussian source. Consider a time-varying p-dimensional Gauss source process described in state space form by [16] 
Recall that by Theorem 1 and the Markovian property of (IV.1), the optimal nonstationary reproduction distribution given by (III.1)-(III.2) is Markov with respect to the input source symbols, i.e., {Q * Yt|Y t−1 ,X t (dy t |y t−1 , x t ) ≡ Q * Yt|Y t−1 ,Xt (dy t |y t−1 , x t ) : t ∈ N n 0 }. Next, by starting from stage n and going backwards, we can show that {Q * Yt|Y t−1 ,Xt (dy t |y t−1 , x t ) : t ∈ N n 0 } are conditional Gaussian distributions.
Since the optimal reproduction distributions are conditionally Gaussian, then they can be realized using a general equation of the form
Next, we simplify the computation by introducing the following preprocessing at the encoder and decoder associated with channel (IV.2) (as shown in Fig. IV.3) . Preprocessing at Encoder. Introduce (i) the estimation error
The covariance is diagonalized by introducing a unitary
To facilitate the computation, we introduce the scaling process {Γ t : t ∈ N n 0 }, where Γ t E t K t , t ∈ N n 0 , has independent Gaussian components but all of the components are correlated. Preprocessing at Decoder. Analogously, we introduce the error process {K t : t ∈ N n 0 } and the scaling process
The square error fidelity criterion d 0,n (·, ·) is not affected by the above processing of {(X t , Y t ) : t ∈ N n 0 }, since the preprocessing at both the encoder and decoder does not affect the form of the squared error distortion function, that is,
Using basic properties of conditional entropy, it can be shown that the following expressions are equivalent.
Next, we derive the main theorem which gives the closed form expression of the FTH NRDF for multidimensional fully observable Gaussian processes (IV.1) by considering the realization shown in Fig. IV.3 , where {V t c : t ∈ N n 0 } is Gaussian {N (0; Q t ) : t ∈ N n 0 }, and {Θ t , Φ t : t ∈ N n 0 } are the matching matrices to be determined.
Theorem 2: (R na 0,n (D) of time-varying multidimensional Gauss-Markov processes) The FTH NRDF, R na 0,n (D), of the time-varying multidimensional Gauss-Markov processes (IV.1), is given by
, t ∈ N n 0 , i = 1, . . . , p (IV. 8) and ξ is chosen such that 1 n+1 n t=0 p i=1 δ t,i = D. Moreover, a realization of the optimal timevarying (nonstationary) reproduction distribution {P * Yt|Y t−1 ,Xt (dy t |y t−1 , x t ) : t ∈ N n 0 } is shown in Fig. IV.3 , and it is given by
...
Filter

Parallel AWGN Channels
Encoder Decoder where H t Θ t Φ t , the error X t − E{X t |Y t−1 } is Gaussian N (0; Z t|t−1 ), X t|t−1 E{X t |Y t−1 }, and Z t|t−1 are given by the Kalman filter equations
where (a) follows by simple algebraic manipulations and
∆ t = diag{δ t,1 , . . . , δ t,p }, t ∈ N n 0 , i = 1, . . . , p,
In addition, the processes {Y t : t ∈ N n 0 } and {K t : t ∈ N n 0 } generate the same information, i.e., σ{Y t } = σ{K t }, t ∈ N n 0 . Proof: The proof is found in [17, Theorem 3] . Remark 1: (Comments on Theorem 2) When the source in (IV.1) is scalar (i.e., p = 1, A t = α t ∈ R), then (IV.10) becomes X t+1|t = α t Y t and (IV.9) becomes
For processing cases of higher dimensions (i.e., p ≥ 2), the complexity of the problem increases, since the reverse waterfilling algorithm must be solved both in time and space units. We overcome this obstacle by proposing an iterative algorithmic technique (see Algorithm 1) which allocates information of the Gaussian source and distortion levels optimally.
V. NUMERICAL EXAMPLE
In what follows, we demonstrate examples where we numerically compute the FTH NRDF of time-varying (nonstationary) Gauss-Markov processes using Theorem 2. For these examples, the utility of the reverse waterfilling algorithm is Algorithm 1 Rate distortion allocation algorithm
Initialize:
The number of time-steps n; the number of channels p the distortion level D; the error tolerance ; the initial covariance matrixZ 0 of the error process K 0 , the state-space matrices A t and B t of the time-varying multidimensional Gauss-Markov process X t given by (IV.1). Set ξ = D; flag = 0. while flag = 0 do Compute δ t,i ∀ t, i as follows: for t = 0 : n do Perform Singular Value Decomposition:
Use A t B t and ∆ t to compute Z t+1|t according to (IV.12).
Re-adjust ξ as follows:
where β ∈ (0, 1] is a proportionality gain and affects the rate of convergence. end if end while necessary even when the process elements are scalar (i.e., p = 1).
Example 1: Consider the following two-dimensional Gauss-Markov process
where W t,i ∼ N (0; 1), σ Wt,i W t,i ∼ N (0; σ 2 Wt,i ) and {A t , B t } are time varying matrices. This example corresponds to (IV.1) for p = k = n = 2. For this example, we choose the distortion level D = 3 and use the following {A t , B t }:
The initial covariance matrix of the error process K t is
Recall that the covariance matrix of the error process K t given by (IV.12) is simplified to
for t = 0, 1, 2, Z 0|−1 =Z 0 and δ t,i given by (IV.8) becomes δ t,i = min{λ t,1 , ξ}, t = 0, 1, 2, i = 1, 2.
Now let's implement Algorithm 1 for error tolerance = 10 −3 . We choose an initial ξ = ξ 0 to start our iterations. A good starting point is ξ 0 = D. ForZ 0 we perform Singular Value Decomposition (SVD) and we obtain the unitary matrix and the eigenvalues in a diagonal matrix that correspond to the levels of the noise λ 0,1 and λ 0,2 , as follows
For ξ = ξ 0 = D = 3 and (λ 0,1 , λ 0,2 ) = (0.76, 0.34) we compute ∆ 0 using (V.2). Hence, ∆ 0 = Λ 0 = 0.7562 0 0 0.3438 .
Using A 0 , B 0 , ∆ 0 and E 0 we compute Z 1|0 using (V.1) Z 1|0 = 1.4500 0.0400 0.0400 1.0960 , and the procedure of (a) computing the SVD of Z 1|0 , (b) computing ∆ 1 is repeated as it is done forZ 0 . Similarly, the procedure is repeated for all t = 0, 1, . . . , n. At the end, for the given ξ we check if | 1 n+1 n t=0 p i=1 δ t,i − D| ≤ . If it does, we stop the iterations and the last ξ is the level we want. If not, we update ξ as ξ ← ξ + β(D − 1 n+1 n t=0 p i=1 δ t,i ) and we repeat the procedure for all t again. For this example, the final reverse waterfilling is found in 9 iterations and it is shown in Figure V 
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we utilized the form for the optimal nonstationary reproduction distribution of the FTH NRDF to establish its connection to real-time realizable filtering theory. As an application, we considered a time-varying vector Gauss-Markov source modelled as a time-varying fully observable multidimensional Gauss-Markov process, and we provided the optimal causal filter with respect to a mean square error constraint. An illustrative example is presented, in which the information-distortion allocation of a time-varying 2dimensional Gauss-Markov source is examined utilizing a new iterative algorithm that allocates optimally the timespace components of the reverse waterfilling algorithm.
Our future work focuses on investigating a similar structure with respect to time-varying multidimensional partially observable Gaussian processes.
