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ai : paramètres de la fonction de transfert en continu F (s),
aM : argument maximum par rapport à Mi des consignes calculées,
Ai : apports du bief i,
Ai : inclusion différentielle,
A : ensemble des inclusions différentielles Ai,
bi : paramètres de la fonction de transfert en discret F (z),
B : largeur du fond d’un cours d’eau [m],
Br : largeur du fond d’un cours d’eau du profil r [m],
Bt : largeur du fond d’un cours d’eau du tronçon t [m],
B : matrice de commande,
Bat : nombre de consignes envoyées aux vannes,
ci, ci : états correspondant respectivement à une ressource constante et non constante
dans le temps,
c˙+i, c˙−i : états correspondant respectivement à une ressource évoluant rapidement et
lentement dans le temps,
C : matrice de sortie,
C : coefficient de célérité [m/s],
Ce : coefficient de célérité pour le débit de linéarisation Qe,
CM : coefficient adimensionnel caractérisant le comportement d’un bief,
d(t) : variable de décision,
di : variable issue de l’automate de détection du point de mesure Mi,
dthi : seuil de diagnostic au niveau du point de mesure Mi [m3/s2],
De : coefficient de diffusion pour le débit de linéarisation Qe,
D : coefficient de diffusion [m2/s],
D0i, D1i : états de l’automate de détection,
e : état discret,
ei : état discret de la ressource au point de mesure Mi,
e0i : état de repos de l’automate de diagnostic,
e+i, e−i : états correspondant respectivement à une ressource en excès et en manque,
E : l’ensemble des états,
Ermax : pourcentage d’erreur maximale sur les plages de validité des multimodèles,
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fi,k : fonction de coût,
F : fonction non linéaire,
F (s) : fonction de tranfert de bief,
F : ensemble des champs de vecteurs,
F0(s) : fonction de tranfert de bief nominale linéarisée,
Fmin : débit minimum atteint en bout de canal [l/s],
Fmax : débit maximum atteint en bout de canal [l/s],
g : l’accélération de la pesanteur [m/s2],
Gj : jie`me vanne,
h : hauteur d’eau dans le canal [m],
hMi : hauteur d’eau au point de mesure Mi [m],
H : horizon d’envoi des consignes,
H0i, H1i : hypothèses du test de Wald pour le point de mesure Mi,
i : indice de point de mesure,
iB : indice du premier profil composant le tronçon B,
I : matrice identité,
j : indice de vanne,
J : pente de frottement,
jpi : saut de détection du test de Wald,
kTe : instant courant,
Kj : critère de sollicitation,
K : ensemble des caractéristiques des systèmes dynamiques étendus,
l : indice de la vanne la moins sollicitée,
L : largeur du miroir d’un cours d’eau [m],
m : nombre de point de mesure,
mb : fruit des berges d’un cours d’eau,
Nm : nombre de modèles,
Mi : iie`me point de mesure, ou limnimètre,
n : nombre de vannes,
nd : nombre d’états discrets e pris en compte lors du diagnostic,
ne : nombre d’états discrets e appartenant à l’ensemble E,
ni : première vanne à considérer en amont ou en aval du point de mesure Mi,
nM : coefficient de Manning,
Nb : nombre de cours d’eau aval après une disjonction,
oi : conditions de transitions entre états de l’automate de diagnostic,
O : l’ensemble des conditions de transitions entre états,
p : prélèvements,
pe : perturbation,
Pi : prélèvements du bief i,
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P : périmètre mouillée [m],
Pj : jie`me processus (rivière ou canal),
PFi : probabilités de fausse alarme du test de Wald,
PLi : probabilités de manque de détection du test de Wald,
PT : pas de temps de simulation du logiciel SIC,
Pi : ensemble des stations de pompage installées au niveau du bief i,
q : débit [l/s] ou [m3/s],
qidr : débit du centre du sous-domaine r [m
3/s],
qinf r : débit de la borne inférieur du sous-domaine r [m
3/s],
qjobj : débit objectif de la j
ie`me vanne [m3/s],
ql : débit latéral par unité de longueur [m3/s], ql > 0, : apports, ql < 0 : pertes,
qsup r : débit de la borne supérieur du sous-domaine r [m
3/s],
qkMi : vecteur de répartition,
Q : débit [m3/s],
Qe : débit de linéarisation [m3/s],
Qj,k : débit de tronçon [m3/s],
Qmax : débit maximal d’un cours d’eau [m3/s],
Qmin : débit minimal d’un cours d’eau [m3/s],
QMi,k : débit du point de mesure Mi à l’instant k [m
3/s],
QMiobj : débit objectif du point de mesure Mi [m
3/s],
Q˙Mi,k : dérivée première du débit correspondant à sa tendance,
Q¨Mi,k : dérivée seconde du débit correspondant à son allure,
Qei : débit d’entrée du bief i,
Qsi : débit de sortie du bief i,
Q : consignes d’affectation,
r : indice de somme,
r(t) : résidus,
R : rayon du profil circulaire d’un bief [m],
Rh : rayon hydraulique [m],
RL : fonction de Lyapunov,
RW : horizon du test de Wald,
R : ensemble des retenues d’un système hydrographique,
S : section mouillée [m2],
S(E, I,O) : structure des automates hybrides,
Si : ensemble des cours d’eau issus du bief i,
t : temps [s],
t0 : instant initial [s],
ti : instants [s],
thi : seuil fixe de détection au niveau du point de mesure Mi [m3/s],
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Tc : période de commande des vannes [s],
Td : période de détection [s],
TMi,j,k : temps de transfert entre le point de mesure Mi et la vanne j [s],
T : instants d’affectation,
u(t) : entrée du système,
u(i)(t) : ie´me dérivée de u(t),
ui : ouverture de la vanne Gi [m],
uobj : objectif de gestion,
Ui,k : variable utilisée pour le test de Wald,
u : vecteur d’accommodation,
v : vitesse d’évolution des grandeurs continues [m/s],
v¯ : vitesse moyenne d’évolution du débit [m/s],
V : vitesse de l’écoulement [m/s],
Vi,k : variable utilisée pour le test de Wald,
Vm : volume manquant en bout de canal [m3],
VM : volume excédentaire en bout de canal [m3],
VT : volume résiduel en bout de canal [m3],
wdi : proportion de débit alimentant le cours d’eau i après une disjonction,
wr : proportion de débit alimentant le cours d’eau aval r,
Wi,k : somme cumulée utilisée pour le test de Wald,
x : variable d’espace orientée dans le sens de l’écoulement [m],
x : variable continue,
xidr : variable du centre du sous-domaine r [m
3/s],
xinf r : variable de la borne inférieur du sous-domaine r [m
3/s],
xmax : variable continue maximale,
xmed : variable continue du centre du sous-domine,
xmin : variable continue minimale,
xsup r : variable de la borne supérieur du sous-domaine r [m
3/s],
x˙ : dérivée de la variable continue x,
xMi : grandeur mesurée en Mi,
x˜Mi : grandeur conditionnée en Mi,˜˙xMi : dérivée de x˜Mi ,
X : longueur du cours d’eau [m],
Xr : longueur du profil r [m],
y(t) : sortie du système,
y(i)(t) : ie´me dérivée de y(t),
z : hauteur absolue de l’eau dans le bief [m],
zb : cote absolue du fond du cours d’eau [m],
α : pente du cours d’eau [rad],
12
αC, αD : paramètres dynamiques de l’équation de Trouvat,
αMi : matrice des débits d’accommodation,
βC, βD : paramètres dynamiques de l’équation de Trouvat,
γ : paramètre donnant le signe de l’écart de débit ∆QMi,
η : événement discret de sortie du système,
θ : angle au centre [rad],
ϑi, ϑi : conditions de transition de l’automate de détection,
κ : multiple entier de la période d’échantillonnage Te,
λj : priorité positive associée à la vanne Gi,
µj : priorité négative associée à la vanne Gi,
ρ : masse volumique de l’eau [Kg/m3],
σi : l’écart-type du débit mesuré au point Mi,
ς i : condition sur la variable Q¨Mi,k pour la transition entre états de l’automate de
diagnostic,
τ : retard [s],
τ i : retard du tronçon i [s],
τ d : retard de détection [s],
τ j,k : temps de transfert de tronçon [s],
τmed : temps de transfert moyen d’un tronçon [s],
τmin : temps de transfert minimum d’un tronçon [s],
τmax : temps de transfert maximum d’un tronçon [s],
χMi,j : paramètre de sélection de priorités selon γ,
ψi : condition sur le signe de la variable ∆QMi,k pour la transition entre états de
l’automate de diagnostic,
ωi : condition sur la variable Q˙Mi,k pour la transition entre états de l’automate de
diagnostic,
Γp : générateur d’événements physiques,
∆q : pas de débit,
∆QMi : écart de débit au niveau du point de mesure Mi,
∆x˜Mi : écart de la ressource au point de mesure Mi,
ΠC : pourcentage d’erreur sur les coefficients de célérité,
Πx : pourcentage d’erreur sur la variable x,
Πτ : pourcentage d’erreur sur les temps de transfert,
Σ : événement discret,
Σo : régle de gestion et d’arbitrage,
Σp : événement physique,
Σc : événement de contrôle,
Σv : événements non controlables,
Ω : plage de validité lors de la multimodélisation,
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Introduction
Les systèmes dynamiques étendus à retards variables peuvent être définis comme des
systèmes complexes, géographiquement répartis, caractérisés par des temps de transfert
variables, ainsi que par des non linéarités importantes. Ils sont en général utilisés pour
satisfaire la demande liée aux activités humaines nécessitant le transport de flux. La
satisfaction de la demande suppose une disponibilité constante de la ressource en tout
point du système tout en minimisant les coûts de distribution. Ces objectifs sont en partie
atteints par la définition et l’utilisation de politiques de gestion. Cependant, les systèmes
dynamiques étendus sont soumis à des perturbations qui peuvent tout aussi bien modifier
l’acheminement des flux que la nature et le volume des demandes. Il est alors nécessaire de
mettre en place des niveaux de gestion permettant de réagir plus rapidement en fonction
de ces aléas.
Dans le cadre de cette thèse, nous proposons une stratégie de conduite réactive visant
à la valorisation des ressources des systèmes étendus. Ce travail propose une approche
par supervision et accommodation hybride de la commande dans le but de répondre aux
impératifs de valorisation des ressources. La stratégie de supervision présentée permet le
diagnostic de l’état de la ressource en différents points des réseaux étendus. La stratégie
d’accommodation hybride de la commande a pour rôle la détermination des consignes à ap-
pliquer aux actionneurs équipant les réseaux étendus dans le but de stocker les ressources
excédentaires dans les réserves.
Nous avons participé à deux projets franco-espagnols successifs relatifs d’une part à
la gestion des réseaux hydrographiques et à leur contrôle optimal1, et d’autre part à la
gestion des réseaux hydrographiques en périodes critiques2. Les problématiques identifiées
dans le cadre de travail de ces projets ont fait l’objet d’applications dans ce mémoire. Le
deuxième projet nous a permis de poursuivre notre travail sur ce domaine d’applications
en considérant des situations de fonctionnement extrêmes.
Les réseaux hydrographiques sont des systèmes transportant gravitairement des quan-
1GERHYCO (2001-2002) est un projet regroupant un consortium de laboratoires de recherche, d’en-
treprise et de centre de transfert technologique : le LGP de Tarbes, l’UPC de Barcelone, le LEA-SICA de
Toulouse, la CETENASA de Pampelune et la CACG de Tarbes, auxquels différents partenaires industriels
ont été associés. http :www.enit.fr/lgp/pa/gerhyco.
2GERHYCO II (2003-2004) regroupe le consortium du projet GERHYCO auquel s’est joint le CEMA-
GREF de Montpellier.
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tités d’eau, utilisés pour répondre à des besoins liés aux activités humaines. Ils sont
majoritairement composés de conduites à surface libre, tels que les rivières et les canaux,
et sont, de ce fait, caractérisés par des non linéarités et des temps de transfert impor-
tants. Les politiques de gestion des eaux en général utilisées pour satisfaire la demande
des usagers ne conduisent pas à une valorisation complète des ressources.
Ce mémoire s’articule autour de quatre chapitres. Dans le premier chapitre, une classe
des systèmes dynamiques étendus à retards variables est définie. Nous rappelons différentes
méthodes de représentation des systèmes dynamiques, nécessitant la prise en compte des
retards variables et non linéaires directement dépendant des entrées du systèmes. Dans la
classe de systèmes dynamiques étendus ainsi définie, nous présentons les caractéristiques
et les fonctions des réseaux hydrographiques. La gestion de l’eau est réalisée selon trois
niveaux de conduite ; la gestion structurelle, la gestion des volumes et la gestion des débits.
Les techniques de gestion des réseaux hydrographiques sont résumées. Elles conduisent
à la satisfaction des objectifs de gestion grâce au rejet de certaines perturbations sans
toutefois en permettre une valorisation. Afin de répondre à cet objectif, nous proposons
une stratégie de conduite d’une plus grande réactivité, basée sur des techniques de di-
agnostic et des méthodes de commandes supervisées des systèmes dynamiques hybrides.
Ces techniques visent à satisfaire les objectifs de gestion de manière réactive en tenant
compte des changements de l’état des ressources.
Dans le second chapitre, une stratégie de conduite réactive est proposée pour répondre
à la problématique de valorisation de la ressource. Elle est conceptualisée sous la forme
d’une architecture modulaire, composée d’une partie supervision concourante et d’une
partie accommodation hybride de la commande. La supervision concourante permet le
conditionnement des grandeurs mesurées au niveau des capteurs, la détection des écarts
entre les grandeurs mesurées et celles attendues, et finalement le diagnostic de l’état de
la ressource. Les fonctions de détection et de diagnostic sont réalisées grâce à l’emploi
d’automates hybrides et selon des techniques de caractérisation des signaux. L’accom-
modation hybride de la commande conduit à la répartition de la ressource selon l’état
de la ressource diagnostiquée en accord avec les objectifs de gestion, ainsi que la prise en
compte des contraintes liées à la dynamique des systèmes étendus. Finalement, les actions
de compensation sont transmises aux actionneurs du systèmes sous forme de nouvelles con-
signes. Les fonctions de la supervision sont détaillées dans le cadre de la valorisation des
ressources des réseaux hydrographiques. Les fonctions de l’accommodation hybride de la
commande sont décrites dans le cadre des réseaux hydrographiques simples, puis étendues
aux cas des cours d’eau maillés composés d’au moins un point de confluence ou d’un point
de défluence. Finalement, une formalisation hybride de la stratégie de conduite réactive
est proposée.
Une démarche de multimodélisation de la dynamique des systèmes hydrauliques à sur-
face libre selon trois approches relatives au débit, au temps de transfert et au coefficient
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de célérité, est introduite dans le troisième chapitre. Elle permet de fixer le nombre de
modèles et leur domaine de validité en fonction d’une erreur tolérée sur ces paramètres
caractéristiques de la dynamique des systèmes hydrauliques. Les modèles sont identifiés
autour de points de fonctionnement à partir de la simplification du modèle de l’onde dif-
fusante. Les trois approches de multimodélisation sont testées et comparées sur l’exemple
d’un canal de profil trapézoïdal. Par la suite, une galerie à profil circulaire est étudiée
et sa dynamique est modélisée par l’approche de multimodélisation selon le coefficient de
célérité. Le banc de modèles obtenu associé à une fonction de sélection de modèles, est
comparé par simulation à l’approche de modélisation par résolution des équations aux
dérivées partielles de Saint-Venant. Les résultats obtenus permettent de juger de l’efficac-
ité de la démarche de multimodélisation.
Le quatrième chapitre a pour objet l’évaluation de la stratégie de conduite réactive
proposée. Des indicateurs de performance sont tout d’abord définis. La stratégie est mise
en œuvre dans le cadre de la problématique de valorisation de la ressource du canal de la
Neste dans le sud ouest de la France. L’approche de multimodélisation est utilisée afin de
régler les fonctions composant la stratégie de conduite réactive. Nous proposons ensuite un
simulateur couplant Matlab/Simulink dans lequel a été implanté la stratégie de conduite
réactive, à un logiciel de simulation hydraulique reproduisant fidèlement la dynamique
des systèmes hydrauliques à partir des données géométriques issues des systèmes réels. Le
simulateur conçu permet l’évaluation par simulation de la stratégie de conduite réactive
sur le modèle du canal de la Neste en considérant plusieurs scénarios de fonctionnement.
Les résultats de simulation obtenus sont présentés. Finalement, la stratégie de conduite
est testée par simulation sur un canal composé d’un confluent et d’un défluent. Cette




Conduite réactive des systèmes
dynamiques étendus à retards
variables
1.1 Introduction
Nous souhaitons dans ce chapitre introduire les systèmes faisant l’objet de notre étude.
Un système peut être analysé comme un ensemble d’éléments agencés, lui conférant des
propriétés particulières. Lorsqu’ils sont répartis sur des lieux distants entre eux, ceux-ci
forment un système qualifié d’étendu. Qu’il s’agisse de systèmes d’information, d’infras-
tructures ou d’acteurs, les systèmes étendus ont la particularité de véhiculer des flux. Le
transport des flux est dit statique ou dynamique selon que des échanges entre les différents
éléments sont réalisés instantanément, ou non. Les réseaux de distribution d’eau potable,
de gaz ou d’électricité sont des exemples des systèmes étendus statiques. Le transport
des flux étant réalisé sous pression ou quasiment instantanément comme dans le cas des
réseaux électriques, les relations entre les entrées et les sorties considérées ne sont pas
dépendantes du temps. Par contre, dans le cas des systèmes dynamiques étendus, il est
nécessaire de tenir compte des retards entre les entrées et les sorties du réseau. Ces re-
tards sont généralement variables puisqu’ils sont directement dépendants de la valeur des
entrées. Nous allons considérer dans ce travail une classe de systèmes dynamiques étendus
à retards variables que nous définissons dans la première section.
Les réseaux hydrographiques sont des systèmes géographiquement répartis qui appar-
tiennent à cette catégorie de systèmes. Ils sont composés de retenues, de cours d’eau,
de canaux, de galeries, et équipés partiellement ou totalement de systèmes de mesure et
de commande. Ils véhiculent des quantités d’eau d’amont en aval, gravitairement. Leurs
particularités sont présentées dans la deuxième partie de ce chapitre.
Les réseaux hydrographiques sont utilisés afin de répondre aux besoins liés à l’activité
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humaine. La mise en place d’une politique de l’eau structurée suivant différents niveaux
de gestion contribue à la satisfaction de la demande à chaque instant et tout au long
de l’année. Les différents niveaux de gestion généralement utilisés sont décrits dans la
troisième section.
Dans un contexte de raréfaction de la ressource en eau, une gestion efficiente conduisant
à la valorisation des quantités d’eau est indispensable. Elle consiste en une répartition
équitable des quantités d’eau disponibles et en un ré-acheminement des excédents d’eau
vers les retenues aval pour y être stockés. Les méthodes de gestion actuelles ne permettent
qu’en partie de répondre à ces objectifs. Cela nous amène à définir une problématique
de conduite de systèmes dynamiques étendus satisfaisant ce type d’objectifs. Elle est
présentée dans la quatrième section.
Nous souhaitons proposer une stratégie de conduite réactive. Une solution possible
est basée sur les techniques de commande supervisée proposées pour le cas des systèmes
dynamiques hybrides. La cinquième partie sert de cadre à un Etat de l’Art des méthodes
de spécification de la conduite réactive de systèmes étendus.
Finalement dans la sixième partie, nous présentons des techniques de diagnostic per-
mettant de détermination de l’état des ressources, en s’intéressant particulièrement aux
techniques de caractérisation qualitative des signaux.
1.2 Systèmes dynamiques étendus à retards variables
L’objet de notre étude est lié au comportement des systèmes dynamiques étendus à re-
tards variables. Nous allons rappeler les définitions et les notations utiles à la présentation
de notre stratégie de conduite dans cette section.
Les systèmes considérés sont causaux, la relation entre l’entrée u et la sortie y est
modélisée par :
y(t) = F({u(t0) : −∞ < t0 ≤ t} , t), (1.1)
où t0 représente l’instant à partir duquel une réponse est présente en sortie et F une
fonction non linéaire de l’entrée. Lorsqu’un système est linéarisé autour d’un point de





où h(t, t0) est la réponse à l’impulsion δ(t− t0) appliquée au système à l’instant t0.
Généralement, la dynamique des systèmes est régie par les lois fondamentales de la
physique mises sous forme d’équations différentielles tenant compte de plusieurs variables
indépendantes ainsi que de leurs dérivées successives. Pour le cas où l’entrée et la sortie
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où u(i)(t) et y(i)(t) sont respectivement la ie`me dérivée de u(t) et la ie`me dérivée de y(t),
ai et bi sont des coefficients constants avec m ≤ n.




où A, B et C sont respectivement les matrices d’état, de commande et de sortie de
dimensions appropriées. Déterminer les trajectoires x(t) solutions de (1.4) nécessite la
connaissance des conditions initiales.
Pour le cas de plusieurs variables indépendantes et de leurs dérivées, une équation
aux dérivées partielles (EDP) peut être établie. Une EDP dont les entrées et sorties sont







































sont respectivement les ie`me dérivées de y(x, t) et de u(x, t) par rapport à t et
à x.
La résolution de 1.5 suppose, lorsqu’elle ne peut pas être réalisée analytiquement, le
recours à un schéma de discrétisation numérique ainsi que la définition de conditions
initiales et de conditions limites. Lorsque l’on souhaite travailler sur une plage restreinte
de fonctionnement, il est possible de modéliser la dynamique des systèmes grâce à une
linéarisation autour d’un point de fonctionnement.
Les systèmes dynamiques étendus sont caractérisés par des retards dus aux distances
importantes à parcourir par rapport à la vitesse du flux les parcourant. Dans une pre-
mière approche, ils peuvent être représentés par un modèle linéaire à retard constant
donné par (1.6) lorsque le retard est en entrée ou par (1.7) lorsqu’il est exprimé en sortie
[Palmor, 1996]. {
x˙(t) = Ax(t) +Bu(t− τ ),
y(t) = Cx(t),
(1.6)




x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t− τ). (1.7)




= F (s) = F0(s)e
−τs, (1.8)
où s est la variable de Laplace et F0(s) = C(sI − A)−1B. Dans la pratique, lorsque la
totalité du domaine d’évolution des systèmes est considérée, leur dynamique doit être
modélisée selon plusieurs modes de fonctionnement. Ces systèmes sont alors à paramètres
variables.
Une deuxième approche [Kamen, 1996] nous permet de représenter les systèmes dy-
namiques linéaires à paramètres ai(t) et bi(t) dépendant du temps de dimension finie










où ai(t) et bi(t) sont des coefficients dépendant du temps t, m ≤ n, y(i)(t) et u(i)(t)
sont respectivement la ie`me dérivée de y(t) et de u(t).
La représentation d’état d’un système dynamique linéaire à paramètres dépendant du
temps est ensuite obtenue (1.10) à partir de la relation (1.9).{
x˙(t) = A(t)x(t) +B(t)u(t),
y(t) = Cx(t),
(1.10)
où la matrice de sortie C est constante et les matrices A(t), B(t) sont dépendantes du
temps et représentées par :
A(t) =

0 0 0 ... 0 −α0(t)
1 0 0 ... 0 −α1(t)
0 1 0 ... 0 −α2(t)
... ... ...
0 0 0 ... 0 −αn−2(t)
















0 0 ... 0 1
]
, (1.13)
où αi(t) est fonction de ai(t) et de ses dérivées, et βi(t) est fonction de bi(t) et de ses
dérivées. La difficulté rencontrée lors de l’utilisation de cette représentation réside dans
l’identification des paramètres αi(t) et βi(t).
Une troisième approche peut être considérée [Bruzelius, 2004] dans le cas de la modéli-
sation linéaire de plusieurs modes de fonctionnement pour lesquels les paramètres dépen-
dent des états du système. La représentation d’état d’un tel système pour un retard τ
donné est : {
x˙(t) = A(x(t))x(t) +B(x(t))u(t− τ),
y(t) = C(x(t))x(t),
(1.14)
où les matrices A(x(t)), B(x(t)) et C(x(t)) sont dépendantes de l’état du système x(t).
La modélisation (1.14) peut être généralisée par une représentation sous forme d’in-
clusions différentielles linéaires [Boyd et al. , 1994, Ghaoui & Niculescu, 2000] exprimées
sous la forme :
x˙(t) ∈ Ax(t), (1.15)
où A est fourni par une interpolation convexe (Co) d’un ensemble de matrices :












Les inclusions différentielles linéaires peuvent être représentées par un ensemble con-
vexe de modèles linéaires à retard constant correspondant à chaque mode de fonction-
nement i considéré. Les fonctions de transfert identifiées sont données par :
Fi(s) = F0i(s)e
−τ is, (1.18)
avec F0i(s) = Ci(sI −Ai)−1Bi, où s est la variable de Laplace, et Ai, Bi et Ci sont les
matrices dépendant du mode de fonctionnement i considéré.
Nous retiendrons cette dernière modélisation des systèmes dynamiques étendus et nous
nous intéressons au cadre d’application relatif aux réseaux hydrographiques.
1.3 Cas des réseaux hydrographiques
Cette section a pour objet la présentation des caractéristiques et des fonctions des
réseaux hydrographiques, ainsi que de leurs différents modes de gestion. Les réseaux hy-
drographiques composés de rivières pouvant atteindre plusieurs centaines de kilomètres
forment des réseaux gravitaires géographiquement répartis. Ils appartiennent à la classe
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des systèmes dynamiques étendus non linéaires à retards variables. Pour faire face à l’ac-
croissement de la population et de ses activités, les réseaux hydrographiques ont du être
progressivement équipés et gérés. Au cours des siècles, des barrages et des retenues ont été
construits pour accroître les ressources en eau, et des canaux et des galeries ont été amé-
nagés afin de véhiculer l’eau aux endroits de consommation. Les barrages et les retenues
sont implantés le plus en amont possible des réseaux afin de faciliter la gestion de la
ressource. Les différents usages de l’eau sont répertoriés dans [Valiron, 1990]. L’eau est
utilisée à des fins de dilution des eﬄuents industriels, urbains, agricoles et naturels, de
potentiel énergétique et de refroidissement pour l’industrie. L’eau est également indis-
pensable à l’alimentation des cours d’eau, la navigation, le maintien de la vie animale et
végétale, l’alimentation des hommes et des animaux, ainsi qu’à l’environnement par sa
valeur écologique et récréative. Pour satisfaire efficacement les besoins, les réseaux hydro-
graphiques ont également été équipés de réseaux d’actionneurs, de vannes, de capteurs, et
de systèmes de mesure. La description et le fonctionnement des différents équipements des
réseaux hydrographiques sont détaillés dans [Valiron, 1988]. Les actionneurs sont utilisés
pour contrôler le stockage et l’acheminement des ressources en eau. Les capteurs sont util-
isés afin d’évaluer les quantités et la qualité des ressources stockées ou véhiculées. Nous
avons adopté une représentation graphique des réseaux hydrographiques réalisée à l’aide
de graphes orientés et de noeuds [Parent, 1991]. La figure 1.1.a est une représentation
d’une partie de la rivière Baïse aﬄuent de la Garonne en Gascogne. La convention de
représentation adoptée est illustrée sur la figure 1.1.b. Celle-ci permet de visualiser le sens
des écoulements, les interactions entre cours d’eau et le positionnement des barrages, des










F. 1.1 — (a) Partie du réseau hydrographique de la Baïse en Gascogne aﬄuent de la
Garonne et (b) sa représentation graphique.
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La description du fonctionnement des réseaux hydrographiques peut être réalisée de
manière statique ou dynamique. Devant la complexité des configurations possibles, elle
nécessite en premier lieu la décomposition des réseaux hydrographiques (figure 1.2.a)
en systèmes hydrauliques (figure 1.2.b). Les systèmes hydrauliques considérés sont les
rivières, les canaux et les galeries dont l’écoulement est à surface libre. Par la suite, les
systèmes hydrauliques sont décomposés en biefs (figure 1.2.c). Un bief est une partie d’un
système hydraulique située entre deux points de mesure, entre deux vannes, entre un point
de mesure et une vanne ou entre une vanne et un point de mesure. Dans l’exemple présenté
sur la figure 1.2, le réseau hydrographique est décomposé en cinq systèmes hydrauliques.
Ces derniers sont ensuite décomposés en biefs. Les biefs considérés dans cet exemple sont






(a) (b) (c) 
F. 1.2 — (a) Réseau hydrographique décomposé en (b) systèmes hydrauliques et en (c)
biefs.
La description statique des biefs consiste à réaliser un bilan de matière au niveau de
chaque bief i en considérant le débit d’entrée Qei, débit de sortie Qsi, les apports Ai et
les prélèvements Pi (figure 1.3 inspirée du modèle d’organisation des flux au niveau d’un







F. 1.3 — Modèle statique d’un bief.
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La dynamique de chaque bief peut être modélisée de façon assez fine par les équations
de Saint Venant [Chow et al. , 1988, Litrico & Georges, 1999a]. Ces équations forment
un système d’EDP hyperboliques du premier ordre non-linéaire. Il est composé d’une
équation de continuité et d’une équation dynamique (1.19), obtenues en considérant les
hypothèses principales suivantes :
- l’écoulement est mono-dimensionnel,
- la pente du bief est faible (sinα ≈ α),
- la masse volumique de l’eau ρ est considérée comme constante,
- la répartition des pressions est hydrostatique,



















+ gSJ = kqlV ,
(1.19)
où t est le temps [s],
x la variable d’espace orientée dans le sens de l’écoulement [m],
S la section mouillée [m2],
Q le débit à travers la section S [m3/s],
ql le débit latéral par unité de longueur [m2/s], ql > 0, : apports, ql < 0 : pertes,
g l’accélération de la pesanteur [m/s2],
z la hauteur de l’eau [m] (la pente du bief étant faible, la hauteur d’eau peut être
mesurée selon l’axe vertical),
J la pente de frottement,
V la vitesse de l’écoulement [m/s],
k = 0 si ql > 0, et k = 1 si ql < 0.




F. 1.4 — Bief de canal situé entre les vannes G1 et G2.
La pente de frottement J peut être exprimée à partir de plusieurs formules empiriques
[Kovacs, 1988]. En règle générale, la formule de Manning-Strickler donnée par la relation
(1.20) est utilisée. La pente de frottement J est considérée comme étant égale à la pente










où nM est le coefficient de Manning associé au type de cours d’eau considéré (rivière,
canal) et à la nature du fond du cours d’eau. Le coefficient de Manning est l’inverse du
coefficient de Strickler. Plus la surface des parois est lisse, plus le coefficient de Strickler
est élevé (il est compris entre 50 et 96 pour un canal en béton). La détermination du
coefficient de Strickler peut être réalisée à partir de la connaissance physique du cours
d’eau ou par identification [Ooi et al. , 2003].
Compte-tenu de la dynamique non linéaire à retards variables, de la taille et de la
multitude de configurations possibles des réseaux hydrographiques, ainsi que du nombre
d’acteurs concernés, la gestion de la ressource en eau offre des problématiques variées. D’un
point de vue du gestionnaire, celles-si concernent le choix des horizons de gestion (horaire,
journalier, hebdomadaire, bimensuel, annuel, inter-annuel), de l’importance des usages
(définition de priorités entre usages), de l’implantation de nouvelles zones de stockage ou
d’activités, etc. ; d’un point de vue scientifique, elles concernent l’étude du comportement
des réseaux hydrauliques, la régulation de cours d’eau, la surveillance et la gestion des
retenues, la conduite réactive, la gestion en périodes critiques, etc..
1.4 Niveaux de conduite des réseaux hydrographiques
La gestion des réseaux hydrographiques consiste à satisfaire l’ensemble des besoins à
un coût minimum pour la collectivité, en limitant les concurrences entre les divers usages
et en préservant l’environnement [Valiron, 1990]. Les objectifs et les contraintes de la
gestion des réseaux hydrographiques sont définis dans [Faye, 1999]. Nous rappelons que
la ressource doit être disponible en continu tant en quantité qu’en qualité. La satisfaction
des usages nécessite une conduite des systèmes hydrographiques qui peut être décrite par
trois niveaux de gestion principaux sur des horizons temporels différents, dont nous avons
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F. 1.5 — Niveaux de gestion des réseaux hydrographiques.
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Les trois niveaux correspondent à une gestion structurelle, une gestion des volumes et
une gestion des débits [Georges & Litrico, 2002, Hurand & Kosuth, 1993]. Pour chaque
niveau, une politique, une tactique ou des objectifs opérationnels sont généralement défi-
nis.
1.4.1 Gestion structurelle
La gestion structurelle d’une durée supérieure à cinq ans consiste en une adaptation
de l’offre globale par rapport à la demande totale. Cette mise en corrélation nécessite la
détermination de la demande en eau et des capacités de stockage, ainsi que la prévision de
leur évolution. Dans le cas où la demande est supérieure à l’offre, il est nécessaire de régle-
menter la demande ou d’augmenter les capacités de stockage. Les actions à entreprendre
sont définies par une politique de l’eau, appelée gestion globale des eaux [Valiron, 1990].
Les démarches qu’il est nécessaire d’entreprendre sont issues de décisions financières, socio-
économiques et politiques. L’application de la politique de gestion définie est confiée à des
sociétés publiques ou privées qui se doivent d’atteindre les objectifs généraux d’utilisation
fixés, i.e. la mise en valeur et la protection quantitative et qualitative des ressources en
eau.
1.4.2 Gestion des volumes
La gestion des volumes consiste à gérer annuellement voire inter-annuellement, la
ressource en eau en accord avec la politique de l’eau définie. La satisfaction des usages
doit être réalisée quelque soit la période de l’année, malgré les aléas climatiques et les
fluctuations de la demande. L’incertitude liée à la demande est d’autant plus importante
que les réseaux hydrographiques sont des système étendus. Il convient donc de conserver
suffisamment d’eau dans les zones de stockage pour répondre aux besoins futurs et faire
face aux aléas, sans toutefois rationner les demandes. Les gestionnaires ont alors recours
à des techniques de gestion prévisionnelle pour anticiper les demandes et les apports. Le
type de demande et d’apport ainsi que les quantités d’eau correspondantes sont associés à
chaque bassin versant, selon les saisons. Dans le sud ouest de la France, l’année est divisée
en trois périodes. La période de remplissage se situe à la fin de l’hiver. Les retenues sont
essentiellement remplies avec l’eau provenant de la fonte des neiges. La période d’irrigation
correspond à l’été, et finalement la période de soutien d’étiage située en automne et au
début de l’hiver, est celle durant laquelle les gestionnaires doivent essentiellement répondre
aux besoins en eau potable et en salubrité. Un découpage plus fin de l’année en périodes
spécifiques permet de tenir compte du caractère cyclique des demandes [Sawadogo, 1992].
La prévision de la demande d’une année sur l’autre peut être obtenue à partir d’études
statistiques sur les historiques de données hydrauliques [Lamacq, 1997]. Des bases de don-
nées sont constituées et utilisées pour réaliser des traitements statistiques permettant de
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caractériser l’année : année pluvieuse, année sèche, canicule, etc., et ainsi de prévoir la
demande des usagers. Des gabarits de la demande en eau hebdomadaire, journalière ou ho-
raire peuvent ainsi être déterminés à partir de fonctions d’optimisation [Sawadogo, 1992]
ou de règles floues [Faye, 1999].
La réponse à la demande est ensuite réalisée hebdomadairement par la vidange de la
ressource stockée dans les retenues. Les lâchers constants entre deux dates correspondent
à une quantité d’eau en adéquation avec des courbes de vidange spécifiques à chaque
retenue [Valiron, 1988]. Celles-ci sont déterminées à partir de l’historique des demandes
et de l’estimation future de la demande. Des techniques pour l’élaboration des consignes
des barrages en vue d’optimiser la gestion des systèmes de ressource en eau ont été pro-
posées. Elles sont basées sur une démarche de modélisation des réservoirs associée à des
méthodes de programmation dynamique stochastique [Parent, 1991], ou d’optimisation
[Nandalal & Sakthivadivel, 2002].
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F. 1.6 — Courbe de remplissage-vidange d’une retenue d’après [Parent, 1991].
Le destockage d’une quantité d’eau permet, lorsque les ressources ne sont plus suff-
isantes pour répondre à une demande localisée, de satisfaire à court terme les usagers
mais augmente le risque d’aggraver la situation. Il est alors nécessaire de répondre à la
demande par des lâchers conjoints de plusieurs barrages de façon à conserver un réseau
équilibré. Les techniques développées dans [Parent, 1991] permettent la détermination des
consignes de plusieurs retenues interconnectées. Plus récemment, une méthode d’optimi-
sation de la vidange de plusieurs réservoirs basée sur une technique de programmation
dynamique a été proposée [Baliarsingh & Kumar, 2002]. Des méthodes d’équilibrage de la
ressource d’un réseau hydrographique par délestage des retenues amont pour alimenter les
retenues aval ont été mises au point dans [Hurand, 1994, Georges & Litrico, 2002]. Une
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structure de gestion des volumes basée sur les règles de gestion de la Compagnie d’Amé-
nagement des Coteaux de Gascogne a été proposée dans [Duviella, 2001]. Elle permet une
harmonisation de la vidange de plusieurs barrages interconnectés.
Ces techniques d’élaboration de consignes de délestage ont l’avantage de pourvoir
répondre de façon globale aux demandes. Elles sont cependant trop rigides car elles ne ti-
ennent compte que difficilement des variations climatiques et de l’évolution de la demande
d’une année sur l’autre. Une approche adaptative à caractère prédictif dans laquelle les
courbes de vidange des barrages sont régulièrement recalées en fonction de l’état des
ressources et de nouvelles estimations de la demande a été proposée dans [Faye, 1999].
La génération adaptative du nouveau plan de délestage est obtenue par résolution d’un
problème d’optimisation.
Lorsque l’équilibrage de la ressource n’est plus possible, il est préférable d’imposer des
restrictions sur les prélèvements de consommateurs au lieu de satisfaire la demande à court
terme. Une restriction de prélèvements n’ayant pas le même impact en fonction de l’usage,
il est nécessaire de définir des priorités. Le besoin le plus prioritaire est généralement la
salubrité. Les priorités des autres besoins sont déterminées à partir des usages et de la
quantité d’eau nécessaire à leur propre satisfaction en fonction des périodes de l’année.
Cette attribution est réalisée selon les considérations spécifiques à chaque pays et à chaque
région. Dans le sud de la France, l’eau potable et celle destinée à l’industrie sont prioritaires
car elles constituent des besoins quantitativement peu importants par rapport aux usages
pour l’irrigation [Georges & Litrico, 2002]. Par ailleurs, les gestionnaires ont la possibilité
de recourir à des méthodes d’optimisation dont certaines sont basées sur la théorie des jeux
[Raj & Kumar, 1999, Lund & Palmer, 1997], pour résoudre les conflits liés à l’importance
des usages de l’eau. Pour les besoins de l’irrigation, S. Sawadogo [Sawadogo, 1992] a
proposé une décomposition des besoins selon la rentabilité des cultures.
Selon la configuration des systèmes hydrographiques, les délestages de volumes d’eau
suffisent à satisfaire de façon globale les besoins des consommateurs malgré la présence
de perturbations pe qui correspondent dans notre travail aux prélèvements et aux apports
d’eau. Les prélèvements des consommateurs et les apports sont considérés comme étant
un volume d’eau distribué sur une période, généralement hebdomadaire. Compte tenu
de son horizon temporel, la gestion des volumes est caractérisée par une inertie impor-
tante. La réactivité de la gestion des volumes peut être améliorée grâce à une gestion des
réseaux à plus court terme. Certains réseaux hydrographiques ont donc été équipés de
systèmes de télétransmission [Valiron, 1988] offrant la possibilité de pouvoir commander
les actionneurs à distance via un système de télécommunication. L’envoi de consignes et
la réception de données sont régis par des protocoles de communication contraints par
l’implantation des réseaux de télécommunication.
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1.4.3 Gestion des débits
Une des garanties de satisfaction de la demande des usagers consiste à conserver les
débits en sortie des réseaux hydrographiques proches de leur consigne en rejetant les
perturbations. La détermination des consignes est réalisée, en général hebdomadairement
au niveau du mode de gestion des volumes. Pour décrire les techniques de régulation
utilisées pour la gestion des débits, il est nécessaire de distinguer deux catégories de
systèmes hydrauliques utilisés pour le transport de l’eau : les canaux d’irrigation composés
de sas successifs et les systèmes "barrage-rivière" ou canaux avec prises latérales. Les
canaux d’irrigation composés de sas successifs (figure 1.7) sont des systèmes multivariables
caractérisés par des biefs de petites et moyennes dimensions, en général inférieures à une
dizaine de kilomètres. Compte tenu de la taille des biefs, la non linéarité et la variation des
temps de transfert de ces systèmes hydrauliques sont réduites. La plupart des méthodes
de modélisation et de régulation proposées dans la littérature pour la gestion des débits
ont été développées et appliquées sur ce type de systèmes hydrauliques.
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F. 1.7 — Canal composé de sas successifs (a) vue en coupe et (b) représentation graphique
retenue.
Les systèmes "barrage-rivière" ou les canaux avec prises latérales (figure 1.8) sont, en
général, multivariables à une entrée. Ils sont caractérisés par des biefs de grandes et très
grandes dimensions pouvant atteindre plusieurs centaines de kilomètres. Ces systèmes sont
soumis à une non linéarité et une variation des temps de transfert très importantes. De
plus, compte tenu de leur taille, ils sont très exposés aux perturbations. Certaines méth-
odes de modélisation et de régulation développées pour les canaux d’irrigation composés
de sas successifs ont été adaptées pour les systèmes "barrage-rivière" en tenant compte










F. 1.8 — Système "barage-rivière" (a) vue en coupe et (b) représentation graphique
retenue.
Un Etat de l’Art des approches de régulation a été réalisé par P. O. Malaterre et
J.-P. Baume [Malaterre & Baume, 1998]. Les techniques de régulation pour les canaux
d’irrigation composés de sas successifs ont été classées dans [Georges & Litrico, 2002,
Malaterre et al. , 1998] selon trois critères relatifs au type de variables régulées (les niveaux
d’eau, les débits ou les volumes), au type de régulation (boucle ouverte, boucle fermée
ou une combinaison des deux) et au nombre de variables du système (monovariable, mul-
tivariable). En règle générale, les techniques de régulation sont conçues en considérant
les systèmes hydrauliques comme des systèmes linéaires à retard constant (1.6). Cette
approximation est faite lorsqu’un seul point de fonctionnement est considéré. Ainsi des
techniques de régulation à partir de PID [I.Guenova et al. , 2004], de prédicteur de Smith
[Deltour & Sanfilippo, 1998, Sawadogo, 1992], de placement de pôles [Kosuth, 1994], d’op-
timisation [Malaterre, 1994], de techniques d’inversion de modèle [Sawadogo, 1992], de
régulation prédictive [Rutz et al. , 1998], de régulation adaptative [Sawadogo et al. , 2001],
ont été proposées dans la littérature. Certaines de ces méthodes ont été utilisées pour la




F. 1.9 — Système "barrage rivière" composé d’un seul bief.
Compte tenu de la taille de ces systèmes, les techniques de régulation ne permettent
pas, en général, d’éviter les manques et les excès d’eau en bout de cours d’eau. De plus,
elles entraînent des problèmes d’instabilité lorsque le point de fonctionnement du sys-
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tème s’éloigne du point de fonctionnement utilisé pour la conception du régulateur. Pour
pallier ces inconvénients, des approches de robustification par placement de pôles et par
augmentation de la période d’échantillonnage [Kosuth, 1994], ainsi que par la prise en
compte de modèles d’incertitudes [Litrico, 1999, Litrico & Georges, 1999b] ont été pro-
posées. Elles conduisent à l’obtention de régulateurs stables sur l’ensemble du domaine de
fonctionnement au détriment de leur réactivité. L’amélioration de la réactivité des régu-
lateurs peut être obtenue par une augmentation du nombre de points de mesure. Leur
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F. 1.10 — Système ”barrage rivière” composé de plusieurs biefs.
Pour les réseaux hydrographiques équipés de plusieurs points de mesure, une technique
de régulation prédictive a été proposée dans [Sawadogo, 1992]. Elle consiste à reconstituer
les valeurs des débits d’entrée à partir des hydrogrammes de sortie grâce à des intervalles
de prédiction. Cette technique de régulation conduit à de bons résultats lorsqu’il n’y a pas
trop d’écart entre les prélèvements estimés et les prélèvements réels. Par ailleurs, des ar-
chitectures de régulation ont été utilisées afin de prendre en compte les données issues des
différents capteurs [Kosuth, 1994]. Elles sont implantées sous la forme de structures en cas-
cade, et basées sur la méthode du modèle interne [Morari & Zafiriou, 1989]. L’obtention
de régulateurs stables sur la totalité du domaine de fonctionnement des systèmes consid-
érés nécessite la robustification des architectures de régulation. Une technique de synthèse
de régulateurs robustes pour ce type d’architectures a été proposée dans [Litrico, 1999].
L’utilisation de ces architectures permet d’augmenter la réactivité de la régulation pour
les perturbations en amont des systèmes hydrauliques, mais ne permet pas de l’améliorer
de façon significative lorsque les perturbations se situent en aval.
Récemment, des techniques de régulation tenant compte de plusieurs modèles linéaires
du type de la relation (1.14) ont été proposées. Ces techniques permettent de prendre en
compte les non-linéarités caractéristiques des systèmes hydrauliques, par une sélection du
régulateur correspondant au point de fonctionnement du système [Bolea et al. , 2004].
D’autres approches basées sur des techniques d’optimisation ont été proposées pour
la gestion des débits [Faye, 1999, Elfawal-Mansour, 1999]. Le problème de commande op-
timale, basé sur des modèles entrée-sortie non linéaires, consiste à minimiser des critères
tels que les coûts induits par les manœuvres des vannes ou les volumes d’eau perdus en
aval. Les solutions du problème d’optimisation sont ensuite obtenues à l’aide de techniques
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de programmation linéaire. Les problèmes de commande optimale peuvent également être
adaptés de façon à pouvoir faire face à des situations particulières telles que l’occurrence
d’une crue ou l’acheminement d’eau polluée [Faye, 1999]. Cependant, aucun système de
supervision capable de détecter l’occurrence de phénomènes inattendus, de les diagnosti-
quer, et ainsi d’adapter les critères à optimiser n’a été conçu.
Les techniques de régulation proposées dans la littérature sont généralement conçues
autour d’un point de fonctionnement, et lorsqu’elles sont robustifiées, elles sont moins sen-
sibles aux variations de débit. Durant les périodes de manque, la satisfaction équitable des
usages n’est pas garantie. Les usagers se situant le plus amont puisent dans les ressources
disponibles au détriment de ceux situés en aval. Ils sont par conséquent plus avantagés et la
répartition de la ressource devient inégale. Durant les périodes d’excès, les ressources con-
tenues dans les réserves amont sont préservées, mais les quantités d’eau excédentaires se
trouvant dans les cours d’eau ne sont pas valorisées. Ces difficultés proviennent essentielle-
ment des temps de transfert importants caractéristiques des systèmes hydrographiques,
ainsi que des incertitudes liées aux instants d’occurrence, aux durées et aux quantités
demandées pour la satisfaction des usages.
Les techniques d’optimisation pour la gestion des débits des réseaux hydrographiques
sont semblables aux méthodes utilisées pour la gestion des volumes avec un horizon de
gestion beaucoup plus faible. Elles rationalisent l’usage de l’eau en évitant les gaspillages,
en déterminant les consignes appropriées de lâchers de barrage. Leur rôle ne consiste pas
à valoriser les excédents d’eau par leur acheminement vers les retenues aval, ni à répartir
les manques équitablement. Ces techniques ne permettent que difficilement la prise en
compte des événements inattendus et ne garantissent donc pas toujours l’application des
règles de gestion en situation de crise. Afin de détecter et valoriser les excédents d’eau, il
serait nécessaire de coupler les techniques d’optimisation à des techniques de supervision
permettant de détecter les changements et de diagnostiquer l’état de la ressource, voire
de proposer une stratégie de conduite réactive.
1.5 Problématique de la conduite réactive
Compte tenu des déséquilibres de la ressource en eau en certains endroits à certains mo-
ments, une recherche d’économie constante ainsi qu’une valorisation des excédents d’eau
est devenue aujourd’hui indispensable. La conduite actuelle des réseaux hydrographiques
même lorsqu’elle est organisée autour des trois niveaux de gestion présentés dans la sec-
tion précédente, ne répond pas à cet impératif. Les méthodes et les solutions de gestion
développées dans la littérature visent un objectif commun qui consiste à satisfaire les
usages grâce à l’emploi des techniques de prévision, d’optimisation et de régulation. Elles
sont conçues pour satisfaire des objectifs de gestion en rejetant les perturbations sans
chercher à les valoriser. Notre étude se place résolument au niveau opérationnel avec pour
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ambition la proposition d’une stratégie de conduite d’une plus grande réactivité.
Nous nous intéressons à la satisfaction des besoins de manière réactive en tenant
compte des variations dues aux apports et aux prélèvements. Il convient de garantir une
répartition équitable entre usagers de la ressource disponible et d’acheminer les excédents
d’eau vers des lieux de stockage existants. La garantie d’une répartition équitable de
la ressource et d’une valorisation des excédents d’eau requiert dans un premier temps
une supervision en temps réel des systèmes hydrographiques. La mise en place d’une
supervision dépend de la capacité à détecter et diagnostiquer les effets des événements
perturbateurs. Celle-ci doit permettre au gestionnaire de connaître à chaque instant l’état
de la ressource disponible. Dans un deuxième temps, une stratégie d’accommodation de la
commande doit être proposée. Celle-ci doit être conçue à partir de l’expertise de façon à
adopter les procédures et les actions de compensation nécessaires à l’atteinte des objectifs
de gestion. Elle doit tenir compte des règles d’arbitrage, des caractéristiques des systèmes
étendus, et des contraintes de fonctionnement. La répartition équitable de la ressource
entre usagers est particulièrement intéressante pour les réseaux hydrographiques équipés
de capteurs intermédiaires (figure 1.10).
La valorisation des excédents d’eau n’a de sens que sur des réseaux hydrographiques
équipés de vannes ou prises alimentant des réserves situées en aval. La figure 1.11 représente
le cas de m points de mesure en série avec la possibilité de répartir les excédents ou les
manques d’eau sur les n prises. Les ressources excédentaires peuvent ainsi être acheminées
vers des retenues aval pour y être stockées.
Gj+1G2G1 GnGn-1Gj
M1 Mi Mm
F. 1.11 — Cours d’eau équipé de capteurs et de vannes pouvant alimenter des réserves.
La valorisation de la ressource en eau est particulièrement intéressante sur les sys-
tèmes hydrauliques ayant une configuration minimum. L’analyse de tels réseaux peut être
entreprise à partir de processus élémentaire (Pk) équipé d’un capteur et d’un ou plusieurs
actionneurs automatisés (figure 1.12). Dans ce cas, la ressource mesurée au niveau du






F. 1.12 — Processus élémentaire (P1) comprenant un point de mesureM1, un actionneur
G1 et soumis à des perturbations pe.
Les réseaux étudiés se composent de plusieurs processus élémentaires en série et en
parallèle comme représentés sur la figure 1.13.
 
























F. 1.13 — Réseaux de processus élémentaires (a) en paralléle et (b) en série.
Cette représentation permet de décrire toutes les configurations possibles de réseaux.
Un exemple de réseaux avec confluent et défluent est représenté sur la figure 1.14.
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F. 1.14 — Réseaux décomposés en processus élémentaires (a) avec confluent et (b) avec
défluent.
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Les techniques de régulation des débits présentées précédemment conduisent au rejet
de certaines perturbations sans toutefois en permettre une valorisation. C’est pourquoi,
nous proposons une stratégie de conduite réactive basée sur les travaux liés aux méthodes
de commande supervisée des Systèmes Dynamiques Hybrides (SDH).
1.6 Méthodes de commandes supervisées des Sys-
tèmes Dynamiques Hybrides
Habituellement, les systèmes dynamiques sont abordés par les approches issues des sys-
tèmes continus ou des systèmes à événements discrets (SED). Les systèmes continus sont
caractérisés par une évolution continue de leurs variables ou états en fonction du temps.
Ces variables peuvent prendre une infinité de valeurs à l’intérieur d’un domaine souvent
borné. Les représentations de la dynamique des systèmes continus ont été présentées dans
la première section. Les SED sont composés d’un nombre fini d’états représentant les
modes de fonctionnement des systèmes. L’évolution d’un état discret à un autre est régi
par l’occurrence d’un ou d’une suite d’événements. L’instant d’occurrence d’un événement
étant inconnu, le temps continu n’est pas pris en référence pour les SED. La dynamique
des SED est donc définie par des paires composées des états e et des événements Σ. Elle
est modélisée sous la forme d’automates à états finis, de réseaux de Petri ou de grafcet.
Une troisième approche, celle des SDH permet de spécifier des comportements où l’état
continu inter-agit avec l’état discret et réciproquement. Les SDH sont caractérisés par des
dynamiques continues propres à chaque état discret composant le système, de telle sorte
que l’occurrence d’un événement discret Σ provoque un changement d’état discret e mais
également une modification de la dynamique continue du système, x˙ = f(e, x). La figure









F. 1.15 — Modélisation d’un SDH d’après [Tittus, 1995].
Une proposition de classification des phénomènes physiques considérés comme hy-
brides en quatre catégories a été réalisée dans [Branicky, 1995]. Il s’agit de commutations
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autonomes caractérisées par un changement de champ de vecteur f(e, x), de sauts au-
tonomes où la variable d’état x change de façon discontinue, de commutations et de sauts
contrôlés où, respectivement, le champ de vecteur f(e, x) et la variable d’état x changent
de façon discontinue en réponse à une entrée de commande. La détermination de l’état
discret du processus e est réalisée en tenant compte des événements de contrôle du pro-
cessus Σc et des événements physiques du processus Σp issus du générateur d’événement
Γp.
Différentes approches de modélisations des SDH permettant la prise en compte des
dynamiques continues et discrètes du système sont décrites dans [Antsaklis et al. , 1998,
Zaytoon, 2001, Chombart, 1997, Nerode & Kohn, 1993, Schaft & Schumacher, 2000]. L’ap-
proche événementielle consiste en une modélisation événementielle des dynamiques contin-
ues. L’intérêt de cette approche réside dans le fait que les SDH sont modélisés uniquement
par des SED. Il est alors possible d’utiliser les méthodes d’analyse développées pour les
SED. Cependant, des difficultés peuvent apparaître lors de la partition de l’espace d’é-
tat continu. A contrario, l’approche continue consiste en une modélisation continue des
dynamiques discrètes. Les dynamiques discrètes sont approximées par des équations dif-
férentielles. Cette approche permet la modélisation d’une grande partie des phénomènes
hybrides. Bien qu’elle présente l’avantage de pouvoir utiliser par la suite les méthodes d’-
analyse développées pour les systèmes continus, elle n’est pas, compte tenu de sa généricité,
toujours bien adaptée et elle est parfois trop complexe pour la modélisation de certains
SDH. L’approche mixte est composée d’un système continu à contrôler et d’un contrôleur
discret.
Les SDH peuvent être modélisés par des automates hybrides définis par la structure
S(E,F, O) avec E l’ensemble des états discrets, F l’ensemble des champs de vecteurs
attribuant à chaque état e un champ de vecteur Fe et O l’ensemble des conditions de
transitions entre états. L’automate hybride est alors composé de différentes états corre-
spondant aux états discrets e du système et d’arcs représentant les transitions existantes
entre places suivant les conditions o de O. A chaque état est associée un champ de vecteurs
appartenant à F. La figure 1.16 illustre le cas d’un automate hybride composé de deux
états, avec x la variable continue, fe1 et fe2 des champs de vecteur, o0, o1 et o2 trois
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F. 1.16 — Automate hybride à deux états discrets.
S. Pettersson propose [Pettersson, 1999] de modéliser les SDH par un schéma double
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blocs représenté sur la figure 1.17. La sortie continue du processus y est une fonction
de la variable d’état continue x, de l’état du système e et des perturbations en entrée
pe. Les états discrets du système e dépendent des entrées continues u du système, des
perturbations pe, des événements de contrôle du processus Σc, et des événements non






























F. 1.17 — Modélisation d’un SDH d’après [Pettersson, 1999].
Des méthodes de commande supervisée des SDH ont été développées et présentées dans
la littérature. Celles-ci, initiées par la théorie sur la supervision des SED par Ramadge
et Wonham [Ramadge & Wonham, 1987], consistent à déterminer les lois de commande
à appliquer à un processus pour atteindre des objectifs de fonctionnement. La commande
est générée par un superviseur en fonction des événements issus du processus. La figure
1.18 schématise le principe des méthodes de commande supervisée des SDH. Le généra-
teur d’événements a pour rôle la génération et l’envoi d’un événement Σp[n] au superviseur
quand il se produit, à l’instant n. L’événement est déterminé à partir de l’évolution des
variables d’état continues x(t). Le superviseur reçoit une information concernant l’oc-
currence d’un événement, et restitue, en conséquence, les commandes symboliques Σc[n].






F. 1.18 — Supervision d’un SDH.
M. Tittus propose dans [Tittus, 1995] une architecture permettant la supervision des
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SDH (figure 1.19). Les événements de contrôle du processus Σc sont déterminés en fonc-
tion des événements d’entrée Σs correspondant aux ordres envoyés au processus, et des











F. 1.19 — Régulation des SDH d’après [Tittus, 1995].
Le processus hybride en boucle ouverte PHBO et le superviseur associé SH sont
représentés par des schémas double blocs couplés [Pettersson, 1999] selon la structure
présentée figure 1.20. Le régulateur permet d’envoyer les commandes au processus en ten-
ant compte des instructions de conduite et des mesures réalisées. Le processus PHBO,
soumis à des perturbations continues pe et des événements non contrôlables Σv, est com-






























































F. 1.20 — Régulation en boucle fermée d’un SDH d’après [Pettersson, 1999].
40
Le superviseur SH a pour rôle la détermination des commandes à appliquer au pro-
cessus en fonction de son évolution décrite par les variables us et Σp, et selon les objectifs
de gestion définis par les variables uobj et Σo.
Le générateur d’événements est basé sur des techniques de surveillance qui consistent à
élaborer et à mettre à disposition des informations structurées sur la situation du système
observé. Les indicateurs de surveillance reposent sur des méthodes d’analyse temporelle
du signal (calculs de moyenne, variance, etc.), d’analyse fréquentielle (analyse du spectre,
etc.) et à base de modèle. Les méthodes de détection à base de modèle consistent à partir











F. 1.21 — Structure conceptuelle de détection basée sur la génération de résidus.
Dans le cadre des SDH, les techniques utilisées consistent à détecter tout écart par rap-
port aux trajectoires optimales des variables d’état continu et des variables d’état discret.
La détection d’une anomalie sur une variable d’état continu est réalisée lorsque celle-ci
dépasse un certain seuil, et sur une variable discrète lorsque l’occurrence d’un événement
inattendu se produit, ou lorsqu’un événement attendu ne se produit pas [Hennet, 1997].
Différentes structures de détection basée sur la génération de résidus ont été proposées
dans la littérature. Nous avons choisi de les illustrer sur l’exemple de la figure 1.22.
L’estimation en ligne du mode de fonctionnement des systèmes dynamiques hybride est
réalisée grâce à l’emploi de réseaux de Petri [Peleties & Decarlo, 1993, Zhao et al. , 2001].
L’occurrence d’un dysfonctionnement est détecté en comparant les grandeurs mesurées à
celles attendues en tenant compte des commandes envoyées au processus. Le diagnostic de
l’état du processus est ensuite réalisé à l’aide d’un arbre logique. Cette approche, adaptée
aux systèmes dynamiques hybrides, présente l’avantage de détecter les anomalies dues
aux variables continues et à l’occurrence d’événements perturbateurs.
Une technique de supervision des SDH à l’aide de relations de redondance analytique
a récemment été proposée [Cocquempot et al. , 2003, Cocquempot et al. , 2004]. La dé-
tection de défauts est réalisée grâce à la génération de résidus entre les variables d’entrée
et de sortie mesurées et les relations de redondance analytique déterminées à partir des
entrées et des sorties ainsi que de leurs dérivées, indépendamment de l’état du système.
Le diagnostic des défaillances est réalisé à partir de résidus structurés spécifiques à chaque
défaut.
41
 Processus u(t) y(t) 
Modèle 













F. 1.22 — Méthode de diagnostic basée sur une modélisation par réseaux de Petri d’après
[Zhao et al. , 2001].
Des techniques permettant l’estimation des états grâce à l’utilisation d’un multi-
observateur ont été récemment proposées [Akhenak et al. , 2004, Hocine et al. , 2004].
Ces différentes approches requièrent une modélisation des systèmes dynamiques par un
ensemble de modèles décrivant les modes de bon fonctionnement et les modes de défail-
lance. Les performances des méthodes de détection s’expriment à travers différents critères
qui sont la sensibilité à l’amplitude du défaut, le retard de détection, la robustesse vis
à vis de bruits et d’erreurs de modélisation. La fonction de détection doit minimiser les
fausses alarmes en évitant les manques de détection.
Les techniques de supervision des SDH basées sur une modélisation du fonctionnement
des SDH ont été utilisées pour la régulation des processus batch, et les lois de com-
mande étudiées dans [Champagnat et al. , 1998, Engell et al. , 2001, Tittus, 1995]. Elles
conduisent à de bons résultats lorsque tous les modes de fonctionnement nominal et de
défaillance sont clairement définis, c’est à dire que les modes de fonctionnement dégradés
sont très distincts du mode de fonctionnement nominal. Dans le cas contraire, le diagnostic
de l’état d’un système à partir de symptômes est difficilement réalisable. Pour lever cette
difficulté, M.W. Hofbaur et B. C. Williams ont proposé dans [Hofbaur & Williams, 2002b]
une méthode de diagnostic des systèmes dynamiques hybrides à partir d’automates hy-
brides probabilisés (PHA). Chaque constituant du système hybride est modélisé sous la
forme d’un d’automate hybride probabilisé. Les transitions entre états de ces automates
ne correspondent pas à des conditions déterministes mais à des conditions avec des prob-
abilités de franchissement. Cette modélisation par automates est couplée à un estimateur
hybride dont le rôle est de diagnostiquer l’état du système dynamique hybride. L’esti-
mation hybride des variables d’état continu est réalisée grâce à l’utilisation d’un filtre
de Kalman, et celle des états du système grâce à l’utilisation d’un observateur hybride
markovien. Cette approche a été étendue aux cas où les modes de fonctionnement des
systèmes dynamiques ne sont pas préalablement définis [Hofbaur & Williams, 2002a].
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Plus récemment, une approche de supervision par automates hybrides probabilisés
concourants a été proposée [Funiak et al. , 2004, Hofbaur & Williams, 2004]. Un auto-
mate hybride probabilisé concourant (cPHA) est composé d’un nombre fini de PHA.
Cette méthode permet la prise en compte simultanée de différents constituants des sys-
tèmes dynamiques ainsi que de leurs interactions. Les variables d’entrée-sortie de chaque
PHA composant les cPHA sont ensuite partagées de façon à décrire le comportement des
cPHA.
L’adaptation des méthodes de commande supervisée à la problématique de conduite
réactive des systèmes hydrographiques n’a pas été envisagée dans le cadre de notre travail
compte tenu des difficultés qui résident d’une part dans la modélisation hybride des sys-
tèmes hydrauliques et d’autre part dans la formalisation hybride des actions de compensa-
tion nécessaires à la valorisation de la ressource. Nous souhaitons développer une stratégie
de conduite réactive qui s’appuie sur une représentation hybride de la commande réactive,
sans toutefois être contraint de proposer une modélisation hybride de la dynamique des
réseaux hydrographiques. Il est alors nécessaire de s’intéresser aux techniques de supervi-
sion des systèmes dynamiques et plus principalement à celles de diagnostic.
1.7 Techniques de diagnostic
Nous avons vu que le principe de supervision des systèmes dynamiques s’articule au-
tour de la détection d’erreurs, et du diagnostic des défauts. Lorsqu’une erreur est détec-
tée, il est nécessaire de diagnostiquer le défaut de façon à pouvoir employer les actions
de compensation préconisées. Le diagnostic automatisé constitue, depuis une vingtaine
d’année, un thème de recherche important en Intelligence Artificielle. Le diagnostic est
défini comme une opération de classification permettant de caractériser les défauts par
type et par degré de sévérité. Il fait appel à des techniques de reconnaissance de forme,
à des systèmes experts basés sur des méthodes de logique floue, de réseaux de neurones,
d’arbres logiques, de graphes causaux, de réseaux de Petri, et d’automates hybrides. Le
principe de conception des systèmes de diagnostic basés sur les modèles est présenté dans
[Hamscher et al. , 1992]. J. Brunet et al. décrit dans [Brunet et al. , 1990] le principe de
diagnostic de systèmes dynamiques réalisé à partir de systèmes experts. Les systèmes ex-
perts sont composés d’une base de connaissance regroupant toutes les règles permettant de
diagnostiquer l’état d’un processus à partir de la génération de résidus. Ces derniers sont
calculés à partir des données mesurées et des données attendues. Chaque résidu doit être
conçu pour être sensible à un sous-ensemble de fautes tout en restant insensible aux fautes
restantes. Ainsi, une information sur l’état du système peut être obtenue en fonction de la
valeur des résidus. Plus récemment, une technique de génération automatique d’une base
de connaissance composant les systèmes experts a été proposée [Barkai, 1999]. Elle utilise
la technique d’analyse FMEA (Failure Mode and Effects Analysis) afin de déterminer les
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causes et les effets d’erreurs sur le fonctionnement de processus. Une base de connaissance
regroupant les symptômes significatifs, leurs causes et leurs conséquences est automatique-
ment générée. Le diagnostic de l’état d’un processus est réalisé par le parcours d’un arbre
logique de diagnostic. Une technique de diagnostic des systèmes dynamiques à partir de
la modélisation des erreurs possibles sous forme de graphes causaux est proposée dans
[Mosterman & Biswas, 1999]. Des algorithmes basés sur des règles permettent ensuite de
diagnostiquer les fautes et ainsi de déterminer l’état du système dynamique. Le diagnostic
par modélisations floue et neuronale a été proposé dans [Uppal et al. , 2002]. Les modèles
flous et neuronaux utilisés dans cette approche combinent des connaissance numériques et
symboliques du processus. Cette méthode présente ainsi l’avantage d’être moins sensible
aux erreurs de modélisation que les techniques de diagnostic à base de modèles, et d’être
moins sensible aux changement de paramètres et aux bruits de mesure. Une technique
similaire a été utilisée pour le diagnostic de systèmes pneumatiques d’une ligne de pro-
duction dans [Xuanyin et al. , 2001]. Des travaux sur la caractérisation des signaux pour
la supervision ont été proposés dans [Colomer et al. , 1997]. Ils consistent à décrire qual-
itativement les signaux par leurs valeurs, leurs pentes et leurs allures en considérant les
dérivées d’ordre 1 et 2 [Trave-Massuyès et al. , 1997]. La tendance des signaux est décrite
par des représentations triangulaires ou trapézoïdales entre deux instants t1 et t2, instants











F. 1.23 — Description de la tendance d’un signal par (a) une représentation triangulaire
et (b) une représentation trapézoïdale d’après [Colomer et al. , 1997].
Ces représentations permettent ensuite de caractériser qualitativement les signaux
(croissance, oscillations, etc.). La caractérisation quantitative des signaux consiste, dans
un premier temps, à approximer la courbure du signal entre deux instants à l’aide d’une
fonction polynomiale, puis à déterminer l’équation de la droite entre ces deux instants, et
enfin à calculer l’aire entre la courbe et la droite obtenues. Ces informations permettent
de déduire l’accroissement des grandeurs et l’amplitude des oscillations.
Toutes les techniques de diagnostic présentées sont dédiées et spécifiques aux processus
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supervisés. De plus, l’emploi des techniques de classification requiert en général un filtrage
préalable des signaux de façon à éliminer le bruit. Une technique d’estimation du signe
de la dérivée d’un signal bruité est proposée dans [Barford et al. , 1999].
Nous proposons au chapitre suivant une stratégie de conduite réactive basée sur les
techniques de diagnostic présentées dans cette section. Cette stratégie s’appuie sur une
représentation hybride de la commande réactive.
1.8 Conclusion
Nous avons tout d’abord défini une classe de systèmes dynamiques étendus à retards
variables, pouvant être modélisés par des techniques basées sur les inclusions différen-
tielles linéaires. Puis, nous nous sommes intéressé aux réseaux hydrographiques qui sont
généralement modélisés à partir des équations aux dérivées partielles de Saint Venant.
Les réseaux hydrographiques véhiculent des quantités d’eau pour satisfaire les usages liés
à l’activité humaine. Une politique de l’eau est généralement définie afin de répondre
à la demande tout en conservant suffisamment de ressources en stock pour prévenir les
demandes futures. Les politiques de l’eau s’articulent autour de trois niveaux de gestion
principaux qui sont la gestion structurelle, la gestion des volumes et la gestion de débits.
Les différentes techniques utilisées pour ces différents niveaux ont été détaillées dans ce
chapitre. Un réseau est dit équilibré lorsque la quantité totale de ressources stockées per-
met de répondre à la demande globale. Les techniques de gestion prévisionnelle des stocks
et des demandes peuvent alors être utilisées pour la gestion des volumes. Finalement,
la gestion des débits est réalisée à partir de techniques de régulation ou de méthodes
d’optimisation. Les premières consistent à conserver les débits des cours d’eau proches
des objectifs de gestion en rejetant les perturbations, les secondes à déterminer les con-
signes de lâcher d’eau à court terme. Nous avons discuté de leurs limites lorsqu’il s’agit
de valoriser les ressources en eau.
Dans le chapitre suivant, nous proposons d’adopter une stratégie de conduite réactive.
Cette dernière est conçue dans le but de valoriser la ressource des systèmes dynamiques
étendus par une répartition équitable des manques et un ré-acheminement des excédents.
Elle est basée sur des techniques de supervision des systèmes dynamiques hybrides et des
techniques de diagnostic par caractérisation des signaux. La stratégie de conduite réac-
tive est présentée, puis détaillée dans le cadre d’application des réseaux hydrographiques




accommodation hybride de la
commande
2.1 Introduction
Nous considérons dans ce chapitre les réseaux étendus dont les capacités de stockage
des ressources sont suffisantes pour répondre à la demande sur un horizon important,
de l’ordre d’une année. Les techniques et les règles utilisées pour la gestion à moyen
terme des ressources ainsi que les contraintes liées au fonctionnement des réseaux étendus,
sont regroupées dans un module de Génération des Contraintes et Objectifs de Gestion
(GCOG) (figure 2.1). Le lien existant entre le centre de gestion, les points de mesure (Mi)
et les actionneurs (Gj) est souvent réalisé par un réseau de communication téléphonique
commuté représenté par la double ligne.
 
Génération des Contraintes et Objectifs de Gestion
Demandes contractualisées 
Contexte environnemental 
G1 G2 G3 Gn M1 Mm 
F. 2.1 — Modèle conceptuel de la gestion à moyen terme des systèmes étendus.
Les valeurs objectifs sont générées sur un horizon correspondant en général à une
semaine. Elles représentent les consignes à envoyer en tout point du réseau selon un pro-
tocole. Elles respectent les priorités issues des règles d’arbitrage, tout en étant conformes
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à la politique de gestion établie. Les priorités sont déterminées en fonction de la struc-
ture des réseaux étendus à partir des informations concernant les demandes exprimées et
les aléas climatiques. Les composants pris en compte dans la représentation des réseaux
étendus sont les actionneurs Gj et les capteurs Mi.
Nous proposons dans ce chapitre une stratégie de conduite réactive pour la valorisation
des ressources des systèmes étendus à retards variables. Elle a pour but l’application de
manière réactive des procédures et des actions de compensation nécessaires à la satisfaction
des objectifs de gestion lors de l’occurrence de phénomènes inattendus. La stratégie de
conduite réactive basée sur la supervision concourante et l’accommodation hybride de la
commande est détaillée dans la première partie de ce chapitre.
La supervision de la ressource réalisée au niveau de chaque capteur suppose un condi-
tionnement des mesures, une détection d’un écart entre les grandeurs mesurées et celles
attendues, et finalement, un diagnostic de l’état de la ressource. Les techniques utilisées
pour la supervision sont détaillées dans la deuxième partie.
La connaissance de l’état de la ressource en différents endroits des réseaux étendus
permet de déterminer les actions de compensation et ainsi de répondre le plus efficace-
ment possible aux objectifs de gestion. Les actions de compensation s’articulent autour
de deux concepts qui sont la répartition et l’affectation de la ressource. La répartition
consiste à déterminer les commandes à appliquer aux actionneurs de façon à valoriser
les ressources. L’affectation permet la prise en compte des caractéristiques des systèmes
dynamiques étendus. Les fonctions composant l’accommodation hybride des commandes
sont présentées dans la troisième partie.
Dans la quatrième partie, les problèmes de transmission des commandes aux action-
neurs télégérés sont abordés. La transmission est réalisée en général suivant des protocoles
de communication. Des conflits de consignation qui peuvent alors apparaître doivent être
résolus par l’emploi de règles d’arbitrage.
Le concept de stratégie de conduite réactive proposé est utilisé pour la valorisation
des ressources en eau des réseaux hydrographiques. L’architecture de conduite adaptée à
la problématique de gestion des ressources en eau est détaillée dans la cinquième partie.
Dans la sixième partie, les fonctions de détection et de diagnostic de l’état de la
ressource sont présentées. Elles sont réalisées grâce à l’emploi d’automates à états. Nous
proposons différentes méthodes de conditionnement des signaux, de détection des erreurs
et de diagnostic de l’état de la ressource en eau. Celles-ci sont par la suite comparées.
Les fonctions utilisées pour l’accommodation hybride de la commande sont basées sur
des règles de répartition de la ressource. Celles-ci permettent de tenir compte des règles de
priorité définies par les gestionnaire de manière à acheminer les excédents d’eau vers des
réserves situées en aval, et de répondre équitablement aux besoins des consommateurs.
L’affectation de la ressource consiste à tenir compte de la dynamique lente caractéristique
des systèmes hydrauliques par la détermination des temps de transfert. Les règles de
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répartition et d’affectation de la ressource sont présentées dans la septième partie pour le
cas d’un cours d’eau composé d’un seul bras.
Dans la huitième partie, les règles de répartition sont adaptées aux cas de confluence
et de défluence. Grâce à la proposition de règles adaptées à chaque composant élémentaire
des réseaux hydrographiques, la stratégie de conduite peut alors être utilisée dans un cadre
générique.
Finalement, dans la neuvième partie, une formalisation hybride de la stratégie de
conduite est proposée. Elle est basée sur les travaux réalisés sur les automates hybrides
probabilisés concourants présentés au chapitre 1.
2.2 Modèle conceptuel de stratégie de conduite réac-
tive
Nous proposons de répondre aux problématiques de gestion des réseaux étendus identi-
fiées au premier chapitre par la définition d’une stratégie de conduite réactive permettant
l’application des règles de gestion en tenant compte de l’état courant du système.
La stratégie de conduite réactive proposée est conceptualisée sous la forme du modèle
présenté sur la figure 2.2. Les règles de l’expert sont capitalisées au niveau du module
GCOG. Les objectifs de gestion sont ensuite utilisés afin de déterminer les consignes
à appliquer aux actionneurs (Gj) équipant les systèmes étendus. Les actionneurs des
processus sont régulés localement en ouverture-fermeture.
L’implantation d’une conduite réactive suppose, dans un premier temps, la connais-
sance de l’état de la ressource en différents points des réseaux de façon à savoir si les
objectifs de gestion sont atteints ou non. L’implantation d’un module de Supervision
Concourante (SC) permet à partir des mesures issues des capteurs (Mi) implantés sur les
réseaux, de générer une information structurée sur la situation des systèmes, c’est à dire
sur l’état de la ressource, et ainsi de connaître l’état de satisfaction des objectifs définis.
Dans un deuxième temps, lorsque les objectifs de gestion ne sont pas atteints, il est
nécessaire de proposer des méthodes permettant d’accommoder les consignes envoyées
aux actionneurs des processus. Ces méthodes sont définies dans le but de répondre le plus
efficacement possible aux objectifs de gestion. Le module d’Accommodation Hybride de
la Commande (AHC) regroupe toutes les méthodes d’accommodation des consignes. Les
modules SC et AHC implantés entre le module GCOG et le niveau bas représentant le
système dynamique étendu sont utilisés pour répondre aux objectifs de gestion en tenant
compte de l’état courant du système. En règle générale, les réseaux étendus sont équipés
de plusieurs capteurs (Mi).
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 Accommodation 




Génération des Contraintes et Objectifs de Gestion
Demandes contractualisées 
Contexte environnemental 
G1 G2 G3 Gn M1 Mm 
… 
F. 2.2 — Modèle conceptuel de la stratégie de supervision concourante et d’accommo-
dation hybride de la commande.
La prise en compte simultanée des informations issues de tous les capteurs lors du
diagnostic de l’état de la ressource devient très vite complexe. En effet, le nombre d’états
nd considéré pour définir l’état d’un système dynamique étendu est calculé à partir du
nombre d’états discrets ne pris en compte pour chaque capteur, et du nombre de capteurs
utilisés m, selon la relation (2.1).
nd = (ne)
m . (2.1)
Supposons que l’état de la ressource au niveau du capteurMi soit défini par deux états
Ei et E¯i (ne = 2), où Ei correspond à l’état où la mesure de la ressource correspond à
celle attendue. La supervision de l’état de la ressource au niveau de deux capteurs M1 et
M2 (m = 2) conduit à la prise en compte de 4 états, et celle de trois capteurs M1, M2 et
M3 (m = 3) à la prise en compte de 8 états.
Nous avons proposé de réaliser la supervision de l’état de la ressource de manière
concourante au niveau de chaque capteur Mi (figure 2.3). Cette solution est possible
lorsque les capteurs sont indépendants entre eux. Dans ce cas, la supervision est réalisée
en même temps pour chaque capteur [Duviella et al. , 2004].
Le nombre d’états nd est calculé à partir du nombre d’états discrets ne et du nombre
de capteurs utilisés m, selon la relation (2.2).
nd = m.ne. (2.2)
A partir de la détermination de l’état de la ressource, l’accommodation hybride de la
commande est réalisée sur les actionneurs du système en aval de chaque capteur Mi de
façon indépendante. Le caractère hybride de l’accommodation de la commande vient de
la prise en compte de l’état du système dans la génération de nouvelles commandes.
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 … 
M1 M2 Mm 
F. 2.3 — Supervision concourante de l’état des ressources.
2.3 Supervision concourante
Le principe de supervision décrit dans [Brunet et al. , 1990], repose sur des méth-
odes de conditionnement des données, de détection et de diagnostic. Nous avons choisi
d’implanter le module de supervision selon les trois blocs représentés sur la figure 2.4.
Il reçoit en entrée les données mesurées xMi et les objectifs de gestion uobj fixés par les





















F. 2.4 — Composantes du module de supervision concourante.
Le bloc de conditionnement permet l’acquisition des données qui constitue une fonction
primordiale de la supervision concourante. Il conduit à la sélection, le conditionnement
et le pré-traitement des grandeurs significatives du fonctionnement du processus à la
période de détection Td. Cette dernière est généralement fixée lors de la mise en place des
régulateurs avec une granularité suffisamment fine pour pouvoir suivre la dynamique des
systèmes. Le bloc de conditionnement reçoit en entrée les données brutes xMi mesurées par
les capteurs à chaque instant kTd. Des méthodes d’estimation et de filtrage sont ensuite
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utilisées afin de disposer de données fiables. Le bloc de conditionnement fournit en sortie
les données conditionnées x˜Mi .
La détection des perturbations repose sur les techniques de surveillance des systèmes
dynamiques présentées au chapitre précédent. Dans notre approche, nous souhaitons dé-
tecter l’occurrence des écarts de la ressource ∆x˜Mi par rapport aux objectifs de gestion
uobj. Les objectifs de gestion issus du module de GCOG sont fixés de façon globale pour
l’ensemble du réseau hydrographique considéré et plus localement au niveau de chaque
capteurs Mi. La détection des écarts de débits ∆x˜Mi est réalisée grâce à des techniques
d’analyse temporelle des signaux ou de génération de résidus à partir des données con-
ditionnées x˜Mi et des objectifs de gestion uobj. La détection des écarts est réalisée grâce
à l’emploi d’automates à états concourants. Le bloc de détection fournit l’écart ∆x˜Mi, la
grandeur ˜˙xMi correspondant à la dérivée de x˜Mi , et une variable de décision di renseignant
sur l’occurrence d’un écart sur la ressource.
Au chapitre précédent, nous avons vu également, que les techniques de supervision
développées dans la littérature sont généralement basées sur la génération de résidus en-
tre les grandeurs mesurées et les grandeurs attendues issues de modèles. Dans notre cas,
la génération de résidus est effectuée en considérant les données conditionnées x˜Mi et les
grandeurs attendues uobj déterminées par une méthode implantée dans le module GCOG.
Un dysfonctionnement est dans un premier temps détecté lorsque le résidu dépasse un cer-
tain seuil, puis diagnostiqué à l’aide de modèles de fautes. Ces méthodes supposent donc
une connaissance préalable des dysfonctionnements possibles des systèmes dynamiques.
Nous considérons que le fonctionnement d’un système dynamique peut être décrit selon
différents modes, un mode normal de fonctionnement et plusieurs modes de fonction-
nement dégradés. Nous ne nous préoccupons pas des défaillances sur les équipements des
systèmes. Les modes de fonctionnement dégradés sont pris en compte selon la nature des
systèmes et les avantages que leur considération pourraient apporter dans la valorisation
des ressources.
Nous supposons également que les systèmes dynamiques considérés sont équipés de
réseaux télégérés de capteurs (Mi) et d’actionneurs (Gj) automatisés et régulés locale-
ment. Les réseaux télégérés permettent en effet la récupération des mesures et l’envoi des
consignes à distance.
La description du fonctionnement d’un processus nécessite donc la prise en compte de
différents modes de fonctionnement correspondant aux états de la ressource ei au niveau
de chaque capteur Mi. Les informations relatives à l’état des processus sont extraites des
mesures issues des réseaux de capteurs. Nous avons choisi de réaliser le diagnostic de l’état
des ressources à l’aide d’automates à états concourants. De manière générale, le bloc de
diagnostic permet de générer l’état de la ressource ei, ainsi que l’écart entre les valeurs
attendues et les valeurs mesurées ∆x˜Mi .
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2.4 Accommodation hybride de la commande
L’état diagnostiqué ei provenant du module SC nous renseigne sur la satisfaction des
objectifs de gestion. La détermination de nouvelles commandes, le cas échéant, est réalisée
au niveau du module AHC, à partir de règles de gestion et d’arbitrage Σo sélectionnées en
fonction de l’état de la ressource ei. L’accommodation des commandes envoyées aux ac-
tionneurs du système nécessite également la connaissance des écarts∆x˜Mi et des consignes
de gestion uobj, i.e. les consignes appliquées aux actionneurs. La variable ∆x˜Mi est issue
du module SC. Les consignes uobj, les règles de gestion Σo ainsi que les caractéristiques K
des systèmes dynamiques étendus proviennent du module de GCOG.
Le module AHC est constitué de deux blocs (figure 2.5) représentant les fonctions de
répartition de la ressource et d’affectation.
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F. 2.5 — Blocs composant le module d’accommodation hybride de la commande.
Lorsque le diagnostic indique un état ei différent de l’état de satisfaction des objectifs
e0i, une accommodation de la commande est réalisée en tenant compte des règles Σo.
Le bloc de répartition de la ressource fournit le vecteur de répartition qkMi de toutes les
nouvelles consignes à appliquer aux actionneurs.
Le bloc Affectation permet de tenir compte des caractéristiques K des systèmes éten-
dus, telles que les temps de transfert ou les non linéarités. Le bloc Affectation produit
le vecteur de consignes d’affectation Q regroupant les vecteurs de répartition qkMi et un
vecteur d’instant d’affectation T prenant en compte toutes les spécificités du système,
telles que les temps de transfert. Le vecteur de consignes d’affectation Q et le vecteur
d’instant d’affectation T étant déterminés, les nouvelles consignes peuvent être trans-
mises aux actionneurs du système.
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2.5 Transmission de commandes et protocole de com-
munication
La transmission des consignes aux actionneurs du système est réalisée au niveau du
bloc de transmission à partir du vecteur de consignes d’affectation Q et du vecteur d’in-









F. 2.6 — Bloc de transmission des consignes aux actionneurs du système.
De par la structure des systèmes dynamiques étendus, la répartition de la ressource
réalisée à partir de différents capteurs, peut conduire à la reconsignation d’actionneurs
identiques, aux mêmes instants. Les redondances de consignation apparaissent lors de la
prise en compte du vecteur de consignes d’affectation Q et du vecteur des instants d’affec-
tation T. Lorsqu’il y a redondance de consignation, il est nécessaire de sélectionner une
consigne par actionneur et par instant d’envoi de commande. Différentes méthodes de
sélection des consignes, telles que les règles d’arbitrage ou des règles empiriques, peuvent
être employées [Jain et al. , 2002, Tatikonda & Mitter, 2004]. En règle générale, les con-
signes les plus récemment déterminées sont privilégiées, car elles sont issues des décisions
tenant compte de l’état actualisé de la ressource. Après résolution des conflits d’affecta-
tion, un vecteur d’accommodation de la commande u est obtenu à partir des vecteurs Q
et T. La résolution des conflits d’affectation conduit à l’attribution d’une seule consigne
par actionneur et par instant d’envoi de commande.
L’envoi des commandes aux actionneurs doit tenir compte des protocoles du réseau
de télécommunication utilisé. Lorsque les protocoles de communication ne permettent
pas la consignation de tous les actionneurs en même temps, il est alors nécessaire de
résoudre des problématiques de commande sous contraintes de communication. Les tech-
niques proposées dans la littérature [Hristu, 1999, Hristu-Varsakelis & Brockett, 2002,
Jain et al. , 2002, Rehbinder & Sanfridson, 2003, Tatikonda & Mitter, 2004] consistent à
recourir à des règles de priorités afin de déterminer les séquences optimales de communica-
tion. Nous n’avons pas considéré dans notre approche de contrainte au niveau du protocole
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de communication. Les consignes sont supposées être envoyées de façon simultanée sur
tous les actionneurs du système à la période de commande Tc multiple de la période de
détection Td. Ainsi, la supervision est réalisée à l’intérieur d’un horizon de commande.
La conduite réactive par supervision concourante et accommodation hybride de la com-
mande décrite est une stratégie générique de conduite des processus dynamiques étendus.
Elle peut être utilisée dans le cadre d’application des systèmes hydrographiques dans le
but de valoriser la ressource en eau.
2.6 Conduite réactive pour la valorisation de la ressource
en eau
Les cours d’eau véhiculent les débits q qui sont des grandeurs continues. Ils sont per-
turbés par des événements extérieurs, tels que les pluies, les rejets et les prélèvements des
usagers. L’occurrence de ces événements peut entraîner une non satisfaction des besoins
des consommateurs. Le but de la conduite réactive est de mettre en place des actions
correctives afin d’atteindre des objectifs de valorisation de la ressource en eau malgré
la présence de perturbations. Nous ne nous intéressons donc pas directement aux per-
turbations mais à leurs conséquences sur l’état de la ressource. Cette dernière peut être
déterminée à partir des mesures issues des capteurs du réseau Mi. La hauteur d’eau hMi
mesurée au niveau du capteurMi est utilisée pour la détermination de l’état de la ressource
ei à chaque instant kTd. Certains capteurs fournissent directement les mesures des débits,
mais nous considérons ici les capteurs de mesures sur seuil ou limnimètres.
La stratégie de supervision concourante et d’accommodation hybride de la commande
appliquée à la valorisation de la ressource en eau est représentée figure 2.7. Dans le cadre
de la gestion des réseaux hydrographiques, le module GCOG regroupe les règles du ges-
tionnaire concernant la gestion à long et à court terme présentées au premier chapitre.
Les consignes de délestage et de chaque actionneur du système hydrographique, ainsi
que les règles de priorités entre usages, sont définies selon les demandes et le contexte
environnemental.
Le module SC reçoit les données sur les hauteurs d’eau hMi provenant des capteurs du
réseau et les débits objectifs qjobj de chaque vanne j, issus du module GCOG. Le module
AHC reçoit des données sur l’état de la ressource ei et l’écart entre les débits attendus
et ceux mesurés ∆QMi provenant du module SC, les débits objectifs qjobj , les priorités
positives λj et négatives µj associées à chaque vanne j, ainsi que les temps de transfert τ i
caractéristiques de la dynamique des réseaux hydrographiques, issus du module GCOG.
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F. 2.7 — Architecture de conduite réactive de réseaux hydrographiques.
Les priorités λj et µj associées à chaque vanne transcrivent les règles d’arbitrage du
gestionnaire lorsque la ressource en eau est en excès et lorsqu’elle est en manque. Les
fonctions de supervision concourante et d’accommodation de la commande sont décrites
dans le cadre de la valorisation de la ressource en eau dans les sections suivantes.
2.7 Supervision concourante de l’état des ressources
en eau
2.7.1 Synthèse du bloc de conditionnement
Le Conditionnement a pour objectif la mise à disposition de données fiables. Il con-
siste d’une part à déterminer les débits QMi à partir des hauteurs d’eau mesurées hMi
grâce à l’utilisation de courbes de tarage débit/hauteur (figure 2.8) spécifiques à chaque
limnimètres du réseau. A chaque hauteur mesurée [mm] correspond un débit [l/s].
Lors du rapatriement des données, des erreurs de transmission peuvent survenir. De
plus, les réseaux hydrographiques sont soumis à des perturbations rapides, cycliques et de
faibles amplitudes caractéristiques des phénomènes de pompage. Celles-ci ne doivent pas
être prises en compte car elles sont naturellement atténuées au fil de l’eau. Les données
sur les hauteurs d’eau issues des capteurs sont corrigées grâce à l’utilisation d’un filtrage








F. 2.8 — Allure du débit estimé en fonction de la hauteur d’eau pour un point de mesure
Mi.
2.7.2 Synthèse du bloc de détection
La détection a pour rôle de révéler l’occurrence des écarts ∆QMi entre les débits
mesurés et conditionnés QMi et les objectifs de gestion QMiobj au niveau du point de
mesure Mi à chaque instant kTd. Les objectifs de gestion QMiobj sont calculés à partir de





où ni la première vanne du bief, i.e. la première vanne en aval du point de mesure Mi, et
n la dernière vanne.
La détection des écarts entre la ressource disponible et la ressource attendue est réal-
isée grâce à l’utilisation d’un automate à deux états D0i et D1i. Ils correspondent respec-
tivement à un état non_détection et un état détection (figure 2.9). Les conditions de
transition entre les deux états de l’automate de détection ϑi et ϑi (où  est l’opérateur






F. 2.9 — Automate de détection.
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Deux méthodes de détection sont proposées. La première consiste à définir un seuil fixe
de détection au delà duquel les variables continues seront considérées comme suffisamment
importantes pour déclencher une accommodation des commandes. La seconde consiste à
définir un seuil variable de détection en fonction de la connaissance a priori du signal. Elle
permet de garantir une probabilité d’erreurs fixée.
La méthode de détection par seuil fixe (DSF) consiste à détecter l’instant pour
lequel les grandeurs QMi sortent de la zone délimitée par des seuils autour de l’objectif
QMiobj fixé pour chaque capteur Mi (figure 2.10). Le réglage des seuils peut être obtenu
par compromis après différentes simulations optimistes et pessimistes. Une variable de
décision di est définie pour indiquer la détection d’un écart. Elle est mise à 1 lorsqu’un
écart est détecté, et dans le cas contraire, elle est affectée à 0.
 








F. 2.10 — Fonction de décision di indiquant les franchissements de seuils fixes de détec-
tion au point de mesure Mi.
L’écart sur les grandeurs ∆QMi est calculé pour le point de mesure Mi à partir de la
grandeur mesurée QMi et du débit objectif au point de mesure QMiobj :
∆QMi = QMi −QMiobj. (2.4)
La valeur absolue de l’écart ∆QMi est ensuite comparée à chaque période de détection
Td au seuil de détection défini thi. Le seuil thi doit être sélectionné de façon à être assez
grand pour ne pas tenir compte des perturbations de faible amplitude, et suffisamment
petit pour limiter le retard de détection. Les conditions de transition entre états dépendent
de la valeur du seuil fixe thi du point de mesure Mi :
ϑi : [ | ∆QMi| − thi > 0 ]. (2.5)
L’instant de détection td est tel que :
td = {t : ϑi} . (2.6)
L’usage de la méthode DSF permet d’avoir un premier résultat rapidement. Elle ne
garantit cependant pas de minimiser le nombre de décision erronée.
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La méthode de détection par seuil variable (DSV) est basée sur le principe
du test de Wald [Basseville & Nikiforov, 1993]. Ce test peut être utilisé pour détecter les
écarts sur des grandeurs continues, en supposant qu’elles suivent une loi de Gauss, tout
en fixant les probabilités de non détection et de fausse alarme.
Deux hypothèses sont considérées :H0i représentant le mode de fonctionnement normal
pour lequel le signal ne change pas de moyenne etH1i correspondant à un saut de moyenne
du signal. Ce test appliqué sur un signal centré, est composé de cinq paramètres de réglage :
- la moyenne de la grandeur continue correspondant au débit et considérée égale à
QMiobj sous l’hypothèse nulle H0i,
- l’écart-type σi du signal qui est déterminé à partir de l’historique des mesures de
débit normal,
- les probabilités de non détection PLi et de fausse alarme PFi,
- le saut jpi.
Le test séquentiel du saut de moyenne consiste à comparer la somme cumulée W
donnée par la relation (2.7) avec les deux seuils Ui et Vi à chaque période de détection Td
(figure 2.11).
W (QMi, k) =
RW∑
r=0
∣∣QMi(k − r)−QMiobj ∣∣ , (2.7)
où RW est l’horizon du test de Wald.
Les variables Ui et Vi sont calculées à partir de l’écart type du signal, des probabilités








+ Vi(k − 1).
(2.8)



















W (QMi , 0) = 0.
(2.9)
Dans ce cas, l’algorithme permettant de déterminer la valeur de la variable de décision
di est défini à partir des règles suivantes. La variable di est initialisée à 0, puis affectée à
0 lorsque l’hypothèse H0i est validée, i.e. W (QMi, k) ≤ Ui. Elle prend la valeur 1 lorsque
l’hypothèse H1i est validée, i.e. Vi ≤ W (QMi, k). Lorsqu’une hypothèse est validée, les
variables Ui, Vi sont initialisées selon la relation (2.9) et RW est remis à 0. Si aucune
hypothèse n’est validée, i.e. Ui < W (QMi, k) < Vi, la variable de décision garde la valeur
qu’elle avait à l’instant précédent, i.e. di(k) = di(k − 1), la valeur du débit mesuré à
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l’instant k est ajoutée à la somme cumulée des débits mesurés aux instants précédents, et
la variable RW est incrémentée.










F. 2.11 — Fonction de décision di révélant un saut de moyenne détecté après que la
somme cumulée W (QMi , k) ait rejoint le seuil haut Vi, puis le seuil bas Ui.
Lorsque la méthode de détection DSV est utilisée, les conditions de transition dépen-
dent de la variable de décision di :
ϑi : [ di = 1 ]. (2.10)
Quelque soit la méthode de détection, lorsque l’état de l’automate de détection estD1i,
l’écart sur les débits est considéré comme suffisamment important pour que le diagnostic
de l’état du système soit réalisé. Les seuils de détection utilisés dans les techniques de
détection par seuils fixes, thi, et par saut de moyenne, jpi, doivent être sélectionnés de
façon à ne pas prendre en compte les perturbations de faible amplitude et de fréquence
élevée, par rapport à la dynamique du système. La détection de perturbations de fréquence
élevée provoque un diagnostic et une reconsignation trop fréquente des vannes ayant pour
conséquence un battement qui provoque une agitation des débits tout le long des cours
d’eau et une usure prématurée des organes de commande.
Les variables issues du bloc Détection sont la variable di, égale à 0 pour l’état D0i
et à 1 pour l’état D1i, l’écart ∆QMi et les dérivées Q˙Mi et Q¨Mi de la grandeur continue
déterminées sur fenêtre glissante.
2.7.3 Synthèse du bloc de diagnostic
Le Diagnostic est conçu pour déterminer l’état de la ressource au niveau du capteur.
Seules les situations significatives et nécessitant des actions de compensation afin de sat-
isfaire des objectifs de fonctionnement sont considérées. Ces situations sont déterminées
à partir des caractéristiques du signal mesuré.
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Certaines techniques de description qualitative des signaux ont été présentées au
chapitre 1. Nous avons opté pour une approche de diagnostic par automates à états basés
sur la caractérisation des signaux. En effet, la mise en place d’un diagnostic par génération
de résidus s’avère complexe compte tenu des difficultés liées à la modélisation des systèmes
hydrauliques et des situations qu’il est nécessaire de prendre en compte. Nous proposons
de tenir compte des états du système caractérisés par le niveau, la tendance et l’allure
des variables continues. Elles correspondent respectivement à l’estimation des grandeurs
QMi, Q˙Mi et Q¨Mi. Les dérivées d’ordre supérieur ne sont pas considérées compte tenu de
l’interprétation possible de la dynamique des écoulements.
La grandeur QMi représente la quantité d’eau disponible à l’instant kTd. La tendance
du signal correspondant à l’estimation de Q˙Mi renseigne sur l’augmentation ou la diminu-
tion du débit. Finalement, l’allure associée à l’estimation de Q¨Mi permet de tenir compte
de la vitesse d’évolution du niveau. Elle permet de limiter l’impact, en aval des cours
d’eau, des perturbations ayant une évolution rapide. La considération des grandeurs QMi,
Q˙Mi et Q¨Mi , nous a conduit à la proposition d’un automate de diagnostic composé de 7






































































F. 2.12 — Automate de diagnostic déduit des 7 états interprétables physiquement.
Les états ei représentés sur la figure 2.12 sont définis à partir de six situations possibles
de la variable continue (tableau 2.1). L’état e0i correspond à l’état de repos de l’automate.
La situation e+i correspond à un excédent de ressource, c’est à dire que la grandeur
mesurée est au dessus du seuil fixé. Symétriquement, la situation e−i correspond à un
manque. Lorsque la variable continue est constante dans le temps, la situation est notée
ci, et dans le cas contraire, elle est notée ci. Finalement, lorsque l’évolution de la variable




e0i e0i état de repos
e1+i e+i ∧ ci∧ c˙−i excès ∧ non constant ∧ lent
e2+i e+i ∧ ci∧ c˙+i excès ∧ non constant ∧ rapide
e3+i e+i ∧ ci excès ∧ constant
e1−i e−i ∧ ci∧ c˙−i manque ∧ non constant ∧ lent
e2−i e− i∧ ci∧ c˙+i manque ∧ non constant ∧ rapide
e3−i e−i ∧ ci manque ∧ constant
T. 2.1 — Etats de l’automate de diagnostic.
Les états e+i et e−i dépendent du signe de la grandeur ∆QMi définie par la relation
(2.15). Les états ci et ci sont déterminés en fonction de l’évolution de la grandeur Q˙Mi
et du seuil de diagnostic, dthi. Enfin, les états c˙+i et c˙−i sont calculés à partir de l’allure
Q¨Mi et d’un critère subjectif sur la vitesse d’évolution de QMi, noté v. Les conditions de
transition entre les états de l’automate de diagnostic sont données dans le tableau 2.2
à partir de la variable de décision di (di = 0 : état non_détection et di = 1 :un état
détection) et des conditions de transition suivantes :
ψi [ ∆QMi < 0 ],
ωi
[ ∣∣∣Q˙Mi∣∣∣ < dthi ],
ς i
[ ∣∣∣Q¨Mi∣∣∣ > v ].
(2.11)
La période de commande des vannes Tc est fixée en fonction de la dynamique du
système. Il n’est donc pas possible de l’augmenter lors d’une variation rapide du débit.
Partant de ce constat, la prise en compte de l’estimation de l’allure du débit Q¨Mi et donc
des états e1+i, e2+i, e1−i et e2−i s’avère inutile. Un automate de diagnostic à cinq états
agrégés (figure 2.13) est donc retenu.
Les variables issues du diagnostic sont l’écart de débit à répartir ∆QMi et l’état du
système diagnostiqué ei.
La compensation des situations de défaillance des systèmes hydrauliques dynamiques
nécessite dans un premier temps la connaissance de l’état des ressources et dans un second
temps le recours à des procédures d’accommodation de la commande. La valorisation de
la ressource disponible dans les cours d’eau consiste à acheminer les excédents d’eau
vers les réservoirs en aval de façon à y être stockés, et à compenser les manques par
des restrictions sur les usages les moins prioritaires. Les manques et les excès d’eau sont





o3i di ∧ ψi∧ς i
o4i di∧ψi ∧ ς i
o5i di ∧ ψi ∧ ς i
o6i di∧ψi∧ωi∧ς i
o7i di∧ψi ∧ ωi
o8i di ∧ ψi ∧ ωi
o9i di ∧ ψi∧ωi∧ς i
o10i di ∧ ψi∧ωi ∧ ς i
o11i di∧ψi∧ωi ∧ ς i
T. 2.2 — Transitions de l’automate de diagnostic.
2.8 Accommodation hybride de la commande pour
un cours d’eau d’un seul bras
2.8.1 Synthèse du bloc de répartition de la ressource
L’accommodation hybride de la commande conduit à la détermination de vecteurs
de répartition qkMi composés de toutes les nouvelles consignes à appliquer aux action-
neurs. Les fonctions composant le module AHC sont décrites dans le cadre de cours d’eau












F. 2.14 — Cours d’eau composé de n vannes et de m points de mesure.
Lorsque l’état de la ressource ei diagnostiqué est e0, aucune perturbation n’est
détectée. Dans ce cas, les actionneurs doivent être consignés à leur objectif. Le vecteur de
répartition qkMi est obtenu en imposant à chaque vanne son débit objectif.
qkMi =
[
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F. 2.13 — Automate agrégé de diagnostic à 5 états.
Lorsque le diagnostic indique un état ei différent de l’état e0i, une accommodation de la
commande est réalisée. L’écart de débit est alors réparti équitablement entre les vannes se
situant en aval du point de mesure Mi grâce à l’utilisation d’une méthode d’optimisation
de la répartition tenant compte des priorités associées aux vannes. L’optimisation de
la répartition de la ressource doit être réalisée tout en limitant le nombre de consignes
envoyées aux vannes du réseau hydrographique. Cette contrainte nous a conduit à la
proposition de deux méthodes de répartition utilisées respectivement lorsque l’état de la
ressource est constante et lorsqu’elle est non constante.
Lorsque l’état de la ressource ei est ci, la perturbation est répartie entre toutes les
vannes aval du point de mesure Mi, selon leur priorité λj ou µj déterminée au niveau du
GCOG, et correspondant respectivement à des écarts de débits positifs (e+i) ou négatifs
(e−i). La répartition est réalisée grâce à la minimisation d’une fonction de coût par
programmation linéaire. La fonction de coût fi est définie par la somme pondérée des




χMi,j(qj − qjobj), (2.13)
avec χMi,j = γ
1
λj






Lors de la répartition de l’écart de débit, il faut veiller à ce que les nouvelles consignes
soient dans la plage de fonctionnement des vannes, et que leur somme soit égale à l’écart de
débit. L’optimisation de la fonction de coût est donc réalisée sous les contraintes suivantes :
n∑
j=ni
(qj − qjobj) = ∆QMi ,
qjmin ≤ qj ≤ qjmax,
(2.14)
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où qjmin et qjmax sont les bornes maximale et minimale de la plage de fonctionnement de
la vanne j. La plage de fonctionnement de chaque vanne est déterminée à partir de ses
caractéristiques de fonctionnement et/ou de la plage de débit à respecter sur les rivières
ou les canaux alimentés par chaque vanne.
Un vecteur de répartition qkMi est obtenu pour chaque point de mesure par optimisation
de fonction de coût :
qkMi =
[






Lorsque état de la ressource ei est ci, la répartition de l’écart de débit par optimi-
sation d’une fonction de coût reviendrait à déterminer les nouvelles consignes des vannes à
chaque nouvelle mesure provoquant des problèmes de maintenance pour l’équipement des
réseaux hydrographiques. Ainsi, lorsque l’écart de débit est non constant, il n’est réparti
que sur une seule vanne. Cette répartition peut être réalisée selon diverses règles. Dans
[Duviella et al. , 2003a], nous avons proposé une première règle qui consiste à répartir
l’écart de débit sur une seule et même vanne tant que l’état de la ressource est c. Cette
règle n’a pas été retenue car elle provoque des sauts de commande importants lorsque
l’état ei passe de ci à ci.
Une deuxième règle a été définie dans [Duviella et al. , 2003b] afin d’éviter les sauts
de commande lorsque l’état ei passe de ci à ci. Elle consiste à répartir, à tour de rôle,
l’écart de débit sur les vannes de plus grande priorité tant que l’état de la ressource est
c. Un critère de sollicitation Kj associé à chaque vanne j, est incrémenté de 1 à chaque
nouvelle sollicitation de la vanne. La vanne l sélectionnée est celle qui a le plus petit critère
de sollicitation Kj (2.16). Les vannes peuvent être sélectionnées tant que leur plage de
fonctionnement leur permet d’absorber un écart de débit. Dans le cas contraire, une autre
vanne est sélectionnée selon la même procédure.{
l | Kl = min
j∈GG









L’écart de débit qui n’a pas été encore réparti sur les autres vannes doit être réparti





Le vecteur de répartition qkMi obtenu associe à la nouvelle vanne sélectionnée l l’écart
de débit restant. {
qkMi =
[













L’écart de débit mesuré est réparti sur les vannes du canal selon des règles en fonction
de l’état diagnostiqué et de l’importance des vannes. Les vecteurs de répartition obtenus
pour chaque point de mesure Mi à chaque instant kTd, sont utilisés afin de constituer le
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vecteur de consignes d’affectation Q (1×n). Ce dernier est obtenu par la relation (2.20) à
l’aide de la matrice des débits d’accommodation αMi (n×n) définie par (2.19) et de tous
les vecteurs qkMi. Il contient les débits de consigne calculés à partir du point de mesureMi
le plus proche de qj, i.e. ceux issus des vecteurs de répartition qkM1 pour les vannes G1 à
Gn2−1, ceux issus du vecteur q
k
Mi
pour les vannes Gni à Gni+1−1, et finalement ceux issus















où ni est l’indice de la première vanne en aval du point de mesure Mi, n l’indice de la
dernière vanne, et m le nombre total de points de mesure.
Lorsqu’un manque d’eau est détecté au point de mesure Mi, la répartition de la per-
turbation consiste à réduire l’ouverture de certaines vannes en aval de Mi. Compte tenu
des temps de transferts importants, une fermeture des vannes à l’instant de détection
provoquerait des débordements en bout du cours d’eau. En effet, le manque d’eau détecté
ne s’est pas encore propagé le long du cours d’eau. De manière semblable, la répartition
d’un excès d’eau par une ouverture trop précoce des vannes provoquerait des manques en
bout du cours d’eau. Afin d’éviter les manques ou les excès d’eau provoqués par l’ouver-
ture ou la fermeture trop précoce des vannes, les temps de transfert TMi,j caractéristiques
du réseau hydrographique doivent être pris en compte au niveau du bloc d’affectation.
2.8.2 Synthèse du bloc d’affectation
L’identification des temps de transfert peut être réalisée à partir de campagnes de
mesure sur le terrain qui nécessitent la mise en place de moyens importants et sont par
conséquent longues et onéreuses. Il est aussi possible d’utiliser une approche par modéli-
sation à partir de la linéarisation des EDP de Saint-Venant. Cette linéarisation conduit à
la détermination d’un temps de transfert correspondant à un débit. Ainsi, le domaine de
fonctionnement des systèmes hydrauliques peut être décomposé et les temps de transfert
correspondant aux débits peuvent être calculés. La figure 2.15 représente les temps de
transfert correspondant aux débits avec un pas de 0, 25 m3/s.
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Temps de transfert  [H]
F. 2.15 — Allure des courbes liant le temps de transfert au débit.
La détermination des temps de transfert des biefs équipés de vannes latérales Gj,
conduit à des résultats peu précis. En effet, les vannes disposées entre le point amont
et aval des biefs ne sont jamais fermées, et le débit en amont du bief est différent de
celui en aval. La prise en compte des biefs n’est pas suffisante dans ce cas. Nous avons
donc choisi de considérer les tronçons de bief. Un tronçon est une partie d’un cours d’eau
situé entre un point de mesure et une vanne, entre deux vannes et entre une vanne et un
point de mesure aval. Les temps de transfert τ i sont déterminés pour chaque tronçon en
considérant que les débit amont et aval du tronçon Qj sont identiques.
L’affectation de la ressource consiste à prendre en compte, lors de la reconsignation
des vannes, les temps de transfert TMi,j entre le point de mesure Mi, où la perturbation
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F. 2.16 — Temps de transfert τ j entre chaque tronçon et les temps de transfert TMi,j
entre le point de mesure Mi et chaque vanne j.
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Les temps de transfert TMi,j sont calculés à partir des temps de transfert de chaque
tronçon τ j selon la relation (2.21).




avec ni + 1 ≤ j ≤ n.







où la partie entière d’une division est représentée par .
L’instant où la quantité d’eau mesurée en Mi parviendra à hauteur de la vanne j est
donc :
TMi,j = (k + kdMi,j)Td,
où kTd est l’instant courant.
Un vecteur d’instant d’affectation T (1 × n) est calculé à partir des instants d’affec-
tation associés à chaque consigne (2.23). Il est réévalué à la période de détection Td.
T =
[TM1,1 TM1,n1+1 ... TMi,ni ... TMi,ni+1−1 ... TMm,nm ... TMm,n]T . (2.23)
Par la suite, une matrice d’accommodation u est calculée à chaque instant kTd à
partir des consignes issues du vecteur Q et des instants d’affectation issus du vecteur
T. Elle est composée de n colonnes et de H lignes, où H, multiple de la période de
commande Tc, représente l’horizon des instants de commande. La première ligne regroupe
les consignes qui seront envoyées à chaque vanne au prochain instant de commande (k +
1)Tc, la deuxième, celles qui seront envoyées à l’instant de commande suivant (k + 2)Tc,
et finalement la dernière, celles envoyées à l’horizon de commande (k +H)Tc. La période
de commande Tc est choisie comme un multiple entier κ de la période d’échantillonnage





L’actualisation de la matrice u permet de prendre en compte les nouvelles consignes
de débit calculées et de les ordonner selon leur instant d’affectation. Une consigne qj est
conservée sur l’horizon H tant qu’elle n’est pas remise en cause. La première ligne de la
matrice u est ensuite envoyée à chaque période de commande Tc. Le calcul de la matrice u
est décrit par l’algorithme présenté ci-dessous. L’initialisation de cet algorithme consiste
à prendre H = 1, et u1 = [q1obj ... qjobj ... qnobj ]
T .
68
Algorithme d’ordonnancement du vecteur d’accommodation u à chaque instant kTd :
Entrées : le multiple entier κ de la période d’échantillonnage, l’instant courant k,
l’horizon de consignation H, le vecteur d’accommodation u, le vecteur d’instant
d’affectation T , la période de commande Tc, le nombre d’actionneurs n, le vecteur
de consignes d’affectation Q.









// l’instant d’échantillonnage correspond à une période de commande
u1 est transmis // envoi des consignes aux vannes
Hold = H − 1 // décrémentation de l’horizon de commande
Pour i allant de 1 à Hold







 // remise à jour de l’horizon H
Pour i allant de Hold + 1 à H
ui = uHold // initialisation des nouvelles lignes de u
FinPour
Pour j allant de 1 à n





+ 1 à H




Les fonctions réalisées par chaque bloc de la stratégie de Supervision et d’Accommo-
dation Hybride de la Commande ont été décrites dans le cadre d’un cours d’eau composé
d’un seul bras. Afin de pouvoir appliquer notre approche dans le cadre des réseaux plus
complexes, il est nécessaire de considérer le cas des confluents et des défluents (figure 1.14)
et d’apporter quelques adaptations aux fonctions présentées précédemment.
2.9 Accommodation de la commande pour des cours
d’eau maillés
Les réseaux hydrographiques sont composés d’une succession de bras simple, de con-
fluents et de défluents. En définissant les principes de supervision et d’accommodation
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de la commande pour les cas de confluent simple et de défluent simple, il est possible
d’utiliser la stratégie de conduite de façon générique sur les réseaux hydrographiques.
Dans les deux configurations simples de réseaux, un confluent et un défluent, les fonc-
tions de supervision, à savoir le conditionnement, la détection et le diagnostic, sont iden-
tiques à celles présentées dans la précédente section pour le cas d’un cours d’eau constitué
d’un seul bras. Il s’agit de détecter et de diagnostiquer l’état de la ressource au niveau de
chaque point de mesure Mi du système.
Dans le cas d’un confluent, la fonction de répartition de la ressource est également
identique. La ressource est répartie sur chaque bief selon la méthode de répartition présen-
tée dans la section précédente. La fonction d’affectation doit, quand à elle, être modifiée.
Lors du calcul du vecteur de consignes d’affectation Q, les nouvelles consignes calculées
lors de la répartition de la ressource à partir des différents points de mesure doivent être,
dans ce cas, additionnées pour toutes les vannes en commun à plusieurs biefs. La fonction
de transmission reste également identique à celle présentée dans la section précédente.
L’exemple du cours d’eau schématisé sur la figure 2.17 permet d’illustrer les modifica-
tions apportées à la stratégie de conduite dans le cas d’un confluent. La ressource présente
au niveau de M1 est répartie entre les vannes G1, G2, ..., Gr, Gj, Gj+1 et Gn, et celle
présente au niveau de M2 est répartie entre les vannes Gr+1, Gr+2, ..., Gj−1, Gj, Gj+1 et
Gn. Les consignes calculées lors de la répartition à partir du point de mesure M1 et M2





Gj  M2 






F. 2.17 — Cas d’une confluence.
Dans le cas d’un défluent, les cours d’eau sont généralement équipés d’au moins
un point de mesure au niveau de la séparation du bras principal (figure 2.18), de façon
à mesurer les débits d’alimentation des différents bras aval. Dans ce cas, les fonctions de
répartition sont utilisés de façon indépendante pour le bras amont et pour chacun des
bras aval.
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F. 2.18 — Cas d’un réseau hydrographique avec une défluence.
Lorsqu’il n’y a pas de point de mesure, il est nécessaire de modifier les fonctions de
répartition. Cette modification revient, lorsque l’état du débit est constant, à ajouter de
nouvelles contraintes lors de la résolution de la fonction de coût (2.13). La quantité d’eau







où ni est la première vanne en aval du point de mesure Mi, et nd1 la première vanne du
premier cours d’eau aval 1 après le point de séparation.
La répartition de la ressource est alors réalisée pour chaque point de mesure Mi du
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avec χMi,j = γ
1
λj





(sign(∆QMi) + 1), ndr la première vanne du cours
d’eau aval r après le point de séparation, wr la proportion de débit alimentant le cours
d’eau aval r, et Nb le nombre total de cours d’eau aval.
Les deux premières contraintes de résolution visent à garantir la répartition de l’écart
de débit ∆QMi et à conserver les nouvelles consignes calculées à l’intérieur de leur plage
de fonctionnement délimitée par qjmin et qjmax . La troisième contrainte permet la prise en
compte, lors de la répartition de la ressource, des proportions de débit wr alimentant les
cours d’eau aval. La quatrième contrainte concerne la répartition de la ressource sur le
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dernier cours d’eau aval. Finalement, la somme des proportions de débit wr alimentant
les cours d’eau aval est égale à 1.
Lorsque l’état de la ressource est non constante, la sélection de la vanne devant ab-
sorber l’écart de débit est réalisée selon la règle 2.16 en tenant compte de la sollicitation
de chaque vanne. Lorsque la vanne sélectionnée appartient à l’un des cours d’eau aval, le
débit qu’elle devra absorber ne lui parviendra pas entièrement, puisqu’il se répartira entre
les cours d’eau aval au niveau du point de séparation des cours d’eau selon les propor-
tions wr. Dans ce cas, la vanne sélectionnée n’est consignée que pour absorber une partie
du débit selon la proportion de débit alimentant le cours d’eau qu’elle équipe, et une
des vannes de chacun des autres cours d’eau aval est consignée selon leur proportion wr
propres. Cette méthode revient donc à répartir l’écart de débit sur une vanne de chaque
cours d’eau aval en tenant compte de la proportion de débit leur parvenant.
Les fonctions d’affectation et de transmission restent identiques à celles décrites dans la
section précédente. Lorsque l’état de la ressource est constant, l’écart de débit mesuré en
M1 (figure 2.19) est répartie entre les vannes de G1 à Gn en respectant les deux premières
contraintes de (2.27). L’écart de débit résiduel après la reconsignation des vannesG1,G2 et
G3, alimente selon les proportions w1 et w2 les deux cours d’eau aval. Il est respectivement
réparti sur les vannes G4 à Gnd2−1 selon la proportion w1, et sur les vannes Gnd2 à Gn
selon la proportion w2, en respectant la troisième contrainte de (2.27). Lorsque l’état de
la ressource est non constant, l’écart de débit ∆QM1 mesuré en M1 est répartie sur une
des vannes G1 à Gn selon la règle de sélection 2.16. Lorsqu’une des vannes du premier
bras aval, de G4 à Gnd2−1, est sélectionnée pour absorber l’écart de débit ∆QM1 , elle
est consignée à la valeur de ∆QM1 multipliée par la proportion w1, et une des vannes
du second bras aval, de Gnd2 à Gn , est consignée à la valeur de ∆QM1 multipliée par
la proportion w2. La répartition de l’écart de débit est identique lorsqu’une des vannes
du second bras aval est sélectionnée en premier. Lorsque l’état de la ressource est non
constant, une vanne de chacun des cours d’eau aval est sélectionnée pour absorber l’écart
de débit qui leur parvient.
 
G5 Gnd2-1 G4 
 M2 







F. 2.19 — Cas d’une défluence.
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La stratégie de supervision et d’accommodation hybride de la commande a été adaptée
pour les configurations de cours d’eau avec confluence et défluence, à partir des méthodes
développées pour le cas d’un cours d’eau composé d’un seul bras. Elle peut ainsi être util-
isée de façon générique pour la valorisation des ressources des réseaux hydrographiques.
Cependant, devant la complexité et la diversité de la morphologie des réseaux hydro-
graphiques, les règles de répartition et d’affectation de la ressource ne peuvent pas être
appliquées en l’état. Une représentation simple et générique des réseaux hydrographiques,
nécessitant la numérotation des vannes et des points de mesure, est en effet difficile à
générer. L’utilisation de la stratégie de conduite sur un réseau hydrographique nécessite
alors une représentation des réseaux, qui permettra de savoir sur quelles branches et avec














































F. 2.20 — Réseau hydrographique composé de plusieurs défluents et confluents, et équipé
de plusieurs points de mesure et de vannes.
Le réseau hydrographique représenté sur la figure 2.20 est composé de 4 confluents et de
4 défluents, et équipé de 15 points de mesure et de 32 vannes. L’indexage des vannes et des
points de mesure est réalisé, dans cette représentation, selon une certaine logique qui ne
permet pas l’utilisation des règles de répartition et d’affectation proposées précédemment.
Afin de répartir l’écart de débit mesuré au point de mesure M1, il est nécessaire de savoir
que ce cours d’eau alimente les vannes G1, G2, G15 et G16 selon une proportion égale à
1, les vannes de G15 à G20 et les vannes de G23 à G32, selon des proportions qu’il est
nécessaire de déterminer. L’expression générique des règles de répartition et d’affectation
nécessiterait une représentation beaucoup plus complexe des réseaux hydrographiques
avec la définition de noeuds de confluence et de défluence, la numérotation des vannes et
des points de mesure de façon à connaître le chemin d’un point de mesure à une vanne et
les proportions à prendre en compte. Il s’agit ici d’un problème structurel plutôt qu’un
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problème de méthodologie.
Les fonctions utilisées pour la stratégie de supervision et d’accommodation hybride
de la commande ont été décrites successivement et généralisées aux cas des confluents
et des eﬄuents. Nous proposons dans la section suivante une formalisation hybride de la
stratégie de conduite.
2.10 Formalisation hybride de la stratégie de con-
duite
Nous définissons un automate hybride (HA) pour chaque capteur Mi du réseau. La
figure 2.21 illustre le formalisme adopté. A chaque état de la ressource considéré est associé
une action permettant la valorisation de la ressource en eau. Afin de prendre en compte
tous les points de mesure équipant les canaux, il est possible d’adopter une représentation
par automates hybrides concourants (cHA). Ce formalisme est basé sur les automates
hybrides probabilisés concourants (cPHA) décrits au chapitre précédent. La description
globale de la stratégie de conduite consiste à interconnecter tous les HAMi définis pour
chaque point de mesure Mi. La représentation adoptée est illustrée sur la figure 2.22. Les
vecteurs de répartition issus de chaque cHA sont transmis au bloc transmission afin de
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F. 2.21 — Formalisation hybride (HAMi) de la stratégie de conduite pour le point de
mesure Mi.
74






[λ1 … λn] 
[µ1 … µ n] 
QM2 
QMm 
[0 … 0 qnM … qn] 
[q1 q2 … qj … qn] 
[0 … 0 qn2 … qn] 
F. 2.22 — Formalisation hybride (cHA) de la stratégie de conduite.
Nous avons proposé une représentation hybride de la stratégie de conduite sous forme
d’automates hybrides concourants. Cette représentation théorique permet une formalisa-
tion de la stratégie dans son ensemble. Cependant, elle présente l’inconvénient de ne pas
être directement implantable car il n’existe pas d’outils permettant l’application directe
des fonctions proposées. Cela nous a conduit à proposer une implantation modulaire de
la stratégie de conduite.
2.11 Conclusion
La stratégie de conduite réactive proposée s’articule autour de la supervision concour-
ante des grandeurs et de l’accommodation hybride des commandes envoyées aux action-
neurs équipant les systèmes étendus. La stratégie de supervision et d’accommodation de la
commande a été adaptée pour la gestion des réseaux hydrographiques afin d’apporter une
réponse aux problématiques de gestion de la ressource en eau en permettant une économie
des excédents d’eau et une répartition équitable de la ressource disponible. La supervision
de la ressource des réseaux hydrographiques est réalisée de manière concourante au niveau
de chaque capteur du réseau. Elle se compose d’une fonction de conditionnement pour
l’obtention de données fiables, d’une fonction de détection permettant de déterminer l’in-
stant où les objectifs de gestion ne sont plus atteints, et d’une fonction de diagnostic pour
la détermination de l’état de la ressource. Le conditionnement des grandeurs mesurées fait
essentiellement appel à des techniques de filtrage. Nous avons proposé deux techniques
permettant la détection des écarts entre les valeurs attendues et les valeurs mesurées. La
technique de détection par seuil fixe présente l’avantage d’être simple à utiliser. La tech-
nique de détection par saut de moyenne nécessite une étude préalable des signaux mesurés
et des perturbations. Elle présente a priori l’avantage de limiter le taux de fausse alarme
et les manques à la détection. La supervision de l’état de la ressource est réalisée grâce à
des automates à états en considérant le niveau et la tendance des signaux mesurées.
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L’accommodation hybride de la commande consiste en une répartition de la ressource
disponible en tenant compte des règles d’arbitrage du gestionnaire. Elle est directement
dépendante de l’état de la ressource diagnostiqué. L’affectation de la ressource permet
de tenir compte des temps de transfert importants caractéristiques de la dynamique des
réseaux hydrographiques. Les fonctions de répartition et d’affectation de la ressource
présentées dans le cadre d’un cours d’eau composé d’un seul bras, sont adaptées aux
autres composants élémentaires des réseaux hydrographiques, les confluents et les déflu-
ents. L’application des fonctions de répartition et d’affectation de la ressource dans le
cadre d’un réseau hydrographique complexe composé de plusieurs confluents et défluents
nécessite une étude préalable de la structure du réseau, afin de pouvoir utiliser les règles
de répartition proposées.
Les fonctions composant les modules de la stratégie de conduite doivent être réglées afin
de pouvoir évaluer notre stratégie sur des scénarios caractéristiques du fonctionnement des
réseaux hydrographiques. Ce réglage et cette évaluation nécessitent un simulateur repro-
duisant le comportement des systèmes hydrauliques. Une approche de multimodélisation






La problématique de valorisation de la ressource en eau des réseaux hydrographiques
identifiée au premier chapitre peut être résolue par la proposition d’une stratégie de su-
pervision et d’accommodation de la commande. L’implantation de la stratégie de conduite
réactive requiert des réglages et évaluation préalables en tenant compte de la structure des
réseaux hydrographiques et de leur dynamique. Selon les résultats obtenus en simulation,
son implantation sur les systèmes hydrographiques réels pourra être envisagée. Ainsi, est-il
indispensable d’évaluer la stratégie de conduite réactive par simulation en proposant dif-
férents scénarios de fonctionnements réels et de fonctionnements extrêmes. La démarche
de réglage et d’évaluation par simulation est d’autant plus intéressante qu’elle est facilitée
par la mise à disposition d’outils très performants en temps de calcul. Afin de réaliser le
réglage de la stratégie de conduite réactive, nous devons cela disposer d’un modèle de la
dynamique des réseaux hydrographiques.
Les réseaux hydrographiques ont été décrits au premier chapitre comme étant des
systèmes dynamiques étendus composés de plusieurs systèmes hydrauliques interconnec-
tés. Nous ne considérons que les systèmes hydrauliques à surface libre. Leur décomposi-
tion en biefs permet l’identification de leur dynamique à partir des équations de Saint-
Venant présentées au chapitre 1. Ces dernières ne peuvent être résolues que par approches
numériques. Cependant, il est possible d’utiliser un modèle plus simple : le modèle de
l’onde diffusante obtenu à partir des équations de Saint-Venant grâce à la prise en compte
d’hypothèses supplémentaires. L’utilisation de cette technique de modélisation restant en-
core complexe, une linéarisation du modèle de l’onde diffusante est alors préconisée. Elle
conduit à une modélisation linéaire de la dynamique des systèmes hydrauliques autour
d’un point de fonctionnement. Le modèle de l’onde diffusante et la technique de linéari-
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sation autour d’un point de fonctionnement sont décrits dans la première partie de ce
chapitre.
La simulation du comportement des systèmes hydrauliques à surface libre à partir des
équations de Saint-Venant nécessite l’implantation de techniques numériques, ou l’acqui-
sition de logiciels spécifiques proposés sur le marché. L’objectif de mon travail de thèse ne
consistait pas en la proposition d’un nouveau logiciel de résolution des équations de Saint
Venant. Nous avons cependant souhaité proposer une technique de modélisation simple
des systèmes hydrauliques à surface libre dans le but de disposer d’un simulateur sans
être contraint par l’achat d’un logiciel.
Afin d’obtenir une modélisation correcte de la totalité des plages de fonctionnement
de la dynamique des systèmes hydrauliques, nous proposons, dans la deuxième partie,
une approche de multimodélisation. Elle consiste à modéliser la dynamique de chacune
des plages de fonctionnement à partir de la linéarisation du modèle de l’onde diffusante.
Cette approche permet ainsi de limiter les erreurs de modélisation grâce à une fonction
de sélection des modèles linéaires. Nous proposons trois approches de multimodélisation.
La première est réalisée en considérant les débits, la seconde les temps de transfert et
la dernière les coefficient de célérité. Dans la troisième partie, les trois approches sont
comparées, sur l’exemple d’un bief de forme trapézoïdale.
Dans la quatrième partie du chapitre, nous utilisons l’approche selon le coefficient de
célérité pour modéliser la dynamique d’une galerie à profil circulaire. Finalement, dans
la sixième partie, l’approche de multimodélisation des systèmes à écoulement à surface
libre est comparée à une approche utilisant les équations aux dérivées partielles (EDP) de
Saint-Venant. Cette comparaison réalisée dans le cadre de la modélisation de la galerie à
profil circulaire, permet de juger de l’efficacité de notre approche.
3.2 Modélisation des systèmes hydrauliques à surface
libre
Les systèmes hydrauliques à surface libre sont composés de différents biefs caractérisés
par un profil, une longueur et une pente. Leur dynamique est généralement modélisée par



















+ gSJ = kqlV .
(3.1)
La résolution analytique de ces dernières n’étant pas possible, des approches numériques
selon des schémas de discrétisation, tels que le schéma de Preissmann [Chow et al. , 1988]
ou le schéma implicite NewC [Kutija & Hewett, 2002] sont utilisées. Elles nécessitent la
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connaissance de conditions limites à l’amont et à l’aval (relations reliant le débit Q au
niveau z), ainsi que de conditions initiales sur les débits et les niveaux en tout point du
système. La bonne représentation de la dynamique des systèmes hydrauliques lors de l’u-
tilisation d’un schéma de discrétisation nécessite un choix adapté des pas de temps dt et
d’espace dx [Malaterre, 1994]. Le choix est satisfaisant lorsque le nombre de Courant Cr








, où V et C sont respectivement la vitesse et la célérité de l’écoulement. La
valeur de ces coefficients dépend directement du débit Q. Il convient alors de sélectionner
les pas de temps dt et d’espace dx pour chaque point de fonctionnement Q.
Les équations de Saint-Venant, assez complexes à mettre en œuvre, peuvent être sim-
plifiées en considérant les hypothèses suivantes :
- les apports latéraux sont nuls, ql = 0,











Le modèle non linéaire de l’onde diffusante ainsi obtenu est donné par :
∂Q(x, t)
∂t







oùQ(x, t) est le débit du bief [m3/s], C(Q, z, x) le coefficient de célérité [m/s] etD(Q, z, x)
le coefficient de diffusion [m2/s].
Une méthode permettant l’identification des coefficients C et D supposés uniquement
dépendant du débit Q, a été proposée [Litrico, 1999]. Les coefficients C et D sont recher-






où αC, αD, βC, βD sont des paramètres dynamiques identifiés à partir d’hydrogrammes
réels.
Cette méthode d’identification conduit à l’obtention d’un modèle non-linéaire représen-
tatif du comportement hydraulique. Son utilisation reste cependant assez complexe.
Les paramètres de ces deux méthodes de modélisation dépendent des points de fonc-
tionnement. Partant de ce constat, la dynamique des biefs peut être représentée par des
systèmes linéaires à paramètres variables (1.14). Il s’agit alors d’identifier les paramètres
de modélisation et les retards. Pour des raisons de simplification, les systèmes linéaires
à paramètres variables sont représentés par un ensemble de systèmes linéaires à retard
constant correspondant aux différents points de fonctionnement pris en compte (1.6). Ces
modèles peuvent être obtenus à partir de la linéarisation du modèle de l’onde diffusante
autour de différents points de fonctionnement, en considérant les coefficients C et D con-
stants et acceptables sur des plages de fonctionnement à définir. Une représentation de
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la dynamique des réseaux hydrographiques par multi-modélisation doit donc être définie
afin d’identifier la totalité de leur capacité de fonctionnement.
La démarche de multimodélisation que nous proposons est une alternative à l’util-
isation d’approches numériques pour la résolution des équations de Saint-Venant. Elle
consiste à décomposer la plage de fonctionnement des systèmes hydrauliques en plusieurs
sous-domaines et de modéliser la dynamique de ces derniers par des modèles linéaires.
L’intérêt de la multimodélisation est d’obtenir une série de modèles linéaires valables sur
des plages de fonctionnement plus petites, et ainsi réduire l’erreur de modélisation. Les
modèles linéaires sont obtenus à partir de la linéarisation du modèle de l’onde diffusante.
Les coefficients C(Q, z, x) et D(Q, z, x) sont considérés constants, i.e. Ce et De. Cette
hypothèse est vérifiée pour une plage de débit restreinte autour du débit de linéarisation
Qe. Ainsi, le modèle simplifié de l’onde diffusante est formulé par l’équation (3.5) à partir










La linéarisation du modèle de l’onde diffusante a été employée dans la littérature afin
de représenter, par un modèle unique, la dynamique des systèmes hydrauliques. Le point
d’identification Qe est sélectionné comme étant le débit correspondant au centre de la
plage de fonctionnement du système hydraulique dans [Kosuth, 1994]. Considérant que
le paramètre le plus significatif de la dynamique est le retard, le débit correspondant au
centre de la plage des temps transfert a été choisi comme point d’identification du modèle
dans [Litrico, 1999]. La linéarisation du modèle de l’onde diffusante conduit à une fonction
de transfert d’ordre fini. L’ordre du modèle obtenu est déterminé à partir du coefficient





où X représente la longueur du bief.
Ainsi, la caractérisation du comportement du bief est donnée par les règles suivantes
[Georges & Litrico, 2002] :
- lorsque 1 < CM , le bief peut être modélisé par une fonction de transfert du second ordre
avec retard, F (s) =
e−τs
1 + a1s+ a2s2
- lorsque CM ≤ 4
9
, le bief peut être modélisé par une fonction de transfert du premier




< CM ≤ 1, le bief peut être modélisé par une fonction de transfert du premier
ordre avec retard, a2 = 0.
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Les coefficients Ce et De sont directement dépendants des paramètres géométriques



















La démarche de multimodélisation nécessite la décomposition du domaine d’évolution
possible des systèmes hydrauliques en sous-domaines de fonctionnement. Afin de limiter le
nombre de sous-domaines considérés, nous proposons trois approches de multimodélisation
selon des critères représentatifs de la dynamique des systèmes hydrauliques. Elles sont
présentées dans la section suivante.
3.3 Multimodélisation des systèmes hydrauliques à
surface libre
L’approche de multimodélisation qui semble la plus intuitive consiste à considérer les
débits. La décomposition est réalisée selon un pas de débit qui peut être choisi qualita-
tivement ou calculé en fonction du nombre de modèles souhaités. Lorsque le nombre Nm





où le débit Qmax est le point de fonctionnement du système hydraulique avant déborde-
ment, et le Qmin le débit critique d’un cours d’eau.
Ainsi, la plage de fonctionnement d’un bief est décomposée en sous-domaines dont les
plages de validité sont de taille identique, égale au pas de débit ∆q. La dynamique de
chaque sous-domaine doit ensuite être modélisée en considérant le point de fonctionnement
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correspondant au débit moyen de chaque sous-domaine qidr selon l’algorithme suivant :
Algorithme de détermination des sous domaines de fonctionnement selon les débits :
Entrées : le nombre de modèles souhaités Nm, les débits de fonctionnement minimal Qmin
et maximal Qmax, le pas de débit ∆q.
Sorties : les débits qidr correspondant au centre du sous-domaine r, les bornes inférieures
qinfr et supérieures qsupr des sous domaines de fonctionnement.
Pour r allant de 1 à Nm




qsupr = Qmin + r∆q
qinfr = Qmin + (r − 1)∆q
FinPour
(3.10)
Le modèle r, identifié par une fonction de transfert pour le débit qidr à partir des
relations 3.7 et 3.8, est considéré comme valable sur le sous-domaine [qinfr ; qsupr [.
Une seconde approche de multimodèlisation consiste à déterminer les sous-domaines de
fonctionnement en tenant compte des coefficients des fonctions de transfert (3.7), à savoir
a1, a2 ainsi que du retard τ . Nous considérons que τ est le coefficient le plus représentatif de
la dynamique des cours d’eau. Sa prise en compte conduit à une expression plus explicite
de l’erreur de modélisation que celle issue de la considération de a1 ou a2. Cette hypothèse
est également considérée dans [Litrico, 1999]. Nous proposons donc de considérer τ lors
de la multimodélisation. Une dernière approche consiste à prendre en compte un des
paramètres liés à la dynamique des écoulements à surface libre, à savoir le coefficient C
ou le coefficient D. Le coefficient C correspondant à la vitesse du flux est une grandeur
plus représentative qualitativement de la dynamique d’écoulement que le coefficient D.
Nous proposons donc de considérer le coefficient C lors de la multimodélisation.
Un modèle est considéré comme valable tant que l’erreur sur le coefficient x pris en
compte ne dépasse pas un certain pourcentage Πx, i.e. Πc pour le coefficient de célérité C
et Πτ pour le retard τ . La démarche conduisant à la détermination des sous-domaines de
fonctionnement est décrite dans un cadre générique. Afin d’obtenir des sous-domaines de
taille identique, y compris aux extrémités du domaine d’évolution possible des systèmes
hydrauliques, la décomposition est réalisée à partir de le milieu du coefficient considéré
soit xmed. Ce dernier est calculé à partir du coefficient minimum xmin correspondant aux
débit minimum Qmin, et du coefficient maximum xmax correspondant aux débit maximum







Algorithme de détermination des sous domaines de fonctionnement selon un coefficient x :
Entrées : les coefficients minimum xmin, maximum xmax et moyen xmed, le pourcentage
d’erreur tolérée Πx.
Sorties : les coefficients xidr correspondant au centre du sous-domaine r, les bornes
inférieures xinfr et supérieures xsupr des sous domaines de fonctionnement.
r = 1






































Une tolérance sur l’erreur des temps de transfert de Πτ = 15 % est acceptable compte
tenu de la dynamique lente des cours d’eau. Un choix du pourcentage d’erreur Πc de
l’ordre de 10 % conduit à une erreur acceptable sur les coefficients des modèles identifiés.
Les hauteurs d’eau zidr de chaque sous-domaine r sont calculées en fonction des points
de fonctionnement xidr , afin d’identifier les paramètres des modèles. Une relation entre le
retard τ et le niveau d’eau z (3.13) est obtenue à partir des fonctions C = f(Q), D = g(Q)






































où les paramètres Cid et Did sont exprimés, selon la géométrie du cours d’eau, en fonction
de zid. Une seconde relation entre la célérité et le niveau d’eau z (3.14) est obtenue à partir


























où L, P et S sont exprimés, selon la géométrie du cours d’eau, en fonction de zid.
Les équations (3.13) et (3.14) sont ensuite résolues numériquement par la méthode des
moindres carrés, avec une précision d’un millimètre. La détermination des hauteurs d’eau
zidr permet de calculer les débits Qidr selon la relation (1.20), les coefficients de célérité
Cidr et de diffusion Didr (3.8), ainsi que les coefficients des fonctions de transfert a1 et
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a2, modélisant la dynamique de chaque sous-domaine (3.7). Les paramètres xinfret xsupr
correspondant aux bornes de validité des modèles identifiés conduisent à la détermination
des intervalles de validité des sous-domaines de fonctionnement, définis par la plage de
débit [Qinfr ; Qsupr [. Nous souhaitons maintenant comparer les différentes approches de
multimodélisation proposées.
3.4 Comparaison des algorithmes de multimodélisa-
tion
Dans la partie précédente, nous avons proposé une démarche de multimodélisation des
biefs des systèmes hydrauliques à surface libre qui consiste à partitionner leur plage de
fonctionnement en sous-domaines. La génération des sous-domaines de fonctionnement
est réalisée selon trois approches décrites sous la forme d’algorithme. Dans le but de
mieux percevoir les avantages et les inconvénients de chacune des trois approches de
multimodélisation, elles sont comparées sur l’exemple d’un bief d’un système hydraulique
de forme trapézoïdale (figure 3.1). Les caractéristiques physiques du cours d’eau sont








F. 3.1 — Système hydraulique à profil trapézoïdal.
Paramètre Valeur









T. 3.1 — Paramètres physiques du cours d’eau.
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Avant de réaliser la multimodélisation du système considéré, il est nécessaire de déter-
miner l’expression des coefficients de célérité Ce et de diffusion De pour un bief à profil
trapézoïdal. Les expressions des coefficient Ce et De dont le détail des calculs est fourni























- L = B + 2mbz,
- S = (B +mbz)z,
- P = B + 2z
√
1 +mb2.
Le niveau de l’eau z est calculé à partir de la formule de Manning-Strickler (1.20)
selon le débit Qe. Une expression simple de z en fonction des autres paramètres ne peut
pas être obtenue compte tenu de la forme des paramètres P et S. La démarche retenue
consiste alors à résoudre numériquement l’équation de Manning-Strickler. Pour cela, nous
avons utilisé la méthode de résolution par moindres carrés, en spécifiant une précision de








) lnP + (
10
3
) lnS = 0. (3.16)
Maintenant que l’expression des coefficients Ce et De pour un bief à profil trapézoïdal
est connue, il est possible de modéliser le système.
L’approche de multimodélisation selon les débits Q conduit à la proposition de trois
sous-domaines de fonctionnement de taille identique avec un pas de débit ∆q correspon-
dant à 3 m3/s (3.9). Ce pas de débit est jugé satisfaisant a priori, compte tenu de la plage
de fonctionnement du système, Q ∈ [1; 10]. L’application de l’algorithme (3.10) conduit à
la définition de trois sous-domaines de fonctionnement ainsi que des débits qidr correspon-
dant au centre des sous-domaines considérés (tableau 3.2). Par la suite, les niveaux d’eau
z correspondant aux débits qidr sont déterminés à partir de la relation (3.16). Les valeurs
des coefficients Ce et De sont ensuite déterminées selon la relation (3.15). Finalement, les
paramètres des fonctions de transfert sont calculés selon la relation (3.7). Les paramètres
identifiés pour chaque sous-domaine sont présentés dans le tableau 3.2.
L’approche de multimodélisation selon le retard τ consiste à décomposer la plage de
fonctionnement du bief en considérant un pourcentage d’erreur sur le retard de Πτ = 15
%. Sachant que le temps de transfert maximal du système considéré est de 653 s, soit
10 min 53 s, le choix de Πτ permet de garantir une erreur sur les temps de transfert
inférieure à 100 s, soit 1 min 30 s. Ce choix est donc tout à fait acceptable. L’utilisation
de l’algorithme (3.12) conduit à l’identification de quatre domaines de validité ainsi qu’aux
coefficients τ idr correspondant au centre de chaque sous-domaine r. Les niveaux d’eau z
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Q [m3/s] Plage considérée [m3/s] z [mm] C [m/s] D [m2/s] a1 a2 τ [s]
2, 5 [1 ; 4[ 646 1, 5 233 740 144340 446
4, 5 [4 ; 7[ 1017 1, 7 435 719 114560 278
8, 5 [7 ; 10] 1297 1, 9 603 682 81066 228
T. 3.2 — Paramètres de niveau z, de célérité C et de diffusion D calculés selon les débits
Q et paramètres des modèles a1, a2 et τ pour les plages considérées.
correspondant aux coefficients τ idr sont ensuite déterminés par la résolution de l’équation
(3.13). La démarche de calcul des valeurs des débits, des sous-domaines de fonctionnement,
des coefficients de célérité et de diffusion est identique à celle présentée précédemment.
Elle fait appel aux relations (1.20) pour les débits et (3.15) pour les coefficients Ce et De.
Finalement, les paramètres des fonctions de transfert sont calculés selon la relation (3.7).
Les paramètres identifiés pour chaque sous-domaine sont présentés dans le tableau 3.3.
Q [m3/s] Plage considérée [m3/s] z [mm] C [m/s] D [m2/s] a1 a2 τ [s]
1, 3 [1 ; 1, 7[ 434 1, 2 132 743 156410 653
2, 2 [1, 7 ; 2, 9[ 597 1, 4 208 741 147340 482
3, 6 [2, 9 ; 4, 8[ 802 1, 6 315 734 133460 357
6, 1 [4, 8 ; 10] 1076 1, 8 469 713 108470 264
T. 3.3 — Paramètres de niveau z, de célérité C et de diffusion D calculés selon les
retards τ et paramètres des modèles a1, a2 et τ pour les plages considérées.
Finalement, l’approche de multimodélisation selon le coefficient de célérité C consiste
à décomposer la plage de fonctionnement en acceptant un pourcentage d’erreur sur le
coefficient de célérité de ΠC = 10 %. Le choix de ΠC est satisfaisant a priori compte tenu
des hypothèses considérées lors de la linéarisation du modèle de l’onde diffusante. L’utili-
sation de l’algorithme (3.12) permet l’identification de trois domaines de validité ainsi que
les coefficients correspondant au centre de chaque sous-domaine r. Les niveaux d’eau z
correspondant aux coefficients Cidr sont ensuite déterminés par la résolution de l’équation
(3.14). Par la suite, les valeurs des débits ainsi que les sous-domaines de fonctionnement
sont calculés selon la relation (1.20). Les coefficients de diffusion sont déterminés selon
la relation (3.15). De la même façon que précédemment, les paramètres des fonctions
de transfert sont calculés selon la relation (3.7). Les paramètres identifiés pour chaque
sous-domaine sont présentés dans le tableau 3.4.
Afin de juger de l’efficacité des approches proposées, nous avons dans un premier temps
déterminé les valeurs des paramètres de modélisation a1, a2 et τ pour chaque débit de la
plage de fonctionnement, i.e. [1, 10], avec un pas de 1 m3/s. La démarche de calcul des
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Q [m3/s] Plage considérée [m3/s] z [mm] C [m/s] D [m2/s] a1 a2 τ [s]
1, 5 [1 ; 2, 2[ 469 1, 3 148 742 154520 608
3, 4 [2, 2 ; 5, 3[ 775 1, 6 300 736 135470 369
8, 7 [5, 3 ; 10] 1320 1, 9 617 678 77690 226
T. 3.4 — Paramètres de niveau z, de célérité C et de diffusion D calculés selon les
coefficients de célérité C et paramètres des modèles a1, a2 et τ pour les plages considérées.
paramètres est identique à celle décrite lors de la multimodélisation selon les débits. Les
valeurs des paramètres de modélisation pour chaque débit sont représentés sur la figure
3.2 par des points. Les trois approches de multimodélisation conduisent à trois décompo-
sitions différentes de la plage de fonctionnement du système. Les plages considérées Ω des
paramètres identifiés a1, a2 et τ pour chaque sous-domaine de fonctionnement sont déter-
minées et représentés sur la figure 3.2. Les résultats obtenus lors de la multimodélisation
selon les débits figurent en trait pointillé (...), ceux obtenus lors de la multimodélisation
selon les temps de transfert en trait continu (–), et ceux issus de la multimodélisation





















F. 3.2 — Variation des paramètres identifiés (a) a1, (b) a2 et (c) τ selon les plages
considérées dans les trois approches de multimodélisation.
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Dans un second temps, les domaines de variation Ω de chaque paramètre pour tous
les sous-domaines identifiés sont déterminés (tableau 3.5). Ils permettent de calculer les
pourcentages d’erreur maximum Ermax pour tous les paramètres par sous-domaine, en
considérant les bornes du sous-domaine et la valeur du paramètre identifié.
a1 Ωa1 Ermax a2 (e
3) Ωa2 (e
3) Ermax τ [s] Ωτ Ermax
Approche 740 [744; 732[ 1 % 144 [159; 129[ 11 % 446 [742; 336[ 66 %
selon 719 [732; 702[ 2, 5 % 115 [129; 98[ 16 % 278 [336; 245[ 21 %
Q 682 [702; 657] 4 % 81 [98; 61] 32 % 228 [245; 223] 7, 5 %
Approche 743 [744; 742[ 0, 1 % 156 [159; 152[ 3 % 653 [742; 555[ 17 %
selon 741 [742; 738[ 0, 5 % 147 [152; 141[ 5 % 482 [555; 415[ 15 %
τ 734 [738; 725[ 1 % 133 [141; 122[ 9 % 357 [415; 307[ 15 %
713 [725; 657] 8, 5 % 108 [122; 61] 77 % 264 [307; 223] 18 %
Approche 742 [744; 741[ 0, 3 % 155 [159; 148[ 5 % 608 [742; 487[ 25 %
selon 736 [741; 721[ 2 % 135 [148; 116[ 16 % 369 [487; 284[ 32 %
C 678 [721; 657] 6 % 78 [116; 61] 50 % 226 [284; 223] 26 %
T. 3.5 — Erreurs d’identification Ermax des paramètres des modèles a1, a2 et τ selon les
domaines de variation Ωa1, Ωa2 et Ωτ pour les multimodélisations en débit, en retard et
en célérité.
Les résultats obtenus et présentés sur la figure 3.2 et dans le tableau 3.5 permettent
de juger de l’efficacité des approches de multimodélisation. Les sous-domaines obtenus
en considérant l’approche selon les débits correspondent à des plages de débit de taille
identique. Cependant, cette approche conduit à des erreurs importantes sur le temps de
transfert τ pour les débits inférieurs à 5 m3/s, et sur les paramètres a1 et a2 pour les
débits supérieurs à 5 m3/s. La différence entre le temps de transfert identifié pour la
plage de débit située entre 1 m3/s et 4 m3/s et les temps de transfert calculés pour les
débits de 1 m3/s et de 4 m3/s correspond à un pourcentage d’erreur de 66 %. D’autre
part, les différences sur les paramètres a1 et a2 identifiés pour les plages de débit situées
entre 7 m3/s et 10 m3/s et les paramètres calculés pour les débits de 7 m3/s et de 10
m3/s correspondent à des pourcentages d’erreur respectifs de 4 % et de 32 %. L’erreur
sur le temps de transfert τ est beaucoup trop importante, et les plages de validité des
sous-domaines sont très différentes pour chaque paramètre d’identification.
Les deux autres approches de multimodélisation conduisent à l’obtention de sous-
domaines de tailles assez similaires pour chaque paramètre d’identification. Ces approches
permettent un découpage plus fin de la plage de fonctionnement pour les débits inférieurs
à 5 m3/s, mais provoquent des erreurs importantes sur les paramètres a1 et a2 pour les
débits supérieurs à 5 m3/s. L’approche de multimodélisation selon les temps de transfert
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permet de conserver l’erreur sur la plage de validité du paramètre τ au alentour de 15 %.
Cependant, les erreurs sur les paramètres a1 et a2, respectivement de 8, 5 % et de 77 %
pour les débits les plus grands, sont trop importantes. L’approche de multimodélisation
selon les coefficients de célérité C conduit à une erreur de 50 % sur le paramètre a2 pour
le sous-domaine correspondant aux débits maximums, ainsi qu’à des erreurs aux alentours
de 30 % sur le paramètre τ .
Bien que l’approche selon les débits Q présente l’avantage d’être facilement utilisable,
elle rencontre une difficulté due à l’absence d’indicateur permettant de savoir si le choix du
nombre de modèle Nm ou si le choix du pas de débit ∆q sont judicieux ou non. L’approche
selon le retard τ présente l’avantage d’être basée sur le paramètre le plus significatif de
la dynamique des systèmes d’écoulement à surface libre. Le pourcentage d’erreur tolérée
sur les sous-domaines de fonctionnement est également plus facile à sélectionner qualita-
tivement. Cependant, elle ne permet pas de générer des sous-domaines de fonctionnement
dont l’erreur sur les paramètres a1 et a2 est semblable. Finalement l’approche selon le
coefficient de célérité C, présente l’avantage d’être basée sur un critère représentatif de la
dynamique des systèmes hydrauliques. De plus, elle conduit à la détermination de sous-
domaines de fonctionnement dont l’erreur sur les paramètres τ , a1 et a2 est sensiblement
égale. Cette approche de modélisation est donc la plus appropriée pour l’identification de
la dynamique des systèmes hydrauliques à surface libre.
Nous préconisons l’approche de multimodélisation selon le coefficient de célérité C
pour la multimodélisation de la dynamique des systèmes hydrauliques à surface libre.
Cette approche présente également l’avantage de pouvoir modéliser les biefs de petites
dimensions, pour lesquels les temps de transfert ne sont pas toujours identifiables par
le calcul. Par ailleurs, la réduction de l’erreur sur les paramètres d’identification peut
être réalisée en réduisant le pourcentage d’erreur ΠC. Afin de valider notre démarche
de multimodélisation, nous proposons d’identifier la dynamique d’une galerie circulaire
fermée.
3.5 Multimodélisation d’une galerie à profil circu-
laire
Le barrage de la Gimone situé dans la région Midi-Pyrénées dans le sud-ouest de la
France alimente deux rivières, la Gimone et la Save. L’alimentation de la Save est réalisée
grâce à une galerie circulaire de près d’un kilomètre de long. Le débit d’alimentation de la
galerie est contrôlé grâce à une vanne de type jet creux G1 située à hauteur du barrage, et








F. 3.3 — Barrage et galerie alimentant la rivière Save.
D’après [Kovacs, 1988], une galerie circulaire est un système hydraulique à surface libre
tant que la hauteur d’eau dans la galerie pour son débit de fonctionnement maximum
est inférieur à 1, 87 fois son rayon R. Nous considérons la galerie comme un système
hydraulique à surface libre puisque son débit de fonctionnement maximal de 5 m3/s
correspond à une hauteur d’eau inférieure à 1, 87 fois son rayon R. La dynamique de
la galerie peut alors être identifiée à l’aide de l’approche de multimodélisation présentée
précédemment. Pour cela, il est nécessaire de connaître les caractéristiques physiques de
la galerie. La galerie a une longueur X de 946, 65 m, un rayon R de 0, 9 m et une pente ig
de 0, 26% (figure 3.4). La galerie étant entièrement bétonnée, son coefficient de Strickler
est estimé à 70. La plage de fonctionnement de la galerie est comprise entre 0, 5 m3/s et 5
m3/s. Le débit de la galerie est connu en entrée et en sortie. Elle peut donc être assimilée




F. 3.4 — Caractéristiques physiques de la galerie Lunax-Save.
De la même façon que pour le bief de forme trapézoïdal présenté dans la section précé-
dente, il est nécessaire, avant de réaliser la multimodélisation de la galerie, de déterminer





F. 3.5 — Caractéristiques définissant un profil circulaire.
Dans le cas d’un profil circulaire, l’expression des coefficients Ce etDe, obtenus à partir



































(θ − sin θ),
- P = Rθ,






Le niveau de l’eau z est calculé à partir de la formule de Manning-Strickler (1.22)
selon le débit Qe en résolvant par la méthode de résolution par moindres carrés l’équation
(3.16). Les coefficients Ce et De pour un bief à profil circulaire peuvent maintenant être
calculés.
La méthode de multimodélisation nécessite un découpage de la plage de fonction-
nement du système dynamique. La partition de la plage de fonctionnement peut être
réalisée suivant différents critères significatifs de la dynamique du système qui sont dans
ce cas le débit Q, la célérité C ou le temps de transfert τ . Nous avons montré dans la
partie précédente que l’approche de multimodélisation préconisée était celle utilisant le
coefficient de célérité C. En considérant des sous-domaines de la plage de fonctionnement
où l’erreur sur le coefficient de célérité est de l’ordre de 10 %, la méthode de multimod-
élisation nous conduit à quatre sous-domaines dont les paramètres d’identification ainsi
que les plages de validité sont donnés dans le tableau 3.6. Les erreurs maximales de la
célérité sur les sous-domaines de fonctionnement sont également calculées. Elles sont de
l’ordre de 10 %, et atteignent 13 % pour les sous-domaines correspondant aux extremums
des points de fonctionnement du système.
Les points de fonctionnement calculés à partir du coefficient de célérité C permettent
de déterminer les niveaux d’eau z correspondant, puis les débits de fonctionnement q, et
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Point d’identification Ce [m/s] Domaine de validité Erreur maximale
1, 9 [1, 7 ; 2, 1[ 12 %
2, 3 [2, 1 ; 2.5[ 9 %
2, 8 [2, 6 ; 3, 1[ 10 %
3, 5 [3, 1 ; 3.9[ 13 %
T. 3.6 — Coefficient de célérité Ce correspondant au point de fonctionnement du sous-
domaine i de fonctionnement.
enfin les coefficients de diffusion D. Finalement, chaque dynamique des sous-domaines
est modélisée par une fonction de transfert à partir de la simplification du modèle de
l’onde diffusante (3.7). Les hauteurs d’eau z, les coefficients de célérité C et de diffusion
D déterminés pour chaque sous-domaine sont présentés sur la figure 3.6. Afin de juger de
l’efficacité de la multimodélisation, nous avons déterminé les valeurs des paramètres de
modélisation C, z et D pour chaque débit de la plage de fonctionnement, i.e. [1, 5], avec
un pas de calcul de 0, 5 m3/s. Les valeurs des paramètres de modélisation sont représentés
sur la figure 3.6 par des points. Les paramètres des fonctions de transfert sont présentés
sur la figure 3.7. Les valeurs des paramètres a1, a2 et τ calculés de manière identique sont
représentés par des points sur la figure 3.7. La plage de validité des sous-domaines de
modélisation, ainsi que les valeurs des coefficients et paramètres de modélisation corre-
spondants sont regroupés dans le tableau 3.7.
Plage de validité [m3/s] q [m3/s] Ce [m/s] De [m2/s] a1 a2 τ [s]
[0, 5 ; 1[ 0, 75 1, 9 92 245 17355 252
[1 ; 2[ 1, 5 2, 3 164 234 15049 172
[2 ; 3, 5[ 2, 8 2, 8 300 222 12310 110
[3, 5 ; 5] 4, 4 3, 4 207 199 8396 73




































F. 3.6 — Détermination (a) des coefficients de célérité Ce, (b) des niveaux d’eau z et (c)






























F. 3.7 — Détermination (a) des coefficients a1, (b) coefficients a2 et (c) des temps de
transfert τ pour chaque sous-domaine de modélisation.
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L’approche de multimodélisation selon le coefficient de célérité conduit à l’identifi-
cation de la dynamique de la galerie, en limitant les erreurs de modélisation sur les
paramètres a1, a2 et τ . La démarche de multimodélisation est illustrée dans le cadre
d’un système hydraulique réel. Cependant, il convient de l’évaluer en la comparant à une
approche de modélisation par équations aux dérivées partielles (EDP). Dans la section
suivante, nous proposons de comparer l’approche de multimodélisation à une approche de
modélisation par EDP dans le cadre de la galerie de Lunax-Save.
3.6 Intérêt de la multimodélisation par rapport à une
représentation aux dérivées partielles
Les EDP de Saint Venant présentées dans la première section de ce chapitre permettent
une modélisation très représentative de la dynamique des systèmes hydrauliques à surface
libre. Nous souhaitons, dans cette partie, modéliser la galerie de Lunax-Save (figure 3.4)
selon une approche par EDP, puis comparer le modèle obtenu à celui issu de l’approche
par multimodélisation présentée dans la section précédente. La modélisation par EDP
nécessite la connaissance des conditions limites aval de la galerie. Elles sont fournies dans
le tableau 3.8. Les conditions limites indiquent les niveaux d’eau correspondant aux débits.
Débit [m3/s] 0, 51 1, 02 1, 49 2, 02 2, 53 3, 03 3, 52 4, 06 4, 55 5, 07
Niveau [m] 0, 54 0, 72 0, 84 0, 95 1, 04 1, 12 1, 19 1, 26 1, 32 1, 38
T. 3.8 — Conditions limites de la galerie Lunax-Save donnant les relations entre les
débits et les hauteurs d’eau.
La résolution des EDP doit ensuite être réalisée à partir des conditions limites selon un
schéma de discrétisation. Pour cela, nous avons choisi d’utiliser le logiciel SIC (simulation
des canaux d’irrigation) développé par le CEMAGREF de Montpellier1. Il permet la
simulation des écoulements des rivières et des canaux d’irrigation à partir de la résolution
des EDP selon le schéma de discrétisation de Preismann et différents algorithmes de
résolution. Parmi ceux proposés, nous avons choisi d’utiliser l’algorithme de résolution de
Newton qui offre les meilleurs performances malgré des durées de simulation plus longues.
L’utilisation du schéma de Preismann impose également la sélection des pas de temps et
d’espace fixes de façon à garantir un nombre de courant Cr (3.2) proche de 1. Dans le cas
contraire, des périodes d’instabilité du débit en réponse à des échelons peuvent apparaître.
1CEMAGREF. SIC user’s guide and theoretical concepts. Montpellier, 1992. http ://ca-
nari.montpellier.cemagref.fr/
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La galerie de Lunax-Save a donc été modélisée sous SIC. Les paramètres des modèles
obtenus par la méthode de multimodélisation pour la galerie sont ceux présentés dans le
tableau 3.7.
La comparaison entre les deux méthodes de modélisation consiste à appliquer, par
simulation, aux deux modèles identifiés un signal d’entrée correspondant à une évolution
de débit, et à confronter les réponses obtenues en sortie.
Les modèles de la galerie sont soumis à des variations de débits en entrée sous forme
de créneau dans un premier temps, puis sous forme de rampe. Dans le cas où le débit
est sous forme de créneau, le débit initial d’alimentation de la galerie est de 2 m3/s. Il
subit par la suite deux augmentations successives, sous forme d’échelon, de 1 m3/s, et






















F. 3.8 — (a) Réponses à un créneau de débit simulées par EDP (- - -) et par un banc
de modèles (–) et (b) modèles sélectionnés.
Les résultats de simulation obtenu par EDP sont représentés en trait discontinu (- -
-), et ceux par multimodélisation en trait continu (–) sur la figure 3.8.a. La sélection
en ligne la fonction de transfert représentant le mieux la dynamique du cours d’eau est
représentée sur la figure 3.8.b. Elle est réalisée en fonction du débit selon les plages de
fonctionnement définies lors de la conception du banc de modèles.
Dans le cas où le débit évolue selon des rampes, le débit initial d’alimentation de la
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galerie est également de 2 m3/s. Il subit par la suite deux augmentations successives, sous
forme de rampe, de 1 m3/s, et finalement deux diminutions successives de 1 m3/s (figure
3.9.a). Les résultats de simulation obtenus par EDP sont représentés en trait discontinu
(- - -), et ceux par multimodélisation en trait continu (–) sur la figure 3.9.a. Comme























F. 3.9 — (a) Réponses à un crénau de débit simulées par EDP (- - -) et par un banc de
modèles (–) et (b) modèles sélectionnés.
Les réponses obtenues par les deux approches de modélisation de la galerie sont très
similaires. Des différences entre l’approche par EDP et l’approche multimodèle apparais-
sent cependant pour le créneau de 4 m3/s sur les résultats de la première simulation.
Un écart important apparaît également entre les deux méthodes à partir de 3, 4 m3/s
sur les résultats de la seconde simulation. Ces différences proviennent essentiellement de
la plage de débit importante considérée lors de la multimodélisation, i.e. [3, 5 ; 5]. Il est
possible d’affiner les résultats de la multimodélisation en augmentant le nombre de mod-
èles en acceptant un pourcentage d’erreur ΠC plus faible sur le coefficient de célérité. Ces
écarts sont est cependant suffisamment faibles pour conclure sur la similarité des résultats
obtenus grâce aux deux méthodes de modélisation.
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3.7 Conclusion
L’approche d’identification des systèmes hydrauliques à surface libre par multimod-
élisation proposée dans ce chapitre est basée sur la linéarisation du modèle de l’onde
diffusante obtenu à partir de la simplification des équations de Saint-Venant. Cette ap-
proche consiste à décomposer la plage de fonctionnement d’un système hydraulique en
plusieurs sous-domaines et à identifier la dynamique de chaque sous-domaine autour d’un
point de fonctionnement par une fonction de transfert du premier ou du second ordre avec
ou sans retard. Nous avons proposé trois approches de décomposition de la plage de fonc-
tionnement du système hydraulique. La première est réalisée en considérant les débits, la
suivante, les temps de transfert et la dernière, les coefficients de célérité. L’approche de
multimodélisation selon les coefficients de célérité est la plus adaptée pour la modélisation
des systèmes hydrauliques car elle permet l’obtention d’une erreur équivalente sur tous
les coefficients d’identification. Elle présente également l’avantage de pouvoir être mise en
œuvre sur des biefs de petites dimensions.
L’approche de multimodélisation selon le coefficient de célérité est ensuite utilisée pour
l’identification de la dynamique d’un système réel, la galerie Lunax-Save. Cette galerie a
la particularité d’avoir un profil circulaire.
Finalement, l’approche par multimodélisation est comparée par simulation à une ap-
proche de modélisation par EDP sur la galerie Lunax-Save. Les deux approches conduisent
à des résultats très similaires. Les résultats trouvés permettent de conclure sur la qual-
ité de la multimodélisation de la dynamique des systèmes hydrauliques à surface libre.
La méthode de multimodélisation est préconisée pour le réglage et la validation de la




Evaluation de la stratégie de
conduite réactive
4.1 Introduction
Nous avons proposé au chapitre 2, un modèle conceptuel et une démarche de synthèse
d’une conduite réactive pour les systèmes étendus. La conduite réactive permet, dans un
cadre générique, la prise en compte de l’état des systèmes dynamiques pour l’application
des règles des gestionnaires. Elle est conceptualisée sous un formalisme modulaire composé
d’une partie de supervision concourante et d’une partie d’accommodation hybride de la
commande. La stratégie de conduite a été décrite et spécifiée pour la valorisation de la
ressource des systèmes hydrographiques avec pour objectifs l’acheminement des excédents
d’eau vers les retenues aval et la répartition équitable de la ressource disponible.
Dans ce chapitre, nous souhaitons réaliser l’évaluation par simulation de la stratégie
de conduite dans le cadre de la problématique de la gestion du système Neste. La par-
ticularité du système Neste est la ré-alimentation des rivières de Gascogne ainsi que des
barrages de coteaux grâce au canal de la Neste. Une démarche d’évaluation de la stratégie
proposée est présentée dans la première section. Elle nécessite la définition d’indicateurs
de performance. Un simulateur reproduisant la dynamique des systèmes hydrauliques à
surface libre par multimodélisation est utilisé afin de régler la stratégie proposée.
Le canal de la Neste est équipé de plusieurs capteurs et d’actionneurs permettant la
supervision de la ressource et l’acheminement de l’eau aux endroits voulus. La probléma-
tique de gestion du canal de la Neste consiste donc à valoriser la ressource en eau qu’il
véhicule malgré la présence de perturbations. Elle est présentée dans la deuxième partie.
Le simulateur de la dynamique du canal de la Neste nécessaire à l’évaluation de la
stratégie de conduite est réalisé à partir de la méthode de multimodélisation. La démarche
de modélisation du canal de la Neste est détaillée dans la troisième section de ce chapitre.
Dans la quatrième section, les paramètres des fonctions composant les modules de
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supervision concourante et d’accommodation hybride de la commande sont réglés par
simulation. Ces réglages conduisent à l’obtention du meilleur compromis entre les dif-
férents objectifs de gestion à satisfaire.
La stratégie de conduite est finalement évaluée sur la totalité du canal de la Neste.
Les résultats obtenus permettent de juger de l’efficacité de la stratégie de supervision
concourante et de l’accommodation hybride de la commande. Ils sont présentés dans la
cinquième partie.
La stratégie de conduite est finalement évaluée dans le cas d’un réseau hydrographique
composé d’un confluent et d’un défluent en série. Les résultats sont présentés dans la
sixième partie. La généricité de la stratégie de conduite est ainsi illustrée.
4.2 Indicateurs de performance de la stratégie de
conduite
Nous avons choisi d’évaluer la stratégie de conduite proposée au chapitre 2 par simula-
tion et par la définition d’indicateurs de performance. Ces derniers sont établis en fonction
des objectifs fixés lors de la définition de la problématique de valorisation de la ressource
en eau. Dans ce cadre, la gestion optimisée d’un réseau hydrographique consiste d’une part
à répartir les écarts de débit entre les vannes en limitant les volumes résiduels en bout
de cours d’eau VT , les volumes manquants Vm et les volumes excédentaires VM , d’autre
part à éviter les assèchements Fmin et les débordements Fmax en bout de cours d’eau, et
finalement à minimiser le nombre de consignes envoyées aux vannes Bat. Le critère VT
correspond à la somme cumulée de la valeur absolue des écarts de débit en bout de cours
d’eau, c’est à dire à la somme des volumes en manque Vm et des volumes en excès VM .
Les critères Fmin et Fmax correspondent aux extremums du débit en bout de cours d’eau.
La limitation des erreurs en bout du système hydraulique et la limitation du nombre de
consignes envoyées aux vannes sont a priori deux objectifs antagonistes. L’augmentation
du nombre de consignes envoyées aux vannes mène à une conduite plus réactive et, de ce
fait, à une réduction des erreurs en bout de canal. Cependant, elle induit des problèmes
d’usure au niveau des organes de commande et implique une maintenance accrue des
équipements.
La paramétrisation de la stratégie de supervision et d’accommodation hybride de la
commande consiste donc à régler les paramètres de chaque fonction afin de trouver le
meilleur compromis pour la satisfaction des objectifs. Les paramètres de réglage de la
stratégie de conduite sont les périodes de détection Td et de commande Tc, les seuils de
détection thi et jpi, et de diagnostic dthi.
La période de détection Td est fixée lors de la mise en place des méthodes de régulation
des cours d’eau. Elle est déterminée en fonction de la dynamique des systèmes. La période
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de commande Tc, multiple de la période de détection Td, est également choisie en fonction
de la dynamique du système. Nous supposons qu’une fois fixées, elles ne peuvent plus
évoluer.
Pour la sélection des autres paramètres de la stratégie de conduite, nous proposons
d’adopter une approche de réglage par simulation. Nous l’illustrons dans le cadre de la
valorisation de la ressource du canal de la Neste.
4.3 Cas de gestion du réseau Neste
Le canal de la Neste est situé dans le département des Hautes-Pyrénées dans le sud-
ouest de la France. Il a été construit entre 1824 et 1862 afin de ré-alimenter les rivières de
Gascogne par l’acheminement de volumes d’eau à travers le plateau de Lannemezan. Les












Coteaux de Gascogne 
F. 4.1 — Réseau hydrographique des coteaux de Gascogne [Parent, 1991].
Le canal de la Neste (figure 4.2) est alimenté au niveau de Sarrancollin par la Neste
(G0) avec un débit maximum de 14 m3/s. Il ré-alimente 9 cours d’eau des coteaux de
Gascogne (de G1 à G9), dont certains alimentent des barrages de coteaux en aval. Le
canal est équipé de 9 vannes régulées localement et de 3 limnimètres situés au niveau du
seuil d’Escala M1, du seuil de Gers M2, et du seuil de la Baïsole M3, qui fournissent les
mesures des hauteurs d’eau. Les vannes sont consignées à distance et les mesures de débits
sont transmises grâce à un système de télégestion au centre de gestion de la Compagnie
d’Aménagement des Coteaux de Gascogne (CACG) situé à Tarbes.
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F. 4.2 — Schématisation du canal de la Neste.
Le canal de la Neste mesure un peu plus de 28 km, et le seuil d’Escala est situé à peu
près 20 km de Sarrancollin G0. Il est composé de 840 profils différents majoritairement
de forme trapézoïdale. Le canal de la Neste est un système à écoulement à surface libre
qui subit, de ce fait, des perturbations dues aux intempéries. Il est également soumis à
des perturbations de l’ordre de 0, 5 m3/s, provenant d’activités industrielles en amont de
M1 et en aval de la vanne G6.
La gestion du canal de la Neste consiste à garantir, malgré les perturbations, l’alimen-
tation des rivières aux débits objectifs qjobj définis par le gestionnaire. La sélection des
priorités λj et µj associées aux vannes est réalisée à partir des règles décrites au chapitre
1. Trois niveaux de priorité permettant de transcrire les règles d’arbitrage sont ainsi défi-
nis. Les priorités peuvent évoluer au cours du temps, mais elles sont en général liées à la
structure du réseau hydrographique. De plus, nous considérons qu’elles ne sont remises
en cause qu’une fois par semaine.
Les caractéristiques des huit vannes du canal de la Neste sont fixées au niveau du
module GCOG. Nous proposons de considérer une situation réelle de gestion du canal,
dont les caractéristiques associées aux vannes sont fournies dans le tableau 4.1. Le cours
d’eau alimentant la Baïse Darré est assimilée à une vanne fictive G8, avec un débit objectif
q8obj , des débits minimal q8min et maximal q8max, mais sans priorité.
L’emploi de la stratégie de conduite réactive nécessite le conditionnement des données
mesurées, le réglage des fonctions de détection et de diagnostic. Pour cela, nous avons
choisi de proposer une méthode de réglage par simulation. Les caractéristiques du cours
d’eau simulé étant celles du canal de la Neste, il doit être modélisé selon l’approche par
multimodélisation. Elle est présentée dans la section suivante.
4.4 Multimodélisation du canal de la Neste
Le canal de la Neste est équipé de trois points de mesure qui conduisent à la définition
de quatre biefs allant respectivement de G0 à M1, de M1 à M2, de M2 à M3, et de M3
à G9. Dans notre étude, le premier bief n’est pas pris en compte car les perturbations
pouvant être réparties sont uniquement mesurées en M1.
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Vanne qjmin [m3/s] qjmax [m3/s] λj µj
G1 0, 02 3, 6 10 10
G2 0, 1 4, 5 10 4
G3 0, 04 3, 5 4 10
G4 0, 04 0, 15 1 1
G5 0, 05 0, 95 1 4
G6 0, 1 1, 5 1 10
G7 0, 09 1, 04 10 1
G8 0, 1 0, 6 _ _
G9 0, 2 2, 5 4 1
T. 4.1 — Caractéristiques des vannes.
L’approche de modélisation classique qui consiste à identifier les systèmes hydrauliques
par bief n’est pas retenue dans notre cas. Chaque bief étant équipé de plusieurs vannes,
le débit en amont du bief et celui en aval ne sont pas identiques même en l’absence de
perturbation. Les biefs ne peuvent donc pas, sans une trop grande approximation de leur
dynamique, être modélisés par des fonctions de transfert. Nous avons donc été amenés
à considérer les tronçons du canal, situés entre un point de mesure et une vanne, entre
deux vannes ou entre une vanne et un point de mesure. Chaque tronçon du canal de la
Neste est composé de plusieurs profils trapézoïdaux. Il y a 241 profils différents entre
le limnimètre M1 et la vanne aval G9. La prise en compte de tous les profils pour la
modélisation du canal est complexe. Nous proposons alors de considérer un profil moyen
pour chaque tronçon.
 X 4 X 3 X 2 X 1 




F. 4.3 — Profils successifs composant un tronçon de forme trapézoïdale.
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Afin de prendre en compte la longueur des profils, nous avons choisi de calculer les
caractéristiques physiques des tronçons à partir d’une moyenne pondérée. Pour un profil









où Xr est la longueur du profil r.
Cette méthode permet de prendre en compte les longueurs des profils dans la déter-
mination des caractéristiques physiques des tronçons et d’identifier leur dynamique de
manière plus fine.
Les paramètres physiques des profils ne sont pas connus. Les seules données disponibles
sont les relevés topographiques des profils en 5 points (figure 2.35).
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F. 4.4 — Cours d’eau composé de plusieurs profils trapézoïdaux définis par 5 points.
Les points de chaque profil composant le deuxième tronçon du canal, situé entre la
vanne G1 et G2 sont représentés sur la figure 4.5. Ils sont définis par les coordonnées en y
et z. Les points Pt1 sont représentés par le signe "+", les points Pt2 par "×", les points
Pt3 par "", les points Pt4 par "∗" et les points Pt5 par "K". Nous constatons que les
points définissant les profils ont une dispersion importante.
Nous avons appliqué la méthode de la moyenne pondérée sur les coordonnées y et z
de la totalité des points de façon à ne conserver uniquement que 5 points définissant le
profil moyen du tronçon. Le profil moyen du deuxième tronçon du canal est représenté
sur la figure 4.5. Les profils moyens obtenus pour les autres tronçons ainsi que les points
de chaque profil les constituant sont fournis en Annexe 2. Les caractéristiques des profils
moyens considérés pour chaque tronçon sont données dans le tableau 4.2.
L’identification de la dynamique des tronçons du canal de la Neste est ensuite réalisée
à partir de ces caractéristiques géométriques. L’approche de multimodélisation selon les
coefficients de célérité est utilisée avec un pourcentage d’erreur sur le coefficient de célérité
de ΠC = 7 %. Elle conduit à l’identification d’un banc de modèles pour chaque tronçon
dont les paramètres sont fournis en Annexe 3.
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F. 4.5 — Profil moyen du tronçon 2 situé entre G1 et G2, et les 5 points de chaque profil.
Tronçon B [m] mb X [m] n i Qmin [m3/s] Qmax [m3/s]
1 5, 73 0, 79 204 0, 02 0, 07 % 0, 8 14
2 5, 09 0, 96 702 0, 02 0, 07 % 0, 8 12
3 5, 21 0, 95 562 0, 02 0, 06 % 0, 7 10
4 3, 72 0, 94 1360 0, 02 0, 05 % 0, 6 7
5 3, 57 0, 96 1632 0, 02 0, 06 % 0, 6 6, 5
6 2, 85 0, 99 1732 0, 02 0, 13 % 0, 5 5, 5
7 3, 06 0, 91 1092 0, 02 0, 40 % 0, 4 4
8 2, 53 0, 96 1505 0, 02 0, 11 % 0, 3 3
9 2, 49 0, 43 7 0, 02 0, 18 % 0, 2 2, 5
T. 4.2 — Caractéristiques géométriques des tronçons du canal de la Neste.
Chaque banc de modèles identifié ainsi que les fonctions de sélection des fonctions
de transfert sont implantés sous Matlab/Simulink afin de reproduire le comportement
dynamique du canal de la Neste. Le simulateur implanté peut alors être utilisé pour le
réglage des paramètres des fonctions de détection et de diagnostic. Dans la section suiv-
ante, nous proposons de caractériser les perturbations subies par les signaux et présentons
un exemple d’application sur des données réelles.
4.5 Conditionnement
Les données mesurées au niveau des limnimètres M1,M2 etM3 équipant le canal sont
transmises par un réseau téléphonique commuté au centre de gestion de la CACG situé
à Tarbes. Les hauteurs d’eau sont transformées en débits grâce à l’utilisation de courbes
de tarage (figure 4.6) spécifiques à chaque limnimètre. Lors du rapatriement des données,
des erreurs de transmission caractérisées par l’occurrence de valeurs aberrantes, peuvent
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apparaître. La détection et la correction de ces valeurs aberrantes est réalisée grâce à une
moyenne sur fenêtre glissante. Le nombre de données est choisi en fonction du résultat
obtenu et du retard de détection.
F. 4.6 — Courbe de tarage du limnimètre M3.
La figure 4.7 permet d’illustrer le filtrage sur fenêtre glissante des mesures réelles de
débit au niveau des trois limnimètres du canal. Pour ce jeu de données, le filtrage est
réalisé sur une fenêtre glissante de 10 valeurs. Les données brutes sont tracées en trait






















F. 4.7 — Débits mesurés et filtrés en trois points de mesure (a) M1, (b) M2 et (c) M3.
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Le canal est soumis à plusieurs types de perturbations qui doivent être identifiées
de manière à être prises en compte ou non lors de la répartition de la ressource. Les
perturbations se différencient par leur comportement cyclique, leur amplitude et leur
fréquence. Elles sont réparties selon ces critères en deux classes composées de différentes
catégories. La caractérisation des perturbations pourra être généralisée aux autres réseaux
hydrographiques.
Les perturbations non cycliques sont provoquées par une augmentation ou une
diminution du débit d’alimentation en amont du canal, par les eaux de ruissellement issues
de pluie, par les infiltrations ou par l’évaporation. Les perturbations non cycliques ont
la caractéristique de durer dans le temps. Il est donc souvent nécessaire de les répartir
entre les vannes du canal. Pour cette classe de perturbations, il est également possible
de distinguer les perturbations de faible et de forte amplitude. Les perturbations seront
réparties entre les vannes si leur amplitude dépasse un certain seuil. En dessous de ce
seuil, l’écart de débit en bout de canal ne justifie pas une re-consignation des vannes.
Les perturbations cycliques composent la deuxième classe de perturbation. Elles
sont provoquées par l’utilisation de l’eau, pompages et rejets des industriels, des agricul-
teurs et des consommateurs. Les perturbations cycliques caractérisées par leur amplitude
et leur fréquence sont classés en trois catégories.
Les perturbations de faible amplitude, quelque soit leur fréquence, constituent la caté-
gorie des perturbations à ne pas répartir.
Les perturbations de grande amplitude et de fréquence élevée doivent être filtrées et
moyennées avant d’être réparties. En effet, les perturbations sont d’une part atténuées au
fil de l’eau, et d’autre part, une répartition des perturbations de fréquence élevée conduit
souvent à une consignation excessive des vannes. Le battement des vannes induit des
problèmes de maintenance des équipements.
Finalement, les perturbations de grande amplitude et de faible fréquence constituent
la dernière catégorie. La répartition entre les vannes de ces perturbations se fera lorsque
la répartition de l’écart de débit sera jugée plus avantageuse que le coût induit par une
re-consignation fréquente des vannes.
Sur les débits mesurés aux points M1, M2 et M3 représentés sur la figure 4.8 en trait
discontinu (- - -), il est possible de distinguer, mise à part les données erronées, deux types
de perturbations cycliques :
- des perturbations d’amplitude de 0, 2 m3/s et de fréquence de l’ordre de 1 mHz,
- des perturbations d’amplitude de 0, 5 m3/s et de fréquence de l’ordre de 0, 4 mHz.
Les perturbations d’amplitude de 0, 2 m3/s ne doivent pas être réparties entre les
vannes car elles sont atténuées naturellement au fil de l’eau. Les perturbations d’amplitude
de 0, 5 m3/s sont filtrées et moyennées avant d’être réparties, afin de réduire le nombre
d’ordres envoyés aux vannes.
Pour ce jeu de données, un filtre passe-bas butterworth d’ordre 3 permet de filtrer
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les perturbations de fréquence élevée (figure 4.8), supérieure à 0, 55 mHz. Les données
brutes sont tracées en trait discontinu (- - -), et les données filtrées en trait continu (–).
Pour cet exemple, le filtre a pour caractéristiques une bande passante telle que Fp = 0, 27






















F. 4.8 — Débits mesurés et filtrés en trois points de mesure (a) M1, (b) M2 et (c) M3.
Les fonctions de transcription en débit des données mesurées au niveau des limnimètres
M1, M2 et M3, de correction et de filtrage sont réalisées au niveau du Conditionnement.
Les données disponibles à la sortie du bloc de conditionnement sont jugées fiables et
peuvent servir à la détection des perturbations et au diagnostic de l’état de la ressource.
4.6 Réglage des seuils de détection et de diagnostic
La détection des perturbations et le diagnostic de l’état de la ressource sont réalisés à
partir des automates hybrides concourants présentés au chapitre 2. Ils sont implantés sous
Matlab/Simulink/Stateflow sous forme de statecharts. Les automates de détection et de
diagnostic ont la possibilité d’être réglés grâce à la prise en compte de seuils de détection
thi et jpi, et de seuils de diagnostic dthi. Le réglage de ces paramètres est réalisé à l’aide
de simulations effectuées sur un modèle de canal équipé d’un seul limnimètre M et de
n vannes manœuvrables (figure 4.9). Le canal considéré est donc composé d’un seul bief
et de plusieurs tronçons. Les tronçons du canal utilisé pour les simulations sont ceux du
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canal de la Neste. Ils sont de forme trapézoïdale et ont été modélisés grâce à l’approche
de multimodélisation présentée précédemment.
 
Gn-1 G2 G1 G3 Gn 
 
M1 
q1 q2 q3 qn-1 qn qn+1 
pe 
F. 4.9 — Canal composé d’un limnimètre M1 et de n vannes manoeuvrables.
Nous souhaitons tout d’abord comparer les méthodes de détection par seuil fixe (DSF)
et par seuil variable (DSV), dans le but de faire un choix de méthode. Pour cela, nous
réalisons les tests sur les méthodes de détection en considérant le diagnostic effectué. Le
seuil utilisé pour le diagnostic dth1 est fixé à 2, 4 m3/s2.
Le canal considéré pour les simulations est composé de huit vannes (n = 8) dont
les caractéristiques sont celles du canal de la Neste (tableau 4.1). Pour ce scénario de
simulation, le canal, alimenté par un débit objectif QM1obj égal à 4, 11 m
3/s et soumis à
des perturbations en amont de M1 est représenté sur la figure 4.10.











F. 4.10 — Débit mesuré en M1.
Les débits objectifs des vannes qjobj sont donnés dans le tableau 4.3.
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Vanne G1 G2 G3 G4 G5 G6 G7 G8 G9
qjobj [m
3/s] 0, 7 1, 4 0, 9 0, 05 0, 1 0, 15 0, 16 0, 35 0, 3
T. 4.3 — Débits de consignes qjobj des vannes.
La moyenne QM1obj et l’écart type du signal σ1, utilisés pour la méthode DSV, sont
déterminés à partir de la mesure du débit QM1 (tableau 4.4). Les probabilités de manque








T. 4.4 — Valeurs des paramètres pour la méthode DSV.
Les paramètres de réglage sont th1 pour la méthode DSF et jp1 pour la méthode DSV.
Leur sélection est réalisée grâce à une série de simulations en modifiant la valeur des
seuils sur l’intervalle [0, 05 ; 0, 5] avec des pas de 0, 05 m3/s. Les critères définis pour juger
de l’efficacité de la stratégie de conduite sont obtenus pour chacune des simulations. Un
critère supplémentaire τ d est défini afin de comparer les retards de détection. Les résultats
obtenus sont présentés en trait continu pour la méthode DSF et en trait pointillé pour la
méthode DSV sur la figure 4.11. Quelque soit la méthode de détection utilisée et le scénario
simulé, le retard de détection τd (figure 4.11.a) augmente avec le seuil de détection alors
que le nombre de consignes envoyées aux vannes Bat (figure 4.11.b) diminue. La stratégie
de conduite est très réactive lorsque le seuil de détection est faible. Par contre, il est
intéressant de constater que les objectifs de limitation du nombre de consignes Bat et de
l’erreur en bout de canal VT supposés a priori antagonistes, ne le sont pas. Le réglage du
seuil de détection à 0, 05 m3/s conduit à un grand nombre de commandes envoyées aux
vannes qui entraînent une agitation du débit et une erreur importante en bout de canal.
Le critère τd (figure 4.11.a) augmente de façon significative pour la méthode DSV à
partir de 0, 25 m3/s, et le critère Bat (figure 4.11.b) ne devient acceptable qu’à partir de
0, 15m3/s. La considération de ces deux critères permet de limiter la plage de sélection des
seuils à l’intervalle [0, 15 ; 0, 25]. Cet intervalle de sélection du seuil de détection correspond
également aux suggestions du gestionnaire. Dans cet intervalle, les critères Vm, VM , VT ,
FM et Fm (figures 4.11.c et 4.11.d) atteignent leur minimum pour un seuil de détection
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Fm & FM [m3/s]
th 1 / jp 1 [m3/s] 
F. 4.11 — Retard de détection τ d (a), nombre de commande envoyées au vannes Bat
(b), volumes Vm, VM et VT (c), débits maximum FM et minimum Fm en bout de canal
selon les méthodes DSF (–) et DSV (- - -).
Les deux méthodes de détection peuvent alors être comparées. Les valeurs des critères
obtenus lors de l’utilisation des méthodes DSF et DSV sont fournies dans le tableau 4.5.
La répartition du volume d’eau VT diffère seulement de 3% entre les deux méthodes de
détection. L’objectif de répartition de la ressource est atteint de manière équivalente par










3/s] 0, 421 0, 461
Fmin [m
3/s] 0, 198 0, 073
τd 10 Te 7 Te
T. 4.5 — Critères obtenus par la méthode DSF et DSV pour un seuil et un saut de 150
l/s.
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La méthode DSV permet une détection plus rapide des perturbations que la méthode
DSF, et par conséquent une meilleure répartition des excédents d’eau VM . Bien qu’a priori
plus adaptée que la méthode DSF, la méthode DSV est plus sensible aux perturbations, ce
qui entraîne un nombre plus élevé de consignes envoyées aux vannes Bat, et des volumes
manquants Vm ainsi qu’une erreur négative en bout de canal Fmin très importants. Il serait
nécessaire de sélectionner les probabilités de manque de détection PL1 et de fausse alarme
PF1 de façon à répondre plus efficacement aux objectifs de gestion. Compte tenu de la
faible différence entre les résultats obtenus selon les deux méthodes de détection, nous
préconisons la méthode DSF qui présente l’avantage d’être plus facilement paramétrable
et implantable.
Après avoir choisi la méthode de détection DSF, nous souhaitons régler les paramètres
de l’automate de détection (figure 2.9). Nous proposons une méthode de réglage par sim-
ulation sur le même canal avec des débits objectifs qjobj identiques (tableau 4.3). Le canal
est soumis à scénarios extrêmes de perturbations en amont de M1. Elles correspondent
à deux périodes de rejets d’amplitudes respectives de 1, 1 m3/s et 0, 6 m3/s, et d’une
période de prélèvements d’amplitudes de 0, 3 m3/s (figure 4.12.a).
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F. 4.12 — Débit mesuré en M1 selon le scénario 1, trait continu (–), selon le scénario
2, trait discontinu (- - -), et selon le scénario 3, trait pointillé (. . .) (a), (b) retard de
détection, (c) nombre de commande envoyées au vannes Bat, (d) volumes Vm, VM et VT ,
(e) débits maximum FM et minimum Fm en bout de canal.
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Les scénarios se différencient par la durée des perturbations. Le débit du scénario 1
est représenté en trait continu (–), celui du scénario 2 en trait discontinu (- - -), et
celui du scénario 3 en trait pointillé (. . .). Les débits QM1 sont également soumis à des
perturbations cycliques de faibles amplitudes dont les caractéristiques ont été déterminées
à partir de données réelles.
Quelque soit le scénario de perturbations simulé, nous constatons que le réglage du
seuil de détection th à 0, 15 m3/s conduit à un bon compromis entre tous les critères. Le
critère τd (figure 4.12.b) et le critère Bat (figure 4.12.c) sont acceptables. Par ailleurs, ce
choix de th à 0, 15 m3/s permet de limiter les erreurs en bout de canal, i.e. les critères
Vm, VM , VT , FM et Fm (figures 4.12.d et 4.12.e). Les valeurs des critères obtenus selon les
trois scénarios sont fournis dans le tableau 4.6.
Critères Scénario 1 Scénario 2 Scénario 3
Vr [m
3] 239 149 225
Vm [m
3] −1615 −1947 −1793
VT [m
3] 1854 2096 2018
Bat 192 792 650
FM [m
3/s] 0, 421 0, 513 0, 572
Fm [m
3/s] 0, 198 0, 206 0, 192
τd [s] 10 Te 10 Te 7 Te
T. 4.6 — Critères obtenus pour des scénarios extrêmes de fonctionnement et un seuil de
détection th1 de 0, 15 m3/s.
Finalement, nous souhaitons régler le seuil de diagnostic dthi. Ce dernier est également
réalisé par simulations sur un canal équipé d’un seul point de mesureM1 et de huit vannes
(n = 8) en fixant le seuil de détection à 0, 15m3/s. Les caractéristiques de fonctionnement
des vannes sont fournies dans le tableau 4.3. Les simulations sont réalisées en utilisant
un automate de diagnostic à 5 états et en faisant varier la valeur du paramètre dthi en
fonction du seuil de détection. Les résultats obtenus sont donnés dans le tableau 4.7.
Seuils de diagnostic [m3/s2] 1, 2 3 6
Bat 271 192 139
VT [m
3] 2015 1977 2063
Fmax [m
3/s] 0, 572 0, 421 0, 614
Fmin [m
3/s] 0, 14 0, 168 0, 044
T. 4.7 — Critères de comparaison en fonction du seuil de diagnostic.
Des seuils de diagnostic mal adaptés induisent une erreur importante en bout de canal,
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parfois accompagnée d’un grand nombre de commandes. Lorsque la valeur du seuil de
diagnostic augmente, le système est moins sensible aux variations du débit, ce qui induit
une diminution du nombre de commandes, mais provoque une erreur importante en bout
de canal. Lorsque la valeur du seuil diminue, le système devient très sensible aux petites
variations de débit, et l’augmentation du nombre de commandes provoque le battement
des vannes induisant une agitation du débit et une erreur importante en G8. Finalement,
un seuil de diagnostic correspondant à 15% du seuil de détection offre un bon compromis
entre les contraintes de maintenance et d’exploitation.
Les paramètres des fonctions utilisées pour la supervision étant réglés de façon à
répondre de manière optimale aux objectifs de gestion de la ressource, la stratégie de
conduite peut être testée par simulation sur différents scénarios. Les temps de transfert
utilisés lors de l’affectation sont déterminés lors de la multimodélisation. Nous souhaitons
évaluer la stratégie de conduite réactive sur un modèle différent de celui qui nous a servi
à régler ses fonctions. Nous avons donc choisi d’utiliser le logiciel SIC pour modéliser la
dynamique du canal de la Neste et simuler son comportement. Ainsi, nous avons développé
un simulateur pour utiliser conjointement Matlab et SIC.
4.7 Implantation du simulateur
Le modèle des cours d’eau est réalisé grâce au logiciel SIC utilisé pour la résolution des
EDP de Saint Venant. Ce logiciel peut être utilisé conjointement avec Matlab à partir de
liens DDE, i.e. liens d’échange dynamique de données. Le logiciel SIC doit être interfacé
avec Matlab/Simulink où a été implanté la stratégie de conduite réactive (figure 4.13).
Les deux logiciels fonctionnent avec un pas de temps qu’il leur est propre. Le logiciel
SIC peut être utilisé avec un pas de temps très court PT afin de simuler le comportement
hydraulique des cours d’eau en continu. Le logiciel Matlab est utilisé avec un pas de temps
plus important correspondant à une période de détection Td. Les données échangées entre
les deux logiciels sont recueillies au niveau de l’espace de travail de Matlab, et ne peuvent
pas être directement utilisées par Simulink où a été implanté la stratégie de conduite.
Afin d’utiliser Simulink, nous avons développé un fichier matlab permettant la simulation
conjointe entre SIC et Matlab/Simulink. Le fichier matlab permet dans un premier temps
de recueillir les données de sortie h issues de SIC à chaque pas de discrétisation et de
lancer la simulation sous Simulink pour un durée correspondant à Td. La simulation sous
Simulink est ensuite mise en pause, les données sont transmises au fichier matlab, puis
envoyées à SIC avec un pas de temps de commande Tc, avant de rendre la main au
logiciel SIC. Les échanges entre SIC et le fichier matlab se font avec un pas de temps
correspondant à Tp. La supervision de l’état du cours d’eau n’est réalisée qu’à la période








F. 4.13 — Interfaçage entre le logiciel SIC et le logiciel Matlab.
Pour des raisons de simplicité, la conception de notre simulateur est illustrée sur un






F. 4.14 — Bief équipé d’un point de mesure M1 et de trois prises, G1, G2 et G3.
Les caractéristiques des trois premières vannes : leurs débits de consigne qjobj et d’ali-
mentation minimal qjmin et maximal qjmax, ainsi que leurs priorités λj et µj sont données
dans le tableau 4.8. La sortie du canal est considérée comme une vanne fictive G4 ayant





G1 0, 75 0, 02 4 10 10
G2 1, 4 0, 1 4, 5 10 4
G3 0, 9 0, 04 3, 5 4 10
G4 1, 1 0, 04 3 − −
T. 4.8 — Caractéristiques des vannes du bief étudié.
La modélisation du bief nécessite la connaissance de ses caractéristiques géométriques,
fournies dans le tableau 4.9.
Le scénario mis en œuvre pour illustrer le fonctionnement du simulateur est tel que
le débit objectif QM1obj est égal à 4, 1 m
3/s. Les débits objectif des vannes sont donnés
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Tronçon B [m] mb X [m] n i Qmin [m3/s] Qmax [m3/s]
1 5, 73 0, 79 204 0, 02 0, 07 % 0, 02 3, 6
2 5, 09 0, 96 702 0, 02 0, 07 % 0, 1 4, 5
3 5, 21 0, 95 562 0, 02 0, 06 % 0, 04 3, 5
4 3, 72 0, 94 1360 0, 02 0, 05 % 0, 04 3
T. 4.9 — Caractéristiques géométriques des tronçons du bief étudié.
dans le tableau 4.8. Les perturbations correspondent à des excédents et des manques
autour de QM1obj (figure 4.15.a). Les tronçons du canal sont modélisés autour du point de
fonctionnement correspondant à QM1obj de façon à identifier les temps de transfert utilisés
lors de l’accommodation de la commande. La plage de fonctionnement du canal lors de





































F. 4.15 — Débits mesurés au niveau (a) de M1, (b) diagnostic de l’état de la ressource,
répartition de la ressource sur (c) G1, (d) G2, et (e) G3, et (f) débits en G4.
L’état de la ressource enM1 est diagnostiqué à chaque nouvelle mesure (figure 4.15.b),
puis les écarts de débits sont répartis sur les vannes aval en fonction de leurs priorités
(figures 4.15.c, 4.15.d et 4.15.e). Le débit résiduel en bout de canal est représenté sur la
figure 4.15.f. Les résultats obtenus montrent le bon fonctionnement de notre simulateur,
utilisé dans la partie suivante pour évaluer la stratégie de conduite réactive sur le canal
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de la Neste.
4.8 Evaluation de la stratégie de conduite réactive
du canal de la Neste
Le canal de la Neste (4.16) a été modélisé sous SIC à partir de ses caractéristiques
géométriques et des conditions aval correspondant à la courbe de tarage de la vanne G8
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F. 4.16 — Schématisation du canal de la Neste.
La stratégie de conduite réactive est implantée sous Matlab/Simulink. La stratégie de
conduite réactive est évaluée sur différents scénarios de perturbations caractéristiques du
fonctionnement du canal de la Neste, grâce à l’utilisation du simulateur proposé.
Scénario d’évaluation 1
Le débit mesuré enM1 correspond à un débit de fonctionnement de 11, 1 m3/s (figure
4.17.a). Les débits objectifs des vannes et les priorités qui leur sont associées sont donnés
dans le tableau 4.10.
Les temps de transfert entre chaque tronçon pour leur point de fonctionnement sont
déterminés grâce à la multimodélisation du canal. Ils sont utilisés lors de l’affectation des
consignes aux vannes.
Vanne G1 G2 G3 G4 G5 G6 G7 G8 G9
qjobj [m
3/s] 2 3, 2 1, 8 0, 1 0, 7 1, 2 0, 8 0, 3 1
λj 4 4 10 1 1 10 4 − 10
µj 10 4 4 1 10 4 10 − 10
T. 4.10 — Débits objectifs qjobj et priorités positives λj et négatives µj des vannes.
Le canal subit dès la deuxième heure de simulation un manque d’eau de 0, 6 m3/s,
puis un manque d’eau de 0, 3 m3/s jusqu’à la huitième heure. Par la suite, un excédent
d’eau de 0, 4 m3/s est mesuré jusqu’à la douzième heure. Une deuxième période durant
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laquelle l’eau est en excès (0, 4 m3/s) se situe entre la quatorzième et la seizième heure.
Finalement un manque d’eau de 0, 4 m3/s perturbe le canal jusqu’à la vingtième heure.
Les débits mesurés au niveau des limnimètres M1, M2 et M3 sont présentés, lorsque la
stratégie de conduite réactive est utilisée (trait continu) et lorsqu’elle ne l’est pas (trait






























F. 4.17 — Débits mesurés avec (–) et sans (- - -) utilisation de la stratégie de conduite
au niveau (a) de M1, (b) de M2, (c) de M3 et (d) débit en G8.
L’utilisation de la stratégie de conduite permet la répartition des perturbations entre
les vannes tout en conservant le débit en bout de canal proche de son objectif. Les déborde-
ments et les assèchements en bout de canal sont également évités puisque le débit q8 reste
à l’intérieur des débits minimum et maximum (trait discontinu). Lorsqu’aucune stratégie
de conduite n’est utilisée, le débit en bout de canal est très éloigné de son objectif. Le
canal subit de surcroît deux périodes d’assèchement et une période de débordement. Les
débits négatifs représentés sur la figure 4.17.d ne correspondent pas à une réalité physique,
et sont issus des résultats de simulation. Dans ce cas, le débit en q8 correspond à 0 m3/s.
La consigne de débit en bout de canal est respectée grâce à l’utilisation de la stratégie
de conduite réactive qui permet la supervision de l’état de la ressource et l’accommodation
des commandes envoyées aux vannes pour palier aux conséquences des perturbations. Les
débits mesurés, le diagnostic de l’état de la ressource et les commandes envoyées aux































F. 4.18 — Débits mesurés au niveau (a) de M1, (b) diagnostic de l’état de la ressource,


































F. 4.19 — Débits mesurés au niveau (a) de M2, (b) diagnostic de l’état de la ressource,



























F. 4.20 — Débits mesurés au niveau (a) de M3, (b) diagnostic de l’état de la ressource,
débit en bout de canal (c) G8 et (d) débit de consigne de G9.
Les manques d’eau diagnostiqués à partir de la 2e`me heure au niveau de M1 sont
répartis sur les vannes de plus grande priorité négative G1, G5, G7 et G9, et les excédents
d’eau diagnostiqués après la 8e`me heure sont répartis sur les vannes de plus grande priorité
positives G3, G6 et G9. La démarche est identique pour les deux biefs suivants. Ainsi, les
manques d’eau diagnostiqués au niveau de M1 sont répartis sur les vannes G5, G7 et G9.
Les indicateurs de performances définis précédemment sont calculés à partir des résultats
de simulation obtenus afin de juger de l’efficacité de la stratégie de conduite réactive. Ils
sont comparés à ceux obtenus lorsqu’aucune stratégie de conduite n’est utilisée (tableau
4.11).









3/s] 0, 678 0, 43
Fmin [m
3/s] −0, 407 0, 2
T. 4.11 — Critères de comparaison sans et avec stratégie de conduite.
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L’agitation du débit q8 représenté sur la figure 4.20.c provient, d’une part, de la faible
distance entre G8 et G9 et d’autre part, au fait que les commandes simulées ne sont pas
appliquées progressivement.
L’utilisation de la stratégie de conduite réactive permet une économie d’environ 18500
m3 d’eau en 25 heures, avec une moyenne de 5 vannes commandées par heure et une
absence de débordement et d’assèchement en bout de canal. Les résultats obtenus lors de
la simulation de ce scénario de perturbations montre l’efficacité de la stratégie proposée.
Nous souhaitons cependant évaluer la stratégie sur un deuxième scénario de perturbations.
Scénario d’évaluation 2
Le canal de la Neste est perturbé en amont de M1 et en amont de la vanne G7
par le rejet des eaux utilisées par des industries (figure 4.21). L’occurrence de ces rejets
provoque, grâce à la régulation locale des vannes, la fermeture automatique des vannes
G5 et G6 et induit uniquement un excédent d’eau en aval de G6. Cet excédent d’eau ne
peut être mesuré qu’enM3 et donc réparti sur la vanne G8. Il serait cependant intéressant
d’acheminer cet excédent d’eau vers la vanne G7 qui alimente la Baïsole et le barrage de
coteaux de Puydarrieux en aval, de façon à le stocker et ainsi valoriser la ressource.









F. 4.21 — Canal de la Neste perturbé en amont de M1 et de G7.
Les rejets des activités industrielles sont mesurés au niveau des points de mesure de
m1 à m4. Afin de les acheminer vers G7, une première méthode consiste à considérer un
point de mesure fictif M ′4 en aval de G6 (figure 4.22). L’avantage de cette approche est
de pouvoir utiliser la stratégie de conduite réactive de façon identique pour les débits
mesurés en M1, M2, M ′4 et M3.
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F. 4.22 — Canal de la Neste équipé d’un point de mesure fictif M ′4.
Le point de mesure M ′4 étant un point de mesure fictif, il est nécessaire d’évaluer la
valeur des débits qu’il devrait mesurer. L’évaluation de la valeur des débits est réalisée
à partir des débits mesurés en M2, m1, m2, m3 et m4, et des consignes appliquées aux










+ qm1, (k − Tm1,5) + qm2, (k − Tm2,6) (4.2)
où Ti,j est le temps de transfert entre le point i et le point j.
L’utilisation d’un point de mesure fictif est intéressante car elle ne nécessite aucune
adaptation de la stratégie de conduite. Elle rencontre cependant une difficulté qui réside
dans l’évaluation de la valeur des débits enM ′4. En effet, cette évaluation est soumise aux
imprécisions sur toutes les mesures, sur les valeurs des consignes des vannes, et surtout
sur les temps de transfert. Compte tenu de l’imprécision importante rencontrée lors de
l’évaluation des débits en M ′4, cette méthode n’a pas été implantée.
Une deuxième approche consiste à considérer un aﬄuent fictif permettant l’achemine-
ment des excédents d’eau vers G7 (figure 4.23).










F. 4.23 — Implantation d’un aﬄuent fictif en amont de G7.
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Les excédent d’eau sont mesurés au niveau du seuil de mesure fictifM
′
4 et les règles de
répartition de la ressource définies pour le cas de confluence de deux cours d’eau présentées
au chapitre 2, peuvent être appliquées. Les écarts de débit mesurés en M1 sont répartis
sur les vannes de plus haute priorité de G1 à G8, ceux mesurés enM2 sont répartis sur les
vannes de G4 à G8, ceux mesurés en M3 sont répartis sur G8, et finalement ceux mesurés
en M
′
4 sont répartis sur les vannes de G7 et G8. Les consignes issues de la répartition des
écarts de débit à partir de M1 et M2 sont additionnées avec celles issues de la répartition
des écarts de débit à partir deM
′
4 pour les vannes G7 et G8. De même, les consignes issues
de la répartition des écarts de débit à partir de M3 sont additionnées avec celles issues de
la répartition des écarts de débit à partir de M
′
4 pour la vanne G8.
Pour ce scénario, le débit mesuré en M1 correspond à un point de fonctionnement de
4, 11 m3/s. Il est présenté sur la figure 4.24.a. Les débits objectifs des vannes et leurs
priorités sont présentées dans le tableau 4.12. Ces paramètres ont été volontairement
choisis différents de ceux du scénario 1 afin de tester la stratégie de conduite réactive

































F. 4.24 — Débits mesurés avec (–) et sans (- - -) utilisation de la stratégie de conduite
au niveau (a) deM1, (b) deM2, (c) deM ′4, (d) deM3 et (e) débit en bout de canal en G8.
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Vanne G1 G2 G3 G4 G5 G6 G7 G8 G9
qjobj [m
3/s] 0, 7 1, 4 0, 9 0, 05 0, 1 0, 15 0, 16 0, 35 0, 3
λj 10 10 4 10 1 1 10 − 4
µj 10 4 10 1 4 10 1 − 4
T. 4.12 — Débits objectifs qjobj et priorités positives λj et négatives µj des vannes.
Le canal est soumis à un premier lâcher de 1, 1 m3/s entre la troisième et la huitième
heure, et à un deuxième de 0, 6 m3/s entre la douzième et la dix-septième heure. Un
prélèvement de 0, 3 m3/s est également réalisé entre la huitième et la douzième heure.
Finalement, un rejet des eaux utilisées par des industries de 0, 5 m3/s est réalisé entre la
dix-huitième heure et la vingt-et-unième heure.
Les débits mesurés au niveau des limnimètres M2, M
′
4 et M3 sont représentés respec-
tivement sur la figure 4.24. b, 4.24. c et 4.24. d, en trait continu lorsque la stratégie de
conduite réactive est utilisée et en trait pointillé lorsqu’elle ne l’est pas. La même con-
vention de représentation est utilisée pour le débit en bout de canal q8 sur la figure 4.24.
e.
Les résultats de simulation de ce second scénario montrent de nouveau l’efficacité de
la stratégie de conduite réactive proposée. Les quantités d’eau en manque et en excès
sont réparties sur toutes les vannes de façon à éviter l’assèchement et le débordement du
canal au niveau de G8. Le débit q8 reste proche de son objectif durant toute la simulation.
Les rejets des industries sont également répartis sur la vanne G7, ce qui contribue à la
diminution de l’amplitude du débit mesuré en M3.
Lorsqu’aucune stratégie n’est utilisée, le canal subit trois périodes de débordement
et une période d’assèchement en bout de canal. Pour chaque bief, les débits mesurés, le
diagnostic de l’état de la ressource et les commandes envoyées aux vannes sont présentés
sur les figures 4.25, 4.26 et 4.28.
Le débit mesuré au niveau du point de mesure fictif M ′4, le diagnostic de la ressource
ainsi que les débits de consigne calculés sont représentés sur la figure 4.27. Sur la figure
4.26.f, les débits de consigne issus de la répartition à partir deM2 et deM ′4 sont présentés
respectivement en trait discontinu et en trait alterné. Le débit de consigne envoyé à la
vanne q7 est représentée sur la figure 4.26.g. Ce dernier est égal à la somme des deux

































F. 4.25 — Débits mesurés au niveau (a) de M1, (b) diagnostic de l’état de la ressource,
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F. 4.26 — Débits mesurés au niveau (a) de M2, (b) diagnostic de l’état de la ressource,
répartition de la ressource sur (c) G4, (d) G5, (e) G6, (f) répartition de l’écart de débit































F. 4.27 — Débits mesurés au niveau (a) de M ′4, (b) diagnostic de l’état de la ressource,





























F. 4.28 — Débits mesurés au niveau (a) de M3, (b) diagnostic de l’état de la ressource,
(c) débit résiduel en G8 et (d) répartition de la ressource sur G9.
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Les indicateurs de performances sont calculés à partir des résultats de simulation
obtenus (tableau 4.13).









3/s] 1, 36 0, 42
Fmin [m
3/s] 0, 05 0, 21
T. 4.13 — Critères de comparaison sans et avec stratégie de conduite.
Lors de ce scénario, l’utilisation de la stratégie de conduite réactive conduit à une
économie d’environ 23500 m3 d’eau en 26 heures, avec une moyenne de 2 vannes com-
mandées par heure et une absence de débordement et d’assèchement en bout de canal.
L’implantation de l’aﬄuent fictif conduit également à l’acheminement vers la vanne G7
de près de 80% des rejets des industries, soit une économie d’environ 3, 5 m3 d’eau sur les
4, 5 m3 d’eau rejetée pendant cette période.
Les résultats de simulation obtenus permettent de conclure sur les apports de la
stratégie de conduite pour la valorisation de la ressource en eau. Il serait cependant
préférable de la tester sur d’autres scénarios de fonctionnement du canal avant d’envis-
ager son implantation sur le système réel. Le simulateur associant Matlab et SIC que
nous avons conçu est assez facilement paramétrable. Ainsi, il offre la possibilité de simuler
d’autres scénarios de fonctionnement du canal et de perturbations.
Dans la partie suivante, la stratégie de conduite est utilisée dans le cadre d’un réseau
hydrographique plus complexe composé d’un confluent et d’un défluent. L’évaluation de
la stratégie pour ce système permettra de conclure sur l’efficacité de la stratégie proposée
dans un cadre générique de systèmes hydrographiques.
4.9 Cas d’un réseau intégrant un confluent et un déflu-
ent
Nous souhaitons maintenant évaluer la stratégie de supervision et d’accommodation de
la commande sur un réseau hydrographique plus complexe que le canal de la Neste. Nous
avons vu au chapitre 2 que le maillage d’un réseau hydrographique peut être décrit en
considérant les confluents et les défluents. L’exemple d’un canal composé d’un confluent
puis d’un défluent est pris en considération (figure 4.29).
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F. 4.29 — Réseau hydrographique composé d’un confluent et d’un défluent.
Le réseau est équipé de 10 vannes, de G1 à G10, et de 3 points de mesure M1, M2 et
M3. Il est perturbé en amont de M1 et de M2. Les perturbations en amont de M1 sont
réparties sur toutes les vannes exceptées G3 et G4, et les perturbations en amont de M2
sont réparties sur toutes les vannes exceptées G1 et G2. Le débit en aval de la vanne G6
alimente le bras équipé des vannes G7 et G8 selon une proportion wd1 et le bras équipé des
vannes G9 et G10 selon une proportion wd2 . La proportion wd1 est choisie égale à 0, 75 et
celle wd2 à 0, 25 de telle façon que leur somme soit égale à 1. Les écarts de débits détectés
enM3 sont répartis sur les vannes de G6 à G10 en tenant compte des proportions wd1 pour
les vannes G7 et G8 et wd2 pour les vannes G9 et G10.
Les caractéristiques des dix vannes du canal, leurs débits objectif et d’alimentation
minimal qjmin et maximal qjmax, ainsi que leurs priorités sont fournies dans le tableau
4.14. Les extrémités du canal sont considérées comme des vannes fictives G11 et G12. Elles
ont des caractéristiques aux vannes manœuvrables.
Vanne qjobj [l/s] qjmin [l/s] qjmax [l/s] λj µj
G1 300 50 850 10 4
G2 400 100 900 4 10
G3 500 150 1200 4 4
G4 600 100 1400 10 10
G5 400 100 900 10 10
G6 500 50 1800 10 10
G7 300 50 750 4 4
G8 400 100 800 10 10
G9 100 50 600 10 10
G10 100 50 500 4 4
G11 275 50 600 − −
G12 125 50 300 − −
T. 4.14 — Caractéristiques des vannes.
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Les profils de chacune des branches du réseau sont de forme trapézoïdale. Pour les
raisons évoquées lors de la modélisation du canal de la Neste, il est nécessaire de considérer
les tronçons de canal. Les 15 tronçons pris en compte pour la modélisation sont présentés
sur la figure 4.30. leurs caractéristiques sont données dans le tableau 4.15.
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F. 4.30 — Tronçons considérés pour la modélisation du réseau hydrographique.
Tronçon B [m] mb X [m] n i Qmin [m3/s] Qmax [m3/s]
1 4 0, 94 1500 0, 02 0, 10 % 0, 5 7
2 4 0, 94 1000 0, 02 0, 10 % 0, 4 6, 5
3 4 0, 94 800 0, 02 0, 10 % 0, 4 6
4 4, 5 0, 9 1000 0, 02 0, 15 % 0, 7 8
5 4, 5 0, 9 1500 0, 02 0, 15 % 0, 7 7, 5
6 4, 5 0, 9 600 0, 02 0, 15 % 0, 5 6, 7
7 6 0, 95 500 0, 02 0, 12 % 0, 6 5, 5
8 5, 8 0, 95 2000 0, 02 0, 15 % 0, 5 4, 5
9 5, 8 0, 95 500 0, 02 0, 15 % 0, 3 3, 5
10 3 0, 95 750 0, 02 0, 05% 0, 2 2
11 3 0, 95 1000 0, 02 0, 05% 0, 2 1, 5
12 3 0, 95 250 0, 02 0, 05% 0, 1 0, 6
13 2 0, 9 800 0, 02 0, 07% 0, 2 1, 5
14 2 0, 9 1500 0, 02 0, 07% 0, 2 1
15 2 0, 9 200 0, 02 0, 07% 0, 1 0, 3
T. 4.15 — Caractéristiques géométriques des tronçons du réseau.
L’approche de multimodélisation selon les coefficients de célérité permet l’identification
de la dynamique des tronçons par des bancs de modèles (chapitre 3). Les résultats sont
présentés en Annexe 3. Le pourcentage d’erreur sur le coefficient de célérité est pris comme
étant égal à ΠC = 10 %.
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La dynamique du réseau hydrographique étant modélisée, il a été soumis à des per-
turbations en amont deM1 (figure 4.31.a) et en amont deM2 (figure 4.31.b). La stratégie
de conduite a été utilisée afin de valoriser la ressource en eau. Les résultats obtenus par
simulation sont présentés sur la figure 4.31 en trait continu (–) lorsque la stratégie de
conduite est utilisée et en trait pointillé (...) lorsqu’elle ne l’est pas. Une partie des pertur-
bations est répartie sur les vannes de G1 à G5 (figure 4.31.c). L’utilisation de la stratégie
de conduite permet de conserver les débits en bout de canal, q11 et q12 proches de leur
objectif (figure 4.31.d et 4.31.e), tout en évitant les débordements et les assèchements.
Les débits en bout de canal q11 et q12 restent à l’intérieur de leurs débits limites. Ce n’est
pas le cas lorsqu’aucune stratégie de conduite n’est utilisée.
Le réseau hydrographique subit alors deux périodes de débordement et une période
d’assèchement à ses extrémités. Les débits mesurés, le diagnostic de l’état de la ressource
et les commandes envoyées aux vannes lorsque la stratégie de conduite est utilisée sont
présentés sur les figures 4.32, 4.33 et 4.34 pour chaque bief. L’état de la ressource en M1






































F. 4.31 — Débits mesurés avec (–) et sans (- - -) utilisation de la stratégie de conduite
au niveau (a) de M1, (b) de M2, (c) de M3 et débits résiduels (d) en G11 et (e) en G12.
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Les consignes envoyées sur la vanneG5 ont la particularité d’être issues de la répartition
à partir de M1 et de M2. Ainsi, les consignes issues de la répartition à partir de M1 sont
représentées en trait discontinu (- - -) sur la figure 4.32.e. De la même façon, l’état de la
ressource en M2 est diagnostiqué, puis les écarts de débit sont répartis sur les vannes G3,
G4 et G5. Les consignes issues de la répartition à partir de M2 sont représentées en trait

































F. 4.32 — Débits mesurés au niveau (a) de M1, (b) diagnostic de l’état de la ressource,
répartition de la ressource sur (c) G1, sur (d) G2 et sur (e) G5.
Les consignes envoyées à la vanne G5 en trait continu sur les figures 4.32.e et 4.33.e,
résultent de l’addition des consignes calculées à partir de M1 et de M2. Le débit mesuré
en M3 est diagnostiqué, puis les écarts de débit sont répartis sur les vannes de G8 à G10
en tenant compte des proportions de débit alimentant chacun des deux bras. A la 5e`me
heure, l’état de la ressource étant non constant, l’écart de débit est réparti sur la vanne G8


































F. 4.33 — Débits mesurés au niveau (a) de M2, (b) diagnostic de l’état de la ressource,
répartition de la ressource sur (c) G3, sur (d) G4 et sur (e) G5.
Les critères permettant de juger de l’efficacité de la stratégie de conduite sont calculés
pour cette simulation et comparés à ceux obtenus lorsqu’aucune stratégie de conduite
n’est utilisée (tableau 4.16).
Critères Sans stratégie Avec stratégie
G11 G12 Total G11 G12 Total
Bat − − 0 − − 172
VT [m
3] 20676 8023 28699 10721 3861 14582
VM [m
3] 18242 7315 25557 8776 3228 12004
Vm [m
3] −2434 −708 −3142 −1945 −633 −2578
Fmax [m
3/s] 1, 604 0, 569 − 0, 557 0, 181 −
Fmin [m
3/s] −0, 103 −0, 003 − 0, 090 0, 064 −















































F. 4.34 — Débits mesurés au niveau (a) de M3, (b) diagnostic de l’état de la ressource,
répartition de la ressource sur (c) G6, sur (d) G7, sur (e) G8, sur (f) G9 et sur (g) G10.
Une économie de 14000 m3 d’eau en 24 heures est réalisée lorsque la stratégie de
conduite est utilisée, avec une moyenne de 7 vannes commandées par heure et une absence
de débordement et d’assèchement en bout de canal. Le nombre important de commandes
envoyées aux vannes, qui est égal à 172, provient de la répartition de l’écart de débit
lorsque l’état de la ressource est non constant. En effet, dans le cas où l’une des vannes de
G7 à G10 est sélectionnée pour absorber l’écart de débit, une autre vanne appartenant à
l’autre cours d’eau aval est également consignée. Le nombre de commandes envoyées aux
vannes est par conséquent plus important que dans le cas d’un réseau sans défluent.
L’application de la stratégie de supervision concourante et d’accommodation hybride
de la commande sur un réseau hydrographique composé des configurations élémentaires
existantes, à savoir la confluence et la défluence, a conduit à une valorisation de la ressource
en eau. Les particularités de ces deux configurations de cours d’eau ont été prises en
compte lors de la répartition de la ressource, et permettent d’envisager l’application de la




La stratégie de conduite réactive a été proposée afin de répondre à la problématique de
valorisation de la ressource en eau. Elle a été évaluée dans ce chapitre, par simulation dans
le cadre de la gestion du canal de la Neste. Le canal de la Neste réalimentant des rivières
est équipé de plusieurs capteurs et d’actionneurs. Les capteurs sont utilisés pour réaliser
la supervision de l’état de la ressource en différents points du canal. Lorsqu’une différence
est détectée entre les débits souhaités et les mesures, une accommodation hybride de la
commande est réalisée. Elle permet la génération de nouvelles consignes pour les action-
neurs de canal de façon à acheminer ou à répartir la ressource disponible. L’évaluation
de la stratégie de conduite a nécessité la proposition d’un simulateur de la dynamique
du système. Nous avons opté pour l’utilisation d’un logiciel de résolution numérique des
équations de Saint-Venant. Les paramètres des fonctions utilisées pour la supervision et
l’accommodation de la commande ont été sélectionnés par simulation afin d’obtenir le
meilleur compromis entre la valorisation de la ressource et la limitation de la sollicitation
des équipements.
La stratégie de conduite utilisée pour la valorisation de la ressource du canal de la
Neste conduit à une économie importante de l’eau et à l’absence de périodes de manques
d’eau ou de débordements pour les scénarios testés. L’évaluation par simulation permet
de conclure sur l’efficacité de la stratégie de supervision et d’accommodation hybride
de la commande. Il est cependant nécessaire de poursuivre cette évaluation sur d’autres
scénarios avant d’envisager de l’implanter et de la valider sur le système réel.
D’autre part, la stratégie de conduite a été évaluée sur un réseau hydrographique
composé d’un confluent et d’un défluent. Les résultats de simulation obtenus permettent
de juger de son efficacité et de son caractère générique. L’adaptation de la stratégie de
conduite à des réseaux hydrographiques plus complexes nécessiterait alors seulement une
démarche structurelle pour représenter les réseaux et y appliquer les règles de répartition
de la ressource et d’affectation proposées. En effet, il est nécessaire de déterminer sur
quelles branches et avec quelles proportions les écarts de débit mesuré doivent être répartis.
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Conclusion
Nous avons décrit les problèmes de conduite de systèmes dynamiques étendus. Ceux-
ci véhiculent des flux sur de grandes distances pour satisfaire les usages liés à l’activité
humaine. Ils sont caractérisés par des non-linéarités et des temps de transfert importants.
Aujourd’hui, les enjeux économiques liés aux flux transportés imposent une gestion ef-
ficiente des systèmes dynamiques étendus. Cette gestion consiste en une économie des
ressources contenues dans les réserves, une gestion prévisionnelle des demandes, une ré-
partition équitable des manques et un stockage des excédents. Bien que les techniques
de régulation et les méthodes d’optimisation proposées dans la littérature permettent
de satisfaire les deux premiers objectifs, nous avons établi qu’elles ne sont pas conçues
pour une valorisation des manques et des excédents de ressource. Ainsi avons-nous conçu
une stratégie de conduite réactive basée sur des méthodes de supervision des systèmes
dynamiques hybrides et sur des techniques de diagnostic. Cette stratégie présente l’origi-
nalité de pouvoir traiter les systèmes étendus dans leur ensemble, en appliquant les actions
de compensation nécessaires à la satisfaction des objectifs de gestion en fonction de l’état
de la ressource. La stratégie de conduite réactive est particulièrement bien adaptée aux
systèmes étendus équipés d’un grand nombre des capteurs et d’actionneurs, puisqu’elle
permet leur supervision de manière concourante et l’accommodation de la commande des
actionneurs de façon indépendante. L’implantation modulaire de cette stratégie permet
l’utilisation conjointe de plusieurs outils, et l’intégration de méthodes proposées dans la
littérature ou développées spécifiquement pour les systèmes dynamiques étudiés. Sa mod-
ularité contribue à la généricité de la stratégie proposée.
La supervision de la ressource est réalisée de manière concourante au niveau de chaque
capteur du réseau. La détermination simultanée de l’état de la ressource en plusieurs points
conduit à une gestion plus réactive des systèmes dynamiques étendus. La supervision
concourante se compose d’une fonction de conditionnement des données mesurées à partir
de techniques de filtrage, d’une fonction de détection de l’instant où les objectifs de gestion
ne sont plus respectés, et d’une fonction de diagnostic de l’état de la ressource. La détection
des erreurs et le diagnostic de l’état de la ressource sont réalisés grâce à des automates
à états, des techniques de détection par seuils fixes ou variables, et des techniques de
caractérisation qualitative des signaux.
L’accommodation hybride de la commande conduit à la répartition de la ressource
135
disponible en tenant compte des règles d’arbitrage du gestionnaire et de l’état de la
ressource diagnostiqué. Lorsque l’état de la ressource le nécessite, les actions de com-
pensation sont appliquées sur les actionneurs de façon indépendante. Les caractéristiques
liées à la dynamique des systèmes étendus sont prises en compte au niveau de l’affectation
de la ressource. La détermination de la valeur de ces caractéristiques ainsi que de leur do-
maine de validité est réalisée grâce à une méthode de multimodélisation. L’utilisation des
méthodes de répartition et d’affectation de la ressource permet de garantir une répartition
équitable des ressources disponibles et un ré-achiminement des ressources excédentaires
vers les lieux de stockage.
La stratégie de supervision et d’accommodation hybride de la commande a été em-
ployée pour la valorisation des ressources en eau des réseaux hydrographiques équipés
de prises latérales. Nous avons proposé une méthode de multimodélisation des systèmes
hydrauliques à surface libre, basée sur la linéarisation du modèle de l’onde diffusante. La
simplification de sa mise en œuvre et la rapidité des réponses obtenues sont les critères
déterminants de l’utilisation de l’approche par multimodélisation pour le réglage et l’é-
valuation de la stratégie de conduite réactive.
Finalement, la stratégie de conduite réactive a été mise en œuvre pour répondre à la
problématique de répartition de la ressource d’un canal permettant la ré-alimentation en
eau de rivières. La dynamique de ce canal a été modélisée par l’approche de multimod-
élisation selon le coefficient de célérité afin de régler des fonctions de conditionnement,
détection et diagnostic. La stratégie proposée a ensuite été évaluée grâce à la proposi-
tion d’un simulateur couplant Matlab/Simulink à un modèle de résolution numérique des
équations de Saint-Venant. Pour les scénarios simulés, la stratégie de conduite réactive
conduit à une économie importante des ressources en eau et à l’absence de périodes de
manques et de débordements en bout de canal. Par ailleurs, nous avons montré le carac-
tère générique de la stratégie proposée dans le cadre d’un système hydrographique dont
la structure est composée d’un confluent et d’un défluent. Les résultats de simulation ont
permis de conclure sur l’efficacité de la stratégie de conduite réactive.
Lors de l’affectation de la ressource, nous avons pris en compte les temps de transfert.
Une amélioration possible des performances de la stratégie de conduite réactive passe
par la prise en compte d’autres caractéristiques liées à la dynamique des réseaux hy-
drographiques, telle que l’atténuation naturelle des débits au fil de l’eau. Il serait alors
nécessaire de répercuter cette atténuation sur les nouvelles consignes calculées. D’autre
part, les contraintes de communication pourraient être étudiées pour la résolution de
conflits de transmission, en fonction des protocoles de communication.
Le simulateur de la stratégie de conduite réactive que nous avons conçu présente
l’avantage d’être facilement paramétrable. Il permet la mise en place d’une campagne de
tests par simulation sur différents scénarios de fonctionnement, nécessaire à l’implantation
de la stratégie sur des systèmes réels.
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Nous avons été amené à proposer la stratégie de conduite réactive sous la forme d’une
structure modulaire basée sur une interaction entre états continus et états discrets. En
effet, la recherche sur les systèmes dynamiques hybrides ne fait pas émerger, à ce jour,
d’algorithmes hybrides de simulation qui permettraient l’évaluation de la stratégie di-
rectement sous un formalisme hybride.
Plus généralement, le principe de la stratégie de supervision concourante et d’accom-
modation hybride de la commande pourrait être utilisé pour les systèmes dynamiques
étendus de plus grande complexité et avec un grand nombre de composants. La stratégie
proposée permettrait la détection de situations anormales de façon concourante, puis
l’emploi de procédures d’accommodation de la commande en fonction des situations di-
agnostiquées.
Par ailleurs, notre démarche de multimodélisation est une première approche des sys-
tèmes dynamiques étendus à retards variables qui constituent, compte tenu de leur com-
plexité, un domaine de recherche croissant d’intérêt pour la modélisation et la conduite.
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Annexe 1 : Coefficients de célérité et
de diffusion des profils étudiés
1.1 Expression du coefficient de célérité C











































































dépend directement du profil du cours d’eau. Ce terme est explicité pour
plusieurs profils plus bas.






































































































Y. Kovacs exprime, dans [Kovacs, 1988], le coefficient C (1.26) sous la forme d’une
















︸ ︷︷ ︸ ,
C = Tf + Cs.
(1.27)
1.2 Expression du coefficient de diffusion D












1.3 Coefficient de célérité C pour différents profils
Afin d’exprimer le paramètre C, il est nécessaire d’exprimer pour chaque profil con-
sidéré, la largeur du miroir L, la section mouillée S et le périmètre mouillé P .
1.3.1 Profil rectangulaire
S(z) = Lh,
P (z) = 2h+ L.








































L = B + 2mbh,
S(z) = (B +mbh)h,
P (z) = B + 2h
√
1 +mb2.












Ainsi, Tf = −Qmb
L2






































































P (z) = 2h
√
1 +mb2.












Ainsi, Tf = −Qmb
L2

































































(θ − sin θ) = 1
2
R2θ − LR− h
2
,
P (z) = Rθ.
Les dérivées nécessaires à l’expression de C sont :

























































Ainsi, Tf = −2Q(R − h)
L3
















































































Annexe 2 : Profils moyens des
tronçons du canal de la Neste
Nous avons réalisé une étude visant à définir les profils moyens pour les différents
tronçons du canal de la Neste, situé entre la vanneM1 etG9. Les paramètres physiques des
profils ne sont pas connus. Les seules données disponibles sont les relevés tropographiques
des profils en 5 points (figure 2.35). Nous avons appliqué la méthode de la moyenne
pondérée sur les coordonnées y et z de la totalité des points de façon à ne conserver
uniquement que 5 points définissant le profil moyen du tronçon.
 
Pt1 







F. 2.35 — Cours d’eau composé de plusieurs profils trapézoïdaux définis par 5 points.
Les points de chaque profil sont représentés sur les figures avec les conventions suiv-
antes : le point Pt1 est représenté par le signe "+", le point Pt2 par "×", le point Pt3
par "", le point Pt4 par "∗" et le point Pt5 par "K".
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F. 2.36 — Profil moyen du tronçon 1 et les 5 points de chaque profil.











F. 2.37 — Profil moyen du tronçon 3 et les 5 points de chaque profil.
















F. 2.38 — Profil moyen du tronçon 4 et les 5 points de chaque profil.
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F. 2.39 — Profil moyen du tronçon 5 et les 5 points de chaque profil.











F. 2.40 — Profil moyen du tronçon 6 et les 5 points de chaque profil.












F. 2.41 — Profil moyen du tronçon 7 et les 5 points de chaque profil.
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F. 2.42 — Profil moyen du tronçon 8 et les 5 points de chaque profil.














F. 2.43 — Profil moyen du tronçon 9 et les 5 points de chaque profil.
146
Annexe 3 : Multimodélisation
3.1 Canal de la Neste
La dynamique du canal de la Neste a été modélisée selon l’approche de multimodéli-
sation présentée au chapitre 3. La démarche présentée au chapitre 4 conduit à des bancs
de modèles pour chaque tronçon du canal. Le tableau 3.17 regroupe les paramètres pour
le premier bief du canal, et le tableau 3.18 ceux pour les deux biefs suivants. Le choix de
ΠC réalisé en fonction de la précision voulue et du nombre de modèles identifiés est égal
à 7 %.
Tronçon ΩQ [m3/s] Q [m3/s] z [mm] C [m/s] D [m2/s] a1 a2 (×103) τ [s]
[0, 8 ; 1, 2[ 1 294 0, 9 112 237 0 0
[1, 2 ; 1, 8[ 1, 5 381 1 168 206 0 0
1 [1, 8 ; 2, 9[ 2, 3 500 1, 1 256 179 0 0
[2, 9 ; 4, 8] 3, 8 669 1, 3 398 156 0 0
[4, 8 ; 8, 3] 6, 4 917 1, 5 634 135 0 0
[8, 3 ; 14] 11, 3 1295 1, 7 1040 117 0 0
[0, 8 ; 1[ 0, 8 285 0, 8 104 636 73 260
[1 ; 1, 6[ 1, 3 372 0, 9 158 518 0 230
2 [1, 6 ; 2, 6[ 2 493 1, 1 243 510 0 132
[2, 6 ; 4, 4[ 3, 4 668 1, 3 382 507 0 40
[4, 4 ; 7, 9[ 5, 9 927 1, 4 615 484 0 0
[7, 9 ; 12] 10, 8 1321 1, 7 1013 421 0 0
[0, 7 ; 0, 9[ 0, 7 271 0, 7 105 530 0 221
[0, 9 ; 1, 4[ 1, 1 353 0, 9 158 527 0 126
3 [1, 4 ; 2, 2[ 1, 8 465 1 241 526 0 39
[2, 2 ; 3, 7[ 2, 9 626 1, 1 377 493 0 0
[3, 7 ; 6, 5[ 5 863 1, 3 602 427 0 0
[6, 5 ; 10] 8, 9 1220 1, 5 987 373 0 0
T. 3.17 — Paramètres d’identification des modèles pour les tronçons du bief 1.
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Tronçon ΩQ [m3/s] Q [m3/s] z [mm] C [m/s] D [m2/s] a1 a2 (×103) τ [s]
[0, 6 ; 0, 9[ 0, 7 358 0, 7 169 1345 459 768
4 [0, 9 ; 1, 6[ 1, 2 484 0, 9 265 1261 0 516
[1, 6 ; 2, 8[ 2, 1 672 1 427 1191 0 280
[2, 8 ; 7] 3, 9 958 1, 1 704 1130 0 57
[0, 6 ; 0, 9[ 0, 7 331 0, 8 136 1368 475 716
5 [0, 9; 1, 5[ 1, 1 446 0, 9 212 1305 378 506
[1, 5 ; 2, 6[ 1, 9 617 1 341 1173 188 402
[2, 6 ; 6, 5] 3, 5 876 1, 2 560 1038 0 330
[0, 5 ; 0, 8[ 0, 6 280 1 69 748 166 953
6 [0, 8 ; 1, 3[ 1 380 1, 2 109 744 159 734
[1, 3 ; 2, 4[ 1, 8 529 1, 3 176 742 151 542
[2, 4 ; 5, 5] 3, 3 755 1, 6 289 736 137 380
[0, 4 ; 0, 6[ 0, 5 172 1, 4 19 199 12, 5 572
7 [0, 6 ; 1[ 0, 8 225 1, 6 29 196 12 474
[1 ; 1, 6[ 1, 3 298 1, 9 44 195 11, 7 387
[1, 6 ; 4] 2, 1 403 2, 2 69 194 11, 6 311
[0, 3 ; 0, 7[ 0, 5 286 0, 9 76 824 195 801
8 [0, 7 ; 1, 1[ 0, 9 392 1 121 817 183 596
[1, 1 ; 3] 1, 6 551 1, 2 197 808 165 420
9 [0, 2 ; 2, 5[ 0, 8 163 2, 9 8 2 0 0
T. 3.18 — Paramètres d’identification des modèles pour les tronçons du bief 2 et du bief
3.
3.2 Réseau hydrographique intégrant un confluent et
un défluent
La dynamique du réseau hydrographique intégrant un confluent et un défluent a égale-
ment été modélisée selon l’approche de multimodélisation proposée. Les tableaux 3.19 et
3.20 regroupent les paramètres d’identification de chaque tronçon considéré, calculés avec
un pourcentage d’erreur ΠC égal à 10 %.
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Tronçon ΩQ [m3/s] Q [m3/s] a1 a2 (×103) τ [s]
[0, 5 ; 1, 4[ 1 810 182 630
1 [1, 4 ; 3[ 2 780 153 398
[3 ; 7] 4, 5 721 95 243
[0, 4 ; 1, 2[ 0, 8 638 106 371
2 [1, 2 ; 2, 4[ 1, 7 596 78 229
[2, 4 ; 6] 3, 7 462 0 213
[0, 4 ; 1, 2[ 0, 8 550 74 256
3 [1, 2 ; 2, 4[ 1, 7 495 42 165
[2, 4 ; 6] 3, 7 413 0 127
[0, 7 ; 1, 8[ 1, 3 432 52 352
4 [1, 8 ; 3, 6[ 2, 6 415 44 227
[3, 6 ; 8] 5, 4 388 30 137
[0, 7 ; 1, 8[ 1, 3 547 88 629
5 [1, 8 ; 3, 6[ 2, 6 539 79 429
[3, 6 ; 7, 5] 5, 4 520 68 268
[0, 5 ; 1, 4[ 1 321 27 181
6 [1, 4 ; 2, 8[ 2 298 19 113
[2, 8 ; 6, 7] 4, 2 229 0 108
[0, 6 ; 1, 4[ 1, 1 337 27 142
7 [1, 4 ; 2, 7[ 2 294 14 98
[2, 7 ; 5, 6] 3, 8 243 0 77
T. 3.19 — Paramètres d’identification des modèles pour les deux premiers biefs du réseau
hydrographique.
Tronçon ΩQ [m3/s] Q [m3/s] a1 a2 (e3) τ [s]
[0, 5 ; 1, 2[ 0, 9 642 127 1206
8 [1, 2 ; 2, 3[ 1, 7 621 116 891
[2, 3 ; 4, 7] 3, 2 604 106 633
[0, 3 ; 0, 9[ 0, 7 301 25 220
9 [0, 9 ; 1, 6[ 1, 2 281 20 146
[1, 6 ; 3, 5] 2, 2 256 14 93
10 [0, 2 ; 1, 4[ 0, 6 845 0 220
[1, 4 ; 2] 1, 4 813 0 0
11 [0, 2 ; 0, 7[ 0, 5 1074 141 378
[0, 7 ; 1, 5] 1, 1 965 0 223
12 [0, 1 ; 0, 6] 0, 4 390 0 0
13 [0, 2 ; 1, 5] 0, 5 734 50 278
14 [0, 2 ; 1] 0, 4 1291 435 747
15 [0, 1 ; 0, 3] 0, 2 271 0 0
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La conduite des systèmes dynamiques étendus caractérisés par des non-linéarités et des temps de 
transfert importants est étudiée dans ce mémoire. Les systèmes étendus véhiculent des flux sur de grandes 
distances pour satisfaire les usages liés à l'activité humaine. L'importance économique donnée aux flux 
transportés impose une gestion parcimonieuse des ressources. Pour le cas des réseaux hydrographiques, les 
différents niveaux de gestion sont présentés. Les techniques de gestion utilisées conduisent au rejet de 
certaines perturbations sans toutefois en permettre une valorisation. C'est pourquoi, nous proposons une 
stratégie de conduite réactive combinant des techniques de diagnostic et des méthodes de commande 
supervisée des systèmes dynamiques hybrides. Cette stratégie permet l'accommodation de la commande par 
basculement selon les états de la ressource diagnostiqués, en tenant compte de contraintes de gestion 
exprimées par des coûts variables. Le diagnostic de l'état de la ressource implanté sous un formalisme 
d'automate hybride est réalisé à partir de techniques de caractérisation qualitative des signaux. 
Une démarche de multimodélisation et des outils algorithmiques, ayant pour intérêt de fixer le nombre de 
modèles et leur domaine de validité, sont introduits dans le but de reproduire aisément la dynamique des 
systèmes hydrauliques à surface libre. A partir de ces résultats, une technique de réglage de la stratégie de 
conduite réactive a été proposée. Finalement, afin d'en évaluer les performances, nous l'avons couplée à un 
simulateur numérique reproduisant fidèlement le comportement hydraulique à partir des données 
géométriques et des conditions limites issues du système réel. L'efficacité de la stratégie de conduite 
réactive a été démontrée pour divers systèmes hydrographiques. 
 
 
Mots clés : Système dynamique étendu, retard variable, gestion de l'eau, conduite réactive, supervision 







Supervision and control of extended dynamic systems characterized by non-linearities and important 
transfer delays is studied in this memory. These systems convey flows at long distances to satisfy human 
activity uses. The economic importance given to transported flows imposes an adapted resource 
management. For hydrographic networks, management methods lead to the disturbance rejection without 
enabling its valorization. We propose a reactive control strategy permitting the control accommodation by 
switching the setpoints depending on the diagnosed states of the resource, and by taking into account 
management constraints depending on the costs. The resource state diagnosis implemented in hybrid 
automaton formalism, is carried out from signal characterization techniques. 
Steps and algorithmic tools of multimodeling, of which the principal interest is to determine the model 
number and their operating range, are introduced aiming at simulating free surface hydraulic systems. From 
these results, a tuning technique of the reactive control strategy was proposed. Finally, the strategy 
performances are evaluated by simulation software which accurately calculates the system dynamics. The 
reactive control strategy effectiveness was shown for the resources valorization of hydrographic networks. 
 
 
Key words : Extended dynamic system, variable time delay, water management, reactive control, 
concurrent supervision, hybrid control accommodation, resource valorization, mutlimodeling.  
 
