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Abstract--Symmetry is used to define alternative categorizations to which real atomic and molec- 
ular systems may correspond. By constructing idealized models to correspond to limiting cases, it 
becomes possible to decide what are the best approximations and starting points for making math- 
ematlcal representations of the real systems. Tiffs is illustrated with two examples: atoms with 
two valence electrons, and multidimensional potential surfaces of atomic clusters. In the first ex- 
ample, the question is whether an independent-particle, quantum analogue of a solar system or a 
collective, rotor-vibrator model is more appropriate, ht the second example, the problem is finding 
enough about he multidimensional potential to describe the dynamics of the atomic motion, without 
becoming overwhelmed with irrelevant data. 
INTRODUCTION 
Symmetry has been used in many ways to assist and illuminate the study of atomic and molecular 
phenomena. Here, we discuss two recent advances directly concerned with symmetry, one that 
relies on using symmetry to make a problem tractable and clarify the physical phenomenon of 
interest, and the other, that uses computational tools to expose the symmetry inherent in a 
physical system. The first is the study of electron correlation in atoms, particularly of finding the 
extent to which the valence electrons tend to behave as independent particles in orbit, planet- 
like, in quantum analogues of orbits, or as collections of masses connected by springs so that they 
move collectively. That  problem becomes the determination of which extreme kind of behavior 
is closer to the truth, i.e., which has constants of motion which most nearly persist in the atom. 
The second is the exploration of the multidimensional potential energy surfaces of polyatomic 
molecules and clusters and the search for tlle "reaction paths" on those surfaces, the lowest-energy 
paths that correspond to rearrangements of tlle atoms from one stable structure to another and, 
thereby, the dynan~cal symmetry that characterizes the molecule or cluster. 
One of the most powerful ways to analyze the behavior of physical systems is to find their 
constants of motion. Constants of motion are always (or at least are believed to be) associated 
with symmetries. For example, tile constancy of momentum is associated with the translational 
symmetry of space: when an object moves under no forces, in free space, its momentum is 
unchanged because there is nothing in free space to distinguish one place from another. The 
constancy of angular momentum is associated with the rotational symmetry of free space; if 
there are no forces to spoil the rotational symmetry of space, then a rotating object can go 
on rotating, undisturbed. The constancy of energy is associated with the symmetry of time; 
mechanical systems are like Kipling's cat that walked by himself, all times are alike to them. In 
the worst cases, the only constants of an isolated system are its energy, total momentum, total 
angular momentum, and parity. In cases dearest o the hearts of mathematicians, there are other 
true constants as well, but these occur only for very special examples. The physicist and chemist 
virtually never work with such special systems. But they also virtually never expect to find exact 
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solutions to their problems. Instead, they work with approximations that are chosen to be as 
much like the real system as the available tools permit. 
An effective way to do this is to construct models which have one of those special symmetries, 
and which are close enough to the real example to approximate it in a controllable way. One 
such choice is the independent-particle model for the electronic structure of atoms, which has 
been used as the basis for finding energies and wave functions of atoms from the beginnings of 
that study. Another choice is a collective model in which the electrons move simultaneously 
and coherently in "rotations" and "vibrations," the way we usually think of atoms moving in a 
molecule. Probing which of these is more appropriate for atoms, specifically for the two electrons 
in the outer or valence shell of helium and of the alkaline earth atoms--beryllium, agnesium, 
calcium, strontium and barium--illustrates the use of symmetry to illuminate the important 
characteristics of a chemical system. This is the subject of the next section. 
The third section turns the question around, and instead of using symmetry to help to deter- 
mine physical properties, it shows how we have begun to learn to analyze how the interactions 
between pairs of atoms determine the structures of molecules and clusters. The problem is 
one of finding the most significant information about the multidimensional potential surfaces 
that govern the structures and reactions of polyatomic systems. Beginning with a mathemati- 
cal representation f such a potential surface, one can find the minima corresponding to stable 
structures, the saddles that separate the minima, the reaction paths that represent the shortest, 
least energy-demanding paths across the saddles from minimum to minimum, and the regional 
geometries and global topologies of these surfaces. Moreover one can now find, in simple cases, 
how the shapes and kinds of minima on potential surfaces are determined by the range of the 
interaction between pairs of atoms. 
SYMMETRIES AND THE ELECTRONIC STRUCTURES OF ATOMS 
The simplest atom, hydrogen, consisting of a single electron attached to a single proton, has 
a particularly striking symmetry. Its interactions are obviously the same, no matter what angle 
we choose to view the system when we look at the electron bound to its nucleus--that is, it 
has the symmetry of a sphere. But it has more than that; this problem has the symmetry of a 
four-dimensional sphere, when it is expressed in terms of momenta instead of the usual spatial 
coordinates [1-3]. This is important for several reasons. First, it illustrates how symmetries 
of nature may be more subtle than our senses reveal to us. Second, because symmetries in
any problem invariably help to make the solution of that problem easier, this property of the 
hydrogen atom provides a guide and a model for describing more complex atoms in terms of at 
least approximate symmetries. Third, it explains the surprisingly high degeneracy of the energy 
levels of the hydrogen atom. 
Degeneracy is the occurence of more than one quantum state at the same energy; it is a fun- 
damental belief among physical scientists that degeneracies occur because of natural symmetries. 
The reason several quantum states have the same energy is that in some sense, they correspond 
to physically indistinguishable, but independent, ways for a system to behave. For example, ro- 
tation of a sphere about its x-axis, its y-axis and its z-axis are indistinguishable except in terms 
of the viewpoint we choose. But the rotation about any other arbitrary axis can be described 
in terms of the rotations about the three, nmtually perpendicular xes of the coordinate system. 
Three, no more and no less, are just enough. Therefore, we expect degeneracies a sociated with 
rotations that arise from this equivalence or symmetry. More specifically, for states of the same 
angular momentum that are distinguishable only by the direction of the axis of their rotation, 
we expect a specific degeneracy, a specific number of states with the same energy and angular 
momentum. 
The angular momentum of a quantum system is normally specified in terms of a quantum 
number, an integer or half-integer, commonly called L. The angular momentum is normally 
measured in units of Planck's constant h divided by 2~r. Without pretending to derive this result, 
we quote: for an energy level whose angular momentum is characterized by L units of h/2~r, 
the symmetry of three-dimensional space leads us to expect a degeneracy of 2L+l, that is, to 
expect 2L+l independent states to share that energy level, and to be distinguishable only by the 
orientation of their axes of rotation. 
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The quantum states of the hydrogen atom are characterized by not only the angular momentum 
quantum number l (we fo l low the  convent ion  of using lower  case  for a single electron's quantum 
numbers and capitals for the resultant of all the electrons), but also by a principal quantum 
number n. In general, a single electron such as the single valence lectron of a sodium atom has 
an energy that depends on both n and t, with 2t-I- 1 states at each energy. However, hydrogen 
is special. All the states of a given n have the same energy, whatever their l. Since the quantum 
rules require that l can take on the integral values only from 0 to n - 1, and the sum of all values 
of 2t-t- 1 from l - 0 to n - 1 is n 2, the degeneracy of the n th energy levels is n 2. But what is the 
origin of this extra degeneracy? It could not come from the symmetry of ordinary space. It was 
Fock and Bargmann who showed that the higher symmetry responsible for the extra degeneracy 
of the hydrogen atom's energy levels is the symmetry of the four dimensional sphere, which is 
only apparent when the system is described in terms of its momenta, rather than its coordinates. 
And this is a property of a system of two particles attracting each other via a potential energy 
that depends precisely inversely on the distance r between the particles, that is, -c / r ,  where 
the negative sign indicats that the potential energy gets lower as the particles approach, and the 
constant is the product of the charges carried by the particles. This potential energy has exactly 
the same form as that of the gravitational attraction between two masses; only the constant c
changes to the product of the two masses. 
The helium atom consists of a nucleus with a positive charge of ÷2, in units of the magnitude 
of the electron or proton charge, and two electrons. Its energy levels have only the degeneracy 
of 2L-/-1 (L rather than £ because there is more than one electron). Helium does not have the 
high symmetry of the hydrogen atom. However, there have been attempts to find appropriate 
symmetries for this and larger, more complex atoms. Some of these, particularly symmetries 
associated with the permutational symmetry of identical particles [4,5], have been very helpful 
in understanding atomic spectra, but not in the way that the revelation of the symmetry of the 
four-dimensional sphere illuminated the behavior of the hydrogen atom. 
A very important step occurred when, in 1961, Fano predicted [6] and, in 1963, Madden and 
Codling found [7] the spectrum of helium lines arising from the simultaneous excitation of two 
electrons from their lowest state to higher states. These doubly-excited states have very high 
energies, as atomic energies go; in fact, they have more than enough energy to transform into 
a helium positive ion in its ground state and a free electron. That is, they have energies above 
the first ionization energy of the helium atom. Consequently these states are actually transient 
states, most of them decaying to an ion and a free electron (which, with the recoil of the ion, 
carries off the excess energy above the ionization energy) faster than they could return to the 
ground state by radiation. 
There have been a number of lines of analysis directed toward interpreting these doubly ex- 
cited states of helium, which have been reviewed recently [8-10]. We concentrate here on aspects 
particularly germane to the use of symmetry, especially approximate symmetries, and to the iden- 
tification of the "best" approximate constants of motion to which these approximate symmetries 
correspond. The line most relevant here emphasizes the question of what are the best approx- 
imate constants of motion and the corresponding best approximate quantum numbers. This 
direction was first opened when Novaro and Freyere, Wulfman and then Herrick and Sinanogiu 
explored the possibility that the doubly-excited states of helium, with their two free electrons 
distant from the nucleus, might behave primarily like independent, almost uncorrelated hydrogen- 
like electrons, perturbing each other only slightly [11-14]. This conceptual starting point was 
plausible, but turned out to be quite wrong; however, the direction it led was fruitful, important 
and apparently correct. The correlation of the electrons in the most frequently studied states of 
doubly-excited helium is very strong indeed, much stronger than in the ground or singly-excited 
states. Nevertheless the mathematical line based on symmetry of the hydrogenic electrons bro- 
ken by the electron-electron interaction led to a new picture, complementary to the traditional 
one stemming from Bohr's planetary model of atoms; that is, away from a model in which the 
individual electrons maintain nearly constant angular momenta of their own. 
The results and the conceptual picture that emerged from this early analysis were that a) 
the general pattern of energy levels could be reproduced in a rough way by relatively simple 
calculations that reflected how electron-electron repulsions hifted energy levels and spoiled the 
42 R.S. BEaav 
pristine hydrogen-like symmetry, and b) a classical, but not yet quantum mechanicM model, 
corresponded to these calculations, which had the Kepler ellipses of the two classical electron 
orbits precessing in synchrony. Wulfman and Kumei showed that the quantum calculations of 
the energy levels have their physical justification i  that this classical model has, as its quantum 
complement, almost the formulation that represents the electron-electron repulsion precisely. 
Hence, the quantum mathematics and the classical physics were well on their way to becoming 
understood and moderately accurate, as a result of this work. It should be added that Nikitin 
and Ostrovsky showed [15] that if the two electrons are in very different orbits (in a classical 
picture), or have very different principal quantum numbers (in a quantum picture), then, indeed, 
they hardly influence ach other and the model of nearly unperturbed hydrogenic electrons is 
accurate. However, if the two electrons have the same or similar principle quantum numbers, the 
two electrons have very strong influence on each other. 
The next major advance in understanding that influence came with the elaborate group- 
theoretical nalysis and computation by Herrick and Kellman. They first showed that certain of 
the states of doubly-excited helium correspond to quantized rotor series [16]. They soon went 
further and showed that these rotor levels are part of a much more elaborate pattern with several 
different quantum numbers, a pattern which very elegantly represented the pattern of observed 
levels, [17] which is shown in Figure 1. Then they showed that the symmetry that underlay the 
pattern is the same as that of the energy levels of a linear triatomic molecule, composed of two 
very light particles bound to a heavy particle midway between them [18]. The pattern of Figure 
1 is rearranged in Figure 2 to show the levels classified according to the energy levels of doubly- 
excited helium might well be better described by a collective quantization of the linear triatomic 
molecule. No matter that the wave functions used by Herrick and Kellman for the computations 
of energy levels were expansions in terms of independent-particle functions; the method, based 
on calculus of variations, was flexible enough to show either collective or independent-particle be- 
havior. The picture that emerged implied that the energy levels of doubly-excited helium might 
well be better described by a collective, molecule-like model than by an independent-particle, 
planetary model. In a collective model, the constants of motion and the quantum numbers de- 
scribe motions of groups--in this case, a pair--of particles, such as the vibrations and rotations 
of all the atoms of a molecule together. In an independent-particle model, each particle has its 
own constants of motion, its own energy and angular momentum in particular. 
The quantum numbers found by Herrick and Kellman were also adduced later from wave 
functions generated with one form of collective coordinates [19]. The procedure used for this 
attack starts with an assumption of collective motion and contains one procedure that requires 
careful case-by-case crutiny and justification, an assumption regarding the order in which degrees 
of freedom are separated and treated as subsets of the variables. However, the results have been 
consistent with the Herrick-Kellman results, and included an additional classification, particularly 
for states with no angular momentum. In effect, this treatment showed that the validity of the 
collective picture, where it is applicable, can be determined from different starting points. 
Deciding which model is more appropriate for any particular atom, state or property became 
a challenging question. One of the most vivid diagnostics, albeit not easy to extract from exper- 
iment, is the spatial distribution of electrons within the atom, particularly in a representation 
that exhibits the spatial correlation of the electrons. This device was exploited first [20] for the 
relatively crude doubly-excited states of helium generated by Herrick and Sinanoglu, and then 
for the ground state and low-lying singly-excited states of helium and the ground state of the 
H- ion [21]. It was then applied to doubly-excited helium in a systematic manner, specifically to 
probe for spatial correlations characteristic of collective quantization [22]. The results were highly 
indicative of collective, molecule-like behavior, although some states eemed as well described by 
independent-particle quantization as by collective, and a few states were not well described by 
either model. Figure 3 shows a comparison of well-converged wave functions for some doubly- 
excited states of He with wave functions for the same states based on two extreme, simple models. 
One is a pure independent-particle model and the other, a pure collective model based on normal 
(harmonic) collective models of vibration. 
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Figure 1. The predicted and observed patterns of levels for doubly excited helium, 
specifically for all the levels for whid~ the principal quantum numbers of the two elac- 
trons, nl and n2, are both 3. Top: The predicted pattern of mnltlplets, catalogued 
by a set of quantum numbers called I, K, and T; the relative nergies of the different 
multiplets is not given by the symmetry analysis, only the form of the splittlngs, but 
a prediction can be made if one identifies the lowest members of the mnltiplets, ISe, 
3p0, 1De ' 3F0 ' and 1Ge, as the members of a terminating set of quantum st~ates ofa 
rotor. Bottom: The pattern of observed (and accurately computed) levels, arrayed 
along the left vertical axis according to energy alone, and in the full array according 
to the same quantum numbers used in the upper figure. This figure was taken from 
Ref. [10], adapted from Ftef. [17a]. 
Specifically, states that should correspond to linear configurations in a collective model, states 
with no excitation of any bending modes of vibration, do indeed have their maximum probabilities 
for configurations in which the electrons are equidistant from the nucleus and are on opposite 
sides of the nucleus. (Whenever the two electrons are equidistant from the nucleus, i.e., rl = r2, 
the system is at a potential mazimum with respect o other configurations preserving the same 
rl 2 + r2 ~, but the probabilities peak for rl = r2, nonetheless, in many states [8].) In such states, 
there is virtually no probability of finding the electrons close together on the same side of the 
atom, a conclusion quite different from what an independent-particle model implies. Moreover, 
states which should differ only in the wave function governing the orientation of the molecule in 
space relative to the laboratory coordinates are in fact quite similar; these are the states that form 
the rotor series recognized from the pattern of energy and angular momentum levels by Kellman 
and Herrick. States that should correspond to excited vibrational states come, in general, in 
pairs if the collective model is appropriate, and in fact the actual (calculated) states do this. 
Doubly-excited helium is a rather exotic species, difficult to study. The possibility that other 
atoms might exhibit strong correlation was investigated by extending the concepts to the alkaline 
earth atoms, Be, Mg, Ca, Sr and Ba. The similarity of the excited states of these atoms to states 
of doubly-excited helium, particularly the autoionizing states, was first made by Greene and 
O'Mahony [23]. That a fully-developed pattern of rotation-like and vibration-like states exists, 
incorporating the ground and low-lying excited states of the alkaline earths, was recognized and 
explored by Krause and Berry [24]. The spatial distributions of electrons in these states are very 
much like those of triatomic molecules. There are pure rotor states, the lowest of which are the 
atomic ground states; states with "bending" excitation that show strong angular correlations with 
probability maxima at angles far from 180°; excited states of "stretching vibrations" that show 
the strong radial correlations associated with symmetric and anti-symmetric stretching motions 
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Figure 2. Some energy levels of doubly excited helium for which nl and n2 are 
both 2, and, those furthest o the right, with nl = 2 and n2 = 3. These levels 
with nl and n2 equal to 2 are similar to the levels shown in Figure 1, but fewer in 
number. Here all the levels shown are arrayed according to the quantum numbers 
of a linear triatomic molecule. The spacial probability distributions for each level, 
except he J = I levels at the far right, are shown above the energy level pattern. 
These distributions show the probability of finding electron 2 throughout the atom, 
when electron 1 is at the position indicated by the "stick" connecting a point near 
the center of each indicator circle below, with the probability distribution above it, 
in each case the most probable place for an electron to be found in each particular 
state. This figure was taken from Ref. [10]. 
in linear triatomic molecules of the form ABA; and states that involve both vibrational and 
rotational excitation. This kind of pattern is the exemplification of the approximate symmetry 
proposed for doubly-excited helium, but in this situation is appropriate for sets of low-lying, 
readily accessible states. 
The validity of the collective, rotor-vibrator symmetry has been probed by three kinds of 
tests thus far: evaluation of the overlap of well-converged wave functions with the functions 
corresponding to a pristine, simple, rotor-vibrator model [25]; evaluation of intensities of spectral 
lines with well-converged functions, independent-particle functions, and simple, rotor-vibrator 
functions [26]; and evaluation of the correlation of the momenta of the two valence electrons, 
(pl • P2/ [27]. The overlaps are very large, surprisingly so for the ground states especially. The 
intensities computed by the collective model are closer to the accurate values (which are, in turn, 
close to the experimental values) than are those based on independent-particle functions, for three 
of the four computed series; for the fourth, a set of analogous excited-excited transitions, the 
independent-particle model gives values closer to the accurate ones. The momentum correlation 
shows the kind of behavior, particularly the sign of the average scalar product, expected for 
rotor-vibrator states, with a single exception. It had been hoped that the momentum correlation 
would, like the spectral intensities, give a fairly directly measurable property of correlation of 
valence lectrons in the alkaline earth atoms, ttowever, the contribution to this quantity from the 
core electrons cannot, unfortunately, be neglected when the average is taken over all the electrons 
of the atom [28]. Hence, the results from ILef. [27] are useful only to analyze and interpret wave 
functions, not to predict experimental observations. 
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Figure 3. A comparison of the probability distributions for finding electron 2 at a 
distance r2 from the nucleus and at an angle 012 from the line connecting the nucleus 
with electron 1, when electron 1 is at its most probable distance from the nucleus. 
In contrast with Figure 2, the probability distributions here show the variation with 
respect o 012 along the left axis, instead of around a circle. The variation of the 
probability with respect o the distance r2 is indicated along the right-hand axis. 
The center column shows the probability distributions for accurate, well-converged 
wave functions. The column at the left shows the probability distributions based 
on independent-particle wave functions for the same states, and the column at the 
right shows the distributions based on a collective, molecule-like description of the 
two electrons and the nucleus. The second and filth states, 3p0 and 3pe, appear 
roughly equally well described by both models and the last state, the 2p2p 1se, is 
not described particularly well by either model. This figure was taken from Ref. [25]. 
The final word is far from in regarding the relative validity of the independent-particle and 
collective, molecular models, even of atoms with the two electrons in their valence shells. Not 
enough comparisons have yet been made in which the two approximate models were developed 
from the same physical representation f the core electrons and the properties were computed 
to the same degree of accuracy. Indications now are that the two are comparable in validity, 
according to the criterion of overlap of approximate and accurate wave functions, that the col- 
lective model gives somewhat better spectral intensities, and that the visual appearances of the 
spatial distributions are significantly more molecule-like than independent-particle-like. Onetan- 
talizing opportunity now presents itself, namely that one try to represent the states of alkaline 
earth atoms using a set of rotor-vibrator functions as the basis for computing the wave functions 
by a variational calculation, rather than a set of products of one-electron, independent-particle 
functions. Still another is to examine atoms with three and four electrons in their valence shells. 
The group theory that might express the extended symmetry of such atoms in a collective way 
has not been developed, espite attempts to invent it. Perhaps in this situation, the underlying 
symmetry will be inferred after the levels have been interpreted, rather than before. 
The physics that causes the strong correlation is important to recognize. The reason why the 
electrons of helium in its ground and singly excited states are not correlated strongly, but those 
in doubly-excited helium are (as long as tile principal quantum numbers of the electrons are not 
very different), is simple to see. When an electron gets close to the nucleus, its potential is very 
low, its kinetic energy is high and it is not easily scattered by an encounter with another electron. 
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When electrons are kept out of the region near the nucleus, either by being in excited states or 
by encountering a filled core, they are almost always in regions of low kinetic energy and are 
therefore, easily scattered by the repulsive interaction with another electron. This gives rise to 
the strong correlation that exhibits itself as an approximate symmetry. 
SOME ASPECTS OF SYMMETRIES  OF POTENTIAL  SURFACES 
Molecular states, structures and spectra are conveniently described by using the concept of 
molecular potential energy surfaces. Born and Oppenheimer showed long ago that, for most 
molecules, we can assume that the electrons move so fast and adjust so readily to the motion 
of the nuclei, that we can suppose that the electrons are always and instantaneously in the 
stationary state corresponding to the nuclei being fixed at the position they happen to have at 
each instant. The total energy of the electrons thereby becomes a scalar variable, which can 
be added to the potential energy of the nuclear-nuclear repulsions, to give an effective potential 
energy or "potential energy surface" on which the nuclei move. If this potential energy surface 
were truly known everywhere for a molecule, it would be a solvable task, sometimes tedious and 
costly, to find rotational and vibrational levels for molecules. 
We do not know the potential surfaces for many molecules, particularly for molecules with 
more than three atoms [29]. There are examples that are well-enough known to confirm our belief 
that the approach may become practical for describing small polyatomic molecules. However, 
the derivation of molecular dynamics and spectra, specifically rotation-vibration spectra, from 
potential surfaces is still largely restricted to triatomic molecules. 
The reasons for this limitation are threefold. One is the difficulty in determining the energies 
of suitable points on the potential surface. There are simply too many places where one might 
compute the energies when one is working in a space of many variables; a five-atom system 
has, after all, nine internal degrees of freedom, or nine independent variables that determine the 
"surface" governing its vibrational motions. One might have a hope of constructing an adequately 
accurate surface if one knew very clever ways of selecting the points at which to compute the 
energy, but even our ideas about such criteria are still very simplistic. That  brings us to the 
second difficulty, that, except for systems undergoing small-amplitude oscillations around their 
equilibrium geometries, we do not know how to choose or find "important" points on the potential 
surface, particularly if we do not already know the form of that surface from either an analytical 
expression or a table of numbers. And the third difficulty is that, even if we know a reasonable 
number of points on a surface, we do not have many well-founded ideas of how to connect hem in 
a representation that describes a surface. That is, we do not have well-developed theories of how 
to fit a smooth surface through the points we know. (Ref. [29] describes ome of the difficulties 
in more detail.) 
Despite all these difficulties, there are some polyatomic systems, notably clusters, for which 
we do have reliable potentials, and there are some ways now for starting to explore the mul- 
tidimensional surfaces of those systems. There is enough information to tell us that, even for 
relatively small systems, certainly those composed of 30 or 40 or 50 atoms, we shall want to not 
know all the details of the structure of their potential surfaces, because they comprise far more 
information than we would be able to use. 
The systems for which we have particularly reliable potentials are the clusters of rare gas atoms 
of He, Ne, Ar, Kr and Xe, and clusters or polymers of the alkali halides. The rare gases are fairly 
well represented by sums of pair interactions, that have an attractive part varying as the inverse 
sixth power of the internuclear distance and a repulsive part varying as the inverse twelfth power 
of that distance, called the Lennard-Jones potential. This form has a good physical justification 
for the form of the attractive part, but the repulsive part has a form chosen for mathematical 
convenience. More accurate potentials are now well known for the rare gases; the differences 
between the accurate and approximate forms are small and important, for some properties uch 
as the prediction of the most stable structure for the solid, one of the specific details about the 
potential surface of great interest. The differences are not as important for the properties related 
to behavior of energized molecules. The alkali halides, as one learns in a first introduction 
to science, are ionic so they are well represented by attractive potentials between oppositely 
charged ions and by repulsive potentials between ions bearing the same charge. All elementary 
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electrostatic forces, attractive or repulsive, vary inversely with the square of the interparticle 
distance; in addition to the ion-ion attraction or repulsion, ions have short-ranged, steeply rising 
repulsive potentials that keep the ions from collapsing into one another. The most common form 
to represent this repulsion is an exponential dependence on the internuclear distance. 
The interactions between other systems have been studied and modeled with mathematical 
modeis of the interaction potential. Some of these are simple, and some are elaborate, depending 
on three-body interactions for example, or showing angle-dependent forces. Some are very elabo- 
rate indeed, and involve numeric evaluations of the full internal energy of the system for a variety 
of nuclear geometries, but with the nuclear motion omitted. For all such potentials, including 
those represented well by pairwise interactions, we typically have known only the geometries of 
a very few of the minima on the surface, and precious little else. 
Computers have changed the situation. Now it is possible to start with knowledge of the 
mathematical form of the potential and find as many of the minima as one wishes, until all have 
been found, or one runs out of motivation or computer time. A standard way to do this is to 
simulate a particle starting at an initial geometry--i.e., an initial point on the surface--and then 
following a path of steepest descent of the surface until the trajectory finds a minimum [30]. 
Then one selects a new initial point and starts again. One must do some bookkeeping to know 
whether a newly-found minimum has the same geometry as a previously-known structure, and 
one needs a way to choose the initial points for each descent. One way is a random, Monte- 
Carlo selection (but guided to avoid rarely-frequented geometries). Another is to carry out a 
simulation by Newtonian mechanics of the classical motion of a cluster on the potential surface, 
and select points regularly or randomly along the path defined by the equations of motion. Either 
is reasonably efficient, so that one can find minima and determine the corresponding geometries 
of the cluster at each of those minima. 
After minima, saddles are the most important points on a potential surface. These are more 
difficult to locate, but at least two methods have been devised that find saddles with useful 
efficiency. One starts at a potential minimum, selects a normal mode of vibration and follows it 
uphill until the path turns down again [31]. The other starts with randomly selected points along 
a classical trajectory in the general vicinity of a maximum in the potential along the direction 
determined by the trajectory. In this method, the saddle is approached from above rather than 
below, by pursuing the method of steepest descents: in this method, the rate of descent is 
proportional to the slope of the potential, and that slope approaches zero in the vicinity of a 
saddle. Hence the saddle is found by finding, in successive approximations, the point of slowest 
descent from each starting point of the search [32]; it is referred to as the method of "slowest 
slides." The two methods are complementary; the uphill-climb method is now faster for systems 
of up to at least 15 or 20 particles, perhaps considerably larger still [33], but may not be so 
for much larger systems. "Slowest slides," being based on molecular dynamics earching, finds 
saddles that are statistically important, but becomes low, especially if high accuracy is wanted, 
in locating a saddle. Neither seems capable of finding all the low-lying saddles without detailed 
manipulation, but, used together, they seem to form a useful, practical battery of tools [34]. 
With the capability to find minima and saddles, it becomes possible to start exploring the 
geometries of multidimensional potential surfaces and to study systematically how the shape of 
the surface and the dynamics on that surface are related. For example, it is supposed that finite 
ranges of coexistence of solid-like and liquid-like forms of a cluster [35] are associated with the 
occurrence of both deep, narrow wells and broad, rolling regions of the surface, while clusters 
showing slush-like behavior, with gradual transitions from solid to liquid, have more graded 
successions of potential wells with relatively low barriers separating one from the next higher 
[36]. This was tested by quantum-statistical modeling and seems to be well justified [37]. 
A typical multidimensional surface of a cluster (or molecule) has a deepest kind of minimum 
corresponding to the most stable structure of that chemical composition. Associated with that 
structure is a symmetry, the symmetry of the specific geometry of the equilibrium figure; this 
symmetry is described by the symmetry operations that form the point group of a cluster or 
molecule. But in general that minimum is not unique. Other equivalent minima occur on 
the same surface corresponding to structures reached by permuting identical nuclei among the 
different kinds of sites they may occupy. Thus, for example, a cluster or molecule with the 
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structure of an isosceles triangle of three identical nuclei, A, A' and A", has three equivalent 
minima corresponding to the unique middle atom being A, A' or A". The full symmetry of the 
potential surface is, in general, considerably higher than the point group symmetry of the most 
stable geometry. This higher symmetry is sometimes described by what is called the "molecular 
symmetry group" or the 'Tull molecular symmetry group." The molecular symmetry group may 
include all the operations for permuting all the identical particles of each kind among themselves, 
that is, the full permutation groups for every kind of atom that appears more than once in the 
structure. Which of these groups is the relevant one to use, the point group or the molecular 
symmetry group, depends on how much of the potential surface the molecule xplores during the 
time of whatever measurement we are making. 
If our measurement is very slow, then, according to the uncertainty principle, it is capable of 
exhibiting very high energy resolution, i.e., of separating transitions and therefore nergy levels 
very close together. Such closely spaced levels are just what we expect o see as the quantum 
states of a system capable of exploring several geometrically equivalent potential wells during the 
course of a slow measurement. At the extreme, if the system would require an infinitely long 
time to pass from one well to any other, equivalent wells, the quantum states would appear in 
bunches, all the levels in each bunch having exactly the same energy. Conversely, if the system 
explores the wells within a short interval, the quantum states are more widely spaced and can be 
distinguished with a slower, lower-resolution experiment. Fast measurements such as X-ray or 
electron diffraction measure, in effect, structures within a single well. Slow measurements, such 
as some nuclear magnetic resonance spectroscopy and very-high-resolution optical (visible and 
near-ultraviolet) spectroscopy, resolve closely spaced levels and, in effect, see clusters exploring 
various regions of their potentials. To explain what the fast experiments show, we can generally 
use point group symmetries. To explain the splittings een by the slow experiments, we need the 
full molecular symmetry group. Thus the symmetry we observe is intimately linked to what we 
are measuring and how we do it [38]. 
The interactions between atoms that ultimately give rise to the multidimensional potential 
energy surface vary from system to system, of course. Even so long as the concept of atom-atom 
pair potentials i reasonably valid, these pair potentials vary both in shape and in analytic form. 
Besides the Lennard-Jones or "6-12" potential, many others have been introduced. One of the 
most important is the Morse potential, because that seems to give a rather good representation 
of the interaction between two atoms that can form a chemical bond together. This is written 
as an attractive term that grows stronger as the exponential -2e -~(r~-r°) added to a constant, 
and a repulsive term that grows stronger as e -2~(rl-r°). Like the Lennard-Jones potential, the 
repulsive term varies as the square of the attractive term. Unlike the Lennard-Jones potential, 
the Morse has two variable parameters governing its shape, rather than only one: the parameter 
j3, and the depth of the well. This allows one to write the Morse potential in a scaled form, 
so that only the range varies, and is controlled by the value of/~. In this scaled form, there is 
only a single, universal Lennard-Jones potential, which has precisely the same force constant, or 
curvature at the bottom, as the Morse with one particular value of/~. 
Small clusters typically have only one geometric kind of minimum on their potential surfaces. 
The only richness or multiplicity of wells for them arises from the permutational symmetry that 
assures equivalent wells for geometrically equivalent, permutationally inequivalent structures. 
However, clusters of 6 or 7 identical particles uch as Ar6 or ArT may have more than one kind of 
geometrically different well. The At6 cluster in fact, has two kinds of minima, corresponding to
a regular octahedron and to a distorted octahedron, much like a pentagonal bipyramid with one 
equatorial atom of the ring of five missing. The ArT cluster has four geometrically distinct kinds 
of minima, of which the lowest in energy is the pentagonal bipyramid. The geometries ofthe four 
stable structures of At7 are shown in Figure 4; the structures of the cluster at seven of its most 
important saddle points are shown in Figure 5, and a schematic map of the potential surface 
for this cluster is shown in Figure 6, indicating which of the seven saddles connect which of the 
four minima and what the energies are at each of the indicated minima and saddles. For At6, 
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there are 12 geometrically equivalent distorted octahedra round each of the permutationally 
different regular octahedral geometries, of which there are 30 altogether. Hence, this potential 
surface consists of 30 x (1 + 12) or 390 potential minima, 30 deep octahedral wells, which are 
each surrounded by 12 distorted octahedra. 
The hypothetical system composed of 6 identical particles interacting via additive, palrwise 
Morse potentials acts like Ar6, if the parameter governing the curvature and range of the potential 
is close to that which matches the Lennard-Jones potential for argon. These correspond to the 
short-dashed and solid curves of Figure 7, respectively. If, however, the range of the Morse 
potential is extended, so that it '~eaches out" to attract atoms further than nearest neighbors, 
then the potential surface shows only 12 equivalent minima with regular octahedral geometry. 
Two examples are shown by the medium-dashed and long-dashed curves of Figure 7. 
a b c d 
Figure 4. The four stable structures ofthe Air cluster, in order of increasing energy. 
This figure was taken from Ref. [34]. 
b c d 
• f 9 h 
Figure 5. Seven saddles on the potential surface ArT, which link the mlnlma shown 
in Figure 4. These seem to be all the saddles at energies below about -0.34 erg/atom, 
but it is possible that there are others at higher energies. This figure was taken from 
Ref. [34]. 
This is a common feature [39]: pair potentials of long range give rise only to the deepest wells 
with the most highly symmetric geometries on the multidimensional potentials; as the range of 
the potential is shortened, other minima, correspoding toother geometric structures, appear. The 
same is true for saddles on the potential: the occurrence and nature of the saddles on the surface 
also depend crucially on the range of the pair potential. For a one-parameter pair potential such 
as the Morse reduced to a fixed or scalar depth, the appearence or disappearence of minima and 
saddles on the surface depends critically on the value of the parameter. 
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Figure 6. A schematic ross section of the potential surface for ArT, showing how 
the four kinds of minima shown in Figure 4 al~ linked by the seven kinds of saddles 
of Figure 5. Saddles .f and h link geometrically equivalent but permutationally 
ineqnivalent structures with one another: pA;rs of capped octahedra (c of Figure 4) 
in the case of saddle f, and pairs of tricapped tetrahedra (d in Figure 4) in the case 
of saddle h. Tlds Figure was taken from Re/. [34]. 
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Figure 7. The Morse pair potential in terms of the scaled variable p = /3 r, and 
measured in units of P0 = /~r0. The sol;d cm've, for comparison, is tile Lennard- 
Jonas curve in its con'esponding scaled units. The short-, medium- and long-dashed 
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Figure 8. The energies of the foul' ki,ds of luinima on the potential surface of Ar;., 
as function8 of the parameter p0. At values of p0 to the left of the terminal points 
of each curve, the corresponding kind of nfinimtun does not exist. 
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The values at which new potential minima and new saddles appear are bifurcation points, or 
points of catastrophe. Figure 8 shows how the existence and energies of the minima of Ar? depend 
on the value of the scale pararneter p0 - r0 fl in the Morse potential. The four curves correspond, 
from the lowest upward, to the four geometries of Figure 4, from a through d. In Figure 7, the 
successively broader curves correspond to P0 of 6, 4 and 2. The middle dashed curve of Figure 
7 is a pair potential whose range is just short enough to sustain all four kinds of minima on the 
At? surface; 3.74 is the minimum value of P0 for which all four are locally stable minima. 
This brings us to just about where research in this area stands now. The tools are available 
now to look systematically at how the dynamics of clusters vary with the kind and depth of the 
minima and saddles on the potential surface. It is now feasible to carry out molecular dynamics 
simulations with potentials, such as the Morse, with the value of the range parameter chosen to 
be just a little less than and just a little more than each of those critical values, and to learn 
how the wells and saddles influence the way the cluster explores its full potential surface. This 
is not simply the information obtained from the molecular symmetry group because, although 
the molecular symmetry group has within it all the symmetry operations equivalent o all the 
symmetry-allowed transformations of atoms in the cluster, not all those transformations axe 
equally likely. The topology of the rearrangements of atoms of the cluster is every bit as important 
as the symmetry. This topology emerges when we see how each of the wells is connected to its 
neighbors, and how each region of the surface is connected to neighboring regions. This is the 
other facet of the work just ahead. 
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