A solvency cone is a polyhedral convex cone which is used in Mathematical Finance to model proportional transaction costs. It consists of those portfolios which can be traded into non-negative positions. In this note, we provide a characterization of its dual cone in terms of extreme directions and discuss some consequences.
Let d ∈ {2, 3, . . .}, V = {1, . . . , d} and let Π = (π ij ) be a (d × d)-matrix such that ∀i ∈ V : π ii = 1,
(1) ∀i, j ∈ V : 0 < π ij , (2) ∀i, j, k ∈ V : π ij ≤ π ik π kj , (3) ∃i, j, k ∈ V : π ij < π ik π kj .
In a few situations, only if explicitly mentioned, (3) and (4) will be replaced by ∀i, j ∈ V, ∀k ∈ V \ {i, j} : π ij < π ik π kj .
The polyhedral convex cone
is called solvency cone induced by Π, cf. [4] . We denote by K 
Proof. Let M denote the set on the right hand side of (6). Let y ∈ M , then x ⊤ y ≥ 0 for all
Assuming that y ∈ M , we obtain i, j ∈ V such that π ij y i < y j . For x = π ij e i − e j ∈ K d , this means x ⊤ y < 0, a contradiction.
Proposition 2. One has
Proof. By (4) we have π kj π ji > π ki for some i, j, k ∈ V . Using (3), we get π ki π ij π ji ≥ π kj π ji > π ki which implies π ij π ji > 1. We have (π ij e i − e j ) + 1/π ji (π ji e j − e i ) = (π ij − 1/π ji )e i , whence e i ∈ K d for some i ∈ V . For arbitrary j ∈ V we obtain e i + (π ji e j − e i ) = π ji e j ∈ K d . By (2) , e j ∈ K d , i. e. every unit vector belongs to
Assume there is y ∈ K + d with y i = 0 for some i ∈ V . The inequalities in (6) together with (2) imply y = 0. Hence K
+ \ {0} and assume that x ∈ int K d . By a typical separation argument there is
+ such that x ⊤ y ≤ 0. This implies x = 0, a contradiction.
A pair (P, N ) is called a bipartition of V if ∅ = P V and N = V \ P . For a bipartition (P, N ) of V , we denote by G(P, N ) the bipartite digraph with nodes V and arcs E = P × N . Given a digraph G we denote by V (G) the set of nodes and by E(G) the set of arcs of G. All graphs are assumed to be simple, i. e. there are neither parallel arcs nor loops. A spanning tree of a digraph G is a connected subgraph of G with node set V and having no cycles (a cycle may consist of a mixture of forward and backward arcs). The degree deg T (v) is the number of arcs of a graph T which are incident to v ∈ V (T ).
Given a bipartition (P, N ) of V , a vector y ∈ R d is said to be generated by a tree T if T is a spanning tree of G(P, N ) such that
A vector y ∈ R d is called feasible (with respect to (P, N )) if
If y ∈ R d is both generated by a tree T and feasible, we say y is a feasible tree solution (with respect to (P, N )). Note that this notion also occurs in the context of (generalized) minimum-cost flow problems [2, 3] .
Theorem 3. For y ∈ R d , the following statements are equivalent.
(ii) y is a feasible tree solution with respect to some bipartition (P, N ) of V .
Proof. (i) implies (ii). An extreme direction y is a nonzero vector in K + d , hence it satisfies the inequalities in (6) and, by Proposition 2, y has positive components. Consequently, (8) is satisfied for every bipartition (P, N ) of V . The extreme directions of a polyhedral cone in R d correspond to its edges (i. e. 1-dimensional faces). It is well-known (e.g. from linear programming) that y ∈ K 
with linearly independent columns such that M ⊤ y = 0. Define a digraph T = (V, E) with node set V = {i 1 , . . . , i d−1 , j 1 , . . . , j d−1 } (multiple occurrence of indices considered as one node) and arc set E = {(i 1 , j 1 ), . . . ,
We show that T has no (undirected) cycle. Assume that T has a cycle C consisting of n arcs (backward or forward arcs in C). Let M C be the corresponding n × n submatrix of M (obtained by taking the columns corresponding to the arcs of C and by deleting zero rows corresponding to nodes not belonging to C). Let y C ∈ R n be the vector which arises from y > 0 by deleting all components y i for nodes i not belonging to C. Since the columns of M are linearly independent, M C has rank n. But, y C > 0 and M ⊤ C y C = 0, a contradiction. Since T has d − 1 arcs but no (undirected) cycle, there must be at least d nodes. Clearly T must have exactly d nodes and, consequently, T is connected. Thus T is a spanning tree of the complete graph G(V ).
Set
Clearly, P and N are nonempty and as shown above, we have P ∪ N = P ∪ N ′ = V and P ∩ N = ∅, i. e. (P, N ) is a bipartition.
Let j ∈ P ∩ N ′ . Then there exist i ∈ P, k ∈ N ′ such that ij, jk ∈ E(T ). Since T contains no cycles, we have ik ∈ E(T ). Replacing ij by ik we obtain again a spanning tree. We have π ij y i = y j and π jk y j = y k . Using (6), we obtain π ij π jk y i = y k ≤ π ik y i . Since y > 0, we get π ij π jk ≤ π ik . By (3) we obtain π ij π jk = π ik which implies π ik y i = y k . Repeating this procedure we obtain after finitely many steps a spanning tree S of the bipartite graph G(P, N ) such that π ij y i = y j whenever ij ∈ E(S), i. e. (7) holds.
(ii) implies (i). We start showing that y belongs to K + d , i. e. π ij y i ≥ y j for all i, j ∈ V . Let i, j ∈ V be given. We distinguish four cases. Case (a). If i ∈ P and j ∈ N , the statement follows from (8). Case (b). If i ∈ P and j ∈ P , there exists k ∈ N such that jk belongs to the spanning tree T of the bipartite graph G(P, N ), hence π jk y j = y k . By (8) we have π ik y i ≥ y k . Using (3), we get
Case (c). If i ∈ N and j ∈ N , there is k ∈ P such that ki belongs to T . We have π ki y k = y i and, by (8), π kj y k ≥ y j . It follows
Case (d). Let i ∈ N and j ∈ P . There exists k ∈ P such that π ki y k = y i and as shown in case (b) we have π kj y k ≥ y j . The result now follows like in case (c).
The d−1 arcs of T correspond to d−1 inequalities in (6), which are satisfied with equality. It remains to show that these d − 1 equations are linearly independent (i. e. their coefficient vectors are so). For d = 2 the statement is obviously true. Let d > 2. It is well-known that every spanning tree T has a node k which is incident to exactly one of its arcs. By (2) , this means that the variable y k occurs in exactly one equation. If this equation, the node k, and the arc incident to k are omitted, we obtain the same problem for dimension d − 1, i. e. the desired statement follows by induction.
We next show the existence of feasible tree solutions y, where additional conditions to the corresponding spanning tree can be supposed. Let N = {1, 2, . . .} denote the positive integers. Let a bipartition (P, N ) of V = {1, . . . , d} be given. A vector c ∈ N P is called P -configuration if i∈P c i = d − 1. Likewise we introduce an N -configuration. The degree vector deg T (A) ∈ N A of a node set A ⊆ V of a tree (or graph) T is the vector with components deg T (i), i ∈ A. Clearly, if T is a spanning tree of G(P, N ), then deg T (P ) is a P -configuration. By T (H) we denote the set of all spanning trees of a graph or digraph H. Lemma 4. Let H be a bipartite graph with bipartition (P, N ). Then
Proof. Let P H := {deg T (P )| T ∈ T (H)} and N H := {deg T (N )| T ∈ T (H)}. We prove |P H | = |N H | by induction on the order of E := E(H). If H is disconnected then P H = N H = ∅, and if H is a tree then P H = {deg H (P )} and N H = {deg H (N )}. Therefore, the induction starts, and for the induction step we may assume that H contains at least one cycle, so that every spanning tree of H misses at least one edge of H. By the principle of inclusion and exclusion we thus obtain Lemma 5. Let H = H(P, N ) be a bipartite digraph such that E(H) ⊆ P × N and let S, T be two spanning trees of H such that deg S (P ) = deg T (P ). For every arc ij ∈ E(T ) \ E(S) there exists a cycle C in H such that every forward arc in C belongs to S and every backward arc in C belongs to T and C contains the arc ij.
and, analogously,
Proof. We construct an auxilary digraph D on P ∪ N , where there is an arc from k ∈ P to l ∈ N if k, l are connected by an edge in S and an arc from l ∈ N to k ∈ P if k, l are connected by an edge in T . A continuously directed cycle of length at least 3 in D then corresponds to an alternating cycle in H as desired. Consequently, it suffices to prove that D is strongly connected. Suppose this is not the case. By Menger's Theorem [1] , there exists a nonempty, proper subset X of V (D) such that there is no edge from
Let s, t denote the number of edges in S, T , respectively, connecting two vertices in X, and let u denote the number of edges in T connecting a vertex in X to a vertex in V (H) \ X. For a feasible tree solution y we define a subgraph H(y) of the bipartite digraph G = G(P, N ) by V (H(y)) := V (G) and E(H(y)) := {ij ∈ P × N | π ij y i = y j }. We set P(y) := {deg T (P )| T ∈ T (H(y))} and N (y) := {deg T (N )| T ∈ T (H(y))}.
Lemma 6. Let x, y be two feasible tree solutions such that x = αy for all α > 0. Then P(x) ∩ P(y) = ∅ and N (x) ∩ N (y) = ∅. Proof. First observe that H(x) ∩ H(y) does not contain a spanning tree of G. Assume there is a P -configuration c ∈ P(x) ∩ P(y). Then there are two spanning trees S ∈ T (H(x)) and T ∈ T (H(y)) such that c = deg S (P ) = deg T (P ). Since x = αy for all α > 0 we have S = T . Since S ∈ T (H(x)) and T (H(x)) ∩ T (H(y)) = ∅, there is an edge ij ∈ E(S) \ E(H(y)), i. e. π ij y i > y j . By Lemma 5 there exists a cycle C = {e 1 , . . . , e 2k } in G such that e 2l−1 ∈ E(S) and e 2l ∈ E(T ) for l = 1, . . . , k and e 2l−1 = ij for some l ∈ {1, . . . , k}. Taking into account π ij y i > y j , the inequalities (8), and the equalities arising from T ∈ T (H(y)) for the feasible tree solution y > 0 we obtain k l=1 π 2l−1 π 2l > 1. Now using for the same cycle the inequalities (8) and the equalities arising from S ∈ T (H(x)) for the feasible tree solution x > 0 we obtain the contradiction k l=1 π 2l π 2l−1 ≥ 1. The second statement can be proven likewise taking into account that the role of P and N can be commuted in Lemma 5.
Theorem 7. For every bipartition (P, N ) of V and every P -configuration c ∈ N P there exists a feasible tree solution y ∈ R d generated by a spanning tree T of the bipartite graph G(P, N ) with deg T (P ) = c. An analogous statement holds if an N -configuration is given.
Proof. We prove the result by induction. For a bipartition of V = {1, 2}, the statement is obvious. Assume the statement holds for every bipartition of V 0 = {1, . . . , d − 1}. Let (P, N ) be a bipartition of V = {1, . . . , d} and let c ∈ N P be a P -configuration.
Set p = |P | and n = |N |. For the moment we assume that p ≥ n. Hence there exists i ∈ P such that c i = 1, say d ∈ P and c d = 1. Set P 0 := P \ {d} and consider the bipartition (P 0 , N ) of V 0 and the P 0 -configuration c 0 ∈ N P 0 which arises from c by omitting the last component. We assumed that there is a feasible tree solution y 0 ∈ R d−1 generated by a spanning tree T 0 of G(P 0 , N ) with deg T 0 (P 0 ) = c 0 . Set T := (V 0 ∪ {d} , E(T 0 ) ∪ {dk}), where k ∈ arg max{y 0 j /π dj | j ∈ N }, and y := (y 0 1 , . . .
Of course, T is a spanning tree of G(P, N ) and we have deg T (P ) = c. Let j ∈ N be given. We have y d = y k /π dk ≥ y j /π dj and hence π dj y d ≥ y j , i. e. y is feasible with respect to (P, N ). This means, if p ≥ n, there exists a feasible tree solution y with respect to a tree T such that deg T (P ) = c.
Still assuming p ≥ n, we next show that for every N -configuration b there exist a feasible tree solution y with respect to a tree T such that deg T (N ) = b. To this end, note first that there are 
Corollary 9. Assume that also (5) holds. Let x, y be two feasible tree solutions with respect to bipartitions (P x , N x ) and (P y , N y ) of V , respectively. Then (P x , N x ) = (P y , N y ) implies
Proof. Let x, y be generated by the spanning trees T x , T y of G(P x , N x ) and G(P y , N y ), respectively. From (P x , N x ) = (P y , N y ) we obtain (P y ∩ N x ) ∪ (P x ∩ N y ) = ∅. Without loss of generality, we assume there exists i ∈ (P y ∩ N x ). There is k ∈ P x and j ∈ N y such that ki ∈ E(T x ) and ij ∈ E(T y ). Hence we have π ki x k = x i and π ij y i = y j . Assume there is α > 0 such that x = αy, then we obtain π ki y k = y i . Thus (5) implies π kj y k < π ki π ij y k = y j . By (6), we obtain y ∈ K The following example shows that the bound in Corollary 10 cannot be improved.
Example 11. Let the non-diagonal entries of the matrix Π ∈ R d×d (d ≥ 2) be pairwise different prime numbers such that (min
This is possible for arbitrary dimension by the prime number theorem. Further let π ii := 1 for all i ∈ V . Then, (1), (2) and (5) is satisfied. Corollary 9 and Theorem 3 yield that we obtain pairwise different extreme directions for pairwise different bipartitions. Let us fix an arbitrary bipartition (P, N ). Assume that |P(y)| > 1 for some feasible tree solution y with respect to (P, N ). Then H(y) contains a cycle C = {e 1 , . . . , e 2k } and we obtain k l=1 π 2l−1 = k l=1 π 2l . But the π ij are pairwise different prime numbers, whence the contradiction. Thus be have |P(y)| = 1 for all feasible tree solutions.
Given two P -configurations c 1 , c 2 ∈ N P such that c 1 = c 2 . By Theorem 7 there are feasible tree solutions y 1 , y 2 such that c 1 ∈ P(y 1 ) and c 2 ∈ P(y 2 ). Clearly, we have P(y) = P(αy) for all α > 0. Using |P(y 1 )| = |P(y 2 )| = 1 we conclude that y 1 = αy 2 for all α > 0. This means that we obtain pairwise different extreme directions of K The proof of Theorem 7 provides a method to compute selected extreme directions, i. e. extreme directions with respect to a given bipartition (P, N ) and a given P -configuration c (or a given N -configuration b). This allows to compute certain subsets of generating vectors in cases where the computation of all extreme directions is not any more tractable. The method consists of the two functions given below. Each function calls itself or the other function recursively. Let P and N denote, respectively, the set of all P -configurations and the set of all N -configurations with respect to a bipartition (P, N ).
Algorithm part 1 function (y, b) = getb(P, N, c); Input: bipartition (P, N ), P -configuration c; Output: feasible tree solution y with resp. to (P, N ); N -configuration b ∈ N (y); Output: feasible tree solution y with resp. to (P, N ); P -configuration c ∈ P(y); Corollary 16. For the special case π ij = a j /b i with b k = a k for some k ∈ V , one has Finally we give an interpretation of the main results. Consider a portfolio x ∈ R d given in physical units of d ≥ 2 assets (or currencies) with at least one positive position x k > 0 and at least one negative position x l < 0. Setting P := {i ∈ V | x i ≥ 0} and N := {j ∈ V | x j < 0}, we obtain a bipartition. The digraph G(P, N ) leads to a generalized network flow problem with demands h i = x i (i ∈ P ), h j ≤ x j (j ∈ N ) and gains π ij (ij ∈ E), see [3] . The flow variables z ij ≥ 0 stand for transactions of π ij z ij units of asset i into z ij units of asset j.
A vector y ∈ K + d describes a price system which is consistent in the sense that every portfolio x ∈ K d has a nonnegative value with respect to y, that is, y ⊤ x ≥ 0. We have π ij ≥ y j /y i (i, j ∈ V ) for all those price systems, see (6). But, of course, a transaction is realizable (in the sense that the price system y is compatible to market prices π ij ) only in case of π ij = y j /y i , compare (7). A feasible tree solution y generated by a tree T describes a consistent price system where transactions along arcs of the tree T are realizable. Theorem 3 states that these price systems are exactly those which cannot be expressed as a non-trivial combination of two other consistent price systems.
Clearly, if we consider a consistent price system which is realizable by only transactions on arcs of a spanning tree T , the degree vector deg T (P ) describes a contribution scheme: Any "positive" asset i ∈ P in a portfolio is used in order to buy shares of deg T (i) different "negative" assets j ∈ N . Theorem 7 states that for every given contribution scheme c ∈ P, there exists a realizable consistent price system y.
If we are given bid prices b i and ask prices a i for each asset i ∈ V , all denoted in the same currency, and if an exchange between any two distinct assets can only be made via cash in this currency (and not directly), we obtain the special case π ij := a j /b i (i = j). As shown in Corollary 13, in this case, the realizable consistent price systems are independent from the contribution schemes.
