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Abstract 
Asymptotic expansions of certain finite and infinite integrals involving products of two Bessel functions of the 
first kind are obtained by using the generalized hypergeometric and Meijer functions. The Bessel functions involved 
are of arbitrary (generally different) orders, but of the same argument containing a parameter which tends to 
infinity. These types of integrals arise in various contexts, including wave scattering and crystallography, and are of 
general mathematical interest being related to the Riemann-Liouville and Hankel integrals. The results complete 
the asymptotic expansions derived previously by two different methods - a straightforward approach and the 
Mellin-transform technique. These asymptotic expansions supply practical algorithms for computing the integrals. 
The leading terms explicitly provide valuable analytical insight into the high-frequency behavior of the solutions to 
the wave-scattering problems. 
Key words: Asymptotic expansion; Bessel functions; Generalized hypergeometric function; Hankel integral; Meijer 
function; Riemann-Liouville integral 
1. Introduction and results 
Integrals of the types 
I,(A) = i+dX &(A 
ym dt 
sin x)J,(A sin x), (1) 
which involve products of two Bessel functions of the same argument (but not necessarily of the 
same order), arise in various practical contexts. Thus, integrals of the first type arise in the 
l This work was supported in part by the U.S. Navy and the National Institutes of Health. 
* Corresponding author. 
0377-0427/94/$07.00 0 1994 Elsevier Science B.V. All rights reserved 
SSDI 0377-0427(93)E0130-E 
534 B.J. Stoyanol: et al. /Journal of Computational and Applied Mathematics 50 (1994) 533-543 
variational formulation of wave scattering from cylindrically-symmetric objects [16-181 and in 
crystallography [13,23,24], while integrals of the second type enter in the calculations of 
plane-wave scattering from periodic surfaces [18,20]. Of particular interest in the wave-scatter- 
ing problems is the high-frequency behavior of the derived solutions. For this purpose, 
asymptotic expansions of the above integrals when the parameter A + 03 are needed (cf. [4, 
Section 1.2.131). 
The asymptotic expansions, to moderate orders, for integrals Z,(A) and Z,(A) have been 
obtained previously [18] by using two different methods, viz., a straightforward approach 
introduced in [16] and the Mellin-transform technique [3,14,24] with certain simplifications and 
modifications detailed in [18]. Particular cases of Z,(A) corresponding to p = v = 0 and 
p = v > - 3 were considered earlier in [16] and [23,24], respectively. Some special results for 
Z,(A) are available in the literature and will be briefly discussed later. As pointed out in [18], 
the two methods used there are complementary in character. The straightforward method is a 
heuristic approach that readily produces the asymptotic formulae and leading correction terms. 
It proceeds by introducing auxiliary parameters, by means of which the integrals are partitioned 
into parts that can be either easily evaluated or reduced to known results. The other method 
employs Mellin transforms in formally abstruse but well-established recipes and is better suited 
than the straightforward method for routinely generating higher-order terms. 
Recently, it has been suggested by Temme [19] that the asymptotic expansions of Z,(h) and 
I,(A) could also be derived directly from the generalized hypergeometric /,-function and the 
Meijer G-function representations of the integrals, using the formalism systematically devel- 
oped in [9] (see also [5,7,10-121 and references therein). Briefly, this alternative approach 
essentially consists in finding representations of the integrals in terms of particular .F,(z) or 
G( z)-functions, and then deducing asymptotic expansions of these functions for 1 z I + ~0 from 
the appropriate general formulae and procedures available in the literature. Unlike the Mellin 
transform technique which has been widely used in various asymptotic analyses and has become 
an integral part of several textbooks (see, e.g., [3,14,24]), the method based on the pFq- and 
G-functions is not nearly as common among applied researchers, partly because its greater 
generality entails more formal treatment. 
In the present paper, we derive the complete (i.e., infinite) asymptotic expansions by this 
alternative method for the integrals in Cl), (21, thereby rendering the method and the results 
more accessible for wider practical use. By considering the same integrals as in [18], and 
providing the necessary background information on the formalism either explicitly or by specific 
citations, with sufficient details of the calculations exhibited, the generality and powerful 
features of this method can be readily appreciated. Also, its relation to the Mellin transform 
technique will be apparent. 
We demonstrate that for A + ~0 the integrals I,(A) and I,(A) have complete asymptotic 
expansions which by introducing an index II = 1, 2 can be compactly combined together as 
Z,(A) _ 2 A-(2k+l)(_)k(2-n) ('4)k 
k=O ?-r(l/n)k k! 
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-A-2(k+“(tz - 1) (3) 
where (&4)k is to be interpreted as the product niZI(ah>k of the Pochhammer symbols [l, Eq. 
6.1.221 defined by ((~~1~ = T(a, + k)/T(ah), and $((Y4) as the sum Ct=,$(ah) of digamma 
functions [l, p.2581, with the ah’s given by the set Cu, consisting of i(l + p + v), i<l + CL - v), 
i(l - I_L + V) and i(l - p - v); likewise for (3 + ci;,),, $(k + (Y4), etc. The other quantities are 
defined as 
5 = i(P - V)F &I) = 2h - i(/_L + V + $r, (4a) 
(cr,” = Y + @($(I + F, + v)> + $I(# + p - v)) + $(S -p + v)), (4b) 
with y being Euler’s constant [l, Eq. 6.1.31. The coefficients Nk in the asymptotic expansion of 
I,(A) in (3) are determined from the recursion formula 
16(/Y + l)N,+, = 4[5k(k+1)-2(~2+v2-;)]Nk-8[k3-k(~2+v2-+)]Nk_1 
where N,, = 1, and N, = 0 if m < 0. 
The (p, v) symmetry manifest in the original equations (11, (2) is evident in the asymptotic 
expansions (31, (4) of I,(h) and I,(h) as well. The results in [18] follow from the present results 
if only the k = 0, 1 contributions are explicitly retained in (3), except for the last term of which 
only the k = 0 contribution has to be retained. A sufficient condition for the validity of (3) is 
Re(p + v> > - 1; this restriction is to avoid the divergence of the integrals at the lower limit of 
integration because of the singular behavior of the Bessel functions when their argument is 
zero and the indices (CL, v) are negative (cf. [l, Eq. 9.1.141). However, (3) as displayed is in fact 
valid for all integer (p, v) as can be demonstrated by a simple application of the reflection 
formula [l, Eq. 6.3.71 to singular digamma functions. Alternatively, negative integer values of 
the indices (p, v) could be treated a priori by using the order-parity property [l, Eq. 9.1.51 to 
pass over to the case of positive integer (j_~, v). 
2. The p F,- and G-function representations of I,( A) and I,(A) 
Turning now to the derivation of (3) with the present method, we need first to express the 
integrals in (1) and (2) in terms of particular .F,- and G-functions. Although such representa- 
tions can be deduced from more general formulae tabulated in the literature cited below, it is 
instructive to derive the needed representations directly from the general definitions of the ,F,- 
and G-functions. 
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2.1. Representations of I,(A) 
For convenience, we first rewrite I,(A) as a special case of the Riemann-Liouville type 
fractional integral by an obvious change of variables: 
and substitute the well-known series representation [l, Eq. 9.1.141 
JjLww = 2 
(_)m($)~+Y+2m r(p + Y + 2m + 1) 
m=()m! r(~+++++l)T(~+m+1)T(v+m+1)’ (6) 
Then, interchanging the order of summation and integration and using the particular Beta 
function expressions (cf. [l, Eqs. 6.2.1, 6.2.21) 
with a = +<p + v + 1) + m, and Re(p + V> > - 1 to insure convergence at the lower limit of 
integration, we arrive at an expression containing an infinite series of a ratio of products of 
Gamma functions. After simple manipulations, a direct comparison with the PF,-function 
definition [9, Eqs. 3.2(l), 3.2(2)] 
where the notation is similar to that in (3), yields 
I,(A) = ;AP+” #+E-L+z$ +(l+P++y) 
l+/_&+V,l+p,l+V 
(9) 
The Meijer G-function representation follows immediately by applying the interrelation [9, 
Eq. 5.2(14)] between the .F,- and a G-function to (91, and one finds 
(10) 
The result in (9) can be recognized as a particular case of [6, Eq. 10.46.11 (cf. also [15, Eq. (31, 
p.212]), and this representation was pointed out in [16] for the special case p = v = 0. The 
Meijer G-function representation in (10) could also have been deduced from a more general 
result given in [9, Eq. 5.6.4(10)]. 
2.2. Representations of I,(A) 
The approach used in Section 2.1 to derive the pFq-representation of I,(A) is not applicable 
to 12(A) of (2) directly. Indeed, if the series from (6) is substituted into I,( A), this integral would 
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diverge at the upper limit of integration where the argument is infinite. Therefore, it is 
expedient to substitute the G-function representation of the product of Bessel functions [9, Eq. 
6.4(26)] 
(11) 
into (2), and utilize the contour integral expression for this G-function according to the general 
definition via the Mellin-Barnes-type integral [9, Eq. 5.2(l)] 
1 
=- 
/ 
lYIi”,~r(bj-s)lYI~=~T(l -aj+S) zs ds 
27-d _~ll~~,+, r(l -bj+s)niP_n+Ir(Uj-s) ’ (12) 
where A?’ is an infinite contour satisfying certain conditions [9, p.1441 for the integral to 
converge. 
Then, interchanging the order of integrations, using the infinite integral expression for the 
particular Beta function (cf. [l, Eqs. 6.2.1, 6.2.21) 
B(a, 1 -u) = 2~m&f*Q-1 = r(a)r(l -a), (13) 
with a = s + i and - $ < Re(s) < : to insure convergence at both limits of integration, and 
comparing the remaining contour integral with the general definition in (121, we readily obtain 
(14) 
Obviously, this procedure could also be used to derive the G-function representation (10) of 
I,(h) directly from (5) and (7) with a = s + i, Re(s) > - $ to insure convergence at the lower 
limit of integration. We could then rederive the ,_,F,-representation (9), by utilizing the reverse 
interrelation [9, Eq. 5.2(12)]. 
For completeness, we next obtain the ascending series representation of I,(A) in terms of 
two PF,-functions. From (14), using [9, Eq. 5.2(7)], we get 
nhw+V2-(1+P+4 
I*(A) = 
r(1 + /+(l + V) cos[$& + +r] 2F3 i 
~(l+P+~),l+~(P+~) *2 
l+j.&,l+V,l+~+V 
4h 1, 1, ; 
-“[(~+y)2-l][(~-V)2-1]3F4 l+cw, I+* cos5Y ( Ii 
(15) 
where Re(p + Y) > - 1, and the quantities G4 and 6 are as defined earlier, see (3) ff. Note that 
the separate terms in (15) are not defined if p + v is an odd positive integer, however, their 
sum is well-defined in the limit and the limiting value can be found by use of L’Hopital’s 
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theorem (cf. [8, Eq. (16) ff.]). Further, the result in (15) can be found as a particular case of [15, 
Eq. (lo), p.2131 (cf. also [22, §13.61]), while the representation in (14) can be deduced from a 
more general formula [9, Eq. 5.6.2(18)]. Finally, it is worthwhile to note that because of its 
singular two-term form, the representation in (15) is less suitable than those in (9), (10) and (14) 
for deriving asymptotic expansions of the integrals, to which we now turn. 
3. Asymptotic expansions of I,(h) and I,(A) 
3. I. General remarks 
All the formulas that are needed to obtain the asymptotic expansions for the .F,- and 
G-functions that represent our integrals are given in [9]. Asymptotic expansions of GE;‘Yt) for 
all values of m, rz, p, q and arg z for I z 1 + ~0 are treated in [9, Chapter 51. The method, 
originally due to Meijer, depends on the fact that GPy;‘Yz) satisfies a homogeneous linear 
differential equation of which certain special G-functions constitute a fundamental system of 
solutions near 12 I = m. More specifically, when p < q and certain conditions hold [9, Section 
5.81, there are p linearly independent solutions of the class 
and q -p linearly independent solutions of the class G,“:,o(qk), k = 1, 2,. . . , q -p. (The LJ and 
nk are proportional to z and are given explicitly in [9, Section 5.81.) Since every GPy;” can be 
expressed as a linear sum of these G-functions with modified arguments according to the 
expansion theorems of [9, Section 5.9.31, one has to consider in detail only asymptotic 
expansions of these special G-functions to obtain asymptotic expansions of arbitrary G-func- 
tions. 
Asymptotic expansions of G:,$[lla,> and G,“:‘(vJ~) were originally derived in [2] (see also [9, 
Section 5.71). The asymptotic behavior of G$(~lla,) can be obtained by a simple method 
involving the application of the residue theorem to Mellin-Barnes integral representations of 
this function. Indeed, as can be easily verified (cf. [9, p.14411, the integrand in (12) for m = q 
and IZ = 1 decreases exponentially when the absolute value of the imaginary part of s is large. 
Under these conditions, it can be shown (see, e.g., [IS]> that the asymptotic behavior is 
algebraic in 5. Specifically, the contour L? in (12) is chosen to be a path from - ice to + im such 
that all of the poles of T(bj - s>, j = 1, 2,. . . , m, lie to the right of the path and all the poles of 
r(l - ak + s), k = 1, 2,. , . , n, lie to the left (cf. [9, Eq. 5.2(2).]). In order to obtain an asymptotic 
representation, it is convenient to consider the integral along a closed rectangular path in the 
counterclockwise direction, with the downward vertical line going from, say, -R + iw to 
-R - ia. The contour encloses the poles of 01 - ak + s) that are to the right of -R and 
excludes the poles of r(bj - s>; thus this integral is algebraic in l/s. Moreover, the contribu- 
tions along the horizontal line portions of the contour are negligible and the integral along the 
part of the path from -R + ice to -R - im can be shown to be of higher order in l/t than the 
contribution from any of the enclosed poles. Thus the sum of the residues from the enclosed 
poles yields an asymptotic representation of GP,4. q~lIt should be noted that when two or more of 
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the uk’s in the G-function differ by a positive integer or zero (as in our case), some of the poles 
of the integrand will be of higher order. 
The derivation of the asymptotic expansion for G,“,a”(qk> is more intricate. Briefly, we note 
that for Gi$qk) the only singularities of the integrand in (12) are the poles of n~=,r<bj - s), 
so considering the contour treated above is of no benefit. Because the poles of T(bj - s) are to 
the right of the path of integration from - ic= to +im, we can move this path to the left and 
locate it at -R - im to -R + iw. If R is large, then we can take advantage of the asymptotic 
relationship given in [9, Eq. 2.11(25)] to express the ratio of products of Gamma functions in 
(12) as a sum of Gamma functions whose arguments are of the form u/3 - us -j, with 
j=O, 1 * * > u = q -p and ~0 = i(l - a) + Cz=ib, - CfZlah. Each of these terms has poles at 
s = Cue’ 1 j + ~)/a, v = 0, 1,. . . , and the integral can be evaluated by applying the residue 
theorem to a contour that proceeds from -R - im to -R + im, then closes along an infinite arc 
in the clockwise direction from -R + im to -R - im. The integral along the arc can be shown 
to vanish, so the integral of each of the terms is the sum of residues at the poles for 
v=o, l... . This sum can be done explicitly and yields an exponential. In particular, 
w’“- 1)/Z 
6 
+O(vk"'"") > (16) 1 
where h,? is defined in [9, Section 5.71, and the order of the asymptotic expansion is such that 
M-l<R<M. 
These considerations permit the asymptotic evaluation of any Meijer G-function. Moreover, 
since PFq is a special case of a G-function (see, e.g., [9, Eqs. 5.11(l), 5.11(2)]), these techniques 
can be used to deduce the asymptotic expansions of PFq, as is done explicitly in [9, Section 5.111. 
Complete asymptotic forms are presented in that section in addition to the asymptotically 
dominant terms that are analogous to the reduced forms for arbitrary G-functions given in [9, 
Section 5.101. 
3.2. Asymptotic expansion of I,(A) 
The asymptotic evaluation of I,(h) is straightforward and will be treated first. It is most 
readily obtained by noting that, using [9, Eq. 5.3(l)], 
we can transform (14) into 
(17) 
where Gzj2(A -2> is given by (12). Luke [9, Section 5.21 has shown how to express the Meijer 
G(z)-function in terms of a convergent series in powers of z when b, = b, and p < q. In our 
case p > q, so we can only express the G-function as an asymptotic series. Using arguments 
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analogous to those of [9, Section 5.21, we arrive at an asymptotic equation of exactly the same 
form as [9, Eq. 5.2(10)] except that the equals sign is replaced by the asymptotic equality sign 
- , and z by A-*. Thus we find 
(19) 
where G4, JY and (cl,, h ave the same meaning as in (3), (4). By use of the formal definitions of 
4F1 and :FF in (8) and [9, Eq. 5.1(24)], respectively, the result in (3) for IZ = 2 immediately 
follows. 
It is interesting to note that, using the reflection and duplication formulae for the Gamma 
function [l, Eqs. 6.1.17, 6.1.181 and the substitution z + 2s in [18, Eqs. (26), (31)], one can show 
that the Mellin-transform method leads to (18). We also note that the asymptotic (A + m) 
behavior of I,(A) for the case p + v = even integer, with p, v being integers as well, has been 
previously studied in [20, Appendix C] by replacing the product of Bessel functions by 
Neumann’s integral [22, $5.431, and using Watson’s transformation (see, e.g., [4, pp. 34-361) 
among other things. (However, terms of O(A -3> obtained in [20] are in error, lacking the last 
three contributions for k = 1 present in the first brackets in (3) for n = 2.) Also, as pointed out 
in [18], I,(A) is one of Hankel’s infinite integrals that can be evaluated in closed form for 
p - Y = odd integer [22, Eq. (6), p.4301, which serves as an additional check of the asymptotic 
result for this particular case. 
3.3. Asymptotic expansion of I,(A) 
It can be easily verified (cf. [9, Eq. 5.2(2)]) that the contour integral for the G-function in (10) 
converges absolutely only when Re(s) > - i. Thus, the vertical line of the integration path 
cannot be moved further to the left to pick up contributions from the second-order poles of 
lJ~=,r(l - aj +s) at s = - + - V, v = 0, 1,. . . , according to the residue theorem. This is 
indicative of the presence of the exponentially-dominant (or, rather, oscillatory in A) contribu- 
tions to the asymptotic expansion of G,,,. L* According to the expansion theorems discussed in 
Section 3.1, such contributions are due to the special G,,, 4po functions that combine with the 
special G$ functions to represent G::(A) for A + ~0. 
It was explicitly shown in [18] that the asymptotic contributions that are oscillatory in A are 
due to the critical point (cf. [3, pp. 84, 3201) at the upper limit of integration in I,(A). With the 
methods considered in [18], this critical point (represented either by the stationary phase point 
of the integral in (1) or by the integrable singularity of the integrand function in (5)) was first 
isolated and then treated by special techniques. More specifically, the extension of the simple 
integration-by-parts method based on neutralizer techniques or a similar extension of the 
standard method of stationary phase had to be employed as discussed in [3, Sections 3.4, 6.11. 
(Cf. also the interesting remarks in [21] concerning the peculiar nature of such oscillatory 
contributions.) With the present method, the isolation of the oscillatory contributions to Z,(A) is 
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accomplished automatically (albeit formally) through the expansion theorem, and the dominant 
terms (oscillatory and algebraic) in the asymptotic expansion are given by [9, Eq. 5.10(9)]. 
The complete asymptotic expansion of Z,(A) (and not just its dominant terms from [9, Eq. 
5.10(9)]) can be derived from the OF,-function representation (9) of this integral by applying the 
appropriate formulae according to [9, Section 5.111. The asymptotic expansion of the 2F3(h) is 
expressed in terms of algebraically-varying L,,(A) contributions that arise from the G$ Meijer 
functions and oscillatory K2,3(h) contributions from the G;t functions. According to [9, Eq. 
5.11.2(6)], Eq. (9) becomes 
Z,(h) - $v+y (L,,,(A') +K2,3([heiT/2]2) +K2,3([Ae-iT’2]2)}, (204 
with asymptotic expressions for L,,, and K,,, obtained as follows. Because (or = cy2 for the 2F3 
in (9), the appropriate formula for the L2,3 is [9, Eq. 5.1(29)] deduced by the L’Hopital limit 
process, and for our case this formula yields 
L2,,(A2) = ;A- (CL+‘+‘) 2(ln A - ePy) 4Fl 
similar to (19). The sum of K,,, terms in (20a) can be conveniently evaluated from [9, Eq. 
5.11.1(21)] as 
K,,,( [ Aei”/2]2) + K,,,( [ Ae-i”/2]2) = 
A-b+4 m 
G c A-(k+3/2)Nk sin[ $(A) - ~ZCT], (204 
k 0 
with +(A) defined in (4a). The Nk can be determined from the four-term recursion formula [9, 
Eq. 5.11.2(13)], which in our case reduces to (4~). Inserting (20b) and (20~) into (20a), the result 
can be written as 
(lnA-~PV),F,(4”l_h21-(f)~F~(~~~~~~-A-2))cosi 
+ g kgOA-kNk sin[+(h) - $kTr]. (21) 
Finally, using the definitions of a Fl and :FF referred to following (19), one obtains (3) for 
n = 1. 
4. Conclusions 
The complete asymptotic expansions of certain integrals involving products of two Bessel 
functions were obtained by using the asymptotic method based on the generalized hypergeo- 
metric and Meijer functions formalism. As demonstrated here on the concrete applications (see 
also [SD, this method represents a very general and powerful tool for asymptotic analyses of 
complicated integrals arising in various practical contexts. Relations of the present asymptotic 
method to the Mellin-transform technique are also indicated. The asymptotic expansions 
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complete the results derived earlier [18] by two different methods, and may serve as practical 
algorithms for computing the integrals (for an example on the numerical accuracy as a function 
of A, see [16]). The leading terms explicitly provide the large-parameter (A B- 1) behavior of the 
integrals, and hence a valuable insight into the high-frequency behavior of the solutions to the 
wave-scattering problems [17]. 
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