Performance Analysis of a Multi-hop UCRN with Co-Channel Interference by Hussein J et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This work is licensed under a Creative Commons Attribution 3.0 Unported License 
 
 
Newcastle University ePrints - eprint.ncl.ac.uk 
 
Hussein J, Ikki S, Boussakta S, Tsimenidis C, Chambers J.  
Performance Analysis of a Multi-hop UCRN with Co-Channel Interference.  
IEEE Transactions on Communications (2016) 
DOI: 10.1109/TCOMM.2016.2591522 
 
Copyright: 
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see 
http://creativecommons.org/licenses/by/3.0/  
DOI link to article: 
http://dx.doi.org/10.1109/TCOMM.2016.2591522  
Date deposited:   
22/07/2016 
 
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2016.2591522, IEEE
Transactions on Communications
1
Performance Analysis of a Multi-hop UCRN with Co-Channel
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Abstract—In this paper, the performance of a multi-hop under-
lay cognitive radio network (UCRN) is thoroughly assessed. The
co-existence of a primary transceiver and co-channel interference
(CCI) are considered along with an uplink single-input multiple-
output (SIMO) system utilizing selection combining (SC) and
maximal ratio combining (MRC) techniques at the receiver
nodes. First, the equivalent per-hop signal-to-interference-plus-
noise ratio (SINR) for the UCRN is formulated. Second, the
exact cumulative distribution function (CDF) and the probability
distribution function (PDF) of the per-hop SINR are derived
and discussed. Furthermore, approximate expressions exhibiting
reduced complexity for the per hop equivalent CDF are derived
to provide more insights. From the resulting CDF, the exact
outage performance of the CR network is thoroughly assessed.
In addition, mathematical formulas are derived for the average
error probability and system ergodic capacity. Finally, the derived
analytical expressions are validated by presenting numerical and
simulation results for different network parameters. The results
show that several factors contribute to the degradation of the sys-
tem performance, namely the interference power constraint, the
primary transmitter power and the presence of CCI, especially
in the case where the CCI increases linearly with the secondary
transmission powers.
Index Terms—Cognitive radio, multi-hop, co-channel interfer-
ence, antenna selection, outage performance, error probability
performance, ergodic capacity performance
I. INTRODUCTION
THE radio spectrum is a crucial resource that exists forall wireless communication purposes. Cognitive radio
(CR) as a solution technique has been suggested in wireless
communication to combat the underutilization of the frequency
spectrum, i.e. using the existing frequency spectrum more
efficiently, and to increase the data throughput of the users [1].
The CR field has inspired several researchers to investigate its
implementation possibilities, advantages and challenges [2].
In a CR network, two kinds of users exist and are named as
primary user (PU), also known as licensed user, and secondary
user (SU), also known as unlicensed user [1]. The PU refers
to the users that have a licence to use a specific frequency
spectrum at any time without restrictions. SU refers to the
users that can use an intended frequency spectrum but with
regulations and some restrictions. To realize the CR network,
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and based on the arrangements of primary and secondary
users, three paradigms have been proposed [1], which are
underlay, interweave and overlay. In this work, we focus
on an underlay CR paradigm to investigate its performance
behaviour.
In an underlay cognitive radio network (UCRN), both PU
and SU can broadcast signals at the same time in a specific
frequency spectrum [2]. However, the PU is protected by a
strict threshold power constraint [1] named as the interference
power constraint (Imax), which is the maximum allowable
interference from the SU transmit node to the PU receiver
node. This is a key guarantee for the protection of the quality
of service (QoS) of the primary network. On the other hand,
this interference power constraint is one of the main obstacles
to the performance improvement in a UCRN [1]. It limits the
transmission power of the SU transmit nodes, since they might
not be able to take full advantage of their transmission power
capabilities, which will lead to performance limitation and/or
degradation. Thus, employment of a cooperative communica-
tion network in an underlay CR scheme could be an effective
method for combating the impact of the interference power
constraint. As a result, the secondary network can take more
advantage of the transmission power range and increase the
coverage of the secondary network. Different scenarios of the
cooperative network have been thoroughly investigated, (see
for example [3], [4] and references therein).
It is well-known that employing a multi-antenna scheme
in a wireless communication network has the advantage
of improvement in the system performance, such as better
spectral and power efficiency [5]. In addition, multi-antenna
technology has had a major impact on the next generation
standards, such as WiMAX and LTE [5], [6]. As a result,
it is important to investigate the impact of employing multi-
antennas on the UCRN. There are several techniques that can
be used to combine the received signal at the receiver of
multi-antenna nodes. For example, two common techniques
are selection combining (SC), and maximal ratio combining
(MRC). SC is a technique of choosing the best available link,
among the possible links between the transmit and receive
nodes, that has the highest instantaneous signal-to-noise-ratio
(SNR) [7]. It leads to keeping the benefits of the multi-
antenna scheme and reducing the hardware cost [8], [9]. This
technique has been widely applied to underlay CR networks
[10]. In an MRC technique, all of the antennas will contribute
to the construction of the received signal. This leads to an
improvement of the overall system performance [11].
Co-channel interference (CCI) is one of the factors that
degrades the performance of a communication network. Due
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to the spectrum sharing in the CR network and the frequency
re-use in wireless transmission, this kind of interference could
be more predictable. It might come from the adjacent clusters
or from other licensed and/or unlicensed users in the same
cluster [12]. Therefore, it is important to investigate the impact
of such interference on the performance characteristics of an
underlay CR network.
A. Related work
Outage probability has been widely studied for different
underlay CR scenarios [13]–[16]. For example, the authors
in [15], have thoroughly studied the outage probability per-
formance of a multi-hop decode-and-forward (DF) spectrum
sharing network considering multiple antenna at the secondary
nodes. The direct link between the secondary source and desti-
nation was considered. Then, the performance was investigated
using both SC and MRC techniques. In the mentioned work,
the primary transmitter interference on the secondary network
was ignored. In [17], outage performance was studied for
dual-hop multi source and multi-relay UCRN. A relay selec-
tion method was used in order to improve the performance
characteristic; however, no interference was considered on
the secondary network. Huang et al. in [16], investigated the
outage performance of a dual-hop DF cognitive radio network
under the primary network interference and consideration
of the Nakagami-m fading channels. Multiple nodes were
considered at the secondary destination. Furthermore, SNR
and signal-to-interference-plus-noise ratio (SINR) based op-
portunistic user selection techniques were employed to study
the outage performance.
Some works have studied the error probability and/or er-
godic capacity performance investigation for various underlay
CR networks [18]–[20]. For instance, the bit error rate analysis
was carried out for a dual-hop multi relay DF spectrum sharing
network in [18]. The relay selection technique was employed
to enhance the error probability behaviour for the UCRN. In
this analysis, the interference from the primary network was
ignored. The authors in [19], have studied the outage and error
performance in a multiple relay UCRN. In their analysis, the
effect of primary network interference was considered on the
secondary network. The outage probability and the ergodic
capacity performances have been investigated in [20] for a
dual-hop multiple relay DF UCRN. The relay selection method
was used to determine the outage performance, based on the
N th best one, and a single relay was considered to investigate
the capacity performance. In the mentioned work, the impact
of the primary transmitter was not considered. The authors
in [21] studied the outage performance, bit error rate and
capacity performances for a multi-hop spectrum sharing net-
work. The power constraint on the secondary transmit nodes
were ignored, in addition, primary network interference was
ignored. The authors in [12] have investigated the asymptotic
outage and error performance in a dual-hop single antenna
UCRN. In this work, the effect of primary network and co-
channel interferences have been considered, but the effect of
additive white Gaussian noise (AWGN) was ignored. Finally,
a comprehensive performance for the dual-hop multi-user
underlay CR network was investigated in [22], the impact of
co-channel interference has been considered; yet, the impact
of primary network interference was not considered on the
system performance behaviour of the UCRN.
B. Contribution of this paper
The majority of the previous works have considered a rel-
atively simplified scenario for the system model; such as, not
considering the impact of the primary transmitter, considering
a single antenna, considering single and/or dual-hop, and/or
only studying outage performance. It is obvious that in the
presence of interference, the system model becomes more
complicated, and the mathematical tractability more challeng-
ing [12]. In addition, most of the previous work has focused on
the outage performance only, and other performance metrics,
such as the average error probability and the ergodic capacity,
have not been considered.
The key contribution of this paper is to demonstrate a
thorough understanding of the detailed performance behaviour
of a pragmatic underlay cognitive radio network. Therefore,
the impact of the primary network interference and CCI on
the cognitive radio network are examined in the presence of
AWGN. In addition, multi-antenna receiver nodes and multi-
hop UCRN are studied. More precisely, we have investigated
the outage probability, average error probability and the er-
godic capacity of the UCRN. In fact, this work is important,
especially to a cognitive radio network designer, to better
understand the performance characteristics of a UCRN under
realistic conditions considered in the network.
Specifically, the decode-and-forward protocol has been as-
sumed at the relay nodes. First, we construct the exact per-hop
equivalent SINR expressions considering both opportunistic
antenna selection and the maximum ratio combining tech-
niques. In particular, two possible scenarios for the selection
combining techniques are considered; SNR-based and SINR-
based antenna selection. Second, the exact per-hop cumulative
distribution function (CDF) and the probability distribution
function (PDF) are derived and discussed. Subsequently, the
outage performance, average bit error probability, and the
capacity performance are studied. Finally, several numerical
examples have been provided to illustrate the system perfor-
mance characteristics and to support the correctness of the
derived results.
From this study, it can be deduced that considering a
multi-hop relay network for a UCRN has the advantage of
combating the impact of the interference power constraint. It
is illustrated that SINR-based antenna selection and MRC con-
sideration provide better performance in comparison to SNR-
based antenna selection. However, these approaches require
a more complicated hardware configuration and are, hence,
practically more challenging. It is also shown that the CCI
consideration is severely degrading the performance of the
secondary network, especially when its power is considered
as linearly increasing with the secondary transmission powers.
Furthermore, employing multi-antennas at the receiver nodes
can significantly improve the performance and does not lose
its importance even in the presence of interferences and Imax.
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Fig. 1. The general system model used for analysis showing multi-hop
underlay CR and primary transceiver networks in the presence of co-channel
interference with multi-antennas at all receiver nodes.
The remainder of this paper is organized as follows.
Section II is devoted to the discussion of the system model.
Statistical metrics derivations are presented in Section III.
Performance analysis metrics are presented and discussed in
Section IV. Different numerical and Matlab simulations results
are presented and discussed in Section V. The summary and
conclusions of this work are given in Section VI. Finally, we
give detailed steps of the analytical derivations in Appendices
A, B, C, D, and E.
II. SYSTEM MODEL
We consider a multi-hop UCRN in which all the nodes
in the network have a single transmit antenna and multiple
receiver antennas. This system model can be seen as an
uplink network, where it is reasonable to assume that the
mobile transmitter nodes are equipped with single antennas
and the receiver nodes, i.e. base stations are equipped with
multiple antennas. The network model is shown in Fig. 1.
Specifically, we consider one source node (S ≡ R0), (V − 1)
relay nodes (Ri, i = 1, 2, · · · , V − 1) each with NRi receive
antennas, one destination node (D ≡ RV ) with ND antennas
(NDj , j = 1, · · · , ND) and a single primary transceiver with J
antennas (Jj , j = 1, · · · , J) at the primary receiver node. The
nodes in the system operate in half-duplex mode. Relays in
the considered system use the decode-and-forward strategy.
The fading channels in the multi-hop network are consid-
ered as independent, non-identical, Rayleigh fading channels.
In addition, we assume that the channels between adjacent
transceiver nodes are identical, i.e. the channels between the
transmitter and antennas at the receiver side are identical
and have the same average channel gains. This is a valid
assumption as the distance between the transmitter and either
of the corresponding antennas at the receiver node is the same.
In our analysis, we define h as the desired channel and f as
an interference channel. Let Xijk represent a generic fading
channel coefficient between the ith transmit node and the
kth antenna at the jth receiver node in the network, where
k = 1, 2, · · · , Nj , and Nj is the number of antennas at
the jth receiver node. For example, the channel coefficient
between the source and the kth antenna at the first relay node
is hSR1k . Also, fspk is the interference channel coefficient
between the secondary source and the kth antenna at the
primary receiver, fprR1k is the interference channel coefficient
between the primary source and the kth antenna at the first
relay node. Thus, the channel gains are |Xijk |2 which all
follow exponential distributions with mean powers of σ2Xij ,
which can be calculated using d−αij , where d is the distance
between the nodes i and j, and α is the path-loss exponent.
In addition, LRi and LD are the finite number of co-channel
interference signals that affect the Ri relay nodes and the
destination node respectively, which are identical in terms
of their average energy at the particular secondary receiver
nodes. IRi and ID are the instantaneous interference-to-noise
ratio (INR) that affect each of the Ri relay nodes and the
destination node, respectively. Due to the broadcast nature of
wireless transmission, these CCI signals could be from any
sources in the neighbouring cells or other frequency channels
injecting energy into the channel of interest due to non-linear
amplifier operation [22]. The fading energies of the individual
CCI signals can be modelled as exponential random variables
(RVs). Moreover, the sum of the CCI signals at each of
the secondary receiver nodes can be modelled by a gamma
distributed random variable [23]. In addition, we define I¯Ri
and I¯D as the average CCI powers at the Ri relay nodes and
the destination node, respectively. It is worth mentioning that
our analyses and results in this work are calculated depending
on the average values of the network parameters and not their
instantaneous values.
In our analysis, we also consider the transmit power limit
from the secondary source nodes; such that each of the
secondary transmit nodes has a maximum power constraint
Pi, i = 0, 1, 2, · · · , V − 1, where P0 represents the transmit
power of the source node. The additive white Gaussian noise,
at each of the receiver nodes, is assumed to have zero mean
and variance N0 ∼ CN (0, N0). In our system model, we
assume that the secondary users have exact knowledge of the
CSI between the primary user and the secondary users. In an
underlay CR scenario, there should be cooperation between
the primary user and the secondary user in terms of providing
the CSI and the amount of the interference from the secondary
user to the primary user. The CSI at the secondary transmitter
can be achieved via the feedback link from the primary
receiver or through the channel reciprocity [7]. In a multi-
antenna scheme, based on the received signal manipulations
at the receiver side, there are different methods to obtain the
equivalent SINR. In the following sections, two combining
techniques at the secondary receiver nodes are discussed,
which are the SC and MRC techniques.
A. Using the SC technique
In a selection combining technique, the best antenna is
selected at the relay and destination nodes, which can be
achieved by selecting the highest instantaneous SINR out
of NRij and NDj antennas at both the Ri and D receiver
nodes respectively, at any particular point in time. In terms of
simplicity of implementation, SC is considered the simplest
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combining technique at the receiver side, since only one of the
diversity links is used in the process [24, p. 404]. Depending
on the antenna selection technique employed at the receiver
nodes, there are two possible expressions for the per-hop
equivalent instantaneous SINR at each of the receivers:
1) SNR-based antenna selection: In this case, only the
desired channels between the source and N antennas at
the destination are used to pick out the channel which
gives the maximum instantaneous SNR. Therefore, the
exact instantaneous SINR at the ith hop can be expressed
as
γieq =
min
(
Imax
max
k=1,··· ,J
(|fspki
|2)N0
, Pi
N0
)
max
n=1,··· ,Ni
(|hni |2)∑LRi
j=1 IRij + IPRi + 1
,
(1)
where |fspki |2 is the channel gain between the secondary
transmitter and primary receiver nodes for the ith hop,
and IPRi represent the interference terms from the pri-
mary transmitter to the ith hop secondary receiver node.
2) SINR-based antenna selection: In this scenario, the
interference from the CCI sources and primary network,
as well as the noise, are considered in the selection of
the best channel. This method is particularly complex
practically, since the destination should have complete
channel state information (CSI). However, in the first
method, the destination does not need that. Thus, the
exact ith hop instantaneous SINR for this scenario can
be expressed as
γieq = min
( Imax
max
k=1,··· ,J
(|fspki |2)N0
,
Pi
N0
)
×
max
n=1,··· ,Ni
( |hni |2∑LRi
j=1 IRnij + IPRni + 1
)
. (2)
B. Using the MRC technique
In the MRC technique, all of the antennas at each of the
receiver nodes are participating in the resulting SINR. As
a result, the exact instantaneous SINR at any ith secondary
receiver node can be written as
γieq =
min
(
Imax
max
k=1,··· ,J
(|fspki
|2)N0
, Pi
N0
) Ni∑
n=1
(|hni |2)∑LRi
j=1 IRij + IPRi + 1
. (3)
III. STATISTICAL ANALYSIS
A. Exact Cumulative Distribution Function (CDF)
In order to analyse the characteristics of a random variable,
it is important to obtain and inspect its statistical behaviour. In
this section, we derive the CDF of the total SINR, known as
γtoteq , for the UCRN. The CDF of a multi-hop DF cooperative
network is obtained by [22]
Fγtoteq (γ) = 1−
V+1∏
i=1
(
1− Fγieq(γ)
)
. (4)
In (4), Fγieq(γ) represents the CDF of the i
th hop. In the
sections below, we derive the exact CDF of one hop for the
scenario of SNR-based antenna selection. The said CDF can be
found as follows. Using the formula in (1), the CDF expression
of the ith hop SINR can be represented as
Fγieq(γ) = Pr
(
min
(Imax
W
,Ps
) X
Y + Z + 1
≤ γ
)
, (5)
where W , X , Y , and Z are representing RVs
max
k=1,··· ,J
(|fspki |2), maxn=1,··· ,Ni(|hni |
2),
∑LRi
j=1 IRij , and IPRi
respectively. Since we have assumed the decode-and-forward
protocol at the relay nodes, the CDF derivation steps for any
particular hop will be similar to the other hops in the network
with the condition of using the corresponding per-hop entities
to that particular hop. To avoid confusion and make the
calculation simpler and more understandable, we use simple
representations for the PDF and CDF equation entities, (i.e.
we use Ps, σ
2
h, σ
2
fsp
, I¯R, I¯PR , N , and LR instead of Pi,
σ2hij , σ
2
fspij
, I¯Ri , I¯PRi , Ni, and LRi respectively), since these
are representing the per-hop entities and for each hop the
corresponding entities can be replaced. The PDFs of W , X ,
Y , and Z are expressed respectively as
fW (w) =
J∑
j=1
(
J
j
)
(−1)j+1 j
σ2fsp
exp
(
− wj
σ2fsp
)
, (6a)
fX(x) =
N∑
i=1
(
N
i
)
(−1)i+1( i
σ2h
) exp
(
− xi
σ2h
)
, (6b)
fY (y) =
yLR−1
I¯LRR Γ(LR)
exp
(
− y
I¯R
)
, (6c)
fZ(z) =
1
I¯PR
exp
(
− z
I¯PR
)
. (6d)
where
(
a
b
)
are the Binomial coefficients defined in [25, eq.
(1.2.1)], and can be represented by this formula a!
b!(a−b)! .
Proposition 1: The exact CDF of the ith equivalent SINR (i.e.
Fγieq(γ)) can be written as in (7), where Ψ1 is represented as
in (8). En(x) is the exponential integral function defined in
[25, eq. (8.19.2)], and the formula of Ωn is given as
Ωn =
1
(LR − n)!
∂LR−n
∂wLR−n
( 1
I¯PR
+ w
)−1∣∣∣∣
w=−
(
1
I¯R
). (9)
Proof: First, we derive the resulting RV fromX/(Y+Z+1).
Then, we obtain the exact per-hop unconditional CDF. Let Q
represent the new RV resulting from Y + Z . To obtain the
sum of two random variables, the following formula can be
used [26, eq. (6.47)]
fQ(q) =
q∫
0
fY (y)fZ(q − y)dy. (10)
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Fγieq(γ) = 1 +
N∑
i=1
(
N
i
)
(−1)i
[(
Psσ
2
h
Psσ2h + iγI¯PR
)(
Psσ
2
h
Psσ2h + iγI¯R
)LR
e
− iγ
Psσ
2
h
(
1− e
− Imax
Psσ
2
fsp
)J
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iγI¯PRσ
2
fsp
)
×Ψ1
]
, (7)
Ψ1 =


(
Psσ
2
h
Psσ
2
h
+iγI¯R
)LR
e
jImaxσ
2
h
+iγσ2
fsp
iγI¯Rσ
2
fsp ELR+1
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+iγI¯R
iγI¯RPs
))
, if I¯PR = I¯R
(
I¯PR
I¯PR−I¯R
)LR
e
jImaxσ
2
h
+iγσ2
fsp
iγI¯PR
σ2
fsp E1
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+iγI¯PR
iγI¯PRPs
))
+
LR∑
n=1
Ωn
I¯
−LR
R
(
Psσ
2
h I¯R
Psσ
2
h
+iγI¯R
)n−1
e
jImaxσ
2
h
+iγσ2
fsp
iγI¯Rσ
2
fsp En
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+iγI¯R
iγI¯RPs
))
, otherwise.
(8)
After substituting fY (y), and fZ(q−y) into the above formula,
and with the help of [25, eq. (8.2.1)], we can write the PDF
of RV Q as
fQ(q) =
e
− q
I¯PR
I¯PRΓ(LR)
(
I¯PR
I¯PR − I¯R
)LR
γ
(
LR,
I¯PR − I¯R
I¯PR I¯R
q
)
,
(11)
where γ(., .) is the lower incomplete Gamma function. The
next step is to obtain the CDF of X
Q+1 . Let M represent the
new RV resulting from X
Q+1 . To obtain an expression for the
CDF of RV M , the following formula can be employed [22]
FM (γ) =
∞∫
0
FX((q + 1)γ)fQ(q) dq. (12)
After substituting FX((q + 1)γ), and fQ(q) into (12), the
resulting integral formula can be solved by employing inte-
gration by parts, i.e.
∫
udv = uv − ∫ vdu, as follows: let
u = γ (LR, ̺1 g), and dv = e
−̺2 g; where ̺1 =
(
I¯PR−I¯R
I¯PR I¯R
)
and ̺2 =
(
iγI¯PR+σ
2
h
σ2
h
I¯PR
)
. Therefore, the CDF of the RV M can
be written as
FM (γ) = 1−
N∑
i=1
(
N
i
)
(−1)i+1e−
iγ
σ2
h×
(
σ2h
σ2h + iγI¯PR
)(
σ2h
σ2h + iγI¯R
)LR
. (13)
Using the total probability theorem, the CDF formula in (5)
can be expressed as
Fγieq(γ) =
I1︷ ︸︸ ︷
Pr
(Imax
W
M ≤ γ , Imax
W
< Ps
)
+
I2︷ ︸︸ ︷
Pr
(
PsM ≤ γ , Imax
W
≥ Ps
)
. (14)
The second part can be directly obtained as follows
I2 = FM
(
γ
Ps
)
FW
(
Imax
Ps
)
. (15)
The first part can be represented as
I1 =
∞∫
Imax
Ps
FM
(
γw
Imax
)
fW (w) dw. (16)
The detailed steps of the solution for the first part (i.e. I1) are
given in Appendix A. Finally, the exact per-hop equivalent
CDF can be obtained by combining the derived parts. After
some straightforward mathematical arrangements, it can be
written as in (7) and (8). Thus, the exact end-to-end CDF
expression of γtoteq can be obtained by substituting the per-hop
derived expressions Fγieq(γ) into (4).
Regarding the per-hop CDF for the case of SINR-based
antenna selection, the derivation steps are quite similar to the
previous steps, i.e. SNR-based antenna selection. For the sake
of saving space, we only provide the final formula expression,
which can be written as in (42), and (43), in Appendix B. From
the derived CDF expressions of both SNR-based and SINR-
based antenna selection techniques, it can be observed that
both formulas are relatively similar in terms of mathematical
representations. However, in terms of practical aspects, in
the SINR-based antenna selection technique, the receiver is
required to process all available branches, which is practically
challenging. On the other hand, in the SNR-based scenario,
only the branch with the highest SNR will participate in the
data process detection.
Proposition 2: The exact CDF of the ith equivalent SINR (i.e.
Fγieq(γ)) for the MRC scenario can be written as
Fγieq(γ) = 1−
N−1∑
n=0
n∑
i=0
(
n
i
)
1
n!
1
I¯PR
( I¯PR
I¯PR − I¯R
)LR×[
I2mrc − I1mrc
]
, (17)
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where I2mrc and I
1
mrc are given in (48) and (49) in Appendix C.
Proof: fQ(q) can be derived, using a similar approach to
the previous derivation in Proposition 1, where Q = Y +
Z . Moreover, in the scenario of the MRC consideration, we
should use the following CDF to represent the random variable
X [11]
FX(x) = 1−
N−1∑
n=0
1
n!
e
− x
σ2
h
(
x
σ2h
)n
. (18)
In the next step, we substitute FX(x) and fQ(q) into (12) to
obtain FM (γ). Then, assuming that the number of CCI signals
is greater than 1, the resulting integral can be solved as
FM (γ) = 1−
N−1∑
n=0
n∑
i=0
(
n
i
)
1
n!
1
I¯PR
( I¯PR
I¯PR − I¯R
)LR ( γ
σ2h
)n
e
−γ
σ2
h
[
Γ (i+ 1)(
1
I¯PR
+ γ
σ2
h
)i+1 − LR−1∑
m=0
(m+ 1)i
(
I¯PR−I¯R
I¯PR I¯R
)m
(
1
I¯R
+ γ
σ2
h
)m+i+1
]
,
(19)
where (m+ 1)i =
(m+i)!
m! represents the Pochhammer symbol
defined in [25, eq. (5.2.5)]. In the CDF derivation of the
MRC case, the scenario where the average INR of the primary
transmitter and the CCI sources are not equal is considered,
i.e. I¯PR 6= I¯R. In fact, in the case where I¯PR = I¯R, the system
can be assumed to have LR+1 interferences at the secondary
receiver nodes. The CDF formula for the per hop equivalent
SINR in (3) can be expressed in a similar way as in (14).
In addition, I2 can be obtained as in (15), where we should
use FM (γ/Ps) that is derived in (19). The derivation steps
of I1 are presented in Appendix C. Therefore, the exact per
hop CDF in the MRC case consideration can be obtained by
adding both derived parts I1 and I2, and can be expressed as
in (17).
B. Asymptotic Cumulative Distribution Function (CDF)
The CDF derivation in the previous section gives the exact
performance behaviour of the secondary network. However,
it does not provide insights about the system parameters.
Therefore, in this section, the aim is to present simplified
expressions for the per hop equivalent CDF that are less
complex in terms of mathematical representation and can give
the performance characteristics for a particular network sce-
nario. More specifically, considering the selection combining
technique, we study two cases as follows:
Case I Imax →∞:
By employing the condition of Imax → ∞ in (5) and using
the formula in (13) , we can directly obtain the per hop CDF
expression as
Fγi
eqasym−I
(γ) = 1−
N∑
i=1
(
N
i
)
(−1)i+1e− γ̟1×
(
̟2
̟2 + γ
)(
̟3
̟3 + γ
)LR
, (20)
where ̟1 =
Psσ
2
h
i
, ̟2 =
Psσ
2
h
iI¯PR
, and ̟3 =
Psσ
2
h
iI¯R
. In this
scenario, the output CDF is characterized by the transmis-
sion power, primary interference power, and the CCI power.
However, the interference power constraint does not have any
impact on the system performance. This case can be assumed
as a special case of an interweave cognitive radio network
[1], when the secondary network is broadcasting only in the
absence of the primary user.
Case II Ps →∞:
In this case, when we set Ps →∞ in (5), it can be observed
that the per hop CDF formula can be obtained by taking the
expectation of FM (γ) in (13) with respect to the RV W . This
can be written mathematically as
Fγi
eqasym−II
(γ) =
∞∫
0
FM
(
γw
Imax
)
fW (w) dw. (21)
Assuming only the case where I¯PR 6= I¯R, the above integral
can be solved using similar steps for I1 in Appendix A,
Section B. Therefore, the per hop CDF for case II can be
written as
Fγi
eqasym−II
(γ) = 1−
N∑
i=1
J∑
j=1
(
N
i
)(
J
j
)
(−1)j+i jImax
σ2fsp
̟5̟
LR
6[
Ae̟4̟5E1 (̟4̟5) +
LR∑
l=1
Bl
̟l−16
e̟4̟6El (̟4̟6)
]
, (22)
where ̟4 =
(
iγ
σ2
h
+ jImax
σ2
fsp
)
, ̟5 =
(
σ2h
iγI¯PR
)
, and ̟6 =(
σ2h
iγI¯R
)
. Furthermore, A = (̟6 −̟5)LR , and Bl =
1
(LR−l)!
∂LR−l
∂wLR−l
(
̟5 + w
)−1∣∣∣∣
w=−(̟6)
. It can be observed
that even for the case of unlimited transmission power for
the secondary network, the performance behaviour is mainly
characterized by the interference power constraint Imax. In
fact, this Imax is the main obstacle against performance im-
provement in a UCRN. This scenario is called Imax dominant
power transmission.
C. Per-hop Equivalent Probability Density Function (PDF)
The PDF is another important statistical metric for the
equivalent SINR. Knowing this important metric, we can
investigate the characteristics and behaviour of the RV, which
in our case is the equivalent SINR. The PDF can be obtained
by taking the first derivative of the derived CDF with respect to
γ. Therefore, the exact per-hop equivalent PDF can be written
as in (23), where Ψ2 is represented in (24).
To show the distribution of the calculated equivalent PDF
in (23), Fig. 2 has been plotted. The channel variances have
been computed based on a two-dimensional network topology
scenario, where the secondary source node is located at (0, 0),
and its corresponding destination at (1, 0), and the primary
destination node is located at (1, 1). In addition, a path-loss
exponent of four is assumed. From these plots, we can clearly
notice the effect of the CCI signal numbers and transmission
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fγieq(x) =
N∑
i=1
(
N
i
)
(−1)i+1
[(
Psσ
2
h
iI¯PR
)(
Psσ
2
h
iI¯R
)LR (
1− e
− Imax
Psσ
2
fsp
)J
e
− xi
Psσ
2
h(
Psσ
2
h
iI¯PR
+ x
)(
Psσ
2
h
iI¯R
+ x
)LR
(
LR(
Psσ
2
h
iI¯R
+ x
) + i
Psσ2h
+
1(
Psσ
2
h
iI¯PR
+ x
))+ J∑
j=1
(
J
j
)
(−1)j+1
(
jImaxσ
2
h
iI¯PRσ
2
fsp
)
×Ψ2
]
, (23)
Ψ2 =


(Psσ2h
iI¯R
)LR e jImaxσ2hxiI¯Rσ2fsp
x
(
Psσ
2
h
iI¯R
+x
)LR
{(
i
Psσ
2
h
− jImaxσ2h
x2iI¯Rσ
2
fsp
)
ELR
(
jImax
Psσ
2
fsp
+
xiσ2fsp+jImaxσ
2
h
xiI¯Rσ
2
fsp
+ xi
Psσ
2
h
)
+
(
jImaxσ
2
h
x2iI¯Rσ
2
fsp
+ 1
x
+ LR
Psσ
2
h
iI¯R
+x
)
ELR+1
(
jImax
Psσ
2
fsp
+
xiσ2fsp+jImaxσ
2
h
xiI¯Rσ
2
fsp
+ xi
Psσ
2
h
)}
, if I¯PR = I¯R
(
I¯PR
I¯PR−I¯R
)LR
e
1
I¯PR
x
{
1
x
E1
(
jImax
Psσ
2
fsp
+ 1
I¯PR
+
jImaxσ
2
h
xiI¯PRσ
2
fsp
+ xi
Psσ
2
h
)
e
jImaxσ
2
h
xiI¯PR
σ2
fsp
(
jImaxσ
2
h
xiI¯PRσ
2
fsp
+ 1
)
+
(
i
Psσ
2
h
−
jImaxσ
2
h
x2iI¯PR
σ2
fsp
)
e
−
xi
Psσ
2
h e
−
jImax
Psσ
2
fsp
−
1
I¯PR
(
jImax
Psσ
2
fsp
+ 1
I¯PR
+
jImaxσ
2
h
xiI¯PR
σ2
fsp
+ xi
Psσ
2
h
)
}
+
LR∑
n=1
Ωne
1
I¯R
I¯
−LR
R
(
Psσ
2
h
i
)n−1
e

 jImaxσ2h
xiI¯Rσ
2
fsp


x
(
Psσ
2
h
iI¯R
+x
)n
[(
Psσ
2
h
iI¯R
+ x
)(
i
Psσ
2
h
− jImaxσ2h
x2iI¯Rσ
2
fsp
)
En−1
(
jImax
Psσ
2
fsp
+
xiσ2fsp+jImaxσ
2
h
xiI¯Rσ
2
fsp
+ xi
Psσ
2
h
)
+
(( jImaxσ2h
iI¯Rσ
2
fsp
)(
Psσ
2
h
iI¯R
+x
)
x2
+
Psσ
2
h
iI¯R
+x
x
+ (n− 1)
)
En
(
jImax
Psσ
2
fsp
+
xiσ2fsp+jImaxσ
2
h
xiI¯Rσ
2
fsp
+ xi
Psσ
2
h
)]
, otherwise.
(24)
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Fig. 2. Characteristics of the PDF of the per-hop equivalent SINR.
power limit Ps. For this analysis, for a fixed value of Imax and
different values of the transmission power, we observe that
decreasing the value of Ps deteriorates the PDF behaviour,
which will lead to degradation of the network performance.
For further clarification about this claim, the function
Q(
√
x) has been plotted in Fig. 2. It can be seen that for
higher values of x, the behaviour of the PDF gradually
becomes insignificant because the Q-function decays to the
lowest value, i.e. tends to zero at a higher rate. In this case,
the integral is approximately null in most of the integration
pattern. However, bearing in mind that Q(0) = 1/2, the
behaviour of the PDF around the origin is always important.
This can be observed in Fig. 2, where as Ps increases, the
value of the PDF around zero decreases. Moreover, we have
plotted the PDF characteristics for the different number of
the CCI signals L. It can be seen that for a higher number
of CCI signals the PDF curve becomes closer to the origin,
i.e. PDF around zero increases, which means deteriorating the
behaviour of the PDF that leads to the degradation of the
overall system performance.
IV. PERFORMANCE EVALUATION
A. Outage Probability
The outage probability performance can be easily investi-
gated from the derived end-to-end CDF. It is referred to in the
scenario where the probability of the total calculated SINR of
the UCRN is less than or equal to the network predefined SNR
threshold γth. Therefore, the equivalent outage probability for
the UCRN can be calculated using the total equivalent CDF
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2016.2591522, IEEE
Transactions on Communications
8
that has been derived in the previous section in (4), with the
replacement of γ with γth
Pout(γth) = Pr
(
γtoteq ≤ γth
)
= Fγtoteq (γth). (25)
B. Average Error Probability
The average bit error probability (ABEP) is one of the im-
portant performance criteria for any wireless communication
network. The per-hop ABEP could be investigated from the
PDF or CDF, i.e. F iγeq(γ) and f
i
γeq
(x) [22]. Yet, it can be
observed from the PDF obtained in the previous section that
CDF approach could be mathematically more suitable for the
calculations, especially in our network model. In particular,
we use the CDF that has been derived for the scenario of the
SNR-based antenna selection. The ABEP for each hop can be
obtained by using the following formula [4]
P¯ ib (e) =
a
2
√
b
π
∞∫
0
exp (−b γ)√
γ
Fγieq(γ) dγ. (26)
In (26), Fγieq(γ) represents the per-hop equivalent CDF, a
and b are constants that depend on the modulation scheme
that is used, for instance, QPSK: a = 2 and b = 0.5 [12].
Moreover, the end-to-end ABEP for a multi-hop decode-and-
forward relay protocol can be determined by [21]
P¯ e2eb (e) =
V+1∑
i=1
P¯ ib (e)
V+1∏
j=i+1
(
1− 2P¯ jb (e)
)
, (27)
To obtain the exact per-hop ABEP, we start by substituting the
exact derived CDF in (7) and (8) into (26). After solving the
equation, the ABEP can be written as in (28)
P¯ ib(e) =
a
2
+
N∑
i=1
(
N
i
)
(−1)i a
2
{
P¯ Ib (e), if I¯PR = I¯R,
P¯ IIb (e), otherwise.
(28)
where P¯ Ib (e) and P¯
II
b (e) have been represented in (29) and
(30), which are the first and second case of the ABEP expres-
sion, i.e. I¯PR = I¯R, and I¯PR 6= I¯R respectively. U(a, b, z)
is the confluent hypergeometric function of the second kind
defined in [25, eq. (13.4.4)], and erfc( .) is the complementary
error function defined in [25, eq. (7.2.7)]. In addition, µm1 ,
and µm2 are obtained using the formulas given in (31a), and
(31b) respectively. Moreover, IPb1 and IPb2 are determined
using (55), and (61) respectively. The derivation steps of the
average error probability can be found in Appendix D.
µm1 =
1
(LR −m1)!
∂LR−m1
∂γLR−m1
(Psσ2h
iI¯PR
+ γ
)−1∣∣∣∣
γ=−
(
Psσ
2
h
iI¯R
)
(31a)
µ2 =
(
Psσ
2
h
iI¯R
− Psσ
2
h
iI¯PR
)−LR
(31b)
C. Ergodic Capacity
The ergodic capacity is another important measure for any
communication system performance; its unit is measured in
(bits/second/Hz) [22]. It gives an indication of the possible
data rate that the considered network can achieve under some
predefined circumstances. In fact, this is important specifically
for a cognitive radio network to assess its contribution in
providing the amount of data throughput to the intended
SU. According to the Shannon theorem for the network
capacity measurement, the ergodic capacity can be defined
mathematically as the expected value of the instantaneous
mutual information between the source and destination. This
can be expressed as Cerg , E[B log2(1 + γeq)], where E[.]
is the expectation operator, B is the operating bandwidth and
γeq is the total equivalent SNR. Moreover, the ergodic capacity
can be obtained using the CDF formula of the total equivalent
SINR [22]
Cierg =
∞∫
0
1
1 + γ
(
1 − Fγieq(γ)
)
dγ, (32)
where Fγieq(γ) represents the CDF of the i
th hop of the
secondary network. Furthermore, the ergodic capacity for a
P¯ Ib (e) =
(
Psσ
2
h
iI¯R
)LR+1(
1− e
− Imax
Psσ
2
fsp
)J √
b
(
b+
i
Psσ2h
)LR+ 12
U
(
LR + 1, LR +
3
2
,
1
I¯R
(bPsσ2h
i
+ 1
))
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iI¯Rσ2fsp
) (
Psσ
2
h
iI¯R
)LR √ b
π
IPb1 . (29)
P¯ IIb (e) =
(Psσ2h
iI¯PR
)(Psσ2h
iI¯R
)LR (
1− e
− Imax
Psσ
2
fsp
)J [√
bπiI¯PR
Psσ2h
µ3e
1
I¯PR
(
bPsσ
2
h
i
+1
)
erfc
(√
1
I¯PR
(bPsσ2h
i
+ 1
))
+
√
b
LR∑
m4=1
µm4
(
b+
i
Psσ2h
)m4− 12
U
(
m4,m4 +
1
2
,
1
I¯R
(
bPsσ
2
h
i
+ 1
))]
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iI¯PRσ
2
fsp
)√
b
π
IPb2 . (30)
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2016.2591522, IEEE
Transactions on Communications
9
multi-hop decode-and-forward relay protocol can be calculated
as
Ce2eerg = min
i=1,··· ,V+1
(
Cierg
)
, (33)
where Cierg represents the i
th hop ergodic capacity of the CR
network.
Here, the derivation of the per-hop ergodic capacity is
provided. Then, the total system capacity for the UCRN is
calculated through replacing the obtained per-hop ergodic
capacity from (32) into (33). We start by substituting the
per-hop complementary CDF formula into (32). After the
evaluation of the integral, the closed-form expression of the
per-hop ergodic capacity can be obtained as
Cierg =
N∑
i=1
(
N
i
)
(−1)i+1 ×
{
CIerg, if I¯PR = I¯R,
CIIerg, otherwise.
(34)
where CIerg and C
II
erg are represented in (35) and (36) re-
spectively. Furthermore, the entities λ1, λr2 , λr3 , λ4, and λ5
are obtained using the formulas given in (37a), (37b), (37c),
(37d), and (37e) respectively. Moreover, ICerg1 and ICerg2
are determined using (66), and (71) respectively. The detailed
derivation steps can be found in Appendix E.
λ1 =
(
Psσ
2
h
iI¯R
− 1
)−(LR+1)
(37a)
λr2 =
1
(LR + 1− r2)!
∂LR+1−r2
∂γLR+1−r2
(
1 + γ
)−1∣∣∣∣
γ=−
Psσ
2
h
iI¯R
(37b)
λr3 =
1
(LR − r3)!
∂LR−r3
∂γLR−r3
(
1 + γ
)−1
×(Psσ2h
iI¯PR
+ γ
)−1∣∣∣∣
γ=−
Psσ
2
h
iI¯R
(37c)
λ4 =
(
Psσ
2
h
iI¯R
− Psσ
2
h
iI¯PR
)−LR (
1− Psσ
2
h
iI¯PR
)−1
(37d)
λ5 =
(
Psσ
2
h
iI¯R
− 1
)−LR (Psσ2h
iI¯PR
− 1
)−1
(37e)
It is worth mentioning that in the previously derived for-
mulas for the average error probability and ergodic capacity,
the parts in the final equations that include IPb1 , IPb2 , ICerg1
and ICerg2 mainly affect the system performance in the case
of Imax
W
< Pt, where W is the channel gain between the
primary transmitter and the secondary receiver, and Pt is
the maximum transmission power constraint of the primary
transmitter node. Moreover, in the above scenario, the CR net-
work performance does not depend on the secondary transmit
power, and therefore a performance saturation phenomenon is
expected. However, the secondary network can be considered
as a self-controlled system performance only when Imax
W
≥ Pt.
V. NUMERICAL RESULTS AND DISCUSSIONS
To verify the theoretical derived expressions, extend numer-
ical and simulation results are presented in this section. In
particular, we consider a three-hop underlay CR network in our
calculation. The following network parameters are considered
in this section unless otherwise stated. The channel variances
have been calculated based on the two-dimensional network
topology, where the secondary source is located at the origin
(0, 0), the destination node is located at (1, 0), and the primary
receiver node is located at (1, 1). In addition, we assume
the first and second relay nodes are located at (0.25, 0) and
(0.6, 0) respectively. The path-loss exponent is assumed to be
4. The SNR threshold is assumed to be 1 dB. Furthermore, we
use these notations: I¯P1 , I¯P2 , and I¯P3 represent the average
interference powers from the primary source to the secondary
receiver nodes, where the subscripts 1, 2, and 3 refer to the first
relay node, the second relay and destination nodes. I¯R1 , I¯R2 ,
and I¯R3 represent the average CCI powers at the corresponding
receiver nodes in the three hop secondary network respectively.
J is the number of antennas at the primary receiver. N1, N2,
and N3 are the number of receiver antennas at the relay and
destination nodes respectively. L1, L2, and L3 are the number
of CCI signals at the relay and destination nodes respectively.
First, we start by showing the impact of multi-hop coop-
erative communication on the performance of the secondary
network. Fig. 3 shows the outage probability vs the transmis-
sion SNR. In this figure, we compare the outage probability
CIerg =
(Psσ2h
iI¯R
)LR+1(
1− e
− Imax
Psσ
2
fsp
)J(
λ1e
i
Psσ
2
h E1
(
i
Psσ2h
)
+
LR+1∑
r2=1
λr2
(
Psσ
2
h
iI¯R
)1−r2
e
1
I¯REr2
(
1
I¯R
))
−
J∑
j=1
(
J
j
)
(−1)j jImaxσ
2
h
iI¯Rσ2fsp
(
Psσ
2
h
iI¯R
)LR
ICerg1 . (35)
CIIerg =
(
Psσ
2
h
iI¯PR
)(
Psσ
2
h
iI¯R
)LR (
1− e
− Imax
Psσ
2
fsp
)J ( LR∑
r3=1
λr3
(
Psσ
2
h
iI¯R
)1−r3
e
1
I¯REr3
(
1
I¯R
)
+ λ4e
1
I¯PR E1
(
1
I¯PR
)
+ λ5e
i
Psσ
2
hE1
(
i
Psσ2h
))
−
J∑
j=1
(
J
j
)
(−1)j
(
jImaxσ
2
h
iI¯PRσ
2
fsp
)
ICerg2 . (36)
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Fig. 3. Outage performance considering different number of hops in the
UCRN.
performance for one, two, and three hops. To make this
comparison fair, only in Fig. 3, the same network parameters
are assumed for all possible hops. For example, for the two
hops network scenario, it is assumed that the relay node is
located at (1/2, 0), and for the three hops network scenario,
the first and second relay nodes are located at (1/3, 0), and
(2/3, 0) respectively. The parameter values for this case are
as follows: I¯P =4 dB, I¯R =2 dB, Imax = 20 dB, J = 3,
N =2, and L =4. From these results, we can see that,
for example, if the required outage performance target is
10−2, then it is possible to achieve this target with two hops
using the same transmission power budget. However, it is
not possible to achieve this target with a direct transmission,
i.e. single hop. This will prove the effectiveness of a multi-
hop cooperative transmission in improving the performance of
the UCRN by combating the effect of the interference power
constraint. Moreover, it can be noticed that the significance
of the performance improvement reduces when the number of
hops increases, which is due to the fact that we have employed
a DF relay protocol that means the end-to-end performance is
affected by the unsuccessfully decoding at any of the relay
nodes.
Fig. 4 demonstrates the outage performance vs SNR thresh-
old for different numbers of secondary receiver antennas. The
parameter values for this case are as follows: the transmit
power at each of the secondary transmitters is 20 dB. In
addition, I¯R1 , I¯R2 , and I¯R3 are 2, 3, and 5 dB respectively,
I¯P1 , I¯P2 , and I¯P3 are 6, 4, and 5 dB respectively. Furthermore,
Imax = 20 dB, J = 2, and L1, L2, and L3 are 4, 4, and 3
respectively. As expected, when the number of antennas at
the SU receivers is increased, the system performance is ap-
parently enhanced. Moreover, for the purpose of comparison,
we have also plotted the outage performance for the scenario
of SINR-based antenna selection using the formula in (42).
An improvement in the outage performance can be observed
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Fig. 4. Outage probability for a different number of secondary receiver
antennas.
when SINR-based antenna selection is considered. However,
this consideration requires more complicated system design.
Furthermore, for the case of single antenna at the secondary
receiver nodes, both scenarios give the same result which
partially proves the correctness and accuracy of our analysis.
To illustrate the impact of the CCI on the CR network, Fig. 5
has been plotted, which is the outage probability performance
for different CCI powers at the secondary receiver nodes. The
parameter values for this case are as follows: I¯P1 , I¯P2 , and
I¯P3 are 3, 3, and 5 dB respectively. Furthermore, Imax = 15
dB, J = 3, and N1, N2, and N3 are 2, 3, and 4 respectively,
and L1, L2, and L3 are 2, 4, and 3 respectively. From these
results, it can be clearly seen how the CCI power affects the
performance of the secondary network, for example, when the
power of the CCI signals is 6 dB, the outage performance
cannot reach better than 2.59×10−2, whereas when it is 2 dB,
the outage performance saturates at 5.3 × 10−3. In addition,
we have plotted the approximate outage performance using
derived approximate CDF expressions. It can be observed that
these asymptotic expressions give relatively accurate results
depending on the approximation consideration. For example,
in an Imax dominant system, the derived expression in (22)
gives better results, and for a high Imax system, the derived
expression in (20) gives more accurate results. Moreover, to
compare our results with the previous work in this field, we
have plotted the outage probability for the cases a) absence of
CCI, as in [15], and b) absence of CCI and no constraint on
the secondary transmit power, as in [13].
Fig. 6 shows the outage performance for different values of
Imax. The considered parameters are similar to the previous
case, except I¯R1 , I¯R2 , and I¯R3 are 4, 3, and 5 dB respectively.
As expected, in the scenario where Imax is less than the
transmission power of the secondary network (i.e. the Imax
dominant region), there is an outage floor, which implies that
the system performance could not improve even when the
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Fig. 5. Outage probability for different values of the CCI powers.
transmission power is increased. Furthermore, to better show
the impact of Imax and a linear increase of the CCI on the
performance of the UCRN, we have plotted the outage per-
formance for the case where Imax >> Ps, (i.e. no restriction
on the UCRN transmit nodes due to the primary receiver),
and a proportional increasing of the CCI power, by 1%, is
considered with regards the secondary transmission powers.
It can be observed that even with no interference power
constraint present, there is an outage floor. This is caused by
the proportional consideration of the CCI power. From this,
we deduce the severe impact of the co-channel interference
power when it increases in proportion to the SU transmission
power. Moreover, the plot of the result result for the case
when Imax =15 dB, with a fixed value of CCI, outperforms
the result for the linear increase of CCI consideration in a
particular region. This is due to two factors: a) the strength of
the CCI power, and b) the fact that the outage floor did not
occur at that region for the scenario of the linear increase of
the CCI power. However, the situation is reversed when the
outage floor occurs.
To illustrate the effect of primary transmitter interference
on the performance behaviour of the UCRN, Fig. 7 has
been plotted, which shows the outage performance vs SNR
threshold for different I¯PR and different signal combination
techniques, at the secondary receiver nodes. The parameter
values for this case are as follows: the secondary transmitters
power and Imax are assumed to be 10 dB. I¯R1 , I¯R2 , and
I¯R3 are 4, 3, and 5 dB respectively. In addition, J = 3, the
number of antennas at each of the secondary receiver nodes
is 3, and L1 = L2 = L3 = 2. Similar to the case of different
CCI consideration in Fig. 5, when the considered interference
power from the primary network increases, the performance
of the CR network degrades. Furthermore, the MRC consid-
eration has a significant improvement in comparison to the
SC technique. However, both techniques give similar diversity
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gain advantage. Furthermore, in terms of the simplicity, the
SC technique outperforms the MRC technique [24, p. 404]. In
the previous figures and results, we have illustrated that these
three factors, (i.e. Imax, CCI, and primary transmitter interfer-
ence), could severely degrade the performance of the underlay
cognitive radio network depending on their consideration in
the system model. More precisely, Imax is mainly limiting
the secondary transmission power range, and CCI signals and
primary transmitter interferences are deteriorating the perfor-
mance of the secondary network according to their energy
values. Besides, when Imax limits the secondary transmission
power and CCI and primary transmitter interferences impact
on the network performance at the same time, the probability
of outage saturation occurs much faster as it can be seen in
Fig. 6.
Fig. 8 shows the ABEP performance for different number
of CCI signals at the SU relays and destination nodes. The
parameter values for this case are as follows: Imax = 20 dB,
I¯R1 = 2 dB, I¯R2 = 4 dB, I¯R3 = 3 dB, and I¯P1 = 4 dB, I¯P2 =
6 dB, I¯P3 = 5 dB. The number of antennas at each receiver
node in the system is 2. From these results, it can be seen
that considering a higher number of CCI links can apparently
degrade the system performance. For example, when the
number of CCI signals is 5, the performance saturation occurs
at 1.14× 10−2, while it happens at 3.0× 10−3 when L = 1.
To demonstrate the impact of the number of antennas at
each of the secondary receiver nodes on the ABEP perfor-
mance, we have plotted Fig. 9. The parameter values for
this case are as follows: the co-channel interference power is
considered as increasing linearly with respect to the secondary
transmission powers by 1%, (i.e. 0.01 × Pt, where Pt is the
transmission power at each of the secondary transmit nodes).
The other parameters are assumed as follows: Imax = 15 dB,
I¯P1 = I¯P2 = 3 dB, I¯P3 = 5 dB. J = 3, L1, L2, L3 are 2, 1, and
3 respectively. In the above results, a performance degradation
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signal combining techniques at the secondary receiver nodes.
0 5 10 15 20 25 30 35 40
SNR (dB)
10-3
10-2
10-1
100
Er
ro
r P
ro
ba
bi
lity
L = 5, 3, 1
Analytical
Simulation
Fig. 8. Average bit error probability for a different number of CCI signals
at the SU receiver nodes.
can be observed, which is mainly due to consideration of
a linear increase of the CCI power and Imax. In this case,
the system performance starts degrading after Imax limits the
secondary transmission power. In fact, this is the worst-case
scenario of a secondary network performance. However, as
expected, employing more antennas at the secondary receiver
will enhance the error probability performance. It is worth not-
ing that, despite the impact of interference and Imax, the multi-
antenna scheme does not lose its importance in enhancing
the error probability performance of the UCRN. The impact
of performance saturation due to the proportional increase of
the interferences can be reduced by employing a multi-hop
network. For example, when the interference power is studied
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Fig. 9. Average bit error probability for a different number of antennas at
the CR receiver nodes.
as a proportional increase with regards to the secondary
transmission powers, it is more likely that the performance
saturation will occur according to the considered ratio of the
interference power with the secondary transmission powers.
In a multi-hop network, the source nodes can broadcast their
signals at a lower power to achieve a specific performance
in comparison with a direct transmission. Therefore, when
the transmission power at the source nodes is reduced, the
considered interference power is reduced too. Thus, improved
performance will be expected.
In Fig. 10, the throughput performance has been illustrated
for a different number of antennas at the secondary receiver
nodes and different CCI powers. The values of the CCI
powers are assumed to be increasing linearly as regards the
transmission powers in the secondary nodes. The parameter
values for this case are as follows: I¯P1 = 6 dB, I¯P2 = 4
dB, I¯P3 = 2 dB. J = 2, L1 = 4, L2 = 3, and L3 = 2. From
these results, it can be observed that the capacity saturation has
occurred at 1.025 bits/sec/Hz, when the relatively higher CCI
is considered, (i.e. 0.05) with a single antenna at the secondary
receiver nodes. In addition, when three antennas are employed,
the capacity saturation is occurred at 1.55 bits/sec/Hz. The
capacity saturation in these scenarios are mainly due to the
CCI power. Moreover, we have plotted the case where Imax =
20 dB and CCI power is 5% of the secondary transmit powers.
In this case, the capacity degradation is observed instead of the
capacity saturation. Moreover, it can be noticed that a higher
number of receiver antennas, in conjunction with the selection
combining, can enhance the capacity performance of the CR
network. Furthermore, it can be deduced that in an underlay
CR paradigm, despite the impact of Imax, other factors might
limit the advantage of employing a multi-antenna scheme
on the network performance, such as presence of co-channel
interference signals and the primary network interference. It
has also been illustrated that according to their power strength
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Fig. 10. Capacity performance for different values of the CCI powers and a
different number of antennas at the SU receiver nodes.
consideration, they could severely degrade the CR network’s
performance.
Finally, from the previous results and analysis, the following
observations can be summarized:
• SINR-based antenna selection gives better performance
in comparison to SNR-based antenna selection. However,
this approach requires more complicated configuration
and is practically more challenging.
• It has been shown that the MRC technique outperforms
the SC technique, however, the later one is easier to be
realized in practice.
• Communication through a multi-hop relay network has
the advantage of combating the impact of interference
power constraint on the secondary network. In addition,
it has the advantage of extending the coverage of the
network.
• Performance saturation, (i.e. floor), in the system perfor-
mance of the secondary network could occur due to three
factors: interference from primary network, CCI power
and Imax.
• The performance saturation phenomenon could be more
noticeable when the interference power is linearly in-
creasing with the secondary transmission powers. It might
cause performance reduction instead of a floor when both
Imax and CCI have an impact on the CR network.
• An improvement in the system performance can be ob-
served when multi-antenna receivers are considered and
the best antenna selection technique is applied.
• Using multi-antenna receivers might not be an optimal
solution for enhancing the system performance in power
limited communication networks with the presence of
interference. For example, the advantage of multi-antenna
receivers, through increasing the diversity gain, can ob-
viously be seen when there is no performance saturation.
On the other hand, when performance saturation occurs,
the diversity gain reduces to zero.
VI. CONCLUSION
In this paper, a detailed performance investigation of an
uplink multi-hop multi-antenna regenerative UCRN has been
presented. A more practical case scenario was assumed
through the consideration of CCI in addition to the primary
transmitter interference on the secondary network. Different
signal combining techniques were investigated and discussed
at the secondary receiver nodes. Outage probability, average
error probability, and the ergodic capacity were thoroughly
studied. It was shown that employing a relaying cooperative
network has the advantage of enhancing the system perfor-
mance through reducing the impact of the interference power
constraint. Furthermore, the system performance including the
impact of CCI, primary transmitter interference and interfer-
ence power constraint was enhanced with a multi-antenna
scheme. However, it may not provide the optimum advantage
due to the constraint on the transmission power and the
presence of interferences, especially when the performance
saturation occurs. The impact of performance saturation can be
reduced by employing a multi-hop relay network. Moreover,
the severity of interference leads to performance reduction
rather than performance floor, especially when its power is
considered as linearly increasing with the secondary transmis-
sion power and at a relatively high ratio. Finally, different
numerical and simulation examples have been presented to
illustrate the performance behaviour and to support the cor-
rectness of our derived results. The analysis in this paper
is significant for better understanding the characteristics and
behaviour of a more practical scenario of an underlay CR
network.
APPENDIX A
PER-HOP CDF DERIVATION
After substituting the formulas of FM
(
γW
Imax
)
and fW (w)
into (16), we get
I1 =
∞∫
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Ps
[
1−
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i=1
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− iγw
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− wj
σ2
fsp
σ2fsp
dw. (38)
Depending on the values of I¯R and I¯PR , there are two possible
cases for the solution of the above integral. In the sections
below, we derive each case in detail.
A. Case I, I¯PR = I¯R
For this case, we change the variable in the integral so
that w = t
(
Imaxσ
2
fsp
σ2h
jImaxσ
2
h
+iγσ2
fsp
)
− Imaxσ2h
iγI¯R
. Then, after some
mathematical manipulation and with the help of [25, eq.
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(8.19.2)], we obtain a desired representation for the above
formula.
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where II1 represents the integral of I1 for the case when I¯PR =
I¯R, and En (x) is the exponential integral function.
B. Case II, I¯PR 6= I¯R
For the case when I¯PR 6= I¯R, we use the partial fraction
decomposition method to solve the integral in (38) as follows
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where ζ =
(
Imaxσ
2
h
iγI¯R
− Imaxσ2h
iγI¯PR
)−LR
, and Ωn is obtained by
the formula given in (9). It can be observed that the above
integrals (i.e. I21 and I22), are quite similar to the previous
derived integral in the first case, i.e. II1 in (39), therefore we
write the final formula as in (41).
APPENDIX B
PER-HOP CDF USING SINR-BASED SELECTION
COMBINING
In this Appendix, we represent the per-hop CDF in the case
where SINR-based antenna selection is considered. The CDF
can be expressed as in (42), and (43). In addition, Ωm, and
Ωn are obtained by using (44), and (45) respectively.
Ωm =
1
(i−m)!
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∂wi−m
( 1
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). (44)
Ωn =
1
(iLR − n)!
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∂wiLR−n
( 1
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+ w
)−i∣∣∣∣
w=−
(
1
I¯R
). (45)
Finally, it is worth mentioning that the SINR-based antenna
selection technique outperforms the SNR-based antenna se-
lection technique in terms of the performance enhancement,
especially for the relatively large number of antennas at the
receiver nodes. This can be seen in Fig. 4 in the numerical
results section. However, the practical aspects of the SINR-
based scheme are more complex to implement. Therefore, for
a specific network with particular requirements, an appropriate
antenna selection technique can be chosen according to the
desired performance and complexity of the network.
APPENDIX C
PER-HOP CDF DERIVATION, MAXIMUM RATIO COMBINING
TECHNIQUE
After substituting FM
(
γw
Imax
)
from (19) and
fW (w) from (6a) into the first part integral i.e.
I1 =
∞∫
Imax
Ps
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)
fW (w) dw, and doing some
This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2016.2591522, IEEE
Transactions on Communications
15
Fγieq(γ) = 1 +
N∑
i=1
(
N
i
)
(−1)i
[
e
− iγ
Psσ
2
h
(
Psσ
2
h
Psσ2h + γI¯PR
)i(
Psσ
2
h
Psσ2h + γI¯R
)iLR (
1− e
− Imax
Psσ
2
fsp
)J
−
J∑
j=1
(
J
j
)
(−1)j jImax
σ2fsp
(
1
I¯PR
)i (
1
I¯R
)iLR
×Ψ3
]
. (42)
Ψ3 =


e
jImaxσ
2
h
+iγσ2
fsp
γI¯Rσ
2
fsp
(
Psσ
2
h+γI¯R
γI¯RPs
)(
I¯RPsσ
2
h
Psσ
2
h
+γI¯R
)iLR+i
EiLR+i
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+γI¯R
γI¯RPs
))
, if I¯PR = I¯R
i∑
m=1
Ωme
jImaxσ
2
h
+iγσ2
fsp
γI¯PR
σ2
fsp
(
Psσ
2
h+γI¯PR
γI¯PRPs
)(
I¯PRPsσ
2
h
Psσ
2
h
+γI¯PR
)m
Em
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+γI¯PR
γI¯PRPs
))
+
iLR∑
n=1
Ωne
jImaxσ
2
h
+iγσ2
fsp
γI¯Rσ
2
fsp
(
Psσ
2
h+γI¯R
γI¯RPs
)(
I¯RPsσ
2
h
Psσ
2
h
+γI¯R
)n
En
((
jImaxσ
2
h+iγσ
2
fsp
σ2
fsp
σ2
h
)(
Psσ
2
h+γI¯R
γI¯RPs
))
, otherwise.
(43)
mathematical arrangements, we get
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For the purpose of simplicity and mathematical tractability, we
use these entities to define the following terms; βˆ1 =
γ
Imaxσ
2
h
,
βˆ2 =
Imaxσ
2
h
γI¯PR
, βˆ3 =
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γI¯R
, and βˆ4 =
j
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. Then, we
exchange the variable in the Ib1 integral formula, so that
w = x
βˆ1+βˆ4
− βˆ2. Subsequently, we use the Binomial expan-
sion to further simplify the integral formula, and after some
mathematical manipulation we obtain
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Finally, with the help of [25, eq. (8.19.2)], we arrive at the
desired representation for the above formula. Similar steps can
be repeated to solve the integral formula Ib1 . Therefore, by
combining the above derived expressions, we are able to get
an exact formula for the per hop CDF in the scenario where the
MRC technique is considered at the secondary receiver nodes,
and the formula can be written as in (17). The formulas of
I2mrc and I
1
mrc are represented as in (48) and (49).
APPENDIX D
ERROR PROBABILITY DERIVATION
To obtain a closed-form expression for the average bit
error probability, the derived CDF in (7) is used. We start by
substituting (7) into (26), as a result, we get the average per-
hop error probability integral expression for two cases, (i.e.
I¯PR = I¯R, and I¯PR 6= I¯R). In derivations below, we use the
following notation to make the derivation more tractable and
easier to follow. First, let α1 =
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)n
e
− γ
Psσ
2
h
(
1− e
− Imax
Psσ
2
fsp
)J
×
[
Γ (i+ 1)(
1
I¯PR
+ γ
Psσ
2
h
)i+1 − LR−1∑
m=0
1
m!
( I¯PR − I¯R
I¯PR I¯R
)m Γ (m+ i+ 1)(
1
I¯R
+ γ
Psσ
2
h
)m+i+1
]
. (48)
I1mrc =
J∑
j=1
(
J
j
)
(−1)j+1
(
j
σ2fsp
)(
σ2h
)i+1−n ×
[
n∑
n1=0
(
n
n1
)
(−βˆ2)n−n1Γ (i + 1)
(
γ
Imax
)n−i−1 (
βˆ1 + βˆ4
)i−n1 ×
eβˆ2(βˆ1+βˆ4)Ei+1−n1
((
Imax
Ps
+ βˆ2
)(
βˆ1 + βˆ4
))
−
LR−1∑
m=0
n∑
n2=0
(
n
n2
)
(−βˆ3)n−n2 Γ (m+ i+ 1)
Γ (m+ 1)
(
σ2h
)m ( I¯PR − I¯R
I¯PR I¯R
)m
(
γ
Imax
)n−m−i−1 (
βˆ1 + βˆ4
)m+i−n2
eβˆ3(βˆ1+βˆ4)Em+i+1−n2
((
Imax
Ps
+ βˆ3
)(
βˆ1 + βˆ4
))]
. (49)
α7 =
jImax
Psσ
2
fsp
+ 1
I¯PR
. Then, let
Υ1 = α2 α
LR
3
(
1− e
− Imax
Psσ
2
fsp
)J
, (50a)
Υ2 =
e
(
α4
γ
+ 1
I¯R
)
γ (α3 + γ)
LR
ELR+1
(
α4
γ
+
γ
α1
+ α6
)
, (50b)
Υ3 =
(
I¯PR
I¯PR − I¯R
)LR e
(
α5
γ
+ 1
I¯PR
)
γ
E1
(
α5
γ
+
γ
α1
+ α7
)
+
LR∑
n=1
Ωn
αn−11
I¯LRR
e
(
α4
γ
+ 1
I¯R
)
γ (α3 + γ)
n−1En
(
α4
γ
+
γ
α1
+ α6
)
.
(50c)
A. First Case (i.e. I¯PR = I¯R)
For this case, the integral formula contains three main parts.
In this section, the detailed steps and explanation of each part
are presented. The integral in the first part is obtained with
the help of [25, eq. (5.2.1)]. In this derivation, some basic
functions manipulation should be taken into account, such as;
n! = Γ(n + 1) and Γ(1/2) =
√
π. We write the second part
as follows
P¯ 2bI (e) = Υ1
a
2
√
b
π
∞∫
0
e−bγ√
γ
e−
γ
α1
(α3 + γ)
LR+1
dγ, (51)
For the second part i.e. P¯ 2bI (e) we first exchange the variable
in the integral as γ = tα3. Then, by using [25, eq. (13.4.4)]
the desired formula can be obtained
P¯ 2bI (e) =Υ1
a
2
√
b
(
b+
1
α1
)LR+ 12
U
(
LR + 1, LR +
3
2
,
(
b+
1
α1
)
α3
)
. (52)
In (52), U (α, β, z) represents the confluent hypergeometric
function. We can write the third part as
P¯ 3bI (e) =
a
2
J∑
j=1
(
J
j
)
(−1)jα4αLR3
√
b
π
×
∞∫
0
e−γb√
γ
Υ2dγ,
(53)
where P¯ 3bI (e) is the third part of the first case ABEP equation.
To the best of our knowledge, it would be quite difficult,
if not impossible to solve the above integral. In addition,
it should be noticed that there is more than one term that
includes the exponential integral function in the CDF formula.
Therefore, it is not an efficient method to approximate these
terms. However, these terms can be determined numerically by
utilizing different software tools, for example, Matlab, Maple
and Mathematica. Therefore, we determine this part of the
formula numerically and write the above formula as
P¯ 3bI (e) =
a
2
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
√
b
π
IPb1 . (54)
Therefore, we determine the value of IPb1 numerically using
the following integral formula
IPb1 =
∞∫
0
e−γb√
γ
Υ2 dγ, (55)
where Υ2 is defined in (50b).
B. Second Case (i.e. I¯PR 6= I¯R)
For the second case, we get a formula that has three integral
parts. The first part is similar to the first part of the previous
case. The part two, second case of the ABEP formula, can be
expressed as
P¯ 2bII (e) = Υ1
a
2
√
b
π
∞∫
0
e
−γ
(
b+ 1
α1
)
γ−
1
2
(α2 + γ)× (α3 + γ)LR
dγ, (56)
As previously mentioned and demonstrated, using the partial
fraction can make some expressions simpler. Therefore, we
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employ this technique to make the integral expression in (56)
easier to manipulate as follows
P¯ 2bII (e) = Υ1
a
2
√
b
π
∞∫
0
e
−γ
(
b+ 1
α1
)
×
γ−
1
2
[
LR∑
m1=1
µm1
(α3 + γ)
m1 +
µ2
(α2 + γ)
]
dγ, (57)
where µm1 , and µ2 are calculated using the expressions
provided in (31a, and 31b) respectively. Therefore, we rewrite
each sub part for the second part as P¯ 21bII (e), and P¯
22
bII
(e)
respectively. Next, we exchange the variable for P¯ 21bII (e) so
that γ = t2α2. Then, by comparing our formula with [25, eq.
(7.7.1)], and after performing some mathematical manipula-
tions and arrangements the desired formula can be obtained
as
P¯ 21bII (e) = Υ1
a
2
√
bπ
α2
µ2e
α2
(
b+ 1
α1
)
erfc
(√
α2
(
b+
1
α1
))
.
(58)
In (58), erfc (x) represents the complementary error function.
The solution of the integral formula for P¯ 22bII (e) is quite similar
to the second part of the first case, (i.e. P¯ 2bI (e)). Therefore, it
can be solved as
P¯ 22bII (e) = Υ1 ×
a
2
√
b
LR∑
m1=1
µm1
(
b+
1
α1
)m1− 12
U
(
m1,m1 +
1
2
,
(
b+
1
α1
)
α3
)
. (59)
Similar to the third part of the first case, we evaluate numer-
ically the third part of the second case.
P¯ 3bII (e) =
a
2
J∑
j=1
(
J
j
)
(−1)j α5
√
b
π
IPb2 . (60)
The value of IPb2 in (60) is determined using the following
integral formula
IPb2 =
∞∫
0
e−γb√
γ
Υ3 dγ, (61)
whereΥ3 is defined in (50c). Finally, a closed-form expression
for the average bit error probability can be obtained through
summing all derived parts and substituting the notations that
we have used for the derivations, it is represented in the
formula in (28).
APPENDIX E
ERGODIC CAPACITY DERIVATION
To derive a closed-form ergodic capacity formula for the
multi-hop UCRN, we use the formula of the per-hop equivalent
CDF. This can be obtained by substituting (7) into (32). This
will give us an integral formula for the two different cases:
case I (i.e. I¯PR = I¯R) and case II (i.e. I¯PR 6= I¯R). In this
Appendix, the detailed steps of the derivation for both cases
are presented. In addition, we use the same notation that we
defined in Appendix D.
A. First Case (i.e. I¯PR = I¯R)
For the first case, the formula has two integral parts. We
represent the first part by C1ergI , and the second part by C
2
ergI
.
The first integral part has the following integral form
C1ergI = Υ1
∞∫
0
1
(1 + γ)
e−
γ
α1
(α3 + γ)
LR+1
dγ, (62)
where Υ1 is defined in (50a). With the help of partial fraction,
the above integral expression can be written in a simpler form.
More specifically, it can be represented by two terms as
C1ergI = Υ1
∞∫
0
e
−γ
α1
[
λ1
(1 + γ)
+
LR+1∑
r2=1
λr2
(α3 + γ)
r2
]
dγ. (63)
In (63), λ1, and λr2 are determined using formulas provided
in (37a), and (37b) respectively. In the above formula, we have
assumed that Psσ
2
h 6= iI¯R, i.e. α3 6= 1. In fact, in the case
of α3 = 1, there will be an extra possible case, which is
similar to the existing forms. Then, after some straightforward
mathematical manipulation and with the help of [25, eq.
(8.19.2)], we can get a desired representation for the integral
formula in (62).
C1ergI = Υ1
[
λ1e
1
α1 E1
(
1
α1
)
+
LR+1∑
r2=1
λr2 (α3)
1−r2 e
α3
α1Er2
(
α3
α1
)]
. (64)
Part C2ergI of the ergodic capacity integral formula has the
following form
C2ergI =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
∞∫
0
Υ2
1 + γ
dγ, (65)
where Υ2 is defined in (50b). We keep the integral in this
part and solve it numerically. Therefore, it can be obtained as
C2ergI =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3 ICerg1 , where
ICerg1 =
∞∫
0
Υ2
1 + γ
dγ. (66)
B. Second Case (i.e. I¯PR 6= I¯R)
In this case, the integral formula has two parts. We denote
part one by C1ergII , and part two by C
2
ergII
. In this section, the
derivation steps for each part are presented.
C1ergII = Υ1
∞∫
0
e−
γ
α1
(1 + γ) (α2 + γ) (α3 + γ)
LR
dγ. (67)
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The above integral formula is mathematically difficult to
manipulate, by employing the partial fraction decomposition
technique, we represent the integral in a simpler form as
C1ergII = Υ1
∞∫
0
e
− γ
α1
[
LR∑
r3=1
λr3
(α3 + γ)
r3 +
λ4
(α2 + γ)
+
λ5
(1 + γ)
]
dγ. (68)
In (68) λr3 , λ4 and λ5 are determined using formulas provided
in (37c), (37d) and (37e) respectively. In the above formula,
we have assumed that Psσ
2
h 6= iI¯PR and/or Psσ2h 6= iI¯R. If
the following scenarios are considered, there will be two extra
possible cases, which are similar to the existing forms. It can
be observed that the integrals in (68) have similar forms to
the integrals in the first case, i.e. C1ergI . Therefore, the final
formula can be written as
C1ergII = Υ1
[
LR∑
r3=1
λr3 (α3)
1−r3 e
α3
α1Er3
(
α3
α1
)
+ λ4e
α2
α1 E1
(
α2
α1
)
+ λ5e
1
α1 E1
(
1
α1
)]
. (69)
Part two in the second case of the ergodic capacity integral
formula can be written as
C2ergII =
J∑
j=1
(
J
j
)
(−1)j α4 αLR3
∞∫
0
Υ2
1 + γ
dγ, (70)
where Υ3 is defined in (50c). Similar to the second part of
the first case, we numerically evaluate C2ergII as C
2
ergII
=
J∑
j=1
(
J
j
)
(−1)j α5 ICerg2 , where
ICerg2 =
∞∫
0
Υ3
1 + γ
dγ. (71)
Finally, a closed-form ergodic capacity expression for one hop
of the secondary network can be obtained by summing all
parts and substituting the notations that we have used for the
derivations, and it can be written as in (34).
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