Abstract. Probabilistic automata are a central model for concurrent systems exhibiting random phenomena. This paper presents, in a uniform setting, efficient decision algorithms for strong simulation on probabilistic automata, but with subtly different results. The algorithm for strong probabilistic simulation is shown to be of polynomial complexity via a reduction to LP problem, while the algorithm for strong simulation has complexity O(m 2 n). The former relation allows for convex combinations of transitions in the definition and is thus less discriminative than the latter. As a byproduct, we obtain minimisation algorithms with respect to strong simulation equivalences and -for Markov decision processes -also to strong bisimulation equivalences. When extending these algorithms to the continuous-time setting, we retain same complexities for both strong and strong probabilistic simulations.
Introduction
Randomization has been employed widely for performance and dependability models, and consequently the study of verification techniques of probabilistic systems has drawn a lot of attention in recent years. In this paper, we consider probabilistic automata (PAs) in the style of Segala & Lynch [12] , which extend transition systems with probabilistic selection. They constitute a natural model of concurrent computation involving random phenomena. In a nutshell, a labelled transition in some PA leads to a probability distribution over the set of states, rather than a single state. The resulting model thus exhibits both nondeterministic choice (as in labelled transition systems) and probabilistic choice (as in Markov chains). A special case of PAs is formed by Markov decision processes (MDPs) which in their standard form do not have nondeterminism between the equally-labelled transitions [10] .
Similar to the transition system setting, strong bisimulation and strong simulation relations [9, 8, 12] have been proposed as means to compare the stepwise behaviour of states in PAs. Intuitively, state s is simulated by another state s , formally s s ("s simulates s"), if state s can mimic all stepwise behaviours of s; the converse, i. e., s s is not necessarily guaranteed, so state s may perform steps that cannot be matched by s. In the non-probabilistic setting, s s requires every successor of s via some action α to be related to a corresponding successor of s reachable via the same action α. For PAs, the above condition is lifted to distributions: It is required that every successor distribution of s via action α, called α-successor distribution, has a corresponding α-successor distribution at s . The correspondence of distributions is naturally defined with the concept of weight functions [8] .
In the context of model checking, strong simulation relations can be used to combat the infamous state space explosion problem, owed to the preservation of PCTL-safety formulas [12] . The kernel of strong simulation, i. e., strong simulation equivalence, preserves both safe and live fragments of PCTL. Therefore, one can perform model checking on the quotient induced by these equivalences, if interested in safety or liveness properties. Since strong simulation equivalence is strictly coarser than strong bisimulation, the induced quotient automaton is also smaller.
All statements in the above paragraph stay perfectly valid if considering "strong probabilistic simulation" instead of "strong simulation". The former [12] is a relaxation of the latter in the sense that it enables convex combinations of multiple distributions belonging to equally labelled transitions. More concretely, assume that a state s has no α-successor distribution which can be related to an α-successor distribution of s , yet there exists such a so-called α-combined transition, a convex combination of several α-successor distributions. Strong probabilistic simulation accounts for this and is thus coarser than strong simulation, but still preserves the same class of PCTL-properties as strong simulation does. Since it is coarser, the induced simulation quotient is potentially again smaller.
Cattani and Segala [6] have presented decision algorithms for strong (probabilistic) bisimulation for PAs. They reduced the decision problems to linear programming (LP) problems. In this paper, we will focus on decision algorithms for strong (probabilistic) simulation and strong (probabilistic) simulation equivalence for PAs. We will also extend the notion of strong (probabilistic) simulation to the continuous-time setting and study corresponding decision algorithms.
To compute the coarsest strong simulation for PAs, Baier et. al. [2] presented an algorithm which reduces the query whether a state strongly simulates another to a maximum flow problem. Their algorithm has complexity O((mn 6 + m 2 n 3 )/ log n) for PAs 1 , where n denotes the number of states and m denotes the number of transitions. For Markov chains, we have presented an algorithm [14] with complexity O(m 2 n). This algorithm is also based on maximum flows, however it exploits the similarity of successive network flows across iterations. In the present paper, we extend that algorithm to the PA case and retain its complexity of O(m 2 n). Especially in the very common case, where the state fanout of a model is bounded by a constant k (and hence m ≤ kn), our strong simulation algorithm has complexity O(n 2 ). The computational complexity of strong probabilistic simulation has not been tackled yet. We show that it can be determined by solving LP problems. As a byproduct of the decision algorithms for strong simulation preorders, we obtain one for strong simulation equivalences ∩ −1 . For the special case of MDPs [10] , which arise from PAs by disallowing nondeterministic choices of equally labelled transitions and sub-stochastic distributions, strong simulation equivalence and strong bisimulation coincide [1] . We thus obtain a decision algorithm for computing strong bisimulations for MDPs.
Further, we consider continuous-time probabilistic automata (CPAs), the continuous-time counterpart of PAs. We give decision algorithms for strong simulation and strong probabilistic simulation on CPAs. For both of them, we show that the decision algorithm have the same complexity as the corresponding one for PAs.
In summary, our paper makes the following contributions: It presents novel decision algorithms for strong (probabilistic) simulation on discrete-time and continuous-time probabilistic automata (PAs, CPAs), and does so in a uniform way. As special cases, discrete-time and continuous-time Markov decision processes are considered, where in particular, our results yield an efficient algorithm to compute strong bisimulations.
Organisation of this paper. In Section 2 we recall necessary definitions of models and relations we consider. Section 3 recalls how to effectively compute strong simulation relations on fully probabilistic systems. Then, we extend the algorithm in Section 4 to deal with PAs, and show that strong probabilistic simulation can be computed by solving LP problems. We will also discuss strong (probabilistic) simulation equivalences. The algorithms are extended to CPAs in Section 5. Section 6 concludes the paper.
Preliminaries
This section introduces the basic models and simulation relations we consider.
Models. Let AP be a fixed, finite set of atomic propositions. Let X, Y be finite A Markov decision process (MDP) [10] arises from the PA M such that for s ∈ S and α ∈ Act, there is at most one α-successor distribution µ of s which must be stochastic. M is a fully probabilistic system (FPS) if for s ∈ S, there is at most one transition s Strong simulation relations. Strong simulation requires that every α-successor distribution of one state have a corresponding α-successor distribution of the other state. The correspondence of distributions is naturally defined with the concept of weight functions [8] .
Definition 3. Let µ, µ ∈ Dist (S) and R ⊆ S × S. A weight function for
Now we recall the definition of strong simulation for PAs [12, 8] : Strong Probabilistic Simulation Relations. We recall first the notion of combined transition [12] , a convex combination of several equally labelled transitions:
Strong probabilistic simulation is insensitive to combined transitions [12] , thus, it is a relaxation of strong simulation. It is coarser than strong simulation, but still preserves the same class of PCTL-properties as strong simulation does. The key difference to Definition 4 is the use of
Since MDPs can be considered as special PAs, we obtain the notion of strong simulation and strong probabilistic simulation for MDPs. Moreover, strong simulation and strong probabilistic simulation trivially coincide for MDPs as, by definition, for each state there is at most one successor distribution per action. Note that the above statements are also true for FPSs.
Algorithms for Fully Probabilistic Systems
In this section, we briefly review the algorithm to decide strong simulation preorder for FPSs. For more detail, we refer to [14] , where the maximum flow problem and the preflow algorithm for computing maximum flow are also repeated, which are key components of the decision algorithms to be presented. As DTMCs are special FPSs, the algorithm applies directly.
Firstly, we discuss the decisive part of the algorithm: The check whether s 2 strongly simulates s 1 up to a relation R, i. e., s 1 R s 2 . As the condition L(s 1 ) = L(s 2 ) is easy to check, we need to check whether P(s 1 , ·) R P(s 2 , ·) holds. This is reduced to a maximum flow computation on the network N (P(s 1 , ·), P(s 2 , ·), R) constructed out of P(s 1 , ·), P(s 2 , ·) and R. This network is constructed via a graph containing a copy t ∈ S ⊥ of each state t ∈ S ⊥ where S ⊥ = {t | t ∈ S ⊥ } defined as follows: Let (the source) and (the sink) be two additional vertices not contained in S ⊥ ∪ S ⊥ . For functions µ, µ : S → R ≥0 and a relation R ⊆ S × S we define the network N (µ, µ , R) = (V, E, u) with the set of vertices
} where s ∈ Supp ⊥ (µ) and t ∈ Supp ⊥ (µ ). The capacity function u is defined as follows: u( , s) = µ(s) for all s ∈ S ⊥ , u(t, ) = µ (t) for all t ∈ S ⊥ , u(s, t) = ∞ for all (s, t) ∈ E and u(v, w) = 0 otherwise. This network is a bipartite network, where the vertices can be partitioned into two subsets V 1 := Supp ⊥ (µ)∪{ } and V 2 := Supp ⊥ (µ )∪{ } such that all edges have one endpoint in V 1 and another in V 2 . For two states s 1 , s 2 of an FPS, we let N (s 1 , s 2 , R) denote the network N (P(s 1 , ·), P(s 2 , ·) , R). The following lemma [2] expresses the crucial relationship between maximum flows and weight functions: Lemma 1. Let S be a finite set of states and R be a relation on S. Let µ, µ ∈ Dist (S). Then, µ R µ iff the maximum flow in N (µ, µ , R) is 1.
Thus we can decide s 1 R s 2 by computing the maximum flow in N (s 1 , s 2 , R) . A key observation we made in [14] is that the networks N (s 1 , s 2 , ·) constructed later in successive iterations are very similar: They differ from iteration to iteration only by deletion of some edges induced by the successive clean up of R. The algorithm, which we shall repeat later, exploits this fact by leveraging preflow rather than re-starting maximum flow computation from scratch each time. Formally, we look at the network N (s 1 , s 2 , R init ) where 
Rnew ← Rnew ∪ {(s1, s2)}. 16 until(Rnew = R) 17 return R Fig. 1 . Efficient algorithm for deciding strong simulation for FPSs residual edges are induced. This guarantees that, at step (2.), the preflow algorithm finds a maximum flow over the network N (s 1 , s 2 , R i ). If |f (s1,s2) | < 1 at some iteration i, then |f (s1,s2) | < 1 for all iterations j ≥ i because more edges will be deleted in subsequent iterations. Therefore, at step (3.), the algorithm returns true and continues with step (1.) if |f (s1,s2) | = 1, otherwise, returns false for all subsequent iterations. Let post (s) denote Supp (P(s, ·) ), i. e., the set of successor states of s. The complexity of the algorithm [14] is given by: The algorithm SimRel for deciding strong simulation for FPSs is depicted in Fig. 1 . It takes the model D as a parameter. To calculate the strong simulation relation for D, the algorithm starts with the trivial relation
. The variable l (line 2) denotes the number of iterations of the until-loop, and the set D (line 9) contains edges removed from R. For every pair (s 1 , s 2 ) ∈ R init , the network N (s 1 , s 2 , R init ) (line 4), the flow function f (s1,s2) and the distance function d (s1,s2) are initialised as for the preflow algorithm (line 5). At line 6 a set
is saved, where pre(s) = {t ∈ S | P(t, s) > 0} is the set of predecessors of s. The set Listener (s1,s2) contains all pairs (u 1 , u 2 ) such that the network N (u 1 , u 2 , R)
contains the edge (s 1 , s 2 ). In lines 10-12, the pair (
) l contains edges which should be removed to update the network for (u 1 , u 2 ) in iteration l. At line 14, the algorithm Smf (s1,s2) constructs the maximum flow for the set D 
Algorithms for Probabilistic Automata
In this section we present algorithms for deciding strong (probabilistic) simulations for PAs. First, we extend the algorithm SimRel to deal with strong simulation for PAs. For strong probabilistic simulation, we show that the algorithm can be reduced to LP problems. Finally, we discuss the strong (probabilistic) simulation equivalence for PAs.
Strong Simulations. We aim to extend SimRel in Fig. 1 to determine the strong simulation on PAs instead of FPSs. Assume that L(s 1 ) = L(s 2 ). We consider line 14, which checks the condition P(s 1 , ·) R P(s 2 , ·) using Smf. By Definition 4 of strong simulation for PAs, we should check the condition
instead. Recall the condition µ 1 R µ 2 is true iff the maximum flow of the network N (µ 1 , µ 2 , R) has value one. For notational convenience, this network is denoted by N (s 1 , α, µ 1 , s 2 , µ 2 , R). We say that the check µ 1 R µ 2 is successful if the corresponding maximum flow has value one, and unsuccessful otherwise. Our goal is to carry out a sequence of checks on similar networks (obtained by successive clean up of R) using only a single call to a slightly adaption of the algorithm Smf. N (s 1 , α, µ 1 , s 2 , µ 2 , R) is constructed instead of N (s 1 , s 2 , R) . Other parts of Smf remain unchanged. Denote the modified version by Smf' (s1,α,µ1,s2,µ2) . Let The algorithm SimRel for deciding strong simulation for PAs is presented in Fig. 2 . We use similar notations as Baier et. al. in [2] . During the initialisation (lines 2-8), for (s 1 , s 2 ) ∈ R and s 1 α → µ 1 , the set Sim (s1,α,µ1) (s 2 ) is initialised to Steps α (s 2 ) (line 4). Intuitively, Sim (s1,α,µ1) (s 2 ) contains all potential candidates of α-successor distributions of s 2 which could be used to establish the condition µ 1 R µ 2 for the relation R considered. The set Sim (s1,α,µ1) (s 2 ) is represented as a list. We use the operation head(·) to get the first element of the list, and use the operation tail(·) to remove the first element of the list. The operation empty(·) checks whether the list is empty. At line 5, the first element of Sim (s1,α,µ1) (s 2 ) is assigned to µ 2 . The network N (s 1 , α, µ 1 , s 2 , µ 2 , R init ), preflow and distance function for it are initialised (lines 6-7) as for SimRel(D). Similarly, the set Listener (s1,s2) for (s 1 , s 2 ) is introduced which contains tuples (u 1 , α, µ 1 , u 2 , µ 2 ) such that the network N (u 1 , α, µ 1 , u 2 , µ 2 , R init ) contains the edge (s 1 , s 2 ).
In the main iteration, the sets D, R, R new and D (u1,α,µ1,u2,µ2) l are updated (lines 10-13) in a similar way as SimRel(D) for FPSs. Lines 14-30 check condition 1 by exploiting the modified algorithm Smf'. For the moment we fix the pair (s 1 , s 2 ) ∈ R. For s 1 α → µ 1 , a boolean variable match α is introduced, which is initialised to false (line 16), and has value true iff Smf' (s1,α,µ1,s2,µ2) returns true on the set D (s1,α,µ1,s2,µ2) l (lines 19-20) . In this case, we break the while loop (line 21), and continue to check the next successor distribution of s 1 . If Smf' (s1,µ1,s2,µ2,α) returns false, we remove the first element of Sim (s1,α,µ1) (s 2 ) (line 22), and take the next candidate of µ 2 (line 26) if the set Sim (s1,α,µ1) (s 2 ) is not empty (line 23). If it is empty, we can not find an α-successor distribution related to µ 1 , so the variable match α remains false. In this case the pair (s 1 , s 2 ) does not survive this iteration, and will be dropped out later at line 30. Assume now that the set Sim (s1,α,µ1) (s 2 ) is not empty. In this case the set D (s1,α,µ1,s2,µ2) l is then reset to ∅ (line 27), and the network, preflow, distance function are initialised (lines 28-29) for the new candidate µ 2 . Then, we start from the beginning of the while loop, and check if the new candidate µ 2 satisfies the condition µ 1 R µ 2 . Note that at line 30, the condition is true if and only if match α is true for all α ∈ Act(s 1 ). In this case condition 1 is satisfied and we
Conclusion
We presented algorithms for computing simulation preorders for PAs. We achieved an algorithm with complexity O(m 2 n) for strong simulation. For strong probabilistic simulation, we have shown that the preorder can be determined by solving LP problems. We extended the algorithms to CPAs with same complexities for both strong simulation and strong probabilistic simulation. As further work, we would like to extend our results to weak (probabilistic) simulations for PAs and CPAs.
