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Abstract— In socially assistive robotics, an important re-
search area is the development of adaptation techniques and
their effect on human-robot interaction. We present a meta-
learning based policy gradient method for addressing the
problem of adaptation in human-robot interaction and also
investigate its role as a mechanism for trust modelling. By
building an escape room scenario in mixed reality with a robot,
we test our hypothesis that bi-directional trust can be influenced
by different adaptation algorithms. We found that our proposed
model increased the perceived trustworthiness of the robot and
influenced the dynamics of gaining human’s trust. Additionally,
participants evaluated that the robot perceived them as more
trustworthy during the interactions with the meta-learning
based adaptation compared to the previously studied statistical
adaptation model.
I. INTRODUCTION
In order to navigate in natural, dynamic environments,
populated with humans, robots need to learn how to act,
collaborate and adapt to different situations. For example, an
assistive robot, that supports the elderly, needs to understand
the person’s need, performs basic object manipulation tasks,
provides emotional support when needed, and more. Like
humans, robots need the ability to adapt their behaviour and
learn new ones through interaction with humans and other
robots [30]. These abilities are integral to achieving smooth
human-robot interaction (HRI) for socially assistive robots.
Despite the fact that there exists an extensive body of
work on application-driven adaptation in HRI, the fast adap-
tation that is grounded in realistic perception remains a
challenge [35]. Recent developments have explored differ-
ent aspects of human-robot interaction including physical
human-robot interaction [14], automatic reasoning [7] and
affective human-robot interaction [13]. All these methods
are successful in their own field, but view the social HRI
process from a narrower perspective. Also, they lack the
flexibility to be extended with more complex, learning-based
perceptual models. However, more complex models require
more training data, and collecting data from HRI experiments
is rather complicated.
In our work, we aim at developing a general approach for
fast adaptation in HRI using a neural network-based policy
gradient method. Similarly to earlier work [22], we model
the interactions as adversarial multi-armed bandit (MAB)
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HERE ARE THE KEYS. 
DO YOU NEED THE SECOND KEY?
YES.
PERFECT! AS I GUESSED.
Fig. 1: This figure shows one of the interaction processes
from the third-person point of view. The participant wears
a Mixed Reality Headset, through which she can observe
virtual objects (keys, blue table and orange walls of the
escape room maze) augmented into the real world.
problems [3]. We address the sample inefficiency problem
of policy gradient method using a meta-learning algorithm,
called model-agnostic meta-learning (MAML) [11]. In Sec-
tion III, we provide a formal description of our model.
One of the fundamental purposes of meta-learning is to
give the agent the ability to draw conclusions on similar
but unknown problems based on prior knowledge. This is
very similar to how trust can shape people’s behaviour when
they need to interact with unknown humans for the first
time. In psychological studies, it is shown that trust is a
result of dynamic interactions [25]. Successful interactions
will lead to feelings of security, trust and optimism, whilst
failed interactions will bring unsecured feelings or mistrust.
We suggest that the pre-training phase of the meta-learning
could be interpreted as gaining trust towards the agent that
the robot is going to interact with.
In order to examine how our proposed model influences
the perceived human’s bi-directional trust, we evaluate it
in a human-robot interaction scenario. In this scenario, a
participant has to collaborate with a robot to escape a
room, created with mixed reality (MR). From speech and
human’s 3D position in space, the robot learns to adapt to
the needs of the participants. Our scenario is discussed in
more details in Section IV. We used MR to create a dynamic
environment that reacts to the person’s and robot’s behaviour,
since MR presents additional benefits of flexibility and the
speed of prototyping. Moreover, our previous studies [36]
demonstrated that MR does not affect the task performance
in human-robot interaction compared to other traditional
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media, even taking into account the novelty effect of the
new technology.
We investigate the effect of our adaptation model on the
perceived bi-directional trust. Our main hypothesis is that,
due to faster adaptation, our model increases the participant’s
perception of the robot’s trustworthiness and how much,
in their opinion, the robot trust them. We demonstrate the
results of the human study in Section V and discuss the
future work in Section VI.
The three main contributions of this paper are:
1) We propose a policy gradient method based on meta-
learning, which can be pre-trained in simulated auxil-
iary environments and adapt fast in a real-world HRI
scenario.
2) We propose that the meta-learning process can be
viewed as a part of trust modelling, based on the
psychological and sociological trust formalization in
human-human interaction.
3) We performed a human-study to investigate the effect
of our model on the subjective measures and found
that our model increased the perceived bi-directional
trust.
II. RELATED WORK
In our work, to achieve fast adaptation, we utilize human
feedback and use it under the framework of reinforcement
learning (RL). RL has been used since the early days
of research in social HRI. One of the early works was
conducted by Bozinovski et al. [5], who considered the
concept of emotion in its learning and behavioural scheme.
Later, several researchers in HRI investigated the effect of
RL algorithms like Exp3 [22], [13], [1] or Q-learning [24],
[38]. With the development of deep learning [20], several
methods were proposed to understand different modalities
in HRI, for example, ResNet [17] for image processing
and Transformer [41] based solutions for text processing.
Naturally, the same trend can be observed regarding the
problem of adaptation in HRI. One of the pioneer works
was conducted by Qureshi in 2017 [29] where a Deep Q-
Network [27] was used to learn a mapping from visual input
to one of the several predefined actions for greeting people.
However, for deep RL methods, one of the drawbacks
is that the algorithms need a lot of training data to con-
verge [27]. This makes deep learning methods’ applicability
in HRI limited, even for the most basic adaptation problem.
Thus, the dilemma is clear: on the one hand, if statistical
methods are used, the robot may not be able to capture the
details of the interactive process [13]. On the other hand,
if deep learning methods are used, a lot of training data
is needed to optimize the algorithms [27]. One potential
solution to the dilemma may be to use meta-learning. Using
meta-learning for pre-training may address the problem of
limited training data [9], [11]. Examples of this have been
shown for image recognition [44] and imitation learning [8].
However, to the best of our knowledge, there is no research
on applying meta-learning in HRI.
Trust as a social phenomenon has been widely studied
in psychology, sociology, and economics, however, the def-
inition of trust is not commonly agreed upon across the
disciplines. It was shown in numerous studies that trust is
essential for successful human-human interactions [26]. In
regards to relationships with robots, trust plays a major role
in human’s willingness to accept information from a robot
[16] and to cooperate [12]. Modelling trust can help us to
build more intelligent socially assistive robots.
According to Marsh’s formalization, trust consists of three
components, namely, basic, general and situational trust
of an agent in another agent [23]. The basic trust is the
value derived and updated from the previous experience,
and it helps the agent to make decisions about the unknown
agents in future situations. The general trust is agent-specific,
representing a bias towards another particular agent, while
the situational trust is dependent on external conditions. In
our case, we focus on modelling the basic trust, which
can be viewed as a general disposition of the robot to be
more trustworthy towards a human during an interaction.
As a consequence, this can increase the speed of adaptation
in a particular task. From the sociological standpoint, the
convergence of the meta-reinforcement learning process can
be considered as a part of trust modelling.
A. Trust evaluation in HRI
There is no commonly used procedure to measure per-
ceived trust in HRI. As stated in Hancock’s overview of the
field, one of the most influential factors on perceived trust
is a robot’s performance, its reliability and understandability
[16]. Another study showed that human-related subjective
measures, such as personality traits and level of expertise,
also have an effect on how people perceive the robot’s trust-
worthiness [31]. Moreover, in human-computer interaction
literature, cooperation is defined as a ”behavioural outcome
of trust” [42]. We combine all previously mentioned metrics
together to measure perceived trust during our human study.
In the majority of works, trust was measured after the inter-
action (e.g. [32] and [2]). However, trust is dynamic in nature
and can be influenced by many different factors throughout
an interaction [4]. To capture the changing dynamics of
trust, it is advised to measure it multiple times during an
interaction [26], [33].
Another thing to consider in trust evaluation is the HRI
scenario. A common scenario to evaluate trust involves
economic games, where a participant is asked to gamble for a
monetary gain [21]. Some works, on the other hand, present
a more general task, where a robot also asks participants
to perform unusual requests [31]. In both cases, only one-
directional trust towards the robot is measured. However,
to our knowledge, there is no study that measures the bi-
directional perceived trust in HRI. In this work, we develop
an escape room scenario that allows variety in robot’s and
human’s behaviours and is suitable for testing bi-directional
perceived trust. The escape room scenario has been found
to be helpful for investigating human’s behaviour in diverse
collaborative tasks [28]. Recently, a similar scenario has been
used to study the effects of robot’s failure in human-robot
collaboration [39]. In an escape room scenario, players are
locked in a room and they need to solve a series of puzzles
in order to escape it under a time constraint. The main
advantage of this scenario is its flexibility, which means
that specific puzzles can be easily added to study different
behaviours.
III. INTERACTION MODELLING
In this section, we describe our approach to model the
human-robot interaction process. In Section III-A, we first
introduce the general RL problem mathematically. Then
in Section III-B, we describe the details of our model
implementation.
A. Preliminaries
We consider a general interaction process, modelled using
st and at as the state and action of the robot agent at
time t during the interaction. The interaction could be
viewed as maximization of the expected cumulative reward
Eτ∼pi[R(τ)] over trajectories
τ = {s1,a1, . . . , sT ,aT }, (1)
where T is the final time step of the interaction, R(τ) =∑T
t=1R(st,at) is the cumulative reward over τ . The expec-
tation is under a distribution,
p(τ) = p(s1)
T∏
t=1
p(st+1|st,at)p(at|st), (2)
where pi(st) = p(at|st) is the policy we would like to
train and p(st+1|st,at) is the forward model determined
by the interaction dynamics. We now define a meta-learning
technique M ≡ {ζp, ζr} consisting of a pre-training method
ζp and a refinement method ζr. Here, ζp takes policy pi and
auxiliary environments Ex to receive a meta-policy
pimeta = ζp(Ex, pi). (3)
Intuitively, the meta-policy is a policy that learned prior
knowledge about the tasks it is going to solve. For more
detailed explanation, interested readers refer to this survey
paper [40].
We then consider a task-specific environment Et for policy
refinement. The final outcome of the system, that we would
like to have, is the sampled trajectories τ?i from all possible
trajectories generated under the optimized policy pi? using
ζr. Mathematically, τ?i is defined as τ
?
i ∼ pi?, where pi? =
ζt(Et, pimeta).
B. Proposed model
In order to model the interaction in our scenario, we
loosely follow the assumption that a human-like robot should
have the tripartite mental activities, namely conation T ,
cognition G and affection A. The assumption is inspired
by Hilgard’s tripartite classification of mental activities of
human personality and intelligence in modern behaviour
psychology [18]. Here we define the interactive space C as
C ≡ {T ,G,A}. For our particular escape room scenario,
each instance of the mental functionality, Ec∈{T ,G,A}, is
then modelled and implemented as an environment of ad-
versarial MAB problem. All of the three instances operate
independently throughout the interaction process. We define
different meta-learning processes M c∈{T ,G,A} for different
functionality in C. Each meta-learning strategy contains
{ζcp, ζcr}.
During the interaction, the robot needs to optimize its all
policies (pic)∗ to learn the most preferred action for each
MAB environment. In order to keep the generality of the
concept of trust, we also assume the observational states of
each category sc to be fixed for each category c.
Our methods involve two training processes. Firstly, we
model the human feedback of each action of MAB as
a Gaussian distributions rc ∼ N (µc, (σc)2) for all the
auxiliary environments. This modelling is based on the fact
that signal of emotion recognition normally follows Gaussian
distributions [19]. Simultaneously, we use ζcp to train initial
random pic in order to get a meta policy picmeta. pi
c
meta
learns the inner structure of the problem which makes the
adaptation during the interactive session much faster and
data-efficient. Finally, we conduct human experiments and
study different subjective measures along with interaction.
Mathematically, the training steps can be summarized as
follows:
Rc(s,a) ≡ rc ∼ N (µca, (σca)2) ∀Ecx (4)
picmeta = ζ
c
p(Ecx, pic) (5)
(pic)∗ = ζrp(Ect , picmeta), (6)
Where c ∈ {T ,G,A}, µca and σca are mean and stan-
dard deviation associated with action distribution a, Ecx
are auxiliary environments for pre-training and Ect are real
interactive environments. We use MAML [11] as the meta-
learning algorithms M c and trust region policy optimization
(TRPO) [34] as optimization algorithm for all policies.
Interested readers can refer to Appendix VII-A to see the dif-
ferences in convergence between meta policy and randomly
initialized policy for MAB problems with different number
of actions using a neural network based policy.
Implementation details: We used a PyTorch based
MAML implementation1 and built a customized MAB en-
vironment using OpenAI Gym [6]. For each instance of
mental functionality, an auxiliary environment is used as
the pre-training method. For all instances, the same policy
network structure is used, namely, one hidden layer with 100
neurons. MR engine Unity is used to animate the changes
in the Hololens environment2. The communication between
Hololens and the algorithm in the policy refinement step is
carried out via a UDP based communication method.
1https://github.com/tristandeleu/pytorch-maml-rl
2https://unity.com/
IV. METHODOLOGY
A. Scenario
We built an escape room scenario to conduct a between-
subjects study, in which participants interacted with a Pepper
robot3. The escape room was created in augmented reality
and participants were required to wear a Mixed Reality
headset HoloLens4 to see walls of the virtual maze, triggers,
keys, and the exit door (see Fig 2). The interaction consists of
three parts: an instance of conation, an instance of affection,
and an instance of cognition. Each instance is triggered by
the participant’s position in the virtual maze, recorded from
the HoloLens. For each instance, the robot chooses one out of
four actions, according to a probability distribution provided
by the algorithm. Here, an action is implemented as a verbal
question (i.e. “Did you come here to bring me something?”,
see Table I). After the participant answers, the robot updates
the probability associated with the previous question and
gives feedback accordingly (i.e. for the low probability “I
do not believe it, but fine.”, see Table II). After completing
all the interaction steps, the participant can escape the room
and a run is over.
Fig. 2: This figure shows the setup of our study. During a run,
the participant starts from the dotted line circle to approach
the red button trigger. Then it goes to the solid line circle to
go out of the room. During the run, three instances of mental
activities will each be triggered once.
For the control group, a statistical MAB algorithms Exp3
(C1), implemented as in the previous studies, was used. The
experimental group interacted under our proposed model, a
policy gradient based solution for MAB problem, together
with meta-learning (C2).
B. Procedure
Upon arrival, participants received a brief description of
the experiment. Then they were asked to sign a consent form
and fill in a pre-study questionnaire about their demographic
background, prior experience with robots and technology, a
personality assessment [15], and negative attitude towards
robots [37]. In order for the algorithms to converge, the
participant’s behaviour has to be consistent during several
3https://www.softbankrobotics.com/emea/en/pepper
4https://www.microsoft.com/en-us/hololens
Mental activity Examples of implementation
Conation “Do you want to escape the room?”
“Do you come here to stay with me?”
“Did you come here to bring me something?”
“Did you come here to look for your friends?”
Affection “Be careful with the walls. You should avoid them.”
“I can help you to do whatever you want to do here.”
“Hey, be relaxed, no matter what you do,
you have no fault in this game.”
“Are you worried? Don’t worry! I am here with you.”
Cognition “Here are the keys. Do you need the first key?”
“Here are the keys. Do you need the second key?”
“Here are the keys. Do you need the third key?”
“Here are the keys. Do you need the fourth key?”
TABLE I: Examples of questions the robot asks during an
interaction based on the mental activity classification [18].
runs. Thus, the participants are asked to act according to the
following rules during the interaction:
• Your goal is to escape the room;
• You need to get further information regarding the walls
of the maze;
• You need the second key;
• You can answer only “yes” or “no”;
The first attempt at escaping the room is treated as a test
run to familiarize the participant with the setup and is not
taken into account in an adaptation algorithm. Each partic-
ipant has to go through four sessions, while each session
consists of three full runs, during which the robot gradually
adapts to the participant’s requests. Overall, each participant
goes through twelve iterations of algorithm adaptation. After
each session, the participant fills in a short questionnaire
evaluating perceived bi-directional trust. By the end of the
fourth session, the participant fills in a questionnaire regard-
ing the overall experience and the quality of interaction.
C. Hypotheses
By comparing the effects of the two conditions we aim
to test whether the overall perceived bi-directional trust is
affected by different adaptation algorithms. We propose to
define bi-directional trust as how trustworthy the participant
perceives the robot and how much, in their opinion, the robot
trusts them in return. Moreover, we hypothesize that the dy-
namics of how the bi-directional trust changes throughout the
interaction sessions vary in two conditions. More formally,
• H1: Perceived trust of a participant towards the robot
is higher in the C2.
• H2: The dynamics of perceived trust of a participant
towards the robot differs in two conditions.
• H3: Perceived trust of a robot towards the participant
is higher in C2.
• H4: The dynamics of perceived trust of a robot towards
the participant differs in two conditions.
Based on the simulation results (see Fig. 3), we assume
that our proposed model (condition C2) ,with faster adap-
tation and its specific adaptation dynamic, will influence
participant’s perception of bi-directional trust in a positive
way. Additionally, we expect that slower adaptation (condi-
tion C1) will cause fewer changes in subjective measures
Confidence level Examples of robot’s replies
Low (p < 0.5) “I do not believe it but fine.”
Medium-low (p < 0.65) “Is that really so? I am not sure.”
Medium (p < 0.8) “I understand now.”
High (p ≥0.8) “Awesome, I knew you would say so.”
TABLE II: Examples of robot’s replies to participants’
answers based on the confidence level, where p denotes
probability associated with the action.
between four sessions, in comparison to the meta-learning
based approach.
D. Measures
1) Objective measures: In order to analyze the perfor-
mance of the algorithms in our setup, we tested our method
using simulated data. Like what we described in the previous
section III-B, we assume user’s feedback is a continuous
signal distributed with Gaussian function with mean µ = 1
and variance σ2 = 0.1. Based on this simulated feedback, we
compare the adaptation speed between the Exp3 algorithms
in the control group and the meta-policy in the experimental
group. In this simulation, we choose the number of actions
in MAB settings to be four, similar to previous studies [13],
[22].
2) Subjective measures: Bi-directional perceived trust is
measured from the participant’s point of view, how trust-
worthy they perceive the robot and how much they think the
robot trusts them in return. We evaluate the bi-directional
perceived trust by following Salem et al.’s work on trust
evaluation in HRI [31]. Single items were extracted and
adjusted to suit our scenario.
Subjective measures were collected in a form of a ques-
tionnaire, given to the participants after each session during
the interaction. The participants were asked to evaluate their
answers on the 5 point Likert scale (1 = “strongly disagree”,
5 = “strongly agree”).
We selected single modified items from [31]: “I per-
ceive the robot as trustworthy”, “The robot perceives me
as trustworthy”. Single modified item was added from the
“Propensity to Trust survey” [10]: “The robot anticipates
my needs”. We further examined participant’s perception
of the robot’s trust towards them with counteractive items:
“The robot believed my answers”, “The robot questioned my
answers”.
E. Participants
A total of 24 subjects (11 female, 13 male), with ages
ranging between 22 and 48 (M = 27.04, SD = 5.42), were
recruited for this experiment. On a Likert scale from 1 to 5
(with 1 representing very little and 5 - very much), partic-
ipants were found to have moderate experience interacting
with robots (M = 3.04, SD = 1.338), negligible familiarity
with Virtual or Augmented reality (M = 2.32, SD = 1.376),
and major skills regarding digital technologies (M = 4.76,
SD = .436). Participants were randomly assigned to one of
the two conditions, resulting in two groups of 12 subjects
each.
V. RESULTS
A. Objective Measures
Fig. 3 shows the comparison between the overall adapta-
tion speed between the control group and the experimental
group over all the instances using simulated feedbacks.
The x-axis indicates the average probability of all the right
answers over all the instances throughout the four sessions.
The y-axis shows the number of iterations that the algorithms
has optimized. The result shows that our method has on
average higher adaptation speed.
Fig. 3: This figure shows the simulated adaptation results of
the escape room scenario for two different algorithms after
each interaction. The results of Exp3 algorithms is shifted to
the right in order to show the difference clearly.
B. Subjective Measures
The bi-directional perceived trust was analyzed using a
mixed design repeated measures one-way ANOVA at sig-
nificance level α = .05. The two conditions were viewed
as between-subjects factors (N1 = 12, N2 = 12), while
sessions numbers corresponded to within-subjects factor on
the dependent variables of perceived trust towards the robot
and perceived robot’s trust towards the participant. The
overall measurements were compared based on the results
of the tests of the between-subjects effects. Neither of the
two measures violated the sphericity assumption. Dynamics
analysis was carried out on the basis of the interactions’
statistical significance.
1) Perceived trust towards the robot: For the condition C1
(see Fig. 4), the first session resulted into moderate scores
(M = 3.03, SD = 1.24), then the perceived trust towards the
robot dropped in the second session (M = 2.42, SD = .996).
After that, it stabilized during the third (M = 2.83, SD =
1.267) and the fourth (M = 2.67, SD = .888) sessions.
In the condition C2, at the beginning participants evaluated
their perceived trust towards the robot at a similar moderate
score as the C1 (M = 2.92, SD = .793). In the consecutive
sessions, we can observe a gradual increase of the scores,
specifically after the second session (M = 3.17, SD = .835),
Fig. 4: The average value (5-point Likert scale) of the partici-
pant’s perceived trust towards a robot by session number and
condition with 95% CI errors. The condition C1 is shifted
to the right to show the difference clearly.
Fig. 5: The average value (5-point Likert scale) of the robot’s
perceived trust towards a participant from a robot by session
number and condition with 95% CI errors. The condition C1
is shifted to the right to show the difference clearly.
the third (M = 3.75, SD = .754), and finally the fourth
(M = 3.92, SD = .515).
We found a statistically significant effect of condition
on participant’s perception of the robot’s trustworthiness,
F (1, 22) = 4.794, p < .05, η2 = .179, such that the average
score of the C1 (M = 2.75, SD = .222) is lower than
the C2 condition score (M = 3.437, SD = .222). Thereby,
H1 was supported and the participants perceived the robot’s
trustworthiness higher in the meta-learning based adaptation.
A statistically significant effect of the session number was
found, F (3, 66) = 1.427, p < .02, η2 = .142, regardless of
condition.
There was a statistically significant effect of the session
number and condition interaction, F (3, 66) = 5.629, p <
.002, η2 = .204. This means that the dynamics of how the
participants gain trust in the robot is significantly different
in two conditions and H2 was supported.
2) Perceived robot’s trust towards the participant: From
Fig. 5, we can observe that in the beginning, the participants
in the condition C1 evaluated moderately-low (M = 2.08,
SD = .996) on how trustworthy the robot perceives them.
In the second session, the average score decreased (M =
1.67, SD = .778) and then increased in the third session
(M = 2.5, SD = 1.168). The scores in the final session
decreased (M = 2.17, SD = .937). The results of C1 show
fluctuations between sessions, but also have a positive trend
overall. In comparison to the condition C1, the first session
in condition C2 has higher average score (M = 3.08, SD =
1.379), which increased after the second session (M = 3.58,
SD = 1.24), and flattened out afterwords in the both third
(M = 3.67, SD = 1.155) and fourth (M = 3.75, SD =
.965) sessions.
A statistically significant effect of condition was found
on perceived trust towards the participant, F (1, 22) =
16.44, p < .001, η2 = .428, such that the C2 has higher
average score of perceived trust towards the participant
(M = 3.521, SD = .247) compared to the C1 (M = 2.104,
SD = .247). This denotes that the participants perceived the
robot as more trustworthy towards them in the C2 and H3
was supported.
Even though the overall robot’s trust towards the par-
ticipant depends on condition, the differences in dynamics
of how the perceived robot’s trust towards the participant
changes in two conditions are not statistically significant,
F (3, 66) = 1.673, p = .181, η2 = .071, H4 was rejected.
Additionally, no statistical significance of session number
was found, F (3, 66) = 2.374, p = .078, η2 = .097.
VI. DISCUSSION
Despite H3 being supported and participants perceiving
the robot as more trusting towards them in the C1, the
dynamics of the perceived robot’s trust towards the partic-
ipant was not significantly different between groups. As a
consequence, H4 was not supported. This can be explained
by the meta-learning based adaptation algorithm converging
on at least one of the actions during the first session. In other
words, during the first session the robot might have gone
from explicitly saying “I don’t believe you” to a more neutral
“I understand”. Thus, the results show a significant difference
between the first sessions in two conditions, but for the
subsequent sessions, the perceived robot’s trust towards the
participant fluctuates within the 95% confidence interval.
We can hypothesize that we observe this due to too fast
adaptation with the meta-learning pre-trained policy gradient
algorithm and too slow adaptation with Exp3.
In contrast, the convergence rate of the algorithms did not
have the same effect on how trustworthy the participants
perceived the robot. The estimated marginal means in the
second condition were significantly higher, meaning that the
participants found the robot more trustworthy in the second
group. Thus, we can conclude that H1 was supported. How-
ever, we also found a significant effect of interaction, which
can be interpreted as a difference in trends for two conditions
and supports H2. A noteworthy distinction between the
dynamics of the robot’s trust towards the participant and the
trust towards the robot appears in the first session.
The discrepancies of how two algorithms influenced the
dynamics of perceived bi-directional trust can be explained
by the explicit nature of how the robot expressed its trust
towards the participants, while human trust is a complex
social construct. Further investigation is required in order
to examine this phenomenon.
Compared to [13], we established an alternative method
to model the interactive adaptive process and show that
our model is able to learn a prior from modelled auxiliary
environments. This helps the algorithm to deal with the real-
time requirement in human-robot interaction.
We think this work could be extended in two directions,
both from the algorithmic and the human study point of view.
From the algorithmic perspective, we want to incorporate
deep learning perceptual modules for processing multimodal
human input to enrich the interaction process. Second, trust
modelling can be expanded to include implementation of
general and situational trust, as well as reaction to trust
violation, according to Marsh’s formalization [23]. Finally,
the developed system can be tested further for how different
approaches of trust modelling influence the participants’
perception of trust, robot’s intelligence, and quality of in-
teraction.
We hypothesize that the proposed models can help us
to achieve a richer socially interactive process for real-time
HRI.
VII. CONCLUSION AND FUTURE WORK
In this work, we proposed to use a meta-learning based
policy gradient method for addressing the problem of fast
adaptation in HRI. Compared to the statistical model, it can
be pre-trained in auxiliary environments and then adapted
faster in the real HRI scenario.
We designed an escape room scenario in mixed reality to
evaluate the proposed method and investigate its potential
effects on the perceived bi-directional trust. Our results
show that not only the algorithm adopted a higher learning
rate after the meta-learning process but also has increased
the participant’s perception on how trustworthy the robot
perceives them.
In the future, we will combine this modelling with differ-
ent neural network-based perception modules and examine
their influences on the interactive process. From the trust
modelling side, we will investigate the possible cause of
the differences in the dynamics of perceived bi-directional
trust. Moreover, we will address trust violation and examine
human’s perception of different approaches to modelling it.
ACKNOWLEDGEMENT
This work was supported by the COIN project (RIT15-
0133) funded by the Swedish Foundation for Strategic Re-
search and by the Swedish Research Council (grant n. 2015-
04378)
REFERENCES
[1] M. I. Ahmad and O. Mubin, “Emotion and memory model to promote
mathematics learning-an exploratory long-term study,” in Proceedings
of the 6th International Conference on Human-Agent Interaction.
ACM, 2018, pp. 214–221.
[2] A. M. Aroyo, F. Rea, G. Sandini, and A. Sciutti, “Trust and social
engineering in human robot interaction: Will a robot make you disclose
sensitive information, conform to its recommendations or gamble?”
IEEE Robotics and Automation Letters, vol. 3, no. 4, pp. 3701–3708,
2018.
[3] P. Auer, N. Cesa-Bianchi, and P. Fischer, “Finite-time analysis of the
multiarmed bandit problem,” Machine learning, vol. 47, no. 2-3, pp.
235–256, 2002.
[4] K. Blomqvist, “The many faces of trust,” Scandinavian Journal of
Management, vol. 13, no. 3, pp. 271 – 286, 1997. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0956522197846441
[5] S. Bozinovski, G. Stojanov, and L. Bozinovska, “Emotion, embodi-
ment, and consequence driven systems,” in Proc AAAI fall symposium
on embodied cognition and action, 1996, pp. 12–17.
[6] G. Brockman, V. Cheung, L. Pettersson, J. Schneider, J. Schul-
man, J. Tang, and W. Zaremba, “Openai gym,” arXiv preprint
arXiv:1606.01540, 2016.
[7] M. Clark-Turner and M. Begum, “Deep reinforcement learning of
abstract reasoning from demonstrations,” in Companion of the 2018
ACM/IEEE International Conference on Human-Robot Interaction.
ACM, 2018, pp. 372–372.
[8] Y. Duan, M. Andrychowicz, B. Stadie, O. J. Ho, J. Schneider,
I. Sutskever, P. Abbeel, and W. Zaremba, “One-shot imitation learn-
ing,” in Advances in neural information processing systems, 2017, pp.
1087–1098.
[9] Y. Duan, J. Schulman, X. Chen, P. L. Bartlett, I. Sutskever, and
P. Abbeel, “Rl2: Fast reinforcement learning via slow reinforcement
learning,” arXiv preprint arXiv:1611.02779, 2016.
[10] A. M. Evans and W. Revelle, “Survey and behavioral measurements
of interpersonal trust,” Journal of Research in Personality, vol. 42,
no. 6, pp. 1585–1593, 2008.
[11] C. Finn, P. Abbeel, and S. Levine, “Model-agnostic meta-learning
for fast adaptation of deep networks,” in Proceedings of the 34th
International Conference on Machine Learning-Volume 70. JMLR.
org, 2017, pp. 1126–1135.
[12] A. Freedy, E. DeVisser, G. Weltman, and N. Coeyman, “Measurement
of trust in human-robot collaboration,” in 2007 International Sympo-
sium on Collaborative Technologies and Systems. IEEE, 2007, pp.
106–114.
[13] Y. Gao, W. Barendregt, M. Obaid, and G. Castellano, “When robot
personalisation does not help: Insights from a robot-supported learning
study,” in IEEE International Symposium on Robot and Human
Interactive Communication (RO-MAN), 2018. IEEE, 2018.
[14] A. Ghadirzadeh, J. Bu¨tepage, A. Maki, D. Kragic, and M. Bjo¨rkman,
“A sensorimotor reinforcement learning framework for physical
human-robot interaction,” in Intelligent Robots and Systems (IROS),
2016 IEEE/RSJ International Conference on. IEEE, 2016, pp. 2682–
2688.
[15] S. D. Gosling, P. J. Rentfrow, and W. B. Swann Jr, “A very brief
measure of the big-five personality domains,” Journal of Research in
personality, vol. 37, no. 6, pp. 504–528, 2003.
[16] P. A. Hancock, D. R. Billings, K. E. Schaefer, J. Y. Chen, E. J.
De Visser, and R. Parasuraman, “A meta-analysis of factors affecting
trust in human-robot interaction,” Human Factors, vol. 53, no. 5, pp.
517–527, 2011.
[17] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE conference on computer
vision and pattern recognition, 2016, pp. 770–778.
[18] E. R. Hilgard, “The trilogy of mind: Cognition, affection, and cona-
tion,” Journal of the History of the Behavioral Sciences, vol. 16, no. 2,
pp. 107–117, 1980.
[19] P. A. Kragel and K. S. LaBar, “Decoding the nature of emotion in
the brain,” Trends in cognitive sciences, vol. 20, no. 6, pp. 444–455,
2016.
[20] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol.
521, no. 7553, p. 436, 2015.
[21] J. J. Lee, B. Knox, J. Baumann, C. Breazeal, and D. DeSteno, “Com-
putationally modeling interpersonal trust,” Frontiers in psychology,
vol. 4, p. 893, 2013.
[22] I. Leite, G. Castellano, A. Pereira, C. Martinho, and A. Paiva,
“Empathic robots for long-term interaction,” International Journal of
Social Robotics, vol. 6, no. 3, pp. 329–341, 2014.
[23] S. P. Marsh, “Formalising trust as a computational concept,” 1994.
[24] M. J. Mataric´, “Learning social behavior,” Robotics and Autonomous
Systems, vol. 20, no. 2-4, pp. 191–204, 1997.
[25] R. C. Mayer, J. H. Davis, and F. D. Schoorman, “An integrative model
of organizational trust,” Academy of management review, vol. 20, no. 3,
pp. 709–734, 1995.
[26] D. McAllister, “Affect- and cognition-based trust as foundations for
interpersonal cooperation in organizations,” Academy of Management
Journal, vol. 38, pp. 24–59, 02 1995.
[27] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G.
Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski,
et al., “Human-level control through deep reinforcement learning,”
Nature, vol. 518, no. 7540, p. 529, 2015.
[28] R. Pan, H. Lo, and C. Neustaedter, “Collaboration, awareness, and
communication in real-life escape rooms,” in Proceedings of the 2017
Conference on Designing Interactive Systems. ACM, 2017, pp. 1353–
1364.
[29] A. H. Qureshi, Y. Nakamura, Y. Yoshikawa, and H. Ishiguro, “Robot
gains social intelligence through multimodal deep reinforcement learn-
ing,” in Humanoid Robots (Humanoids), 2016 IEEE-RAS 16th Inter-
national Conference on. IEEE, 2016, pp. 745–751.
[30] I. Rahwan, M. Cebrian, N. Obradovich, J. Bongard, J.-F. Bonnefon,
C. Breazeal, J. W. Crandall, N. A. Christakis, I. D. Couzin, M. O.
Jackson, et al., “Machine behaviour,” Nature, vol. 568, no. 7753, p.
477, 2019.
[31] M. Salem, G. Lakatos, F. Amirabdollahian, and K. Dautenhahn,
“Would you trust a (faulty) robot?: Effects of error, task type and
personality on human-robot cooperation and trust,” in Proceedings of
the Tenth Annual ACM/IEEE International Conference on Human-
Robot Interaction. ACM, 2015, pp. 141–148.
[32] K. Schaefer, “The perception and measurement of human-robot trust,”
2013.
[33] K. E. Schaefer, “Measuring trust in human robot interactions: Devel-
opment of the “trust perception scale-hri”,” in Robust Intelligence and
Trust in Autonomous Systems. Springer, 2016, pp. 191–218.
[34] J. Schulman, S. Levine, P. Abbeel, M. Jordan, and P. Moritz, “Trust
region policy optimization,” in International Conference on Machine
Learning, 2015, pp. 1889–1897.
[35] T. B. Sheridan, “Human–robot interaction: status and challenges,”
Human factors, vol. 58, no. 4, pp. 525–532, 2016.
[36] E. Sibirtseva, D. Kontogiorgos, O. Nykvist, H. Karaoguz, I. Leite,
J. Gustafson, and D. Kragic, “A comparison of visualisation methods
for disambiguating verbal requests in human-robot interaction,” in
2018 27th IEEE International Symposium on Robot and Human
Interactive Communication (RO-MAN). IEEE, 2018, pp. 43–50.
[37] D. S. Syrdal, K. Dautenhahn, K. L. Koay, and M. L. Walters, “The
negative attitudes towards robots scale and reactions to robot behaviour
in a live human-robot interaction study,” Adaptive and Emergent
Behaviour and Complex Systems, 2009.
[38] K. Tsiakas, M. Abujelala, and F. Makedon, “Task engagement as
personalization feedback for socially-assistive robots and cognitive
training,” Technologies, vol. 6, no. 2, p. 49, 2018.
[39] S. van Waveren, E. J. Carter, and I. Leite, “Take one for the team: The
effects of error severity in collaborative tasks with social robots,” in
Proceedings of the 19th ACM International Conference on Intelligent
Virtual Agents. ACM, 2019, pp. 151–158.
[40] J. Vanschoren, “Meta-learning: A survey,” arXiv preprint
arXiv:1810.03548, 2018.
[41] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N.
Gomez, Ł. Kaiser, and I. Polosukhin, “Attention is all you need,” in
Advances in Neural Information Processing Systems, 2017, pp. 5998–
6008.
[42] J. M. Wilson, S. G. Straus, and B. McEvily, “All in due time: The
development of trust in computer-mediated and face-to-face teams,”
Organizational behavior and human decision processes, vol. 99, no. 1,
pp. 16–33, 2006.
[43] B. Zhang, G. Essl, and E. Mower Provost, “Predicting the distribution
of emotion perception: capturing inter-rater variability,” in Proceedings
of the 19th ACM International Conference on Multimodal Interaction.
ACM, 2017, pp. 51–59.
[44] B. Zoph, V. Vasudevan, J. Shlens, and Q. V. Le, “Learning transferable
architectures for scalable image recognition,” in Proceedings of the
IEEE conference on computer vision and pattern recognition, 2018,
pp. 8697–8710.
APPENDIX
A. Comparison of meta policy and randomly initialized
policy
In order to assess how meta-learning pre-training pro-
cess influences the optimization of a neural network based
solution for the multi-armed bandit problem, we compare
the meta-policy with randomly initialized policy. The meta-
policy is pre-trained with the simulated auxiliary environ-
ments. The feedback distribution in the auxiliary environ-
ments is modelled based on the previous research of mod-
elling the perceived emotion using Gaussian class func-
tions [43].
Fig. 6: This figure shows the relationship between the
average number of samples needed to reach 95% confidence
for any action and the number of actions in MAB problems.
The results of the randomly initialized policy are shifted to
the right to show the differences clearly.
Fig. 6 shows a comparison of the two classes of policies.
We can observe that as the number of actions of MAB
increases, the number of interactions needed to reach 95%
confidence for a particular action increases. However, the
meta learned policy needs less number of iterations than a
randomly initialized policy for all MAB problems with the
different number of actions.
