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Abstrakt
Tato pra´ce se zaby´va´ vy´vojem algoritmu˚ pro detekci deˇlı´cı´ch cˇar v obraze snı´mane´m
kamerou umı´steˇne´m v automobilu. Typicke´ pouzˇitı´ je sledova´nı´ strˇedovy´ch a krajnı´ch
deˇlı´cı´ch cˇar nebo kolejı´. Cı´lem je dosazˇenı´ rozumny´ch vy´sledku˚ prˇi pouzˇitı´ omezeny´ch
zdroju˚ (procesor, pameˇt’) tak, aby vy´sledny´ produkt mohl by´t pouzˇit jako autonomnı´
zarˇı´zenı´ naprˇı´klad pro rˇı´zenı´ male´ho souteˇzˇnı´ho automobilu FRC. U´kolem v souteˇzˇi je
zajet co nejrychleji stanoveny´ pocˇet kol na nezna´me´ trati. Pro rˇı´zenı´ a zpracova´nı´ obrazu
se prˇedpokla´da´ pouzˇitı´ neˇktery´ch z modernı´ch procesoru˚ ARM rˇady Cortex, operacˇnı´
syste´m Linux, nebo Windows CE a knihovna pro obrazove´ funkce OpenCV.
Klı´cˇova´ slova: OpenCV, Linux, Windows CE, procesor, detekce deˇlı´cı´ cˇa´ry, Algoritmus,
hranovy´ detektor, Canny, Houghova transformace, bina´rnı´ obraz, zpracova´nı´ obrazu,
va´zˇeny´ pru˚meˇr, plovoucı´ pru˚meˇr.
Abstract
This work deals with the development of Lane detection Algorithms in pictures, captured
inside the car. Typical application is the monitoring lanes, or rail. The aim is to achieve
reasonable results using limited resources (CPU, memory), so that the resulting product
could be used for example as an autonomous control of a small car in the FRC competition.
The challenge in the competition is to go as fast as possible at unknown number track.
For control and image processing is expected to use some of the many modern processors
ARM Cortex, Linux, or Windows CE as an operating system and imaging library for
OpenCV.
Keywords: Open CV, Linux, Windows CE, processor, Lane detection, Algorithm, Edge
Algorithm, Canny, Hough transformation, Binary picture, picture detection, weighted
average, moving average.
Seznam pouzˇity´ch zkratek a symbolu˚
BSD – Berkeley Software Distribution – Licence pro svobodne´ sˇı´rˇenı´
software
DCT – Diskre´tnı´ Cosinova transformace
DNA – Deoxyribonukleova´ kyselina
DPS – Deska plosˇny´ch spoju˚
DSP – Digita´lnı´ signa´lovy´ procesor – vhodny´ pro zpracova´nı´ mate-
maticky´ch dat v rea´lne´m cˇase (audio nebo video)
EDF – Edge Distribution Function
FFT – Rychla´ Fourierova transformace
FPGA – Programovatelne´ logicke´ pole
FPS – Frames per second – pocˇet snı´mku˚ za sekundu
GB – Giga Byte, miliarda bytu˚ (prˇesneˇ 1 048 576)
GHz – Giga Hertz – Miliarda Hertz (Hertz je jednotka frekvence)
GPS – Global Positioning System – satelitnı´ navigacˇnı´ syste´m
HW – Hardware- elektronicke´ zarˇı´zenı´, naprˇı´klad pocˇı´tacˇ
PC – Personal Computer – Osobnı´ pocˇı´tacˇ
QNX – RTOS operacˇnı´ syste´m pro embedded aplikace
QVGA – cˇtvrt VGA rozlisˇenı´(320x240 bodu˚)
RANSAC – Random Sample Consensus – algoritmus pro nalezenı´ stejny´ch
vzorku˚
RGB – Red, Green, Blue – cˇervena´, zelena´, modra´ (za´kladnı´ barvy)
ROI – Region of Interest – oblast za´jmu
RTOS – Real Time Operating System – operacˇnı´ syste´m pro zpracova´nı´
v rea´lne´m cˇase
SIMD – Single Instruction Multiple Data
SW – Software- ko´d vykona´vany´ pocˇı´tacˇem
VGA – VGA (Video Graphics Adaptor) – V soucˇasne´ dobeˇ oznacˇenı´
za´kladnı´ho rozlisˇenı´ monitoru (640x480 bodu˚)
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61 U´vod
Pra´ce se zaby´va´ vy´vojem algoritmu˚ pro detekci deˇlı´cı´ch cˇar v obraze snı´mane´m kame-
rou umı´steˇne´m v automobilu. Typicke´ pouzˇitı´ je sledova´nı´ strˇedovy´ch a krajnı´ch deˇlı´cı´ch
cˇar nebo kolejı´. Cı´lem je dosazˇenı´ rozumny´ch vy´sledku˚ prˇi pouzˇitı´ omezeny´ch zdroju˚
(procesor, pameˇt’) tak, aby vy´sledny´ produkt mohl by´t pouzˇit jako autonomnı´ zarˇı´zenı´
naprˇı´klad pro rˇı´zenı´ male´ho souteˇzˇnı´ho automobilu FRC. U´kolem v souteˇzˇi je zajet co
nejrychleji stanoveny´ pocˇet kol na nezna´me´ trati. Pro rˇı´zenı´ a zpracova´nı´ obrazu se prˇed-
pokla´da´ pouzˇitı´ neˇktery´ch z modernı´ch procesoru˚ ARM rˇady Cortex A, operacˇnı´ syste´m
Linux nebo Windows CE a knihovna pro obrazove´ funkce OpenCV. V pra´ci jsem se za-
meˇrˇil nejprve na teoreticke´ aspekty proble´mu a resˇersˇe jiny´ch rˇesˇenı´ a autoru˚, da´le pak
na vy´voj vhodne´ho algoritmu pomocı´ knihovny na zpracova´nı´ obrazu OpenCV a klasic-
ke´ho desktopove´ho PC. Po dosazˇenı´ uspokojivy´ch vy´sledku˚ bude na´sledovat portace na
vhodnou platformu a oveˇrˇenı´ funkcˇnosti na vhodne´m vy´vojove´m kitu. Poslednı´ fa´zı´ pak
bude na´vrh DPS a vytvorˇenı´ referencˇnı´ platformy pro oveˇrˇenı´ cele´ho rˇesˇenı´.
V kapitole 2 nastinˇuji nejdu˚lezˇiteˇjsˇı´ krite´ria pro vy´voj algoritmu, omezenı´ ktery´mi
jsme v dane´m kontextu limitova´ni a da´le se zaby´va´m resˇersˇı´ jizˇ publikovany´ch rˇesˇenı´ a
jejich rozborem. U kazˇde´ho algoritmu take´ posuzuji jejich vy´hody a nevy´hody, prˇı´padneˇ
vhodnost pouzˇitı´. Na´sledneˇ hodnotı´m pouzˇı´vane´ metody zameˇrˇene´ na podobne´ u´cˇely a
jejich vhodnost pro uvedenou oblast. V pru˚beˇhu cˇasu take´ docha´zı´ ke zmeˇna´m v oblibeˇ
jednotlivy´ch druhu˚ algoritmu˚ – du˚vodem mu˚zˇe by´t naprˇı´klad dostupnost vy´konneˇjsˇı´ch
pocˇı´tacˇu˚ nebo vhodny´ch knihoven pro zpracova´nı´ obrazu a podobneˇ. Prˇı´kladem budizˇ
naprˇı´klad ru˚zny´ch hranovy´ch detektoru˚, jejich vy´hody, nevy´hody, oblı´benost v urcˇite´m
obdobı´, atd. Du˚raz prˇitom kladu na rychlost zpracova´nı´ a na´roky na pameˇt’procesoru.
V kapitole 3 se veˇnuji teoreticke´ stra´nce u´lohy, bez detailnı´ho zkouma´nı´ principu˚
detekce a zpracova´nı´ obrazu. Vy´sledky prˇedkla´da´m cˇtena´rˇi tak, aby byly srozumitelne´
i laiku˚m, kterˇı´ se nezaby´vajı´ teoriı´ zpracova´nı´ obrazu, ale zajı´majı´ se uvedenou proble-
matikou a znajı´ za´klady programova´nı´ v jazyce C. Pro za´jemce uva´dı´m take´ dostatek
teoreticky zameˇrˇene´ literatury jak v anglicke´, tak v cˇeske´ verzi.
Ve cˇtvrte´ kapitole pak prˇedvedu zpu˚sob a vy´sledky testu˚ algoritmu. Testoval jsem
jej jak z cˇasove´ho hlediska (na´rocˇnost na strojovy´ cˇas a vy´kon procesoru), tak z hlediska
spolehlivosti a odolnosti proti rusˇenı´, nebo neprˇı´znivy´m sveˇtelny´m podmı´nka´m. Detailnı´
vy´sledky testu˚ jsou pak prˇehledneˇ zpracova´ny do grafu˚ v prˇı´loze.
V poslednı´, pa´te´ kapitole, se pak veˇnuji mozˇnostem zlepsˇenı´ algoritmu, prˇı´padneˇ
na´vrhu˚m na prˇepracova´nı´ tak, jak meˇ napadly v pru˚beˇhu vy´voje algoritmu. Prˇi vy´voji
jsem take´ narazil na rˇadu u´skalı´ a proble´mu˚, z nichzˇ neˇktere´ take´ zminˇuji. V neposlednı´
rˇadeˇ se zaby´va´m vhodnou platformou pro beˇh algoritmu – prˇedpokla´da´m totizˇ nasazenı´
v embedded aplikacı´ch (formou instaluj a zapomenˇ), kde se prˇedpokla´da´ minima´lnı´
obsluha a pe´cˇe o zarˇı´zenı´, maxima´lnı´ spolehlivost a odolnost proti vneˇjsˇı´m vlivu˚m a
dlouhodoba´ spolehlivost bez vy´padku˚.
72 Krite´ria pro vy´beˇr platformy, druhy algoritmu˚, resˇersˇe
Slozˇitost a na´rocˇnost zpracova´nı´ obrazu je pro pocˇı´tacˇe enormnı´. To co se lidske´mu oku
zda´ jednodusˇe a rychle identifikovatelne´, nenı´ beˇzˇny´ pocˇı´tacˇ schopen stoprocentneˇ identi-
fikovat a cˇasto k tomu potrˇebuje enormnı´ vy´pocˇetnı´ vy´kon a komplikovany´ matematicky´
apara´t. Vy´voj detekcˇnı´ch algoritmu˚ je sta´le v pocˇa´tcı´ch a sta´le se objevujı´ nove´ rˇesˇenı´ a
zpu˚soby detekce obrazu. Neˇktere´ z nich zminˇuji da´le. U veˇtsˇiny z nich take´ naznacˇuji
pouzˇity´ matematicky´ apara´t a prˇipomı´na´m potı´zˇe a proble´my se ktery´mi se autorˇi se-
tkali. Mnoho z nich jsem musel prˇi sve´m vy´voji take´ rˇesˇit. Jiste´ vsˇak je, zˇe neexistuje (a
pravdeˇpodobneˇ nikdy existovat nebude) zˇa´dny´ univerza´lnı´ algoritmus, ktery´ by umozˇnil
snadnou detekci obrazu pocˇı´tacˇem.
Soucˇasne´ pocˇı´tacˇe take´ nejsou pro detekci obrazu prˇı´lisˇ vhodne´ a proto si budeme
muset pocˇkat na jiny´ syste´m pocˇı´tacˇu˚ (kvantove´, nebo zalozˇene´ na DNA), pomocı´ nichzˇ
bude mozˇne´ prova´deˇt lepsˇı´ detekci obrazu. Pocˇı´tacˇe pouzˇı´vane´ v soucˇasnosti zpracova´-
vajı´ data prˇesneˇ podle programu a jsou tedy plneˇ deterministicke´. To nenı´ pro zpracova´nı´
obrazu (a stochasticky´ch jevu˚ obecneˇ) prˇı´lisˇ vhodne´. V takove´m prostrˇedı´ je totizˇ pro ka-
zˇdy´ stochasticky´ jev nutno vytvorˇit novou podmı´nku, nebo navrhnout algoritmus, ktery´
zajistı´ pokrytı´ alesponˇ veˇtsˇı´ cˇa´sti stochasticky´ch jevu˚ (naprˇı´klad pru˚meˇrova´nı´ hodnot,
va´ha objektu, atd.). Pro zpracova´nı´ a detekci obrazu je pak potrˇeba extre´mnı´ vy´kon a
velikost pameˇti beˇzˇny´ch pocˇı´tacˇu˚.
Algoritmy pro zpracova´nı´ obrazu jsou pomeˇrneˇ novou, ale prˇekotneˇ se vyvı´jejı´cı´ ob-
lastı´. Prvnı´ pra´ce zaby´vajı´cı´ se touto problematikou (ktere´ ve sve´ pra´ci zminˇuji) pocha´zejı´
z roku 1996. V te´ dobeˇ si autorˇi museli vystacˇit s procesory okolo 200MHz a neˇkolika
desı´tkami MB RAM. O deset let pozdeˇji jizˇ meˇli k dispozici procesory s rychlostı´ 3GHz
a 1GB RAM. Dnes jsou podobne´ algoritmy testova´ny na vı´ceja´drovy´ch syste´mech s 4–
8GB RAM. Tento znacˇny´ posun ve vy´konu pocˇı´tacˇu˚ (cca desetina´sobek za poslednı´ch 10
let) znamena´, zˇe pouzˇite´ funkce u noveˇjsˇı´ch algoritmu˚ jsou mnohem pokrocˇilejsˇı´ nebo
na´rocˇneˇjsˇı´ i prˇi zachova´nı´ schopnosti zpracova´vat veˇtsˇı´ obrazy v rea´lne´m cˇase.
Pokud chceme zpracova´vat obraz v realtimovy´ch aplikacı´ch (a pocˇı´ta´me embedded
aplikace), potrˇebujeme vy´konne´ zarˇı´zenı´ (procesor, DSP, FPGA), na ktere´m budeme zpra-
cova´nı´ obrazu provozovat. Pro kazˇdou platformu se pak bude lisˇit jak pouzˇity´ HW tak
SW. Ru˚zne´ platformy poskytujı´ ru˚zny´ vy´kon a kazˇda´ z nich ma´ sve´ vy´hody a nevy´hody.
Prˇedpokla´dejme vsˇak, zˇe si chceme co nejvı´ce zjednodusˇit pra´ci a nebudeme tedy vy-
my´sˇlet a programovat za´kladnı´ (zna´me´) algoritmy. Proto je nejvy´hodneˇjsˇı´ pouzˇı´t vhodny´
procesor, na ktere´m mu˚zˇeme provozovat neˇkterou z knihoven pro zpracova´nı´ obrazu.
Takovy´ch knihoven je mozˇno nale´zt neˇkolik, ale nejzna´meˇjsˇı´ a asi nejle´pe udrzˇovana´ je
openCV. Autorˇi, kterˇı´ prˇedpokla´dajı´ zpracova´nı´ obrazu pouze na PC (nebo prˇi vy´voji
nezohlednˇujı´ embedded aplikace), majı´ zjednodusˇenou pra´ci ve vy´beˇru platformy. Navı´c
majı´ k dispozici vy´konoveˇ a cenoveˇ prakticky neomezene´ prostrˇedky, ktere´ se navı´c velmi
rychle vyvı´jı´.
8Obra´zek 1: Blokove´ sche´ma procesoru i.MX535
2.1 Krite´ria pro vy´beˇr platformy
V poslednı´ch letech docha´zı´ k obrovske´mu boomu ve vy´voji vy´konny´ch procesoru˚ urcˇe-
ny´ch pro embedded aplikace (te´meˇrˇ vy´hradneˇ architektury ARM). Vy´kon takovy´ch pro-
cesoru˚ se velmi blı´zˇı´ vy´konu klasicky´ch pracovnı´ch stanic (zna´my´ch pod zkratkou PC –
Personal Computer). Vy´hodou vsˇak je, zˇe nepotrˇebujı´ aktivnı´ a veˇtsˇinou ani pasivnı´
chlazenı´ a jejich spotrˇeba je v desetina´ch spotrˇeby klasicky´ch PC. Prˇı´kladem mu˚zˇe by´t
procesor Cortex A8 i.MX535 od firmy Freescale, ktery´ pracuje na kmitocˇtu 1,2GHz, mu˚zˇe
adresovat azˇ 4GB RAM a prˇi teploteˇ ja´dra 125◦ pak spotrˇebuje pouhe´ 3 Watty! Na obra´zku
1 je pak blokove´ sche´ma tohoto procesoru s vyznacˇeny´mi periferiemi. Je videˇt, zˇe je velmi
dobrˇe vybaven pro multimedia´lnı´ aplikace, a proto se cˇasto pouzˇı´va´ ve smartphonech
nebo tabletech.
Tyto procesory se dnes objevujı´ v tzv smartphonech, tabletech, netboocı´ch a jiny´ch
zarˇı´zenı´ch beˇzˇne´ho zˇivota. Cˇasto slouzˇı´ pro prˇipojenı´ k internetu, prˇehra´va´nı´ audio nebo
video streamu˚, nebo k vyuzˇı´va´nı´ jiny´mi na´rocˇny´mi aplikacemi, jejichzˇ dome´nou byly
doneda´vna pra´veˇ PC. Pro jejich beˇh je vyzˇadova´n
”
klasicky´“ operacˇnı´ syste´m (tak jak
jej zna´me z PC, nejzna´meˇjsˇı´ je neˇktery´ typ UNIXu, typicky urcˇita´ distribuce Linuxu,
nebo Windows, a podobneˇ). Vy´hodou takovy´ch procesoru˚ vsˇak je, zˇe mohou pracovat s
neˇjaky´m RTOS, naprˇı´klad upraveny´ Linux, QNX a podobneˇ.
Kapacita pameˇti se pak take´ blı´zˇı´ PC – typicky mı´vajı´ RAM okolo 1GB a flash v
rˇa´du desı´tek GB. Rychlost takovy´ch procesoru˚ je pak okolo 1GHz (pro ARM Cortex A8),
nebo pro starsˇı´ ARM11 pak okolo 600 MHz. Nove´ ja´dra (Cortex A8, A9) by´vajı´ take´ vı´ce
9ja´drove´ (v soucˇasnosti dvou azˇ cˇtyrˇja´drove´). Pokud budeme chtı´t pouzˇı´t takovy´ procesor
pro detekci a zpracova´nı´ obrazu, pak z uvedene´ho vyply´va´:
1. Tyto procesory umozˇnˇujı´ beˇh rea´lny´ch operacˇnı´ch syste´mu˚ (Linux, Win CE, atd).
2. Jejich vy´kon a pameˇt’je nizˇsˇı´ nezˇ vy´kon typicky´ch PC.
Bod 1 na´m tedy umozˇnı´ vytva´rˇet a spousˇteˇt na takove´m zarˇı´zenı´ beˇzˇne´ programy, ktere´
vyuzˇı´vajı´ sluzˇeb syste´mu, nebo naprˇı´klad knihovnu OpenCV. Bod 2 naopak znamena´, zˇe
musı´me vybı´rat takove´ postupy a algoritmy, ktere´ umozˇnı´ minimalizaci spotrˇeby pameˇti a
strojove´ho cˇasu. Dalsˇı´m krite´riem je pak rychlost algoritmu. Pokud vezmeme v u´vahu, zˇe
kamera snı´ma´ 25–30 snı´mku˚ za sekundu, ma´me na zpracova´nı´ jednoho snı´mku prˇiblizˇneˇ
33–40 milisekund. Snı´zˇenı´ pocˇtu snı´mku˚ za sekundu nenı´ mozˇne´ z toho du˚vodu, zˇe
cˇı´m vysˇsˇı´ rychlostı´ vozidlo pojede, tı´m delsˇı´ u´sek za tuto dobu ujede a je tedy nutno
vyhodnocovat delsˇı´ u´sek cesty. To vsˇak cˇasto nenı´ mozˇne´ (naprˇ. kdyzˇ se blı´zˇı´me nebo se
prˇı´mo nacha´zı´me v zata´cˇce), protozˇe sledovany´ u´sek je prosteˇ prˇı´lisˇ kra´tky´.
Pro prˇedstavu: prˇi rychlosti 90 km/h ujede vozidlo dra´hu 25 metru˚ za sekundu, cozˇ
odpovı´da´ posunu o 1 metr mezi jednotlivy´mi snı´mky, prˇi 25 snı´mcı´ch za sekundu. Cˇasto
se ale mu˚zˇeme setkat s mnohem vysˇsˇı´mi rychlostmi (1,5–2 na´sobne´). Jak da´le uka´zˇi,
cˇasto nenı´ mozˇne´ spra´vneˇ detekovat sta´vajı´cı´ snı´mek a je nutno pokracˇovat zpracova´nı´m
na´sledujı´cı´ho. Du˚vodem jsou veˇtsˇinou nevhodne´ sveˇtelne´ podmı´nky, nebo ztra´ta deˇlı´cı´
cˇa´ry (prˇeka´zˇka na vozovce, chybeˇjı´cı´ cˇa´ra, atd.). Dı´ky tomu vozidlo ujede veˇtsˇı´ vzda´lenost,
nezˇ zı´ska´ opeˇt rea´lnou informaci o trati.
Da´le pak je mozˇno snizˇovat vy´pocˇetnı´ na´rocˇnost zmensˇenı´m zpracova´vane´ho obrazu,
cozˇ ma´ ovsˇem za na´sledek snı´zˇenı´ rozlisˇovacı´ schopnosti a to pak bude mı´t za na´sledek
selha´nı´ detekcˇnı´ho algoritmu. Jako rozumne´ rˇesˇenı´ se jevı´ velikost obrazu QVGA (320x240
obrazovy´ch bodu˚) s mozˇnostı´ snı´zˇenı´ na polovinu, pokud by to bylo nezbytneˇ nutne´. Da´le
ma´ pak vliv na velikost zpracova´vany´ch dat typ obrazu. Nelze pouzˇı´t zˇa´dny´ kompresnı´
algoritmus, protozˇe prˇi kompresi/ dekompresi by docha´zelo k dalsˇı´mu zdrzˇenı´.
Dalsˇı´ u´spory pameˇti a cˇasu dosa´hneme pouzˇitı´m cˇernobı´le´ho obrazu (budeme zpra-
cova´vat pouze jasovou slozˇku, oproti trˇem prˇi pouzˇitı´ barevne´ho obrazu). Idea´lnı´ je tedy
pouzˇitı´ cˇernobı´le´ kamery, nebo alespon jejı´ nastavenı´ do cˇernobı´le´ho rezˇimu. Dalsˇı´ ota´z-
kou pak je samotna´ kamera – jejı´ vy´beˇr je klı´cˇovy´. Protozˇe se jedna´ o zpracova´nı´ rychle
se meˇnı´cı´ch sce´n, je nutno mı´t kvalitnı´ cˇip i objektiv. Pro rychle´ sce´ny se pouzˇı´vajı´ kratsˇı´
cˇasy za´veˇrky, cozˇ ale vede ke snı´zˇenı´ citlivosti. To je pak proble´m za sˇera, desˇteˇ, mlhy
nebo jiny´ch neprˇı´znivy´ch vlivech a v neˇktery´ch prˇı´padech mu˚zˇe ve´st k fata´lnı´m chy-
ba´m ve zpracova´nı´ obrazu. Autorˇi neˇktery´ch algoritmu˚ kladou nejveˇtsˇı´ du˚raz pra´veˇ na
prˇedzpracova´nı´ obrazu (prˇed prˇevodem do bina´rnı´ podoby).
Pokud dojde k chyba´m v prˇedzpracova´nı´ obrazu, algoritmus se z nich nevzpama-
tuje a cely´ snı´mek je pak nepouzˇitelny´. Vy´pocˇet takove´ho snı´mku nelze bra´t v u´vahu.
Chyby zpu˚sobene´ sveˇtelny´mi proble´my (a nı´zkou citlivostı´), se nejvı´ce projevı´ pra´veˇ ve
fa´zi prˇedzpracova´nı´ obrazu. Proble´mem vsˇak mu˚zˇe by´t i opacˇny´ jev, oznacˇovany´ jako
prˇeexpozice. To znamena´, zˇe sveˇtla je naopak prˇı´lisˇ. Navı´c tento jev se mu˚zˇe projevit i
velmi necˇekaneˇ– v prˇı´padeˇ, zˇe se lidske´mu oku zda´, zˇe je sveˇtla ma´lo nebo tak akora´t. Je
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to zpu˚sobeno vysokou citlivostı´ kamery na infracˇervene´ za´rˇenı´ (nejvı´ce jsou na neˇ citlive´
pra´veˇ cˇernobı´le´ kamery). Tohoto jevu se vyuzˇı´va´ pra´veˇ prˇi nocˇnı´m videˇnı´, kdy se sce´na
osveˇtluje infracˇerveny´m sveˇtlem, na ktere´ cˇloveˇk nereaguje. Tento jev se pak projevil i v
me´m testovacı´m videu.
Shrnu-li vy´sˇe uvedene´ pozˇadavky, vyjdou na´m jako limitujı´cı´ faktory na´sledujı´cı´:
• Pouzˇitı´ cˇernobı´le´ kamery, nebo barevne´, ktera´ umozˇnˇuje cˇernobı´ly´ rezˇim.
• Velikost obrazu QVGA nebo mensˇı´ (s mozˇnostı´ sw nastavenı´).
• Co nejvysˇsˇı´ pocˇet snı´mku˚ za sekundu (alesponˇ 25–30) a z toho vycha´zejı´cı´ limit
zpracova´nı´ jednoho snı´mku za 33–40 milisekund.
• Kvalitnı´ kamera, spolehliva´ a rozmeˇroveˇ mala´, s nı´zkou spotrˇebou.
• Slozˇitost algoritmu takova´, zˇe bude sta´vajı´cı´ snı´mek zpracova´n do prˇı´chodu dalsˇı´ho.
S tı´m souvisı´ nutnost pouzˇitı´ dostatecˇneˇ vy´konne´ho procesoru.
• Mozˇnost ztra´ty informace o trati – nutnost vycha´zet z poslednı´ch dostupny´ch infor-
macı´, tedy nutnost vy´pocˇtu odhadu, jak bude vypadat trat’v na´sledujı´cı´m snı´mku.
Tyto krite´ria pak budou klı´cˇove´ prˇi na´vrhu algoritmu.
2.2 Druhy algoritmu˚
V te´to cˇa´sti se budu zaby´vat existujı´cı´mi algoritmy a mozˇnostı´ jejich implementace v za´-
vislosti na na´mi definovany´ch krite´riı´ch. Oblast zpracova´nı´ obrazu v dopraveˇ a specia´lneˇ
detekce deˇlı´cı´ch cˇar je pomeˇrneˇ novou a rychle se rozvı´jejı´cı´ oblastı´. Za tak kra´tke´ obdobı´
(neˇco ma´lo prˇes 10 let) jizˇ existuje rˇada vı´ce cˇi me´neˇ zdarˇily´ch algoritmu˚, ktere´ byly vy-
vı´jeny na pu˚da´ch ru˚zny´ch univerzit nebo jako diplomove´ pra´ce. Veˇtsˇinou se vsˇak jedna´
o experimenta´lnı´ pra´ce, zkousˇene´ pouze kra´tkodobeˇ. Tento vy´beˇr nenı´ vycˇerpa´vajı´cı´ a
mapuje pouze cˇa´st dostupny´ch pracı´. U kazˇde´ pra´ce take´ kra´tce hodnotı´m spolehlivost
a vy´kon uvedeny´ch algoritmu˚. Budeme se take´ zaby´vat pouze algoritmy zalozˇeny´mi na
detekci dat, zı´skany´ch z obrazu snı´mane´ho kamerou. Existuje totizˇ cela´ rˇada komplex-
nı´ch syste´mu˚, ktere´ vyuzˇı´vajı´ k detekci a identifikaci polohy cele´ rˇady dalsˇı´ch senzoru˚,
od GPS syste´mu˚, prˇes ultrazvukove´, laserove´ nebo radarove´ da´lkomeˇry, radionavigacˇnı´
prostrˇedky a dalsˇı´.
Pocˇa´tek vy´voje algoritmu˚ pro detekci deˇlı´cı´ch cˇar se datuje ke konci minule´ho tisı´ciletı´
(v 90. le´tech 20. stoletı´), tedy pomeˇrneˇ kra´tky´ cˇas. Za tu dobu prosˇly tyto algoritmy
bourˇlivy´m vy´vojem a rozdeˇlily se do neˇkolika generacı´. Obecneˇ se da´ rˇı´ct, zˇe se algoritmy
deˇlı´ do na´sledujı´cı´ch skupin:
• Detekce na ba´zi hran.
• Detekce zalozˇene´ na frekvencˇnı´ dome´neˇ.
• Detekce zalozˇena´ na adaptivnı´ch silnicˇnı´ch sˇablona´ch.
• Detekce na ba´zi statisticky´ch krite´riı´.
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Obra´zek 2: Za´kladnı´ elementy DCT
2.2.1 Detekce na ba´zi hran
Detekce na ba´zi hran je zalozˇena na prahova´nı´ obrazu(princip bude objasneˇn pozdeˇji).Tı´m
se vytvorˇı´ z cˇernobı´le´ho nebo barevne´ho obrazu bina´rnı´ obraz. Takova´ detekce mu˚zˇe
dobrˇe fungovat v prˇı´padeˇ jasny´ch a segmentovany´ch cˇar. Nebude vsˇak dobrˇe fungovat
pokud bude v obraze mnoho rusˇivy´ch cˇar. Problematicka´ je take´ detekce vzda´leneˇjsˇı´ch
objektu˚ (cˇar), proto se doporucˇuje rozdeˇlit obraz na vzda´leneˇjsˇı´ a blizˇsˇı´ regiony. Existuje
take´ rˇada filtru˚, zameˇrˇeny´ch na spra´vnou detekci hran, zvysˇujı´cı´ch cenu hrany ve spra´v-
ne´m (ocˇeka´vane´m) smeˇru a snizˇujı´cı´m (potlacˇujı´cı´m) cenu hrany v jiny´ch smeˇrech. Tyto
filtry jsou pak vy´pocˇetneˇ pomeˇrneˇ nena´rocˇne´ a umozˇnˇujı´ u´speˇsˇne´ prahova´nı´ za ru˚zny´ch
sveˇtelny´ch podmı´nek (za jasne´ho sveˇtla i ve stı´nu). Prvnı´ generace detekcˇnı´ch algoritmu˚
byla veˇtsˇinou tohoto typu. Typicky´m prˇı´kladem takove´ho algoritmu mu˚zˇe by´t naprˇı´klad
[1] z roku 2004, nebo [2] z te´hozˇ roku.
2.2.2 Detekce zalozˇene´ na frekvencˇnı´ dome´neˇ
Veˇtsˇinou se jedna´ o algoritmy zalozˇene´ na Fourieroveˇ transformaci. U´speˇsˇneˇ zpracovajı´
nadbytecˇne´ data, ale mı´vajı´ proble´my s komplexnı´m stı´nova´nı´m. Data se prˇeva´dı´ do
frekvencˇnı´ dome´ny a takove´ algoritmy jsou odolne´ na rusˇive´ hrany. Prˇı´kladem hezke´ho
algoritmu je LANA ([10]), zalozˇena´ na DCT. Dany´ obraz je rozdeˇlen na bloky 8x8 pixelu˚,
a pak ortogona´lneˇ rozdeˇlen na 64 DCT za´kladnı´ch elementu˚ (viz obra´zek 2). Je vsˇak
zameˇrˇeny´ vy´hradneˇ na diagona´lnı´ hrany a ma´ snı´zˇenou u´cˇinnost naprˇı´klad prˇi zmeˇneˇ
jı´zdnı´ho pruhu.
2.2.3 Detekce zalozˇena´ na adaptivnı´ch silnicˇnı´ch sˇablona´ch
Je zalozˇena na prˇeddefinovany´ch sˇablona´ch, kde s kazˇdy´m pixelem obrazu se provede
logicky´ soucˇin odpovı´dajı´cı´ho pixelu sˇablony. Prˇed tı´m se vsˇak prova´dı´ inverznı´ perpek-
tivnı´ zakrˇivenı´ pro odstraneˇnı´ perspektivy z obrazu. Tı´m se snı´zˇı´ pocˇet potrˇebny´ sˇab-
lon. Prˇedpokla´da´ se ovsˇem konstantnı´ silnicˇnı´ vzory, proto je tato metoda ma´lo odolna´
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Obra´zek 3: Statisticke´ krite´ria (prˇevzato z [4]).
proti meˇnı´cı´m se (nezna´my´m) obrazu˚m, naprˇı´klad prˇi zmeˇneˇ technologie povrchu sil-
nice (kostky, asfalt, beton). Je vsˇak velmi dobrˇe pouzˇitelna´, pokud jsou deˇlı´cı´ cˇa´ry ma´lo
vy´razne´ a tedy obtı´zˇneˇ detekovatelne´ jiny´mi metodami. Jejı´ vy´hodou je vysoka´ rychost,
protozˇe operace logicke´ho soucˇinu je elementa´rnı´ operace na vsˇech typech procesoru˚.
Takovy´ algoritmus prezentovali naprˇı´klad [3] v roce 2006.
2.2.4 Detekce na ba´zi statisticky´ch krite´riı´
Jsou to naprˇı´klad energie, homogenita, nebo kontrast a pouzˇı´vajı´ se k odlisˇenı´ silnicˇnı´
oblasti a oblasti ktera´ k silnici nepatrˇı´ (okolnı´ krajina, stromy u silnice nebo pole). Tato
metoda se pouzˇı´va´ pro detekci venkovsky´ch cest, kde cˇasto chybı´ silnicˇnı´ cˇa´ry. V takove´m
prostrˇedı´ ostatnı´ algoritmy selha´vajı´, protozˇe jim chybı´ typicke´ znaky silnice (naprˇı´klad
zminˇovane´ krajnice nebo strˇedove´ deˇlı´cı´ cˇa´ry). Kra´snou pracı´ na toto te´ma je [4] z roku
1997, ze ktere´ uva´dı´m obra´zek 3 statisticky´ch krite´riı´.
2.3 Resˇersˇe existujı´cı´ch algoritmu˚
Pro resˇersˇi jsem si vybral neˇkolik sta´vajı´cı´ algoritmu˚ vytvorˇeny´ch v obdobı´ od roku 1999
do 2011. Veˇtsˇinou se jedna´ o experimenta´lnı´ algoritmy patrˇı´cı´ch do ru˚zny´ch skupin. Zajı´-
mavy´ je take´ prˇı´stup autoru˚ ke zpracova´nı´ obrazu – od jednoduchy´ch vlastnı´ch funkcı´ pro
zpracova´nı´ obrazu, azˇ po komplexnı´ algoritmy vyuzˇı´vajı´cı´ naprˇı´klad knihoven openCV.
13
Obra´zek 4: Vlevo detekce rohu˚, v pravo vy´sledek RANSAC (prˇevzato z [6]).
Tam, kde byly dostupne´ podklady, uva´dı´m take´ hodnocenı´ cˇasove´ na´rocˇnosti algo-
ritmu˚, veˇtsˇinou na pocˇı´tacˇı´ch dostupny´ch v dobeˇ vzniku algoritmu. Zde se nejvı´ce projevil
pokrok v dostupne´ technice. Pro srovna´nı´ LANA z roku 1999 byla testova´na na Pentiu 266
v 96MB RAM a zpracova´nı´ obrazu 640x480 bodu˚ trvalo 30 sekund, zatı´mco ve [9] z roku
2010 testovali autorˇi stejneˇ veliky´ obraz na Pentiu 4 beˇzˇı´cı´m na 3MHz s 1GB RAM. Na
tomto pocˇı´tacˇi vsˇak stihli zpracovat prˇiblizˇneˇ 15 snı´mku˚ za sekundu. Pro dalsˇı´ studium
doporucˇuji naprˇı´klad [5], nebo dalsˇı´ algoritmy dostupne´ na webu.
2.3.1 Lane Detection Based on the Random Sample Consensus
Tento algoritmus pocha´zı´ z roku 2011 a byl uverˇejneˇn v [6]. Pro zvy´sˇenı´ robustnosti a
zlepsˇenı´ detekce v rea´lne´m cˇase pouzˇı´va´ prˇi prˇedzpracova´nı´ obrazu filtr pro posı´lenı´
detekce cˇar a odstraneˇnı´ nezajı´mavy´ch informacı´. Zajı´mava´ je funkce Contrast Enhancing
pro zvy´sˇenı´ kontrastu prˇed prˇevodem obrazu do bina´rnı´ podoby. Autor uva´dı´, zˇe to
ma´ pozitivnı´ dopad na rozpozna´va´nı´ prˇi prahova´nı´, zvla´sˇteˇ v prˇı´padeˇ horsˇı´ viditelnosti
(za sˇera, v mlze, desˇti a podobneˇ). Nejprve tedy prˇevedou barevny´ obraz na cˇernobı´ly´,
da´le provedou vy´sˇe zminˇovane´ vstupnı´ prˇedzpracova´nı´. Pomocı´ Cannyho detektoru jej
prˇevedou do bina´rnı´ podoby.
Na´sledneˇ provedou detekci hran a vyhledajı´ vy´znamne´ rohy. Nakonec uplatnı´ RANSAC
(Random Sample Consensus). Ten pocˇı´ta´ pocˇet bodu˚ mezi dveˇma nalezeny´mi rohy. Pro
nejveˇtsˇı´ pocˇet nalezeny´ch vzorku˚ je pak spojı´ dohromady. Tato funkce je vy´hodna´ na-
prˇı´klad pro prˇerusˇovane´ cˇa´ry, nebo tam, kde jsou cˇa´ry bina´rnı´ho obrazu prˇerusˇovane´ v
du˚sledku chybne´ detekce hran prˇi prˇedzpracova´nı´ obrazu. Na obra´zku 4 je pak videˇt
detekce rohu˚ a vy´sledek algoritmu RANSAC.
Vy´hody algoritmu:
• Odstranı´ rusˇive´ pixely mimo oblast za´jmu.
• Prˇesneˇji identifikuje hledane´ cˇa´ry v obraze.
• Snizˇuje cˇasovou na´rocˇnost zpracova´nı´.
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Obra´zek 5: vy´sledny´ obraz algoritmu Line Following Robot (prˇevzato z [7])
• Dobrˇe reaguje za sˇera nebo ve stı´nu.
Nevy´hody:
• Horsˇı´ reakce za jasne´ho dne a na prˇı´me´m slunci.
• Ma´ proble´my v prˇı´padeˇ posˇkozeny´ch nebo chybeˇjı´cı´ch krajnic, prˇı´padneˇ strˇedovy´ch
cˇar.
2.3.2 Architecture of the Vision System of a Line Following Mobile Robot Opera-
ting in Static Environment
V [7] uva´dı´ autorˇi rˇesˇenı´ s minima´lnı´mi HW na´roky, velmi levneˇ realizovatelne´ za po-
moci obycˇejne´ web kamery. Cı´lem je vytvorˇit v poslednı´ dobeˇ velmi popula´rnı´ho robota
sledujı´cı´ cˇa´ru na podlaze. Zajı´mavy´ algoritmus je navrzˇen pro sledova´nı´ barevne´ cˇa´ry,
proto prˇedpokla´da´ vstupnı´ barevny´ obraz, ktery´ neprˇeva´dı´ na cˇernobı´ly´ a na´sledneˇ na
bina´rnı´, jako veˇtsˇina algoritmu˚. V obrazu hleda´ cˇa´ru dane´ barvy. V prˇı´padeˇ, zˇe dojde k
jejı´ segmentaci, tak ji na´sledneˇ spojuje. Umı´steˇnı´ kamery se doporucˇuje vertika´lneˇ, pro
sledova´nı´ pouze podlahy a take´ eliminaci perspektivy. Pro nasˇe u´cˇely nenı´ prˇı´lisˇ vhodne´,
i kdyzˇ stojı´ za prostudova´nı´.
Je zajı´mavy´ take´ tı´m, zˇe se zaby´va´ vsˇemi trˇemi barevny´mi slozˇkami a neprˇeva´dı´
barevny´ obraz na cˇernobı´ly´, jako to deˇla´ veˇtsˇina algoritmu˚. Nejprve tedy vytvorˇı´ trˇi obrazy
pro kazˇdou barvu zvla´sˇt’, odecˇte modry´ a zeleny´ obraz od cˇervene´ho (tı´m dostanou pouze
cˇervene´ objekty, tedy teoreticky pouze vodı´cı´ cˇa´ru), provede prahova´nı´, dilataci a detekci
kontur. Nakonec spojı´ jednotlive´ cˇa´ry. Na obra´zku 5 je vlevo vstupnı´ obraz, a vpravo pak
vy´stup algoritmu s vyznacˇenou vodı´cı´ cˇa´rou.
Vy´hody algoritmu:
• Zajı´mavy´ na´pad s prˇı´my´m zpracova´nı´m barevne´ho obrazu.
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• Vyuzˇı´va´ ostatnı´ch slozˇek obrazu k rychle´ detekci vodı´cı´ cˇa´ry.
• Rychly´ a levny´ algoritmus, s minima´lnı´mi HW na´roky.
Nevy´hody:
• Prˇedpoklad specificke´ho umı´steˇnı´ kamery (netypicky ve vertika´lnı´m smeˇru).
• Nenı´ odolny´ na rusˇive´ objekty stejne´ barvy jako je vodı´cı´ cˇa´ra.
• Algoritmus je prˇı´sneˇ staticky´ (v za´beˇru kamery nesmı´ by´t jine´ pohybujı´cı´ se objekty).
2.3.3 A Practical Method of Road Detection for Intelligent Vehicle
Autorˇi [8] prezentujı´ jako klı´cˇovy´ prvek sve´ho algoritmu zlepsˇene´ ja´dro Sobelova opera´-
toru pro zvy´sˇenı´ robustnosti algoritmu. Aby mohl vhodneˇ reagovat na zmeˇnu osveˇtlenı´,
zava´dı´ take´ dvojite´ prahova´nı´. Z bina´rnı´ho obrazu pak extrahujı´ hrany pomocı´ Houghovy
transformace a algoritmu SUSAN, zalozˇene´m na adaptivnı´m prahova´nı´ s ru˚zny´m kon-
trastnı´m pomeˇrem. SUSAN algoritmus slouzˇı´ pro detekci okolnı´ch vozidel a varova´nı´ prˇi
smeˇneˇ jı´zdnı´ho pruhu, proto nenı´ pro tuto pra´ci zajı´mavy´. Autorˇi prezentujı´ algoritmus
jako robustnı´ a efektivnı´ soucˇasneˇ.
Origina´lnı´ obraz filtrujı´ media´novy´m filtrem, na´sledneˇ EDF. Jak jizˇ bylo rˇecˇeno, klı´cˇo-
vy´m prvkem je vylepsˇene´ ja´dro Sobelova opera´toru, v 45◦, 135◦ a horizonta´lnı´m smeˇru.
Du˚lezˇity´m krokem je take´ vy´beˇr hodnoty prahu v procesu zı´ska´va´nı´ bina´rnı´ho obrazu.
Bina´rnı´ obraz je zı´ska´n pomocı´ metody adaptivnı´ho dvojna´sobne´ho prahova´nı´, ktere´ je
mozˇno pouzˇı´t pro ru˚zne´ osveˇtlenı´ a ma´ lepsˇı´ vy´kon v rea´lne´m cˇase. Principem je vy´beˇr
dvou sousednı´ch pravou´hly´ch oken v dolnı´ cˇa´sti obrazu a vy´pocˇtu pru˚meˇrne´ hodnoty
jasu (sˇedi) v kazˇde´m okneˇ.
Pro univerza´lnı´ detekci cˇar v obraze prˇedpokla´dajı´ autorˇi linea´rnı´ model silnice v
blı´zke´ a zakrˇiveny´ ve vzda´lene´ cˇa´sti obrazu (obra´zek 6). V blı´zke´ cˇa´sti je pouzˇit linea´rnı´
model x = ky+ b, ve vzda´lene´ pak model trˇetı´ho stupneˇ x = k1y
3 + k2y
2 + k3y+ k4. Da´le
prˇedpokla´dajı´ pro prˇerusˇovanou cˇa´ru, zˇe cˇa´ra pokracˇuje jako neprˇerusˇovana´. Z du˚vodu˚
velke´ sˇumove´ imunity a necitlivosti na prˇerusˇenı´ cˇa´ry vyuzˇili pro detekci cˇar v blı´zke´
cˇa´sti obrazu Houghovu transformaci.
Algoritmus byl testova´n na videosekvencı´ch 180 VGA obrazu˚ (640x480 bodu˚) porˇı´-
zeny´ch prˇi jı´zdeˇ vozidlem prˇi rychlosti 80 km/h pro zjisˇteˇnı´ spolehlivosti algoritmu.
Vy´sledek cˇinnosti algoritmu je videˇt na obra´zku 7. Na obra´zku 7a je videˇt detekce silnicˇ-
nı´ch cˇar a jednoho (vlevo) nebo vı´ce (vpravo) vozidel v prˇı´me´m smeˇru. Na 7b je videˇt
detekce za sˇera a v prˇı´padeˇ, zˇe je silnice pokryta stı´ny. Na poslednı´ cˇa´sti 7c je videˇt vy´-
sledek detekce za desˇteˇ a v prˇı´padeˇ, zˇe je silnice pokryta dalsˇı´mi znacˇkami (naprˇı´klad
sˇipky).
Vy´hody algoritmu:
• Zajı´mavy´ na´pad s vyuzˇitı´m upravene´ho Sobelova opera´toru (pracujı´cı´ v diagona´l-
nı´m smeˇru).
• Vyuzˇı´va´ adaptivnı´ dvojna´sobne´ prahova´nı´ pro zvy´sˇenı´ robustnosti.
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Obra´zek 6: Rozdeˇlenı´ obrazu na linea´rnı´ a zakrˇiveny´ model
• Implementace varova´nı´ nebezpecˇı´ sra´zˇky v prˇı´me´m smeˇru.
Nevy´hody:
• Pro odstraneˇnı´ falesˇne´ho varova´nı´ nebezpecˇı´ sra´zˇky jsou nutne´ dalsˇı´ senzory a cˇidla.
• Ma´lo citlivy´ prˇi desˇti nebo v noci.
2.3.4 The Implementation of Lane detective Based on OpenCV
Autorˇi velmi hezke´ho algoritmu [9] pouzˇı´vajı´ knihovnu openCV a zalozˇili jej na Hou-
ghoveˇ transformaci. Jejich algoritmus je zalozˇen na modelu linea´rnı´ch cˇar a soucˇa´stı´ jejich
dokumentu je i jeho prakticke´ oveˇrˇenı´. Autorˇi prˇedpokla´dajı´, zˇe cesta v obraze je tvorˇena
linea´rnı´mi cˇarami v obraze, prˇicˇemzˇ zata´cˇky mohou by´t rozdeˇleny do kratsˇı´ch cˇa´stı´. Ka-
zˇda´ takova´ cˇa´st zata´cˇky pak mu˚zˇe by´t prolozˇena tecˇnou a vypocˇtena jako cˇa´st prˇı´mky.
Prˇedpokla´da´ se, zˇe na silnici nebudou zata´cˇky s maly´m polomeˇrem (typicky je algorit-
mus urcˇen pro da´lnice nebo rychlostnı´ silnice). Proto mu˚zˇe algoritmus doda´vat pomeˇrneˇ
prˇesne´ vy´sledky. Pro vlastnı´ detekci pak byla zvolena Houghova transformace z du˚vodu
relativneˇ rychle´ho vyhleda´nı´ vektoru prˇı´mky bina´rnı´m obrazu.
Po sejmutı´ obrazu kamerou je prˇekonvertova´n na cˇernobı´ly´ a na´sledneˇ je z neˇj vytvorˇen
bina´rnı´ obraz pomocı´ Cannyho detektoru. Pote´ se provede Houghova transformace,
ze ktere´ jsou detekova´ny prˇedpokla´dane´ kraje vozovky. U´secˇky zı´skane´ Houghovou
transformacı´, jejichzˇ sklon je veˇtsˇı´ nezˇ nula, jsou rozdeˇleny do dvou skupin podle sklonu.
Protozˇe se prˇedpokla´da´ linea´rnı´ model, musı´ se sklon leve´ a prave´ hranice vozovky lisˇit.
Z toho se pak vycha´zı´ prˇi trˇı´deˇnı´ u´secˇek.
Vy´stupem Houghovy transformace jsou pocˇa´tecˇnı´ (x0, y0) a koncove´ (x1, y1) body
u´secˇek. Pak je mozˇne´ vypocˇı´st
| tgP |=
(y1− y0)
(x1− x0)
(1)
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Obra´zek 7: Vy´sledek algoritmu Intelligent Vehicle (prˇevzato z [8])
Obra´zek 8: Vy´vojovy´ diagram algoritmu (prˇevzato z [9])
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Obra´zek 9: Vy´sledek algoritmu Lane detective (prˇevzato z [9])
Pokud je | tgP |< 0.1, prˇedpokla´da´ se, zˇe je u´secˇka rovnobeˇzˇna´ s osou x. Takove´
se ovsˇem v linea´rnı´m modelu nevyskytujı´, jedna´ se tedy pravdeˇpodobneˇ o prˇeka´zˇku na
silnici a vyrˇadı´ se. Pokud je | tgP |> 0, ulozˇı´ se v leve´ skupineˇ, jinak v prave´. Z leve´ a
prave´ skupiny se pak vypocˇı´ta´ centra´lnı´ linie a zobrazı´ se. Budou existovat trˇi mozˇnosti
vy´pocˇtu:
• Existujı´ obeˇ hranice.
• Existuje pouze jedna hranice.
• Neexistuje ani jedna hranice.
Podrobnosti vy´pocˇtu je mozˇno nale´zt v [9], vy´vojovy´ diagram pak na obra´zku 8. Na
obra´zku 9 je pak videˇt vy´sledek algoritmu v prˇı´padeˇ, zˇe (a) byl nalezen pouze pravy´
okraj, (b) byl nalezen pouze levy´ okraj, (c) nebyl nalezen zˇa´dny´ okraj a (d) silnice zata´cˇı´.
Algoritmus byl testova´n na Pentiu 4 beˇzˇı´cı´m na 3MHz s 1GB RAM. Autorˇi vyuzˇı´vajı´
knihovnu openCV a byli schopni zpracovat 15 snı´mku˚ za sekundu. Spolehlivost algoritmu
je okolo 90%.
Vy´hody algoritmu:
• Jednoduchy´ algoritmus zalozˇeny´ na openCV.
• Funguje i tam, kde chybı´ jedna nebo obeˇ silnicˇnı´ cˇa´ry.
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Obra´zek 10: Vy´sledek algoritmu LANA (prˇevzato z [10])
• Pomeˇrneˇ vysoka´ spolehlivost (90%).
Nevy´hody algoritmu:
• Sˇpatneˇ funguje v ostry´ch zata´cˇka´ch.
• Potrˇebuje vy´konny´ pocˇı´tacˇ, i s nı´m dosahuje rychlosti zpracova´nı´ pouze 15 snı´mku˚
za sekundu.
• Zjednodusˇeny´ silnicˇnı´ model (prˇedpokla´da´ se pouze linea´rnı´ model).
2.3.5 LANA: A Lane Extraction Algorithm that Uses Frequency Domain Features
LANA je starsˇı´ algoritmus z roku 1999, uverˇejneˇny´ v [10], zalozˇeny´ na zpracova´nı´ dat
ve frekvencˇnı´ dome´neˇ. Metoda je zalozˇena na sadeˇ funkcı´ frekvencˇnı´ oblasti (diskre´tnı´
Cosinova transformace), ktere´ zachycujı´ du˚lezˇite´ informace o sı´le a orientaci prostorovy´ch
hran. Dany´ obraz je rozdeˇlen na bloky 8x8 pixelu˚, a pak ortogona´lneˇ rozdeˇlen na 64 DCT
za´kladnı´ch elementu˚. Kazˇdy´ z teˇchto prvku˚ odpovı´da´ prostorove´ dome´neˇ hrany urcˇite´
sı´ly a orientace. Z uvedeny´ch 64 prvku˚ je diagona´lneˇ dominantnı´ch pouze 12 prvku˚. Vsˇech
64 prvku˚ je na obra´zku 2a a 12 diagona´lneˇ dominantnı´ch je pak v matici na obra´zku 2b.
Algoritmus je tedy zameˇrˇen prˇeva´zˇneˇ na diagona´lnı´ hrany. Velmi pu˚sobivy´ vy´sledek
cˇinnosti algoritmu je videˇt na obra´zku 10.
V za´veˇru pak autorˇi porovna´vajı´ vy´sledky LANA s LOIS ([11]) vcˇetneˇ vy´konove´ho
porovna´nı´ obou algoritmu˚. Zajı´mave´ je porovna´nı´, ktere´ probeˇhlo (v te´ dobeˇ) na moder-
nı´m pocˇı´tacˇi Pentium 266Mhz, s 96MB RAM. Testovacı´ obraz byl VGA (640x480). Oba
algoritmy prohleda´valy prˇiblizˇneˇ stejny´ pocˇet (400 000) mozˇny´ch tvaru˚ dra´hy, slozˇeny´ch
z devı´ti mozˇny´ch zakrˇivenı´, 50 ru˚zny´ch smeˇru˚ a 30 ru˚zny´ch mı´st pro levy´ a pravy´ pruh
zvla´sˇt’. Algoritmus LANA to zvla´dl v cˇase prˇiblizˇneˇ 30 sekund, zatı´m co LOIS to trvalo
prˇiblizˇneˇ 2 hodiny. Prˇestozˇe se ani v jednom prˇı´padeˇ nejedna´ o realtime zpracova´nı´, je
evidentnı´, jaky´ vy´konovy´ pokrok udeˇlalo zpracova´nı´ obrazu v poslednı´ch deseti letech.
Vy´hody algoritmu:
• Zajı´mavy´ algoritmus zalozˇeny´ na diskre´tnı´ Cosinoveˇ transformaci.
• Velmi prˇesneˇ kopı´ruje deˇlı´cı´ cˇa´ry.
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• Velmi robustnı´ i v prˇı´padeˇ detekce prˇerusˇovany´ch cˇar.
Nevy´hody algoritmu:
• Reaguje prˇedevsˇı´m na diagona´lnı´ hrany.
• Vy´pocˇetneˇ velmi na´rocˇny´, nelze pouzˇı´t pro zpracova´nı´ v rea´lne´m cˇase.
• K detekci potrˇebuje krajnice a strˇedovou cˇa´ru.
2.3.6 Lane boundary detection using statistical criteria.
Jedna´ se o jeden z ma´la algoritmu˚ zalozˇeny´ na statisticky´ch krite´riı´ch, uverˇejneˇny´ v [4].
Vycha´zı´ z vy´znacˇne´ho rozdı´lu mezi silnicˇnı´m a nesilnicˇnı´m povrchem. K detekci tohoto
rozdı´lu vyuzˇı´vajı´ statisticke´ krite´ria druhe´ho rˇa´du. Nevy´hoda statisticky´ch krite´riı´ je, zˇe
jejich odhad je cˇasoveˇ velmi na´rocˇny´ a vyzˇaduje velky´ vy´pocˇetnı´ vy´kon. Pro zmensˇenı´
prˇedpokla´dane´ oblasti se pouzˇı´va´ silnicˇnı´ model, ktery´ se neusta´le prˇizpu˚sobuje deteko-
vany´m hranicı´m silnice. Pro odhad parametru˚ silnicˇnı´ho modelu se pouzˇı´va´ χ2 test dobre´
shody s hyperbolickou funkcı´ silnicˇnı´ho modelu.
Pro statisticke´ krite´ria pouzˇı´vajı´:
• Energii.
• Kontrast.
• Homogenitu.
• Entropii.
Tyto krite´ria jsou zna´zorneˇna na obra´zku 3. Jak jizˇ bylo rˇecˇeno, pro vy´pocˇet statistic-
ky´ch krite´riı´ druhe´ho rˇa´du je zapotrˇebı´ velke´ho vy´pocˇetnı´ho vy´konu. Pro kazˇdy´ cˇtverec
8x8 bodu˚ je nutno pocˇı´tat matici pravdeˇpodobnosti o rozmeˇru N x N , kde N je pocˇet
u´rovnı´ sˇedi u cˇernobı´le´ho obrazu nebo pocˇet barev u barevne´ho. Proto autorˇi zavedli sil-
nicˇnı´ model, pro ktery´ se pak vy´razneˇ redukuje pocˇet nutny´ch vy´pocˇtu˚ (omezı´ se pouze
na oblasti prˇedpokla´dane´ hranice silnice).
Pro dalsˇı´ snı´zˇenı´ vy´pocˇetnı´ na´rocˇnosti hledajı´ v kazˇde´m rˇa´dku loka´lnı´ extre´my (loka´lnı´
minima pro energii a homogenitu a loka´lnı´ maxima pro kontrast a entropii). Na tyto data
pak pouzˇijı´ test dobre´ shody χ2. Vy´sledek cˇinnosti algoritmu je pak videˇt na obra´zku 11,
na cesteˇ v polı´ch. Nevy´hodou tohoto algoritmu je, zˇe v dobeˇ jeho vzniku (rok 1997) jej
nebylo mozˇno pocˇı´tat v rea´lne´m cˇase.
Vy´hody algoritmu:
• Neobvykle´ vyhodnocova´nı´ zalozˇene´ na vy´pocˇtu statisticky´ch krite´riı´.
• Pouzˇitelne´ pro silnice bez deˇlı´cı´ch cˇar (venkovske´ a polnı´ cesty).
• Vyuzˇı´va´ silnicˇnı´ model pro zrychlenı´ vy´pocˇtu.
Nevy´hody algoritmu:
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Obra´zek 11: Cesta v polı´ch. Vy´sledek algoritmu statisticky´ch krite´riı´ (prˇevzato z [4])
• Autorˇi nepouzˇı´vajı´ korelaci pro levy´ a pravy´ okraj silnice. To zpu˚sobuje nestabilitu
algoritmu.
• Vy´pocˇetneˇ velmi na´rocˇny´, nelze pouzˇı´t pro zpracova´nı´ v rea´lne´m cˇase.
• Pouzˇitelne´ pouze s dalsˇı´mi metodami (naprˇı´klad pro korekci dead reckoning).
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3 Teorie detekcˇnı´ho algoritmu
V te´to kapitole uvedu jednotlive´ cˇa´sti detekcˇnı´ho algoritmu tak, jak se vykona´vajı´ v
pru˚beˇhu zpracova´nı´ obrazu. Prˇedpokla´da´m, zˇe cˇtena´rˇ je obezna´men s teoreticky´mi za´-
klady zpracova´nı´ obrazu a proto prˇi jejich popisu budu uva´deˇt pouze nezbytnou teorii
du˚lezˇitou k pochopenı´ uvedene´ho algoritmu. Pro prˇı´padne´ za´jemce uva´dı´m zdroje, kde
lze detailneˇ nastudovat uvedenou problematiku. Da´le pak budu uva´deˇt cˇa´sti ko´du nebo
funkce, du˚lezˇite´ pro tento algoritmus.
Veˇtsˇina uvedeny´ch funkcı´ jsou soucˇa´stı´ standardnı´ knihovny OpenCV, ktera´ je sˇı´rˇena
pod BSD licencı´ a je volneˇ ke stazˇenı´. Je to svobodna´ a otevrˇena´ multiplatformnı´ knihovna
pro manipulaci s obrazem. Je zameˇrˇena prˇedevsˇı´m na pocˇı´tacˇove´ videˇnı´ a zpracova´nı´
obrazu v rea´lne´m cˇase. Tuto knihovnu vyvı´jeli programa´torˇi firmy Intel pro prˇedvedenı´
vy´konu jejich procesoru˚ a jako soucˇa´st projektu zahrnujı´cı´ takzvany´ real–time ray tracing.
Poprve´ byla uvedena v roce 2000, v roce 2006 byla uvedena prvnı´ verze a v roce 2009
druha´ verze, ktera´ je sta´le aktua´lnı´. Tato knihovna obsahuje prˇes 500 funkcı´, ktere´ jsou
optimalizova´ny na rychlost a spotrˇebu pameˇti. Doka´zˇe se zrychlit spolupracı´ s knihovnou
Integrated Performance Primitives (Intel IPP). Cı´lem te´to knihovny je, aby dalsˇı´ vy´voja´rˇi
znovu
”
neobjevovali kolo“. Knihovny OpenCV jsou vyuzˇı´va´ny prakticky po cele´m sveˇteˇ
a webove´ stra´nky projektu zaznamenaly jizˇ vı´ce nezˇ 3 miliony stazˇenı´. Jejı´ vy´hodou je, zˇe
snadno komunikuje s kamerou a podporuje mnozˇstvı´ forma´tu˚ pro obra´zky a videa.
3.1 Strucˇny´ popis algoritmu
Algoritmus prˇedpokla´da´ vstupnı´ videosekvenci z kamery. Ve vstupnı´ sekvenci si musı´me
vyznacˇit ROI (Region Of Interest), tedy oblast za´jmu s du˚lezˇity´mi daty. Z videosekvence
pak vyseparujeme jednotlive´ snı´mky, ktere´ budeme zpracova´vat. Ty je nutno prˇeve´st
na cˇernobı´ly´ obraz, z neˇhozˇ se pomocı´ hranove´ detekce vytvorˇı´ bina´rnı´ obraz. Protozˇe
vsˇak bina´rnı´ obraz je rastrovy´, ktery´ na´m neda´va´ zˇa´dnou informaci o smeˇru a velikosti
cˇar v obraze, je nutno z rastrove´ho obrazu vytvorˇit vektorovy´. Tento obraz se mu˚zˇe
vyhodnocovat ru˚zny´mi metodami. Ja´ jsem zvolil statisticke´ metody pru˚meˇrova´nı´m, z
du˚vodu jejich jednoduchosti a rychlosti. Vy´vojovy´ diagram algoritmu je zna´zorneˇn na
obra´zku 12.
Da´le je pak nutno filtrovat data, protozˇe se mu˚zˇou vyskytovat mı´sta, ve ktery´ch nelze
spolehliveˇ detekovat vstupnı´ obraz. To pozdeˇji uka´zˇu na rea´lny´ch prˇı´kladech. K tomu na´m
poslouzˇı´ opeˇt statisticke´ metody, hezke´ prˇı´klady zpracova´nı´ statisticky´ch dat mu˚zˇeme
najı´t naprˇı´klad v [15]. Prˇi zpracova´nı´ obrazu je vsˇak nutno mı´t za´kladnı´ poveˇdomı´ o
operacı´ch s obrazy. Idea´lnı´m studijnı´m materia´lem tak mu˚zˇou by´t skripta Matematicke´
za´klady digita´lnı´ho zpracova´nı´ obrazu [16] nebo [14], [17]
Na kazˇdy´ obraz ma´me ovsˇem limitovany´ cˇas – prˇiblizˇneˇ 40 milisekund. Za tuto dobu
musı´me tedy zpracovat cely´ obraz a vyhodnotit jej. Proto se budu v za´veˇru pra´ce zaby´vat
i cˇasovou analy´zou algoritmu, jeho spolehlivostı´ a na´vrhy na jeho zlepsˇenı´.
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Obra´zek 12: Vy´vojovy´ diagram algoritmu.
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3.2 Prˇı´prava obrazu
Prˇi jı´zdeˇ vozidla je dra´ha nacha´zejı´cı´ se prˇed tı´mto vozidlem snı´ma´na kamerou a prˇe-
va´deˇna do digita´lnı´ho streamu. Ve sve´ podstateˇ se jedna´ o neprˇetrzˇity´ tok diskre´tnı´ch
obrazu˚, ktere´ na sebe navza´jem navazujı´. Z tohoto streamu je pak nutno tyto jednotlive´
obrazy vyseparovat, protozˇe budou da´le zpracova´va´ny kazˇdy´ zvla´sˇt’.
To se pak prova´dı´ pomocı´ vola´nı´ funkcı´ knihovny openCV, jak je uka´za´no na vy´pise
1. Na rˇa´dcı´ch 03 azˇ 08 se pokusı´me otevrˇı´t vstupnı´ videosekvenci (s na´zvem test.avi).
Pokud pokus o otevrˇenı´ selzˇe, vypı´sˇe se chybova´ hla´sˇka a ukoncˇı´ beˇh programu. Na
rˇa´dku 09 vyseparujeme aktua´lnı´ ra´mec do struktury (obrazu) IplImage s na´zvem tst. Na
na´sledujı´cı´m rˇa´dku vytvorˇı´me opeˇt strukturu IplImage nazvanou src, se stejnou velikostı´
jako tst.
01. void captureFrame(void)
02. {
03. CvCapture∗ capture = cvCaptureFromFile(”test.avi”);
04. if (! cvGrabFrame(capture))
05. {
06. printf ( ”Could not grab a frame\n\7”);
07. exit (0) ;
08. }
09. IplImage∗ tst =cvRetrieveFrame(capture);
10. IplImage∗ src = cvCreateImage(cvGetSize(tst), IPL DEPTH 8U, 1);
11. }
Vy´pis 1: Zachycenı´ ra´mce z videosekvence pomocı´ openCV knihovny
Vzhledem k tomu, zˇe vesˇkere´ zpracova´nı´ a analy´za obrazu probı´ha´ digita´lneˇ, budeme
tedy pro nasˇe potrˇeby uvazˇovat diskre´tnı´ dvourozmeˇrny´ obraz tak, jak jej obdrzˇı´me z ka-
mery. Obraz bude bud’ cˇernobı´ly´, kde se uplatnı´ jen jasova´ slozˇka nebo barevny´, nejcˇasteˇji
se slozˇkami RGB (mu˚zˇou by´t i ve formeˇ YUV nebo podobne´, ale pro jednoduchost budeme
prˇedpokla´dat pouze RGB). Obor hodnot funkcı´ f cˇernobı´le´ho obrazu, nebo jednotlivy´ch
slozˇek barevne´ho obrazu by´va´ obvykle z intervalu < 0; 255 >, ale mu˚zˇe by´t i jiny´. Prˇepo-
kla´dejme tedy funkci cˇernobı´le´ho obrazu
fbw(x, y) ∀x ∈< 0;xmax >, ∀y ∈< 0; ymax > (2)
Kde fbw je hodnota jasove´ slozˇky, ktera´ naby´va´ hodnot < 0; fmax > a definicˇnı´m
oborem (x, y) jsou sourˇadnice vsˇech bodu˚ obrazu fbw. Jak jizˇ bylo rˇecˇeno ve veˇtsˇineˇ
prˇı´padu˚ je fmax = 255. V prˇı´padeˇ barevne´ho obrazu pak ma´me:
fc(fr(x, y), fg(x, y), fb(x, y)) ∀x ∈< 0;xmax >, ∀y ∈< 0; ymax > (3)
kde definicˇnı´m oborem x, y jsou stejneˇ jako u cˇernobı´le´ho obrazu sourˇadnice jed-
notlivy´ch pixelu˚ v obraze. Jednotlive´ barvotvorne´ slozˇky fr(x, y), fg(x, y), fb(x, y) jsou
cˇervena´, zelena´ a modra´. Kazˇda´ naby´va´ hodnot < 0; fmax >. Pro tzv. True Color (plneˇ
barevny´ obraz) je fmax = 255, pro kazˇdou jasovou slozˇku. Z du˚vodu˚ u´spory pameˇti
mu˚zˇe by´t i mensˇı´, nebo pro kazˇdou slozˇku jiny´. Nynı´ tedy prˇevedeme barevny´ obraz na
cˇernobı´ly´. Pouzˇijeme funkci:
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fbw = (0.299fr + 0.587fg + 0.114fb) (4)
Pokud budeme obraz snı´mat v cˇernobı´le´m rezˇimu, nenı´ nutno prova´deˇt prˇevod funkcı´
(4), cˇı´mzˇ usˇetrˇı´me strojovy´ cˇas procesoru nutny´ pro prˇevod kazˇde´ho pixelu na cˇernobı´ly´.
Vzhledem k tomu, zˇe se jedna´ o operace plovoucı´ cˇa´rce, bude cˇasova´ na´rocˇnost funkce
(4) znacˇna´. Pokud by prˇesto bylo nutno prova´deˇt uvedeny´ prˇevod, je vy´hodneˇjsˇı´ pouzˇı´t
naprˇı´klad cˇı´sla int a jednotlive´ koeficienty na´sobit vhodnou konstantou (naprˇı´klad 1024),
cozˇ se da´ v procesoru realizovat 10x posuvem vlevo (veˇtsˇina procesoru˚ takove´ posuvy
zvla´da´ v jedne´ instrukci). Po dokoncˇenı´ vy´pocˇtu se pak s vy´sledkem provede stejny´ posuv
vpravo. Dojde tı´m ke ztra´teˇ desetinne´ cˇa´sti, nicme´neˇ vy´pocˇet bude proveden mnohem
rychleji. Prˇi pouzˇitı´ knihovny OpenCV je mozˇno take´ vyuzˇı´t funkce z vy´pisu 2, rˇa´dek 3.
01. void openCVfce(void)
02. {
03. cvCvtColor(src, img, CV RGB2GRAY);
04. cvSetImageROI(img, cvRect(10, 15, 150, 250));
05. /∗ Zde probeˇhne zpracova´nı´ obrazu ∗/
06. cvCanny( img, dst, 400, 800, 5 ) ;
07. CvSeq lines = cvHoughLines2( dst, storage, CV HOUGH PROBABILISTIC,
08. 1, CV PI/360, 30, 10, 10 ) ;
09. cvResetImageROI(img); //Vzˇdy vynulujeme ROI
10. cvThreshold(img, thrhold, 0, 255, CV THRESH BINARY | CV THRESH OTSU);
11. }
Vy´pis 2: Pouzˇite´ funkce openCV knihovny
Kde src je zdrojovy´ obraz (source), img je cı´lovy´ obraz do ktere´ho funkce ulozˇı´ vy´sledek
prˇevodu a CV RGB2GRAY je konstanta, ktera´ rˇı´ka´ te´to funkci, zˇe jde o prˇevod z forma´tu
RGB do odstı´nu˚ sˇedi.
V tento okamzˇik ma´me tedy prˇipraven cˇernobı´ly´ obraz, na ktere´m vyznacˇı´me oblast
za´jmu (takzvany´ ROI – Region Of Interest). To provedeme pomocı´ OpenCV funkce cvSe-
tImageROI(), ktere´ prˇeda´me obraz img a obde´lnı´k, ktery´ na´s zajı´ma´ (cvRect()), viz vy´pis 2
rˇa´dky 4 a 9.
Pokud na´s zajı´ma´ cely´ obraz, pouzˇijeme cvSetImageROI() na cely´ obraz, nebo le´pe
cvResetImageROI().
3.3 Segmentace obrazu
Segmentacı´ obrazu rozumı´me operace prova´deˇne´ s obrazem, za u´cˇelem rozpozna´nı´ ob-
jektu˚. V nasˇem prˇı´padeˇ potrˇebujeme „dolovat“ objekty kolejı´, nebo deˇlı´cı´ch cˇar a ostatnı´
objekty „zahazovat“. Nejcˇasteˇjsˇı´ zpu˚sob segmentace je prahova´nı´. Prvnı´ operacı´ kterou
tedy musı´me prove´st, je hranova´ detekce. Tak dostaneme bina´rnı´ obraz. Ten ma´ vsˇechny
body v poprˇedı´ s hodnotou logicka´ 1, vsˇechny ostatnı´ body (pozadı´) majı´ hodnotu logicka´
0. Tedy
fbw(x, y) =
{
1,pokud G(x, y) > E
0,pokud G(x) ≤ E
(5)
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Kde E je takzvany´ pra´h, tj u´rovenˇ jasu, nad nı´zˇ povazˇujeme bod za bod na´lezˇı´cı´
poprˇedı´ a pod nı´zˇ povazˇujeme bod za bod pozadı´, fbw je bina´rnı´ hodnota dane´ho bodu
a G(x, y) je prˇevodnı´ funkce. Cele´ to na´zorneˇ vidı´me na obra´zku 13, kde je nahorˇe videˇt
pru˚rˇez hranou (pru˚beˇh jasove´ funkce), pod nı´ je pak videˇt prvnı´ derivace te´to hrany a dole
jejı´ druha´ derivace. Prˇi pouzˇitı´ prvnı´ derivace tedy hleda´me loka´lnı´ maximum, kdezˇto
prˇi druhe´ derivaci pru˚chod nulou.
Obra´zek 13: Hrana a jejı´ prvnı´ a druha´ derivace
Pokud aplikujeme funkci (5) na na´sˇ pu˚vodnı´ cˇernobı´ly´ obraz, zı´ska´me pozˇadovany´
bina´rnı´ obraz. Funkce G(x, y) pak mu˚zˇe by´t neˇktery´ typ hranove´ho opera´toru. Princip
cˇinnosti hranove´ho opera´toru a zpu˚soby detekce hran jsou uka´za´ny na obra´zku 13. Cˇasto
pouzˇı´vany´ je naprˇı´klad Sobelu˚v opera´tor (pouzˇity´ v [8]), opera´tor Prewittove´ nebo Can-
nyho detektor [12], [13]. Drˇı´ve byly hranove´ detektory definova´ny´ vı´ce me´neˇ intuitivneˇ.
V roce 1986 definoval John F. Canny [12], [13] trˇi pozˇadavky, ktere´ by meˇl splnˇovat idea´lnı´
detektor hran (minimalizovat pravdeˇpodobnost chybne´ detekce, najı´t polohu hrany co
nejprˇesneˇji a bod hrany identifikovat jednoznacˇneˇ). Prˇedpokla´dal, zˇe hranovy´ detektor
bude zalozˇen na vy´pocˇtu konvoluce vstupnı´ho signa´lu s funkcı´ f(x), kterou zatı´m ne-
zna´me. Vy´sledkem pak je aproximace funkce f pomocı´ prvnı´ derivace gaussia´nu, jehozˇ
hodnoty jsou jen o ma´lo horsˇı´ nezˇ hodnoty optima´lnı´. Jeho vy´hodou je ale snadny´ vy´pocˇet.
Proto jsem zvolil tento hranovy´ detektor. Pouzˇil jsem opeˇt knihovnı´ funkci OpenCV, na
vy´pise 2 rˇa´dek 6, s parametry (source, destination, lowThreshold, highThreshold, apertureSize).
Na obra´zku 14 ma´me vstupnı´ obraz snı´many´ kamerou, vy´sledek Cannyho detekce je
pak na obra´zku 15. Pro porovna´nı´ uva´dı´m jesˇteˇ na obra´zku 16 prahova´nı´ obrazu pomocı´
funkce cvThreshold(), na vy´pise 2 rˇa´dek 10.
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Obra´zek 14: Vstupnı´ obraz snı´many´ kamerou
Obra´zek 15: Cannyho detekce vstupnı´ho obrazu
Obra´zek 16: Threshold detekce vstupnı´ho obrazu
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3.4 Rozpozna´nı´ obrazu
V te´to cˇa´sti se budu zaby´vat zpu˚sobem rozpozna´nı´ jednotlivy´ch cˇar v obraze. Prˇedpokla´-
da´me, zˇe na´mi hledane´ cˇa´ry (koleje, vedenı´, deˇlı´cı´ cˇa´ry na silnici) vedou ze spodnı´ cˇa´sti
obrazu vzhu˚ru, kde ru˚zneˇ zata´cˇejı´ (viz obra´zek 14) a take´ se dı´ky perspektiveˇ sbı´hajı´. Z
prˇedchozı´ho bodu ma´me ovsˇem bina´rnı´ obraz (obra´zek 15), ktery´ na´m vytva´rˇı´ hrany pro
kazˇdy´ bod zvla´sˇt’. Musı´me tedy spojit jednotlive´ body ktere´ spolu souvisı´ tak, aby va´m
vytvorˇily souvisle´ hrany (takzvane´ globa´lnı´ hrany) a zjistit jejich smeˇr. K tomu vyuzˇijeme
Houghovu transformaci.
Houghova transformace se pouzˇı´va´ velmi cˇasto ve zpracova´nı´ obrazu a slouzˇı´ k
rozpozna´va´nı´ jednoduchy´ch parametrizovatelny´ch objektu˚, jako jsou prˇı´mky, u´secˇky a
podobneˇ. Kazˇdy´ bod v bina´rnı´m obraze, ktery´ jsme obdrzˇeli prˇedchozı´mi u´pravami, je
definova´n v prostoru sourˇadnic (x, y). Pro zminˇovane´ nalezenı´ prˇı´mky, ktera´ je tvorˇena
jednotlivy´mi body, potrˇebujeme prove´st transformaci. Prˇı´mka je v dvourozmeˇrne´m pro-
storu definova´na neˇkolika zpu˚soby, naprˇı´klad smeˇrnicovy´ tvar prˇı´mky y = kx+ q, kde k
je smeˇrnice prˇı´mky a q je posun v ose y. Pro na´s je vsˇak vy´hodneˇjsˇı´ norma´lovy´ tvar
y =
x · cos(ψ)
sin(ψ)
+
r
sin(ψ)
sin(ψ) 6= 0 (6)
Kde r je vzda´lenost bodu (x, y) od pocˇa´tku O a ψ je velikost orientovane´ho u´hlu
kolme´ho na hledanou prˇı´mku (viz obra´zek 17). Tento norma´lovy´ tvar ma´ vy´hodu, zˇe je
neza´visly´ na orientaci os.
Obra´zek 17: Houghu˚v prostor
Nynı´ kazˇdy´ bod v obraze prˇevedeme z prostoru sourˇadnic (x, y) do sourˇadnic (ψ, r)
a dany´m bodem povedeme vsˇechny mozˇne´ prˇı´mky – tı´m na´m vznikne sinusoida. Kazˇdy´
bod te´to sinusoidy tedy prˇedstavuje jednu prˇı´mku procha´zejı´cı´ tı´mto bodem. Jak bude
vypadat Houghova transformace pro jeden bod si mu˚zˇeme prohle´dnout na obra´zku 18.
Vlevo je bod v prostoru, vpravo vsˇechny krˇivky prolozˇene´ tı´mto bodem tvorˇı´cı´ sinusoidu.
Je jasne´, zˇe pro kazˇdy´ bod budeme mı´t jednu krˇivku (sinusoidu) v Houghoveˇ prostoru.
Pokud vsˇak lezˇı´ dva body na stejne´ prˇı´mce, musı´ mı´t stejne´ parametry – jedna´ se o stejnou
prˇı´mku, ze vsˇech mozˇny´ch, ktere´ procha´zejı´ dany´mi body. Bude se tedy jednat o pru˚nik
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Obra´zek 18: Princip Houghovy transformace- jeden bod.
dvou sinusoid a ty se protnou pra´veˇ v jednom bodeˇ (ψ, r). Tento bod tedy definuje vektor
hledane´ prˇı´mky. Jak to bude vypadat v praxi, je videˇt na obra´zku 19. Vlevo jsou dva body
v prostoru, vpravo pak jejich sinusoidy, ktere´ se protı´najı´ v bodeˇ prˇı´mky, na nı´zˇ tyto body
lezˇı´.
Obra´zek 19: Princip Houghovy transformace- dva body.
Na vy´pise 2, rˇa´dek 7 a 8 na´m ukazuje pouzˇitı´ Houghovy transformace v knihovneˇ
openCV. Datova´ struktura CvSeq nazvana´ lines pak obsahuje jednotlive´ u´secˇky (prˇı´mky),
sourˇadnice jejich zacˇa´tku a konce a rˇadu dalsˇı´ch u´daju˚. Naprˇ. pomocı´ ukazatele lines→total
zı´ska´me pocˇet nalezeny´ch u´secˇek v obraze. Na obra´zcı´ch 20 je pak uka´za´n vy´sledek Hou-
ghovy trasformace, kde jsou barevneˇ (cˇerveneˇ a modrˇe) zvy´razneˇny jednotlive´ u´secˇky.
3.5 Normalizace
V beˇzˇne´m zˇivoteˇ jsme zvyklı´ pouzˇı´vat karte´zsky´ syste´m sourˇadnic (viz obra´zek 21), to
znamena´, zˇe ve 2D obraze ma´me 4 kvadranty po 90 stupnı´ch, proti smeˇru hodinovy´ch
rucˇicˇek a nula obou sourˇadny´ch os (x,y) je v jejich pru˚secˇı´ku. Proble´m openCV spocˇı´va´ v
tom, zˇe povazˇuje za nulovou sourˇadnici levy´ hornı´ roh, takzˇe na´sˇ „beˇzˇny´“ prvnı´ kvadrant
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Obra´zek 20: Houghova transformace- prˇı´my´ smeˇr
Obra´zek 21: 3D karte´zsky´ sourˇadny´ syste´m
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Obra´zek 22: Normalizace sourˇadnic v openCV
se na´m dı´ky tomu promı´tne do cˇtvrte´ho. Dı´ky tomu se na´m pak mu˚zˇe v openCV sta´t, zˇe
bude koncova´ sourˇadnice (x,y) u´secˇky Houghovy transformace mensˇı´ (v jedne´ nebo obou
osa´ch) nezˇ jejı´ pocˇa´tecˇnı´ sourˇadnice. To by na´m pak deˇlalo proble´my prˇi stanovenı´ u´hlu
vektoru a prˇi vy´pocˇtu pru˚meˇrne´ho u´hlu. Musı´me proto prove´st normalizaci sourˇadne´ho
syste´mu, jak je naznacˇeno na obra´zku 22.
3.6 Analy´za obrazu
V tento okamzˇik ma´me zpracovany´ obraz, musı´me jej vsˇak analyzovat. Cı´lem je zjisˇteˇnı´,
jestli se nacha´zı´me na rovince nebo v zata´cˇce. Na za´kladeˇ toho pak bude mozˇno prova´deˇt
rˇı´zenı´ vozidla tak, jak by je rˇı´dil cˇloveˇk. Prˇedpokla´dejme, zˇe jedeme po rovince. Rychlost
nenı´ v podstateˇ nijak omezena´, mu˚zˇeme jet (v ra´mci mozˇnostı´, prˇedpisu˚, atd.) libovolneˇ
rychle. Jakmile se zacˇne blı´zˇit zata´cˇka, musı´me na ni reagovat snı´zˇenı´m rychlosti tak, aby
jsme ji mohli bezpecˇneˇ projet. Prˇi pohledu na obra´zek 23 jednoduchou u´vahou zjistı´me,
zˇe zrˇejmeˇ snadne´ bude testovat pomeˇr u´hlu˚ mezi „modry´mi“ a „cˇerveny´mi“ u´secˇkami
Houghovy transformace.
Vycha´zı´me prˇitom z toho, zˇe pokud jedeme po rovince, je spodnı´ cˇa´st obrazu pra´veˇ
ta rovinka, ktera´ na´m zby´va´ do zacˇa´tku zata´cˇky. Teoreticky by meˇly mı´t u´secˇky te´to
rovinky u´hel 90◦, ale dı´ky perspektiveˇ budou mı´t tento u´hel mı´rneˇ odlisˇny´. Prakticky se
pohybuje mezi 70◦ a 80◦. V mı´steˇ, kde se zacˇne rovinka meˇnit na zata´cˇku, dojde ke zmeˇneˇ
u´hlu u´secˇek. Je vsˇak nutne´ pocˇı´tat s tı´m, zˇe mu˚zˇeme pru˚meˇrovat pouze u´secˇky blı´zky´ch
32
Obra´zek 23: Houghova transformace- detekce v leve´ zata´cˇce
Obra´zek 24: Houghova transformace- chybna´ detekce v zata´cˇce
objektu˚ (v nasˇem prˇı´padeˇ vodı´cı´ slot a napa´jecı´ koleje), protozˇe dı´ky perspektiveˇ budou
mı´t vzda´leneˇjsˇı´ objekty vy´razneˇ odlisˇny´ u´hel, i kdyzˇ se jedna´ o objekty stejne´ho smeˇru
(typicky kraje dra´hy).
Vzhledem k tomu, zˇe prˇi zpracova´nı´ obrazu docha´zı´ cˇasto k rusˇenı´ a ru˚zny´m anoma´-
liı´m viz naprˇı´klad obra´zek 24. Na neˇm je videˇt u´plna´ ztra´ta obrazove´ informace v du˚sledku
sˇpatny´ch sveˇtelny´ch podmı´nek. Vlevo je bina´rnı´ obraz zı´skany´ Cannyho detekcı´, upro-
strˇed je pro porovna´nı´ obraz sejmuty´ kamerou a vpravo pak vy´sledek Houghovy trans-
formace. Je videˇt, zˇe zde nejsou zˇa´dne´ smysluplne´ informace k analy´ze obrazu, proto je
nutno eliminovat takove´ neobvykle´ u´daje. Abychom tedy dosa´hli co nejlepsˇı´ch vy´sledku˚,
ktere´ nejsou ovlivneˇny takovy´mi chybny´mi u´daji, pouzˇijeme va´zˇeny´ pru˚meˇr nejprve pro
vy´pocˇet „modry´ch“ a pak pro vy´pocˇet „cˇerveny´ch“ u´secˇek.
Nezˇ se k tomu ovsˇem dostaneme, budeme muset najı´t slot ve spodnı´ cˇa´sti obrazu. V
jeho okolı´ se pak budou nacha´zet objekty napa´jecı´ch kolejı´. Budeme vycha´zet z obrazu
rozdeˇlene´ho na cˇtverce 8x8 bodu˚, na ktery´ch provedeme funkci cvCountNonZero() a vy´-
sledek ulozˇı´me do dvourozmeˇrne´ho pole. Kazˇdy´ cˇtverec obsahujı´cı´ aktivnı´ body bude
oznacˇen cˇı´slem. Cˇtverce, ktere´ neobsahujı´ zˇa´dny´ bod jsou oznacˇeny jako nulove´. Slot
a napa´jecı´ koleje jsou vy´znacˇne´ uskupenı´ objektu˚ v obraze (viz naprˇı´klad obra´zek 15).
Budeme tedy hledat takove´ objekty (nenulove´ cˇtverce 8x8 bodu˚), ktere´ majı´ ve sve´ blı´z-
kosti dalsˇı´ objekty (nenulove´ cˇtverce). Pro vy´pocˇet takove´ho seskupenı´ objektu˚ vyuzˇijeme
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va´zˇeny´ pru˚meˇr pozice dane´ho cˇtverce a prˇevra´cene´ hodnoty vzda´lenosti jeho nejblizˇsˇı´ho
souseda. Tı´m zı´ska´me pozici slotu (strˇed takove´ho vy´znacˇne´ho uskupenı´), ktery´ bude
minima´lneˇ ovlivneˇn odlehly´m pozorova´nı´m (va´ha odlehle´ho pozorova´nı´ je prˇevra´cenou
hodnotou jeho vzda´lenosti). Na vy´pise 3 je pak videˇt vlastnı´ postup vy´pocˇtu pozice slotu.
Vy´pocˇet va´zˇene´ho pru˚meˇru pro nalezenı´ pozice slotu provedeme na´sledovneˇ:
Pslot =
∑n
i=1 Pi
1
Di∑n
i=1
1
Di
Di > 0, Pi ∈< 0; ymax > (7)
Kde Pslot je pozice slotu, obor hodnot Pslot ∈< 0; ymax >. Pi je pozice nenulovy´ch
cˇtvercu˚, Di je vzda´lenost Pi od nejblizˇsˇı´ho dalsˇı´ho nenulove´ho cˇtverce. Cˇı´slo n = ymax,
cozˇ je pocˇet vsˇech cˇtvercu˚ v ose y (i teˇch nenulovy´ch). Pro cˇtverce 8x8 bodu˚ pak platı´
n = yh
8
, kde yh je horizonta´lnı´ velikost obrazu.
01. // ∗∗∗∗∗∗∗∗∗ FILL ARRAY OF 8x8 RECTANGLES AND PROCESS ZOOMED IMAGE
∗∗∗∗∗∗∗∗//
02. int i , j ;
03. double sum = 0;
04. int count = 0;
05.
06. for( j = 0; j < dst−>height; j += 8)
07. {
08.
09. for( i = 0; i < dst−>width; i += 8)
10. {
11.
12. cvSetImageROI(dst, cvRect(i, j, 8, 8)) ;
13. int white = cvCountNonZero(dst);
14. arr [ i /8][ j /8] = white; // save 2D array of 8x8 rectangles
15. cvRectangle(track, cvPoint( i , j ) , cvPoint( i + 8, j + 8), CV RGB(white<<3, white
<<3, white<<3), CV FILLED, 8, 0);
16. cvResetImageROI(dst);
17. }
18. // printf (”\n”) ;
19. }
20.
21. // ∗∗∗∗∗∗∗∗∗ FIND SLOT AT LAST ROW IN PICTURE ∗∗∗∗∗∗∗∗∗∗∗∗∗//
22. arraySize = cvPoint( i /8, j /8) ;
23. double distance = 0;
24. for( int i = 0; i < arraySize.x; i++)
25. {
26. if (arr [ i ][ arraySize.y − 1])
27. {
28. int temp = arraySize.x;
29. for( int j = 0; j < arraySize.x; j++)
30. {
31. if (arr [ j ][ arraySize.y − 1])
32. {
33. int dist = (abs(arr[ j ][ arraySize.y − 1] − arr[ i ][ arraySize.y − 1])) ;
34. if ( dist && dist < temp) temp = dist;
35. }
36. }
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37. double fl = 1.0/( temp);
38. sum += ((double)i ∗ fl ) ;
39. distance += fl ;
40. count++;
41. }
42. }
43.
44. int avg = ( int ) ((sum/distance)∗8.0 + 0.5);
45. int rectNum = avg / 8;
Vy´pis 3: Vy´pocˇet pozice slotu v obraze
Vlastnı´ vy´pocˇet va´zˇene´ho pru˚meˇru Houghovy transformace provedeme na´sledovneˇ:
αavg =
∑n
i=1 αici∑n
i=1 ci
n∑
i=1
ci > 0 (8)
Kde αavg je pozˇadovany´ va´zˇeny´ pru˚meˇr, obor hodnot αavg ∈< 0; 180). Da´le αi je
u´hel dane´ u´secˇky, ci je de´lka u´secˇky ci ∈< 0;Od > a n je pocˇet u´secˇek v dane´ oblasti
(v okolı´ vodı´cı´ho slotu a kolejı´). Od je diagona´lnı´ rozmeˇr vstupnı´ho obrazu a definicˇnı´
obor αi ∈< 0; 180). Pokud je pomeˇr u´hlu˚ roven jedne´, jsou stejne´ a je jasne´, zˇe jedeme
sta´le po rovince. Pokud se zacˇne pomeˇr u´hlu˚ meˇnit (podle toho, jestli se blı´zˇı´ leva´, nebo
prava´ zata´cˇka bude u´hel bud’ veˇtsˇı´ nebo mensˇı´ nezˇ jedna), bude na´sledovat zata´cˇka. Po
jednoduche´ u´vaze je ovsˇem mozˇno cely´ vy´pocˇet zjednodusˇit, protozˇe u´hel u´secˇek ve
spodnı´ cˇa´sti obrazu („modry´ch“) je konstantnı´, proto jej stacˇı´ spocˇı´tat pouze jednou a
pocˇı´tat pouze pru˚meˇr vzda´leneˇjsˇı´ch u´secˇek.
3.7 Rˇı´zenı´
Nynı´ ma´me vesˇkere´ potrˇebne´ informace potrˇebne´ pro rˇı´zenı´ vozidla. Typicka´ jı´zda cˇlo-
veˇka autem po silnici probı´ha´ na´sledovneˇ (prˇedpokla´da´me vozidlo s prˇednı´m na´honem,
nebo pohonem 4x4):
• Rˇidicˇ jede po dlouhe´ rovince, zvysˇuje rychlost (fakticky je omezen pouze prˇedpisy).
• V da´lce vidı´ zata´cˇku, zpomalı´ tedy na vhodnou rychlost pro pru˚jezd zata´cˇkou
(Zkusˇeny´ rˇidicˇ brzdı´ vzˇdy prˇed zata´cˇkou).
• Prˇi pru˚jezdu zata´cˇkou v jejı´ druhe´ cˇa´sti mu˚zˇe mı´rneˇ akcelerovat.
• Za zata´cˇkou vidı´ opeˇt rovinku, proto opeˇt zvysˇuje rychlost.
• Cˇinnost rˇidicˇe neza´visı´ na smeˇru zata´cˇky (je–li leva´ nebo prava´).
Protozˇe ma´me jizˇ v podstateˇ vsˇechny informace k dispozici, je mozˇno implementovat
rˇı´zenı´ vozidla, tj neˇjaky´ regula´tor, k rˇı´zenı´ rychlosti. Takovy´ch regula´toru˚ je mozˇno najı´t
na webu pomeˇrneˇ znacˇne´ mnozˇstvı´, navı´c nesouvisı´ se zpracova´nı´m obrazu, proto se jı´m
nebudu v te´to cˇa´sti zaby´vat. Co je vsˇak du˚lezˇiteˇjsˇı´, je rychlost odezvy a spolehlivost dat.
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Rychlost odezvy za´visı´ na pocˇtu snı´mku˚ za sekundu, ktere´ zı´ska´me z kamery a na´-
sledneˇ je zpracujeme. S tı´m souvisı´ doba zpracova´nı´ obrazovy´ch dat, ve ktere´ se nejde´le
trva´ Houghova transformace. Dobu zpracova´nı´ dat je mozˇno ovlivnit velikostı´ obrazu-
cˇı´m mensˇı´ obraz, tı´m rychlejsˇı´ zpracova´nı´ a tı´m veˇtsˇı´ pocˇet snı´mku˚ za sekundu. To na
druhou stranu znamena´ snı´zˇenı´ rozlisˇenı´ a na´sledneˇ snı´zˇenı´ spolehlivosti detekce.
Protozˇe se vsˇak obraz meˇnı´ postupneˇ, nikoliv skokoveˇ, je rˇesˇenı´m zavedenı´ pru˚meˇro-
va´nı´ obrazu˚ s prˇedchozı´mi snı´mky. Pokud je v obraze ai rovinka, mu˚zˇe by´t v obraze
ai+1 opeˇt rovinka, nebo veˇtsˇinu obrazu rovinka a v hornı´ cˇa´sti zacˇa´tek zata´cˇky. Pokud
je v ai+1 rovinka a v hornı´ cˇa´sti zata´cˇka, bude v ai+2 opeˇt ve spodnı´ cˇa´sti rovinka, ale
v hornı´ cˇa´sti bude veˇtsˇı´ cˇa´st zata´cˇky. Zavedenı´m plovoucı´ho pru˚meˇru pak odstranı´me
kra´tkodobe´ vy´padky nebo chybnou detekci v jednotlivy´ch obrazech. Nevy´hodou bude
ovsˇem zpozˇdeˇnı´, ktere´ tı´m do syste´mu vneseme a tedy delsˇı´ reakce na zjisˇteˇnı´ zata´cˇky.
Pro nasˇe u´cˇely se pak hodı´ plovoucı´ pru˚meˇr s exponencia´lnı´m zapomı´na´nı´m, protozˇe
si nemusı´me pamatovat k hodnot a pocˇı´tat z nich pru˚meˇr, navı´c dı´ky tomu, zˇe nejnoveˇjsˇı´
hodnota ma´ nejveˇtsˇı´ va´hu, ovlivnˇuje nejvı´ce noveˇ tvorˇeny´ pru˚meˇr. Budeme tedy pocˇı´tat:
avgfloat = avgfloat +
1
k
(αavg − avgfloat) k > 0 (9)
Kde avgfloat je pozˇadovany´ plovoucı´ pru˚meˇr, jehozˇ obor hodnot je αfloat ∈< 0; 180).
Pak αavg je u´hel alfa (va´zˇeny´ pru˚meˇr) nejnoveˇjsˇı´ho obrazu podle vy´pocˇtu 8 s definicˇnı´m
oborem αavg ∈< 0; 180) a k, k > 0 je korekce, tedy kolik obrazovy´ch dat chceme zahrnout
do nasˇeho vy´pocˇtu. Cˇı´m vysˇsˇı´ hodnota, tı´m vı´c obrazu˚ bude v nasˇem pru˚meˇru obsazˇeno a
data budou tedy „hladsˇı´“, ale tı´m vı´ce bude nasˇe hodnota „zaosta´vat, plavat“ za skutecˇnou
hodnotou. Vy´sledek takove´ho „plava´nı´“ je videˇt na obra´zcı´ch 34 pro k = 6 a 35 pro k = 12.
Dı´ky tomu docha´zı´ k pozdnı´ detekci zata´cˇky a v neˇktery´ch prˇı´padech dokonce k detekci
zata´cˇky azˇ v okamzˇiku, kdy se v nı´ vozidlo nacha´zı´. Pro prakticke´ vyuzˇitı´ je dostatecˇna´
hodnota 4, maxima´lneˇ 8.
01. int cumulAlpha = 0;
02. int cumulLen = 0;
03. for( int i = 0; i < lines−>total; i++)
04. {
05. int tempX1 = lanes[i]. start .x / 8;
06. int tempX2 = lanes[i].end.x / 8;
07. int tempY1 = lanes[i]. start .y / 8;
08. int tempY2 = lanes[i].end.y / 8;
09. {
10. if (( tempX1 < right && tempX2 > left) || (tempX2 < right && tempX1 > left))
11. {
12. int al = lanes[ i ]. alpha;
13. if (al > 90) al = 180 − lanes[i ]. alpha;
14. cumulAlpha += (al ∗ lanes[i ]. c) ;
15. cumulLen += lanes[i].c;
16. }
17. }
18. }
19. int res = 0;
20. if (cumulLen) res = cumulAlpha / cumulLen;
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21. avgAlfa = ( int ) (( float )avgAlfa + ((1.0/3.0) ∗ (( float )res − (float)avgAlfa))) ;
Vy´pis 4: Pouzˇite´ funkce pru˚meˇrova´nı´ dat
Na vy´pise 4 pak vidı´me praktickou realizaci jak va´zˇene´ho pru˚meˇru (rˇa´dky 01 azˇ 18),
tak plovoucı´ho pru˚meˇru. U va´zˇene´ho pru˚meˇru je take´ videˇt zpu˚sob vy´beˇru dat z pole
struktur lanes, definovany´ch ve vy´pise 5. V te´to strukturˇe jsou ulozˇeny vsˇechny informace
k prˇı´slusˇne´ u´secˇce, ze ktery´ch jsou pak pocˇı´ta´ny potrˇebne´ data. Pole struktur lanes je
naplneˇno ihned po provedenı´ Houghovy transformace v pru˚beˇhu vycˇı´ta´nı´ lines. Protozˇe
ma´me k dispozici pouze pocˇa´tecˇnı´ a koncove´ sourˇadnice (x, y) kazˇde´ u´secˇky, musı´me
prove´st pomocne´ vy´pocˇty, jako je vy´pocˇet de´lky u´secˇky lanes[index].c nebo vy´pocˇet u´hlu
α (oznacˇeny´ jako lanes[index].alpha)
α =
180
pi
(arcsin
a
c
) (10)
Kde α je u´hel u´secˇky ve stupnı´ch, a je de´lka u´secˇky v ose x a c je vypocˇtena´ de´lka
u´secˇky. Na´sledneˇ se provede take´ normalizace popsana´ v prˇedchozı´m odstavci. Protozˇe
pole ma´ pro kazˇdy´ obraz jinou de´lku, ulozˇı´ se take´ skutecˇna´ de´lka pole (to znamena´
ukazatel za poslednı´ strukturu v poli).
01. struct lane
02. {
03. int position ;
04. CvPoint start ;
05. CvPoint end;
06. int a;
07. int b;
08. int c;
09. int alpha;
10. } lanes[128];
Vy´pis 5: Struktura dat Houghovy transformace
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4 Testova´nı´ algoritmu
Pro testovacı´ u´cˇely jsem vytvorˇil dra´hu podle obra´zku 25 (nebo 36 v prˇı´loze). Smeˇr dra´hy a
pozice ra´mce 0 je v sejmute´m videu zvy´razneˇn. Protozˇe ma´me konstantnı´ snı´ma´nı´ ra´mcu˚
(fps = 25), mu˚zˇeme bez u´jmy na obecnosti prohla´sit jednotlive´ ra´mce za jednotku cˇasu
(1 ra´mec = 40 ms). Grafy dra´hy jsou proto uda´va´ny v ra´mcı´ch. Perida grafu vycha´zı´ z
de´lky okruhu a je 200 ra´mcu˚ (8 sekund). V testovacı´m videu pak projı´zˇdı´ autı´cˇko cı´lovou
pa´skou v ra´mcı´ch 48, 248, 447 a 648 (viz prˇilozˇene´ CD). Video ma´ celkovou de´lku 834
ra´mcu˚. Prˇi sledova´nı´ videa je videˇt velky´ vliv sveˇtelny´ch podmı´nek na kvalitu videa, cozˇ
meˇlo za na´sledek chyby detekcˇnı´ho algoritmu.
Z testovacı´ videosekvence byl vytvorˇen graf, tak jak by meˇl detekcˇnı´ algoritmus
vypocˇı´tat dra´hu trati. Do stejne´ho grafu pak byl vynesen vy´stup algoritmu pro porovna´nı´
vy´sledku˚ (viz graf na obra´zku 26 a podrobneˇji viz prˇı´loha A). Jak je uvedeno vy´sˇe,
algoritmus porovna´va´ va´zˇene´ pru˚meˇry u´hlu˚ v dolnı´ cˇa´sti obrazu (rovinka) a v hornı´
cˇa´sti (potenciona´lnı´ zata´cˇka). Pokud je u´hel v hornı´ cˇa´sti mensˇı´ nezˇ 50 stupnˇu˚ (prˇicˇemzˇ
90 stupnˇu˚ je vertika´lnı´ osa, tj fakticky rovinka), docha´zı´ k detekci zata´cˇky. Tento graf je
prˇı´mo rˇı´zeny´, tedy nema´ plovoucı´ pru˚meˇrova´nı´ rozebı´rane´ v prˇedchozı´ kapitole.
Z grafu na obra´zku 26 je videˇt, zˇe obcˇas docha´zı´ k detekci zata´cˇky i v mı´steˇ kde nenı´,
naprˇı´klad prˇi protisveˇtle, kde na dra´hu nenı´ dobrˇe videˇt. V takove´m prˇı´padeˇ algoritmus
zareaguje snı´zˇenı´m rychlosti, cozˇ nenı´ nic neobvykle´ho, protozˇe cˇloveˇk by ve takove´ si-
tuaci reagoval stejneˇ – pokud dobrˇe nevidı´, snı´zˇı´ rychlost na bezpecˇnou u´rovenˇ. Dalsˇı´
detekce zata´cˇky nastane na cı´love´ rovince, cozˇ je mnohem neprˇı´jemneˇjsˇı´ – ty by´vajı´ vzˇdy
pomeˇrneˇ dlouhe´ (ne–li nejdelsˇı´), takzˇe zde by meˇlo autı´cˇko jet plnou rychlostı´. Z Hou-
ghovy transformace (viz obra´zek 27) je jasne´, procˇ ji algoritmus povazˇuje za zata´cˇku –
skutecˇneˇ ma´ takove´ parametry. Ale cı´lova´ rovinka ma´ vsˇak take´ jednoznacˇneˇ identifiko-
vatelny´ layout (bı´le´ pa´sy po strana´ch a prˇi pru˚jezdu cı´lem sˇachovnicovou cˇa´ru (ktera´ ma´
na sveˇdomı´ chybnou detekci zata´cˇky).
4.1 Cˇasovy´ rozbor algoritmu
Jak bylo jizˇ drˇı´ve rˇecˇeno, je nutno, aby algoritmus prova´deˇl vy´pocˇty co nejrychleji. Cˇı´m
rychleji je totizˇ prova´dı´, tı´m vı´ce snı´mku˚ za sekundu je mozˇno porˇizovat a tı´m prˇesneˇjsˇı´
ma´me detekci. Pokud totizˇ bude naru˚stat rychlost autı´cˇka, mu˚zˇe dojı´t k situaci, kdy ujeta´
dra´ha bude delsˇı´, nezˇ ta, ktera´ je zobrazena na prˇedcha´zejı´cı´m snı´mku. Tı´m by byla
porusˇena kontinuita snı´mku˚, ze ktere´ jsme vycha´zeli (o postupne´m nasouva´nı´ zata´cˇky v
hornı´ cˇa´sti obrazu) a soucˇasneˇ by nemuselo k detekci zata´cˇky dojı´t, nebo by k nı´ dosˇlo
prˇı´lisˇ pozdeˇ. Pokusil jsem se tedy meˇrˇit cˇasouvou na´rocˇnost jednotlivy´ch kroku˚ algoritmu.
Meˇrˇenı´ jsem prova´deˇl na stolnı´m pocˇı´tacˇi s procesorem CORE2DUO T9400, 2,53 GHz,
osazeny´m 4GB RAM. Da´le uva´dı´m typicke´ a kde je to mozˇne´ i minima´lnı´ a maxima´lnı´
hodnoty. Z na´sledujı´cı´ch vy´sledku˚ je zrˇejme´, zˇe cˇasova´ na´rocˇnost algoritmu je pomeˇrneˇ
promeˇnliva´.
Nejvı´ce cˇasu zabı´ra´ Houghova transformace – prˇu˚meˇrneˇ 30 ms. Minima´lnı´ cˇas je
12,7 ms a maxima´lnı´ pak 77,5 ms. Cannyho detekce je o rˇa´d rychlejsˇı´, zabı´ra´ pru˚meˇrneˇ
4 ms. Minima´lnı´ cˇas je 2,8 ms a maxima´lnı´ 6,5 ms. Prˇı´prava obrazu (prˇevod do odstı´nu˚
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Obra´zek 25: Testovacı´ dra´ha
Obra´zek 26: Graf testovacı´ dra´hy
39
Obra´zek 27: Houghova transformace prˇi pru˚jezdu cı´lovou rovinkou
sˇedi, nastavenı´ ROI, atd.) trva´ pru˚meˇrneˇ 0,3 ms. Minima´lnı´ cˇas je 0,2 ms a maxima´lnı´
0,7 ms. Ostatnı´ vy´pocˇty probı´hajı´ pru˚beˇzˇneˇ a jsou tak prakticky nemeˇrˇitelne´. Prakticke´
vy´sledky meˇrˇenı´ pro jednotlive´ funkce v kazˇde´m ra´mci je mozˇno videˇt v grafu (obra´zek
28 a podrobneˇji 40).
Tyto hodnoty neposkytujı´ prˇı´lisˇ prostoru na snı´zˇenı´ cˇasove´ na´rocˇnosti algoritmu,
tak aby bylo mozˇno zvy´sˇit pocˇet zpracovany´ch snı´mku˚ za sekundu. Jediny´m mozˇny´m
rˇesˇenı´m je zmensˇenı´ obrazu.
4.2 Odolnost algoritmu
V testovacı´m videu je neˇkolik u´seku˚ se sˇpatny´m sveˇtlem (ostre´ protisveˇtlo, podobne´
oslneˇnı´ rˇidicˇe zapadajı´cı´m sluncem) nebo rozmazane´ u´seky v du˚sledku slabe´ho sveˇtla
a nekvalitnı´ kamery (kamera se pokousˇı´ zlepsˇit citlivost prodlouzˇenı´m za´veˇrky, cozˇ prˇi
rychle´m pohybu vede k rozmaza´nı´ obrazu). V prvnı´m prˇı´padeˇ docha´zı´ sta´le k pomeˇrneˇ
spolehlive´ detekci, kdy algoritmus sta´le reaguje na rovinky nebo zata´cˇky, i kdyzˇ s mensˇı´
citlivostı´. V druhe´m prˇı´padeˇ dojde k vy´padku detekce (na obra´zku 24). Vy´padek je vsˇak
tak kra´tky´ (pouze jeden snı´mek), zˇe neovlivnı´ funkci algoritmu. Takove´ chyby jsou pak
zachyceny a osˇetrˇeny statisticky, v tomto prˇı´padeˇ plovoucı´m pru˚meˇrem.
Ten prˇedpokla´da´, zˇe zmeˇny v obraze jsou plynule´ (zˇe obraz neobsahuje vy´razne´
zmeˇny), proto se snazˇı´ novou hodnotu pru˚meˇrovat s prˇedchozı´mi hodnotami. Pokud by
vsˇak takovy´ vy´padek trval de´le, mohl by neprˇı´zniveˇ ovlivnit funkci algoritmu. Rˇesˇenı´m by
bylo v prˇı´padeˇ ztra´ty orientace pouzˇı´t prˇedcha´zejı´cı´ snı´mek doplneˇnı´ o prˇedpokla´danou
zmeˇnu (posun obrazu).
Provedl jsem neˇkolik testu˚, jak ovlivnı´ plovoucı´ pru˚meˇr spolehlivost algoritmu. Na
obra´zcı´ch (29a podrobneˇji pak v 41) je videˇt jak vyhodnocuje testovacı´ dra´hu algoritmus
bez plovoucı´ho pru˚meˇru, s plovoucı´m pru˚meˇrem o k = 3 a jak by meˇl by´t vyhodnocen v
idea´lnı´m prˇı´padeˇ. Graf je za´meˇrneˇ posunut na hodnoty 85 azˇ 100 pro alfa a 105 azˇ 120 pro
alfa3, aby je bylo mozˇno odlisˇit. Prˇi stejny´ch hodnota´ch by se krˇivky prˇekry´valy a graf by
byl necˇitelny´. Grafem je pro zajı´mavost opeˇt prolozˇena hodnota avgAlfa (tedy vy´sledek
algoritmu s plovoucı´m pru˚meˇrem o k = 3). Da´le jsem vsˇechny hodnoty porovnal a v
tabulce 1 je videˇt vy´sledek vcˇetneˇ procentua´lnı´ spolehlivosti detekce. Je zrˇejme´, zˇe plo-
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Obra´zek 28: Graf cˇasove´ slozˇitosti
Obra´zek 29: Graf detekce zata´cˇek pro plovoucı´ pru˚meˇr s k=3 a bez neˇj
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Algoritmus Spra´vneˇ hodnoceny´ch ra´mcu˚ Celkem ra´mcu˚ ve videu Procent
Vzor 835 835 100
Alfa 707 835 85
Alfa3 748 835 90
Tabulka 1: Tabulka u´speˇsˇnosti ru˚zny´ch verzı´ algoritmu˚
voucı´ pru˚meˇr pozitivneˇ ovlivnı´ chova´nı´ algoritmu. Pro vysˇsˇı´ index k se pak spolehlivost
detekce zvysˇuje, ale to zase s sebou prˇina´sˇı´ proble´my popsane´ vy´sˇe.
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5 Hodnocenı´ algoritmu
5.1 Prˇedpoklady pro funkci algoritmu
Pro funkci algoritmu tedy potrˇebujeme pocˇı´tacˇ s operacˇnı´m syste´mem, na ktere´m pobeˇzˇı´
knihovna openCV. V u´vahu tedy prˇipada´ syste´m Windows nebo Linux. Protozˇe se prˇed-
pokla´da´ pouzˇitı´ v embedded aplikacı´ch, prˇicha´zı´ v u´vahu pravdeˇpodobneˇ Linux, protozˇe
tak vy´konne´ procesory pro embedded aplikace jsou te´meˇrˇ vy´hradneˇ architektury ARM,
na ktere´ ovsˇem dnesˇnı´ Windows nebeˇzˇı´ (nebereme na zrˇetel Windows for Mobile, nebo
neˇktere´ ze starsˇı´ch Windows CE). To s sebou prˇina´sˇı´ dalsˇı´ komplikace, protozˇe openCV
byla pu˚vodneˇ vyvı´jena Intelem, pro demonstraci schopnostı´ jejich procesoru˚ pra´veˇ prˇi
graficky´ch operacı´ch. Vyuzˇı´va´ tedy specializovane´ instrukce jejich procesoru˚, cozˇ prˇi prˇe-
chodu na jinou architekturu mu˚zˇe znamenat vy´razny´ vy´konovy´ pokles. Jejı´ pouzˇitı´ ma´
vsˇak znacˇne´ vy´hody
• Je velmi du˚kladneˇ optimalizova´na, cˇa´stecˇneˇ psa´na v assembleru nebo v C.
• Odstinˇuje programa´tora od low level funkcı´ – stacˇı´ pouze vyuzˇı´vat odladeˇne´ hotove´
funkce.
• Usnadnˇuje a urychluje pra´ci.
• Udrzˇuje ji ty´m vy´voja´rˇu˚, kterˇı´ poskytujı´ rozsa´hlou a rychlou podporu.
• Na webu je mozˇno najı´t rˇadu prˇı´kladu˚ a tutoria´lu˚, usnadnˇujı´cı´ch s nı´ pra´ci pro
zacˇa´tecˇnı´ky.
Ma´ ale take´ nevy´hody, o ktery´ch jsem se jizˇ zminˇoval. V neˇktery´ch prˇı´padech je tedy
na zva´zˇenı´, jestli nepouzˇı´t proprieta´rnı´ funkci nebo algoritmus, ktery´ by mohl by´t v
konecˇne´m du˚sledku rychlejsˇı´.
01. /∗ use sobel to find derivatives ∗/
02. cvSobel( src, sobel x, 1, 0, 3);
03. cvSobel( src, sobel y, 0, 1, 3);
04.
05. /∗ Convert signed to unsigned 8∗/
06. cvConvertScaleAbs( sobel x , dest x, 1, 0);
07. cvConvertScaleAbs( sobel y , dest y, 1, 0);
08.
09. // ∗∗∗∗∗∗∗∗ FILL ARRAY OF 8x8 RECTANGLES AND PROCESS ZOOMED IMAGE
∗∗∗∗∗∗∗∗∗//
10. int i , j ;
11. unsigned char arr[128][64];
12. CvPoint arraySize;
13.
14. for( j = 0; j < dst−>height; j += 8)
15. {
16.
17. for( i = 0; i < dst−>width; i += 8)
18. {
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19. cvSetImageROI(dst, cvRect(i, j, 8, 8)) ;
20. int white = cvCountNonZero(dst);
21. arr [ i /8][ j /8] = white; // save 2D array of 8x8 rectangles
22. cvResetImageROI(dst);
23. }
24. }
25. arraySize = cvPoint( i /8, j /8) ;
Vy´pis 6: Dalsˇı´ funkce navrhovane´ pro zlepsˇenı´ algoritmu
5.2 Na´vrhy na zlepsˇenı´
Obra´zek 30: Bina´rnı´ obraz, rozdeˇleny´ na cˇtverce 8x8 pixelu˚
V pru˚beˇhu ladeˇnı´ algoritmu jsem prˇisˇel na rˇadu mysˇlenek, ktere´ se pokusı´m zapra-
covat do dalsˇı´ch verzı´. Nejdu˚lezˇiteˇjsˇı´ mysˇlenka je vynecha´nı´ Houghovy transformace –
du˚vodem je jejı´ velka´ cˇasova´ na´rocˇnost, ktera´ limituje vy´kon cele´ho algoritmu. Jednou
z variant je nahrazenı´ transformace logicky´m soucˇinem (operacı´ AND) maly´mi cˇa´stmi
obrazu (typicky 8x8 pixelu˚), kde budeme pomocı´ vzoru˚ vyhleda´vat dominantnı´ smeˇr v
dane´m cˇtverci.
Dı´ky te´to mysˇlence bude mozˇno pro kazˇdy´ cˇtverec 8x8 pixelu˚ prove´st jen neˇkolik
operacı´ AND (ktere´ jsou velmi rychle´, z du˚vodu nativnı´ podpory v kazˇde´m modernı´m
procesoru – pro takovy´ vstup se jedna´ typicky jen o neˇkolik strojovy´ch cyklu˚). Cely´ QVGA
obraz o rozmeˇrech 320x240 bodu˚ se pak rozdeˇlı´ do 1200 cˇtvercu˚ 8x8 (cozˇ je dvojrozmeˇrne´
pole o 30x40 prvcı´ch). Kazˇdy´ prvek ponese informaci o dominantnı´m smeˇru cˇar v neˇm
umı´steˇny´ch. Tı´m pak bude mozˇno velmi rychle vytvorˇit vektor dra´hy, navı´c nebude nutno
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zpracova´vat vsˇechny cˇtverce, ale jen ty, ktere´ obsahujı´ neˇjake´ (nebo urcˇity´ pocˇet, typicky
alesponˇ 8) aktivnı´ch pixelu˚ (viz obra´zek 30 a detailneˇji pak na obra´zku 39).
Na vy´pise 6, rˇa´dky 10 azˇ 25 je pak videˇt zpu˚sob zpracova´nı´ vstupnı´ho obrazu do
cˇtvercu˚ 8x8 bodu˚. Tyto cˇtverce jsou pak ulozˇeny ve dvourozmeˇrne´m poli arr a jeho
velikost v promeˇnne´ arraySize, ktera´ je typu CvPoint. Vstupnı´ obraz se zpracova´va´ funkcı´
cvCountNonZero(), ktera´ vracı´ pocˇet bodu˚ v dane´m cˇtverci. Pokud v tomto cˇtverci nenı´
zˇa´dny´ aktivnı´ pixel, vracı´ nulu, cozˇ je pak vy´hodne´ pro na´sledne´ zpracova´nı´ obrazu
(zpracova´vajı´ se pouze nenulove´ cˇtverce). Na obra´zku 31 je vlevo pu˚vodnı´ bina´rnı´ obraz
a vpravo pak graficky zpracovane´ pole arr. Kazˇdy´ pocˇet aktivnı´ch pixelu˚ v dane´m cˇtverci
pak zna´zornˇuje intenzita tohoto cˇtverce.
Obra´zek 31: Vlevo bina´rnı´ obraz, vpravo rozdeˇleny´ na cˇtverce 8x8 pixelu˚
Dalsˇı´ mysˇlenkou, jak snı´zˇit cˇasovou na´rocˇnost algoritmu, je pozˇı´t Sobelu˚v filtr. Ten je
velmi cˇasto pouzˇı´vany´ a je velmi citlivy´ na smeˇr hrany (na obra´zku 32 vlevo je pu˚vodnı´
bina´rnı´ obraz, uprostrˇed pak Sobelu˚v filtr v ose x a vpravo Sobelu˚v filtr v ose y). Vzorec
11 na´zorneˇ ukazuje jak vypada´ ja´dro 3x3 Sobelova filtru pro osu x (vlevo), pro osu y
(uprostrˇed) a v diagona´lnı´m smeˇru (vpravo). Existujı´ take´ ja´dra o rozmeˇru 5x5 a 7x7.
Existujı´ take´ modifikovane´ ja´dra (vzorec 11 vpravo) pro Sobelu˚v filtr, ktere´ jsou citlive´
v diagona´lnı´m smeˇru. Ty by byly pro na´sˇ u´cˇel take´ vhodne´. Pouzˇitı´ Sobelova filtru v
openCV pak ukazuje opeˇt vy´pis 6, rˇa´dky 1 azˇ 7. Po odprahova´nı´ obrazu pomocı´ Sobelova
filtru by se pak v kazˇde´m smeˇru vytvorˇila dominantnı´ prˇı´mka. Tyto se pak protnou v
konkre´tnı´m bodeˇ, ktery´m je zakrˇivenı´ zata´cˇky v obraze.

 −1 0 1−2 0 2
−1 0 1



 1 2 10 0 0
−1 −2 −1



 0 1 2−1 0 1
−2 −1 0

 (11)
5.3 Mozˇnosti implementace
Na za´kladeˇ vy´sˇe uvedene´ho je zrˇejme´, zˇe pro funkci algoritmu v rea´lne´m cˇase potrˇebu-
jeme pomeˇrneˇ vy´konny´ procesor, ktery´ ovsˇem musı´ by´t implementovatelny´ do male´ho
embedded zarˇı´zenı´ (autı´cˇko do ktere´ho je zamy´sˇleno zabudova´nı´ cele´ desky, ma´ rozmeˇry
cca 100x50 mm). Dalsˇı´m limitujı´cı´m faktorem je nı´zna´ spotrˇeba, provoz bez chladicˇe a
odolnost proti rusˇenı´. Z uvedene´ho na´m vycha´zı´ jako nejvy´hodneˇjsˇı´ modernı´ procesory
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Obra´zek 32: Vlevo bina´rnı´ obraz, uprostrˇed Sobelu˚v filtr v ose x, vpravo v ose y
ARM rˇady Cortex A8 nebo A9. V soucˇasne´ dobeˇ je k dispozici velmi vy´konny´ procesor
i.MX535 firmy Freescale.
Jedna´ se procesor Cortex A8 s frekvencı´ azˇ 1,2GHz se schopnostı´ deko´dovat 1080p
HD video, se dveˇma graficky´mi ja´dry, NEON SIMD media akcelera´torem a vektorovy´m
floating point koprocesorem. Je mozˇno k neˇmu prˇipojit azˇ 2GB DDR2 nebo DDR3 pameˇti.
Maxima´lnı´ spotrˇeba procesoru je 2,2A prˇi 1,37V a 1,2GHz, cozˇ jsou pouhe´ 3W prˇi teploteˇ
ja´dra 125 ◦C!
Pro testova´nı´ jsem proto porˇı´dil i.MX53 Quick Start Board, s procesorem i.MX535,
1GHz Cortex A8, osazeny´ 1GB RAM za cenu 149USD. Deska o rozmeˇrech 77 mm x 77 mm
je napa´jena z 5V/2A zdroje a soucˇa´stı´ kitu je SD karta s BSP a Linuxem. Pro srovna´nı´
jsem vybral v soucˇasne´ dobeˇ velmi popula´rnı´ Rapsberry PI. To obsahuje cˇip Broadcom
BCM2835, cozˇ je ARM11 (starsˇı´ verze ARMv6 proti ARMv7 v Cortex A8) s floating point
na 700Mhz a ma´ 256MB RAM. Meˇrˇı´ 84 mm x 54 mm. Pro porovna´nı´ je na obra´zcı´ch 37
i.MX53 Quick Start Board a na obra´zku 38 Rapsberry PI rev. B.
Soucˇa´stı´ i.MX53 Quick Start Boardu je 4GB flash SD karta s operacˇnı´m syste´mem
Linux, je tedy mozˇno zacˇı´t testovat vy´kon algoritmu na rea´lne´m HW. Pro nasazenı´ v
autı´cˇku vsˇak bude nutno vytvorˇit specializovanou DPS (vy´razneˇ mensˇı´ nezˇ vy´vojovy´
kit), vcˇetneˇ rˇı´zenı´ DC motoru.
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6 Za´veˇr
Prˇedmeˇtem me´ pra´ce bylo vytvorˇenı´ funkcˇnı´ho algoritmu pro sledova´nı´ deˇlı´cı´ch cˇar
v obraze snı´mane´ho kamerou, bez pomocny´ch senzoru˚ (inercˇnı´ syste´my, GPS, radar,
ultrazvuk). Algoritmus je urcˇen jako testovacı´ platforma (se specializovany´m hardware),
pro souteˇzˇe samorˇı´dı´cı´ch autı´cˇek pro Freescale Race Challenge.
Po prostudova´nı´ rˇady materia´lu˚ jsem dospeˇl k na´zoru, zˇe nejvy´hodneˇjsˇı´ je pouzˇı´t
knihovny openCV ktera´ obsahuje rˇadu algoritmu˚, urcˇeny´ch pra´veˇ pro zpracova´nı´ obrazu
a odstinˇuje programa´tora od tvorby nı´zkou´rovnˇovy´ch funkcı´. Pouzˇil jsem funkce pro
prˇevod obrazu na odstı´ny sˇedi, Cannyho detektor hran, Houghovu transformaci a rˇadu
pomocny´ch funkcı´. Take´ jsem experimentoval s jiny´mi detektory (thresholding, Sobelu˚v
opera´tor, atd.). Prˇi vytva´rˇenı´ algoritmu mne take´ napadla rˇada zlepsˇenı´ a u´prav, ktere´
hodla´m do tohoto algoritmu zapracovat.
V nyneˇjsˇı´ podobeˇ algoritmus pracuje spolehliveˇ a detekuje zata´cˇky v dostatecˇne´m
prˇedstihu. Pro prakticke´ nasazenı´ je vsˇak nutno vytvorˇit specializovany´ HW, da´le pouzˇı´t
kvalitnı´ a mensˇı´ kameru. Du˚vodem je rozmeˇrove´ a hmotnostnı´ omezenı´ autı´cˇka prˇi sou-
teˇzˇi. Da´le hodla´m pracovat na u´praveˇ detekce zata´cˇek tak, aby nebylo nutno pouzˇı´vat
Houghovu transformaci – du˚vodem je jejı´ cˇasova´ na´rocˇnost a tı´m nemozˇnost zvy´sˇit zpra-
covatelny´ pocˇet snı´mku˚ za sekundu. Pro filtraci hodnot pak pouzˇı´va´m statisticke´ metody
zalozˇene´ na va´zˇene´m pru˚meˇru a plovoucı´m pru˚meˇru s exponencia´lnı´m zapomı´na´nı´m.
Za u´vahu stojı´ take´ pouzˇitı´ popula´rnı´ho Kalmanova filtru, pouzˇı´vane´ho naprˇı´klad v [18],
ktery´ ovsˇem na druhou stranu zvysˇuje cˇasovou slozˇitost algoritmu.
Radek Tesarˇ
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A Grafy a tabulky
Obra´zky a grafy ve veˇtsˇı´m rozlisˇenı´, urcˇene´ k podrobneˇjsˇı´mu zkouma´nı´, nebo jejichzˇ
velikost by prˇeka´zˇela v textu diplomove´ pra´ce.
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Obra´zek 33: Graf testovacı´ dra´hy
51
Obra´zek 34: Graf dra´hy pro plovoucı´ pru˚meˇr, k=6
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Obra´zek 35: Graf dra´hy pro plovoucı´ pru˚meˇr, k=12
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Obra´zek 36: Testovacı´ dra´ha
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Obra´zek 37: i.MX53 Quick Start Board
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Obra´zek 38: Rapsberry PI
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Obra´zek 39: Bina´rnı´ obraz, rozdeˇleny´ na cˇtverce 8x8 pixelu˚
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Obra´zek 40: Graf cˇasove´ slozˇitosti
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Obra´zek 41: Graf detekce zata´cˇek pro plovoucı´ pru˚meˇr s k=3 a bez neˇj
