The initial clustering centers of traditional bisecting K-means algorithm are randomly selected and the k value of traditional bisecting K-means algorithm could not determine beforehand. This paper proposes a improve bisecting K-means algorithm based on automatically determining K value and the optimization of the cluster center. Firstly, the initial cluster centers are selected by using the point density and the distance function; Secondly, automatically determining K value is proposed by using Intra cluster similarity and inter cluster difference. the experiment results on UCI database show that the algorithm can effectively avoid the influence of noise points and outliers, and improve the accuracy and stability of clustering results.
Introduction
Cluster analysis is a set of data objects into different clusters, so that the same cluster (or class), the similarity between objects, and different clusters (or class) of the differences between the objects. Clustering analysis has been widely used in many fields, such as marketing, land use, urban planning, earthquake research and so on [1] .
The K-means algorithm is a typical objective function clustering method based on the prototype, the optimization of the objective function is a distance between data points to the prototype, and the algorithm for the center point defined before clustering prototype, given the number of clusters K , the Euclidean distance as the similarity measurement method, using the squared error function as the clustering criterion function. Through iterative updates, the goal of each iteration is to make the target function smaller, when the objective function has a minimum value when the end of the algorithm, get the final clustering result.
The disadvantage of this algorithm is that the number of clusters K could not determine beforehand, the random selection of initial cluster centers i c and the sensitivity to noise and outlier data [2] .
Bisecting k-means algorithm is optimized and extended k-means algorithm, first of all the data points as a whole data set, making a data partition; then in the two data sets after division, select one for second data partition, cycle down. The algorithm is superior to the K-means algorithm in the selection of initial center points. But Bisecting k-means algorithm also needs a predetermined K value, and Bisecting k-means algorithms usually use two randomly selected initial points, if mistakenly outliers or noises as the initial cluster center, after repeated iteration will cause large deviation of final clustering results [3] .
The basic idea of bisecting K-means algorithm is: determining the number of cluster K , selecting two centers 0
x and 1
x , using the standard k-means algorithm to x data set is divided into two clusters, and then calculating the SEE of two clusters, choosing the largest SEE clusters to split, cycle down, until the number of the cluster is equal to K [4] . The algorithm steps of the bisecting k-means algorithm are shown as follows:  Input K and data set X .
 Initialize the data set, and make the number of clusters, 1 n  .  Randomly select the two points Initialize the data set, and make the number of clusters, n=1
Randomly select the two points as the initial cluster center of the first split.The standard k-means (k=2) algorithm is used to get two clusters. The shortcomings of the traditional bisecting k-means algorithm: Firstly, the K value could not determine beforehand; if K value is not selected properly, it will cause a large deviation between the results and the ideal clustering results. Secondly, the initial cluster centers are randomly selected. If the noise points or outliers are taken as the initial clustering centers, the repeated clustering results will lead to a large deviation [5] , [6] . In this paper, the point density function is used to select the initial cluster centers: When choosing the initial cluster center, calculate the density and average density of all points, in the range of greater than the average density, first select the density is the highest point 0
x and then select a most distant
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as the initial clustering center of first division [7] . This algorithm can effectively avoid the influence of noise points and outliers on clustering results. In addition, this paper proposes an algorithm to automatically determine the K value, which is based on Intra cluster similarity and inter cluster difference [8] , [9] . This algorithm can effectively avoid the influence of K value on the clustering results.
Determination of Cluster Centers
Assuming that the data points q and j ,
expressed by the impact of j on the function of q , and ) , ( j q B  is a function determined by the distance between q and j .The distance function
represented by the Euclidean distance formula:
The density function of the data point q is the sum of the influence functions of all the data points. If the data set X contains K data points, the density function of the data point q is represented as follows [10] :
Then the density function of the data point q is represented as follows:
From the above formula,
represents between q and j distance, the distance is small, then the point around the more compact, it means that the density is greater, the greater density of points the more likely is the cluster center.
In general, we use intra cluster similarity and inter cluster difference to evaluate the clustering results [11] . In this paper, we use intra cluster similarity and inter cluster difference to propose a method to auto-determine the K value.
Intra cluster similarity is used to evaluate the clustering degree, which can be represented by the average value of the distance between cluster data points and cluster centers. Then, the similarity within clusters is expressed as follows:
Among them, m represents the number of data points within the cluster, i c represents the cluster center.
Inter cluster difference is used to evaluate the degree of separation between different classes, which can be represented by the minimum distance between the centers. Then, Inter cluster difference is expressed as follows: (6) Among them, j i c c , represents the center point of two different clusters.
Journal of
Methods of Determining the k Value
In this paper, we use intra cluster similarity and inter cluster difference to propose a new method to determine the K value, then indicate as follows:
In the formula, the value of in the range between [-1, 1],  closer to 1, it means that I can be ignored, it shows that the better the clustering effect; closer to -1, it means that O can be ignored, indicating that the worse the clustering effect. In order to get better clustering results, should cluster within intra cluster as possible as, and separate within inter cluster as possible as. the size of should be between [0.5,1], if the is too small, will cause belonged to a cluster of data points are divided into two clusters, reduce the clustering effect.
Steps and Processes to Improved Bisecting K-means Algorithm
start initializing the data set,N=1
Calculating the density of each point in the data set(using the Gauss point density formula) and the average density,in the range of greater than the average value of the point density, first select the highest point densityx 0 , and then select the farthest distance of the point, thenx 0 ,x 1 as the split of the two initial clustering centers.
Using the standard k-means (k=2) algorithm to cluster to obtain the new cluster of two,.N=N+1
Calculating the center point of the newly obtained cluster (using the density formUla, select the midpoint of each new cluster, which is the central point of the cluster), and add the new center point into the C.
Calculating the distance between the center points of the, and use the formula (2-5) to calculate the average distance of each data point to the center of the cluster. 
Experiment and Result Analysis
Experimental Environment
In order to verify the effectiveness and accuracy of the improved bisecting K-means algorithm. This paper selects the frequent use of UCI database in the Iris dataset, Diabetes dataset and Wine dataset as test data, and the clustering results are compared with the traditional K-means clustering algorithm and bisecting K-means algorithm [12] . UCI database is a standard test database for machine learning and data mining. For the experimental computer CPU is Intel (R) i5-3210M (TM) CPU@2.50GHZ, memory is 4GB,experimental software environment: operating system 64 Windows7, experimental platform matlab7.11.0 Core. The relevant attributes of the 3 test data sets are shown below in Table 1 [13] .  Compare the density of all the center points in the cluster set C , and take out the cluster that the density of center point is smallest, then go back to Step2 to continue.  The end of the algorithm, and output the number of clusters and clustering results.
Experimental Results Analysis
Improved bisecting k-means algorithm process is shown in Fig. 2 . Fig. 4 . Comparison of the accuracy of the three algorithms on the diabetes dataset. This paper compares three algorithms using different data sets for the 10 experiment. The results of the three algorithms are shown in Fig. 3, Fig. 4 and Fig. 5 .
The above three results show that: for the Iris data set, using the traditional K-means algorithm, the highest accuracy rate can reach 83.33%, the lowest is only 53.33%, the average value is 78.23%; using bisecting K-means algorithm the highest accuracy rate can reach 83.44%, the lowest was 63.33%, the average value is 78.69%;Improved algorithm accuracy rate reached 83.66%.For the Diabetes data set, using the traditional K-means algorithm, the highest accuracy rate reached 65.67%, the lowest was 53.04%, the average value is 61.99%;using bisecting k-means algorithm the highest accuracy rate reached 65.68%, the lowest was 54.21%, the average value is 62.25%; Improved algorithm accuracy rate reached 65.66%.For the Wine data set, using the traditional K-means algorithm, the highest accuracy rate can reach 76.63%, the lowest 66.06%, the average value is 72.39%;using bisecting K-means algorithm the highest accuracy rate can reach 76.63%, the lowest was 60.06%, the average value is 71.99%;Improved algorithm accuracy rate reached 76.66%.Therefore, the traditional K-means and bisecting K-means clustering result is not stable, the selection of initial clustering center and K value on the accuracy of the algorithm have great influence, but the improved algorithm is stable and accurate.
Conclusion and Prospect
Journal of Computers
This paper proposes a improve bisecting K-means algorithm based on automatically determining K value and the optimization of the cluster center, the algorithm uses the point density and distance function combination selection of cluster centers, effectively avoid the effect of outliers and noise on the clustering results; and uses Intra cluster similarity and inter cluster difference automatic determination of K value, can effectively avoid the influence of improper selection of clustering results of K value. The experimental results show that the proposed algorithm is much better than the traditional K-means algorithm and the bisecting K-means algorithm in terms of clustering accuracy and stability. In this paper, although the clustering center will waste a little time when choosing the clustering accuracy and stability, the convergence speed of this algorithm is faster, so the improved bisecting K-means algorithm is efficient and feasible. Next we will further study the problem of clustering center selection, to ensure the accuracy rate at the same time, improve the speed of selection, and then improve the overall speed of the algorithm.
