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Abstract
It has become increasingly apparent in recent years that next-generation sequencing
(NGS) has a blind spot for large scale genomic variation, which is crucial for under-
standing the genotype-phenotype relationship. Genomic mapping methods attempt to
overcome the weakesses of NGS by providing a coarse-grained map of the distances be-
tween restriction sites to aid in sequence assembly. From such methods, one hopes to
realize fast and inexpensive de novo sequencing of human and plant genomes.
One of the most promising methods for genomic mapping involves placing DNA
inside a device only a few dozen nanometers wide called a nanochannel. A nanochannel
stretches the DNA so that the distance between fluorescently labeled restriction sites
can be measured en route to obtaining an accurate genome map. Unfortunately for
those who wish to design devices, the physics of how DNA stretches when confined in a
nanochannel is still an active area of research. Indeed, despite decades old theories from
polymer physics regarding weakly and strongly stretched polymers, seminal experiments
in the mid-2000s have gone unexplained until very recently.
With a goal of creating a realistic engineering model of DNA in nanochannels, this
dissertation addresses a number of important outstanding research topics in this area.
We first discuss the physics of dilute solutions of DNA in free solution, which show
distinctive behavior due to the stiff nature of the polymer. We then turn our attention
to the equilibrium regimes of confined DNA and explore the effects of stiff chains and
weak excluded volume on the confinement free energy and polymer extension. We also
examine dynamic properties such as the diffusion coefficient and the characteristic re-
laxation time. Finally, we discuss a sister problem related to DNA confined in nanoslits,
which shares much of the same physics as DNA confined in channels.
Having done this, we find ourselves with a well-parameterized wormlike chain model
that is remarkably accurate in describing the behavior of DNA in confinement. As
such, it appears that researchers may proceed with the rational design of nanochannel
mapping devices using this model.
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Chapter 1
Introduction
1.1 Next Generation Sequencing
The so-called central dogma of molecular biology states that the information encoded in
the nucleotide sequence of the deoxyribonucleic acid (DNA) molecules of an organism
(its genome) dictates the transcription of proteins. In turn, proteins determine the
phenotype, or set of observable characteristics, expressed by the organism. With an
eye towards understanding and controlling phenotypic expression, both students and
practitioners of biology and medicine have an extraordinary interest in analyzing and
manipulating DNA. Spectacular developments in modern molecular biology have led to
many such tools, including the ability to read the sequence of the nucleotides of the
entire genome of an organism [1, 2].
Even with the knowledge that molecular biology is not as simple as the central
dogma implies [3], there is much hope in the scientific community that studying DNA
sequences will lead to an increased understanding of phenotypic expression [4]. Indeed
many have speculated that the study of the human genome will lead to deeper insights
into genetic diseases [4], an increased understanding of cancer [5] and autism [6], and the
possibility of more personalized medical care [7]. Beyond human health, it is hoped that
genomic sequencing will also play an important role in improving agricultural products
such as corn, rice and wheat [8–10].
Although modern sequencing methods differ in many of their specific details, they
share common unit operations, which are outlined in Figure 1.1 [11–13]. In the most
1
2common shotgun-type process, (a) the genome is extracted and (b) randomly sheared
into much smaller fragments. These fragments are then (c) multiplied using PCR am-
plification to increase signal and (d) a length of sequence between 25 and 1000 pairs
of nucleotides (or base pairs, bp) is “read” (again the details vary widely). Note that
this length is small compared to the size of the genome, which is about 3 × 109 bp for
humans [1]. Once sequence reads are obtained, they are (e) assembled into groups called
contigs and finished to form a consensus sequence [14, 15].
(a) Chromosomal DNA (b) Shear into Fragments (c) PCR Amplification
(d) Fragment Sequencing (e) Sequence Assembly
Figure 1.1: Schematic describing the unit operations in next generation sequencing.
Images for the schematic have been taken from References 16–19.
In the first generation Sanger sequencing method, the fragments of DNA had to be
physically separated by electrophoresis, and automation and parallelization was difficult
and expensive [11]. However, innovative “next-generation” sequencing (NGS) processes
were designed to read sequences with the goal of automation and massive parallelization
specifically in mind [12, 13]. As a result, the cost of sequencing has fallen dramatically
and the National Human Genome Research Institute reports a astounding six order of
3magnitude decrease in the cost of sequencing a megabase (Mbp) of DNA in just 10
years [20].
Despite this amazing achievement, the ultimate goal of the field is not to obtain a
collection of consensus sequences, but rather to catalogue genetic variation and draw
connections to phenotype [21]. This goal should be juxtaposed with the reality that NGS
measurements come from ensembles of molecules originating from copies of chromosomes
from many different cells. In fact, a finished consensus sequence is typically comprised of
genomes from several different individuals within a species. To study genetic variation
however, the gold standard is a de novo construction of the sequence unique to each
organism or even for a given subset of cells within an organism (e.g. cancer cells).
The desire to construct de novo sequences highlights a particular weakness of NGS:
short read-lengths. In fact, the read-lengths achievable by NGS (≈ 500bp) [12, 13]
are even shorter than those possible by Sanger sequencing (≈ 1000 bp) [11], which is
already orders of magnitude shorter than the length of the genome. Short read-lengths
pose an inherent challenge in sequencing, since the read-length sets the fundamental
scale of resolution of the sequencing method. Indeed, a short read-length represents a
greater loss of information from the original genome, since two short reads does not
equal the information quality of a read twice as long. As a consequence, it is practically
impossible for an ensemble-based method with read-lengths less than 1 kilobase pair
(kbp) to asses repeat regions and genomic variability on sequence scales much longer
than 1 kbp. Or as one researcher bluntly summarized it, “procedures for mapping and
sequencing DNA were originally designed to analyze genes rather than genomes [22].”
However, large-scale genomic variation is proving to be particularly relevant in the
quest to decode the genotype–phenotype relationship. Recent research suggests that
inversions, rearrangements, insertions and deletions of sequences of more than 1 kbp
(i.e. structural variation) are important sources of genetic variability in humans [23, 24].
This fact does not discount the importance of single nucleotide polymorphisms (SNPs),
which were originally hailed as the dominant source of genomic variability [23]. It now
appears however, that the importance of SNPs may have been initially exaggerated due
to the fact that they were transparent to NGS — and thus easier to measure.
41.2 Genomic Mapping
Two alternate strategies have been proposed to overcome the weaknesses of NGS in
pursuit of cheap de novo genome assemblies. The first focuses directly on “silver bul-
let” sequencing techniques that eliminate the need for large ensembles and provide
much longer read lengths. These technologies are based on so-called single molecule ap-
proaches using zero-mode waveguides [25] or nanopores [26]. Such methods show great
promise and companies such as Pacific Biosciences have recently reported read lengths
greater than 3 kbp [27]. Even with the recent success of single-molecule methods, their
approach suffers from a “data deluge” problem, where vast amounts of information
obtained from a complete de novo sequence can swamp large-scale patterns.
A second strategy attempts to complement NGS, rather than replace it, by obtaining
kilobase pair scale information from single-molecules, while neglecting the specifics of
the detailed sequence [28–33]. In this approach, one seeks to obtain the genomic distance
between known restriction sites, which can then be used as anchor points in a sequence
assembly. There are many methods to obtain these distances, which have been recently
reviewed by Dorfman et al. [31]. Among these is a promising class of techniques called
genomic mapping.
Just as there are many different techniques for sequencing, there are many flavors
of genomic mapping. Figure 1.2 shows a schematic of one such technique called DNA
barcoding, which is representative of this class of methods. The first step of the process
is depicted in the upper left quadrant, where one isolates a fragment of DNA much larger
than 1 kbp and labels sequence-specific restriction sites with a fluorescent marker. The
molecule of DNA is then stretched so the markers can be imaged and resolved. In
Figure 1.2 this is represented in the upper right quadrant, where the DNA fragment is
elongated by a very small channel on the order of 50 nm wide. The stretched molecule is
then imaged using fluorescence microscopy and the signal of the fluorescence intensity is
processed to obtain a measure of the genomic distance between markers, as shown in the
bottom right quadrant. Finally, in the bottom left quadrant, many genomic distances
from an ensemble of DNA fragments are assembled into a genome map.
The genome map resulting from the DNA barcoding process in Figure 1.2 specifies
the absolute locations of the binding sites of a given restriction enzyme for an entire
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Figure 1.2: Schematic of the process of DNA barcoding. Image reproduced from Ref. 34.
genome. As hoped, these maps can be extraordinarily useful as scaffolds for sequence
assembly and in directly assessing structural variation of a whole genome. Indeed,
genome maps provide an invaluable tool to solve the sequencing read-length problem,
which is crucial for an increased understanding of the genotype–phenotype relationship.
As such, a number of interesting and useful studies involving the genomes of pathogens,
agricultural products and humans have been completed using genomic mapping and are
highlighted in Table 1.1. As a further testament to the usefulness of genomic mapping,
several processes have been recently commercialized by the companies OpGen, Genomic
Vision, PathoGenetix and BioNano Genomics.
Despite a growing number of applications, the most important genomes — humans
and plants — are the most complex and remain challenging for genomic mapping tech-
nologies. Table 1.1 gives circumstantial evidence for this, showing an evolution from
6smaller bacterial genomes in the early 2000’s to more complicated genomes such as the
characterization of wheat by BioNano Genomics in 2013 [10]. To be able to efficiently
map human and plant genomes, mapping techniques need to measure genomic distances
between restriction sites with (i) greater accuracy using (ii) smaller molecular ensembles
consisting of (iii) larger DNA fragments with (iv) higher throughput. The method used
to stretch the molecule before imaging is the key to all of these design goals.
To demonstrate the crucial role molecular stretching plays in genomic mapping, it is
instructive to briefly review the ways in which the mapping technologies encompassed
in Table 1.1 accomplish this task. The first-generation methods originated with “optical
mapping”, pioneered by the Schwartz group at Wisconsin [48]. In this class of methods,
DNA is elongated on a surface using a fluid flow technique labeled molecular combing,
and then restriction enzymes are added to cleave the molecules. The resulting restriction
fragments are then imaged and sized.
The Wisconsin group made major advancements to this technique throughout the
late 1990’s and 2000’s, including improvements to molecular alignment [49], labeling [50,
51] and algorithms [52]. These improvements culminated with the integration of molec-
ular combing techniques onto a microfluidic device [53] to create a highly automated
process capable of producing maps of genomes of greater than 106 bp. Subsequently, this
technology became the basis of the genome mapping company OpGen. Other molecular
combing techniques have been commercialized as well, including the company Genomic
Vision, co-founded by Aaron Bensimon.
Rather than stretching DNA on surfaces, in the mid-2000’s the Austin group at
Princeton began experimenting with confinement as a method to elongate DNA [54,
55]. Confinement offers a number of advantages over surface fixing techniques, since the
DNA analyte can remain in solution and measurements can be taken at equilibrium.
In principle, greater accuracy can be obtained (or smaller ensembles can be used) by
taking multiple measures of individual molecules as they fluctuate about their natural
equilibrium state. (Although it is worth noting that the current commerical technology
does not use this method). In addition, molecular alignment is facile since it is brought
about naturally by the confining walls. Throughput can also be improved, since elec-
trophoresis or fluid flow can bring multiple batches of DNA through the device in rapid
succession. With these advantages, confinement stretching seemed like an ideal platform
7Table 1.1: Notable uses of genomic mapping.
Sequence Finishing
Year Organism Area of Interest Ref.
1999 Plasmodium falciparum malaria 35
2001 E. coli O157:H7 pathogen 36
2002 Yersinia pestis bubonic plague 16
2003 Rhodobacter sphaeroides photoheterotropic 37
2004 Leishmania major pathogenic 38
Genomic Variability
Year Organism Area of Interest Ref.
2000 Homo sapien, Chr. 21 copy number variation 39
2000 Homo sapien, Y Chr. dense repeats 40
2004 Shigella flexneri, Yersinia pestis, E. coli structural variation 41
2005 Rhodospirillum rubrum biofuel production 42
2007 Xenorhabdus nematophila, Xenorhabdus
bovienii
model pathogen 43
2007 Oryza sativa rice 8
2008 E. coli methylation profiles 44
2009 Zea mays ssp. mays L maize 9
2009 Mycobacterium avium ssp. paratubercu-
losis
Johne’s disease 45
2010 Homo sapien structural variation 46
2012 Homo sapien structural variation 47
2013 Aegilops tauschii wheat 10
8for the production of complicated human or plant genomic maps.
Figure 1.3: DNA entry into a nanochannel. Panel (a) shows clogging when DNA is
introduced to a microchannel-nanochannel interface. Panel (b) shows DNA entering
nanochannels when posts are used to pre-stretch the molecules prior to the encounter
with the interface. Panels (c-e) show electron micrographs of the channels as fabricated.
Figure reproduced from Ref. 47.
Nevertheless, confinement techniques had to overcome a number of technical chal-
lenges to successfully compete with molecular combing. To highlight these challenges,
Figure 1.3 shows a series of fabricated nanochannels, similar to what is used in DNA
barcoding outlined in Figure 1.2. The principal difficulty for confinement stretching
methods concerns the extraordinary small size of the dimensions needed to stretch the
DNA molecule, as shown in panels (c-e) of Figure 1.3. Because such small channels have
to be used, DNA loading is a problem, and the naive attempt shown in panel (a) leads
to a large amount of clogging at the inlet of the channel. This was overcome by Cao
et al. [54], who used a series of posts shown in panel (b) to pre-stretch the DNA before
9its introduction into the channel. In addition, the entropy gradient was further reduced
at the channel entrance by slowly raising the floor, making the post-region more slit-
like. Further improvements in labeling technology, enabling barcoding [51, 56] instead
of in situ restriction chemistry [57], also vastly improved the accuracy and throughput
of genomic mapping by confinement. Having overcome these challenges, and because
of its inherent advantages, confinement-stretching genomic mapping has also been com-
mercialized and forms the core technology for the company BioNano Genomics.
1.3 Research Outline
Notwithstanding early successes, confinement induced stretching for genomic mapping
remains a new technology that is not completely understood. Indeed, DNA confinement
in nanochannels and nanoslits results in a remarkable diversity of physical behavior due
to the underlying relationships between polymer physics, hydrodynamics, electrostatics,
confinement geometry, and surface interactions. Experimental techniques such as flu-
orescence microscopy, UV, e-beam and nano-imprint lithography, and optical tweezing
have indeed enabled researchers to access the necessary length scales to manipulate and
analyze single molecules of DNA [30, 31]. However, due to the complexity of the param-
eter space, the cost of generating devices, and lack of other experimental capabilities,
it has been difficult for experimentalists to fully explore device properties by trial-and-
error. Theorists have faced equally difficult challenges, and an analytical treatment is
only possible in the simplest of cases.
As such, the goal of this dissertation is to develop a numerically tractable, statis-
tical mechanical model capable of quantitatively reproducing the behavior of DNA in
confinement. Ultimately, it is hoped that such a model can be used as a tool for design
and discovery in the engineering of genomic mapping devices. However, because the
physics of confined, stiff biopolymers like DNA remains poorly understood, validating
such a model is not a trivial matter. Therefore, a concurrent goal of the dissertation
is to explore the fundamental physics of confined DNA with coarse-grained models.
Fortunately, both goals are complementary, since the exploration and discovery of in-
teresting physical behavior in confined DNA may also play a practical role in designing
new processes for genomic mapping that take advantage of such phenomena.
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In line with these goals, Chapter 2 reviews the current state of the literature sur-
rounding the physics of DNA in confinement. This chapter introduces a coarse-grained
model for DNA — the wormlike chain — and discusses analytical results for the equilib-
rium and dynamic properties of unconfined, dilute solutions. The polyelectrolyte nature
of DNA is also discussed in this context. Chapter 2 then proceeds with a presentation
of classic theoretical results by Odijk [58] and Daoud and de Gennes [59] regarding the
confinement regimes of wormlike polymers. These results are then shown in the context
of experimental results by the Princeton group [60] and others, and outstanding research
questions are highlighted.
Having outlined the relevant theoretical and experimental results, Chapter 3 re-
views our numerical model and simulation methodology. Specifically, this chapter in-
troduces Monte Carlo simulations and discusses both the Metropolis and chain growth
methodologies used in later chapters. Chapter 3 also defines a numerical Kirkwood ap-
proximation, which allows us to estimate dynamic properties from equilibrium ensemble
data. In Kirkwood’s formalism continuum hydrodynamics are required for an accurate
estimation of polymer dynamic properties. As such, we outline a computational fluid
dynamics method that can be used to obtain the hydrodynamics of DNA in confinement.
Using these methods, Chapter 4 addresses the properties of free solution DNA
and focuses on the role of DNA as a model polymer. Here, the details surrounding the
cross-over from wormlike-specific to universal polymeric behavior has been the subject
of debate and confusion even for the simple case of a dilute, unconfined wormlike chain.
We compute the polymer size, form factor, free energy and Kirkwood diffusivity for
unconfined wormlike chains as a function of molecular weight, focusing on persistence
lengths and effective widths that represent single-stranded and double-stranded DNA in
a high ionic strength buffer. From our calculations, we find that very large DNA chains
(≈ 1,000,000 base pairs depending on the choice of size metric) are required to reach
flexible, swollen non-draining coils. Furthermore, our results indicate that the commonly
used model polymer λ-DNA (48,500 base pairs) does not exhibit “ideal” scaling, but
exists in the middle of the transition to long-chain behavior. We subsequently conclude
that typical DNA fragments used in experiments are too short to serve as an accurate
model of long-chain, universal polymer behavior.
Chapter 5 shifts attention to confined chains and re-examines the nanochannel
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scaling regimes outlined in chapter 2. Using large scale PERM simulations of asymp-
totically long wormlike chains, we show that there is in analogy to the rod-to-coil tran-
sition for unconfined wormlike polymers. Accordingly, for channel confined polymers
there exists a universal, Gauss-de Gennes regime that connects the classic Odijk and
de Gennes regimes of channel-confined chains. For DNA, this Gauss-de Gennes regime
spans practically the entire experimentally relevant range of channel sizes, including the
nanochannels used in genome mapping technology.
In light of this new regime, Chapter 6 discusses the diffusion of DNA confined in
nanochannels. Indeed, the classic results of de Gennes and Odijk describe the mobility
of a semiflexible chain confined in a nanochannel only in the limits of very weak and
very strong confinement, respectively. Using Monte Carlo sampling of the Kirkwood
diffusivity with full hydrodynamic interactions, we show that the mobility of a semiflex-
ible chain exhibits a broad plateau as a function of extension before transitioning to an
Odijk regime. Furthermore, we observe that the width of the plateau depends on the
anisotropy of the monomers. For the particular case of DNA in a high ionic strength
buffer, which has highly anisotropic monomers, we predict that this Rouse-like behavior
will be observed over most of the measurable chain extensions seen in experiments.
Having examined the diffusivity, Chapter 7 further elaborates on dynamic proper-
ties and explores the relaxation time of DNA in nanochannels using a mapping between
a Rouse dumbbell model and fine-grained Monte Carlo simulations. The relaxation time
thus obtained agrees quantitatively with experimental data [60] using only a single O(1)
fitting parameter to account for the uncertainty in model parameters. In addition to
validating our mapping, this agreement supports our previous estimates of the friction
coefficient of DNA confined in a nanochannel in Chapter 6, which have been difficult to
validate due to the lack of direct experimental data. Furthermore, the model calcula-
tion shows that as the channel size passes below approximately 100 nm (or roughly the
Kuhn length of DNA) there is a dramatic drop in the relaxation time. Inasmuch as the
chain friction rises with decreasing channel size, the reduction in the relaxation time
can be solely attributed to the sharp decline in the fluctuations of the chain extension.
Practically, the low variance in the observed DNA extension in such small channels has
important implications for genome mapping.
Chapter 8 looks beyond nanochannels and examines a comprehensive theory for
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a wormlike polymer strongly confined in a nanoslit. By drawing inspiration from the
existing literature on ideal wormlike chains in slits and Daoud and de Gennes’ idea
of mapping a slit-confined chain to a two-dimensional chain, we postulate that the
chain can be quantitatively described as a two-dimensional wormlike chain with a weak
perturbation in the confining dimension due to deflection segments. By incorporating
the effects of real chains, where the variable slit depth adds additional subtlety due
to concomitant changes in the strength of excluded volume interactions, our theory
predicts the existence of three distinct subregimes. We investigate the validity of our
claims by performing Monte Carlo simulations of a slit-confined wormlike chain using
an off-lattice implementation of the pruned-enriched Rosenbluth method. From these
simulations, we find strong numerical evidence supporting our predictions, including the
existence of subregimes within the Odijk regime.
Finally, Chapter 9 offers concluding thoughts and possible directions for future
research. In particular, this chapter highlights the possibilities for practical use of our
coarse-grained model as an engineering tool for genomic mapping devices.
Chapter 2
Stretching DNA in Confinement
2.1 Introduction
As stated in Chapter 1, our ultimate goal is to develop a statistical mechanical model
capable of describing the physical properties of a large fragment of double-stranded DNA
(dsDNA) in a nanoscale genomic mapping device. Unfortunately, from a computational
perspective, an all-atom representation of dsDNA is intractable for genomic lengths
greater than a few hundred base pairs. This is of course far too short for our purposes.
In addition, such a model suffers from a large number of detailed parameters, which
cloud the physical intuition we hope to attain. In this matter we agree with J. W. Gibbs
who said, “One of the principal objects of theoretical research . . . is to find the point of
view from which the subject appears in its greatest simplicity [61].”
We therefore turn to a coarse-grained representation of dsDNA, where the properties
of the atoms are aggregated in some way to obtain a model with larger inherent length
and time scales. From this perspective, the so-called wormlike chain (WLC) or Kratky-
Porod model [62] is a good choice for a coarse-grained model of DNA in nanoscale
confinement. The WLC model is a homogeneous polymer model that models DNA as
a sequence independent chain with a minimum resolution of about 10 base pairs. This
greatly reduces the degrees of freedom from an all-atom representation, and assumes
that specific base-pair interactions can be averaged out at the intrinsic length scales in
the model. Fortunately, at the contour lengths of interest in genomic mapping (≥ 1
kbp), this loss of detail is unimportant, and the sequence dependence of DNA plays a
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negligible role. Furthermore, since the minimum length scale in the WLC model is only
a few nanometers, it is fine-grained enough to capture the nanoscale effects necessary
for modeling genomic mapping.
In addition to occupying the sweet spot of length and time scales, the wormlike
chain model is an excellent description of DNA physics. This is primarily due to the
inherent stiffness of the DNA backbone and was experimentally validated by a series
of direct mechanical elasticity measurements in the 1990’s [63, 64]. Nevertheless, as a
neutral polymer model, the WLC model cannot directly account for the polyelectrolyte
nature of DNA. Indeed, DNA is a highly charged species and experiences a number of
phenomena, such as electrophoresis, that cannot be accounted for by the WLC model
alone. While this is an inherent limitation, a neutral model is sufficient for our purposes
in assessing the change in polymer size upon confinement. It does complicate the picture
however, and renders the WLC model parameters a function of ionic strength [65, 66].
For the remainder of this chapter, we will review some important theoretical results
for wormlike chains and the accompanying experimental data for DNA in both free
solution and confinement. We begin by defining the wormlike chain model and highlight
some of its important properties in free solution. In particular, we are interested in
obtaining a prediction for the size of the chain and the dependence of this size on the
model parameters. We are also interested in the dynamics of the polymer — specifically
the diffusivity. We then describe wormlike chains in confinement, first in channels and
then in slits. Here, we are again interested in the size of the molecule and its interaction
with the confining geometry. In particular, we would like to understand the physics
that drives chain stretching, since genomic mapping applications seek to exploit this
property in particular.
2.2 Wormlike Chains at Equilibrium
The wormlike chain model is schematized in Figure 2.1. Here, the polymer is defined by
a set 3-dimensional vectors {ri}, i ∈ [1, Nb] of “bead” positions, connected by rigid-rods
of length a. The resulting polymer has a contour length L = (Nb − 1)a. Note that the
contour length of 1 kbp of DNA is about 0.3µm, using a standard heuristic that 1bp
contributes about 0.34 nm to the chain length [67].
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Like all statistical mechanicals model, the wormlike chain is defined by a Hamil-
tonian, H({ri}), which can be used to compute the phase space probability density
function
ψ({ri}) = exp[−βH({ri})]
Z
(2.1)
where β is the inverse Boltzmann factor (kBT )
−1 and Z is the configurational partition
function
Z =
∫
exp[−βH({ri})]d{ri} (2.2)
Using ψ and Z and the tools of modern equilibrium statistical mechanics, we can com-
pute all of the properties of bulk thermodynamic properties of interest.
The WLC Hamiltonian includes two terms
H({ri}) = Ubend({ri}) + Uev({ri}) (2.3)
where the first term on the right hand side accounts for a bending potential and the
second term gives an excluded volume interaction between beads of strength w. For the
sake of simplicity — especially when considering polymer dynamics — we only discuss
a discrete wormlike chain model in this chapter. However, it is also possible to describe
a continuous wormlike chain models, and several are discussed in the literature [68–70].
The local stiffness of the WLC chain distinguishes it from other homogeneous poly-
mer models. This stiffness arises from the bending potential [71]
Ubend = κ
Nb−2∑
i=1
(1− ui · ui+1) (2.4)
where κ is the bending constant and ui = a
−1(ri+1 − ri) is a unit bond vector. This
bending potential causes the path of the polymer to have a persistent memory, which
can be characterized by an autocorrelation function of the tangent vectors along the
backbone of the polymer
C(s) = 〈u(s) · u(0)〉 (2.5)
where s = a(i − 1) for i ∈ [1, Nb]. Using the bending potential in Eq. 2.4 to evaluate
the autocorrelation function in Eq. 2.5, we obtain an exponential decay [68, 72]
C(s) = exp(−s/lp) (2.6)
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Figure 2.1: Schematic of a wormlike chain in free solution. This discrete version of the
model is composed of Nb osculating beads of size a. In addition, there is a bending
potential between nearest neighbor bonds and a hard-core excluded volume interaction.
with a characteristic length, lp. This length is called the persistence length, and it is
related to the bending constant by
lp ≈ κ
kBT
(2.7)
The persistence length for DNA is about 50 nm, but this value depends somewhat on
solvent conditions and is discussed in greater detail in Chapter 4.
The size of the DNA molecule in free solution can be described by the root-mean-
squared (rms) end-to-end distance, R. Since the molecule’s conformational statistics
are rotationally invariant, the averaged end-to-end distance is zero, but the rms value is
well defined. For a wormlike chain, the square end-to-end distance is given by [68, 72]
R2 = 2Llp
[
1− lp
L
{
1− exp
(
−L
lp
)}]
(2.8)
When the chain is short compared to the persistence length, L  lp, the DNA is
essentially a rod-like molecule whose size is R ≈ L. By contrast, long chains where
L lp lead to the end-to-end distance
R2 ≈ 2Llp (2.9)
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The radius of gyration is another measure of polymer size and is directly measure-
able in x-ray and neutron scattering experiments. The radius of gyration for an ideal
wormlike chain is [72, 73]
R2g = Llp
[
1
3
− lp
L
+ 2
lp
2
L2
− 2 lp
3
L3
{
1− exp
(
−L
lp
)}]
(2.10)
In the polymer physics literature [72, 74], one often refers to a statistical segment
length, b. The latter length scale originates from the concept of an equivalent random
walk, which has an end-to-end distance
R = b
√
N (2.11)
By comparing 2.11 and 2.9, and by using the definition N ≡ L/b, we obtain the rela-
tionship between the statistical segment length (also known as the Kuhn length) and
the persistence length, b = 2lp.
Until now, we have neglected the role of excluded volume (EV) interactions on the
behavior of wormlike chains. Excluded volume interactions are due to intrachain inter-
actions between distal segments of the chain and are the second term in the Hamiltonian
in Eq. 2.3. The excluded volume potential is described by [69, 75]
Uev =
Nb∑
i=1
i−1∑
j=1
 ∞, rij ≤ w0, rij > w (2.12)
where rij = |rj − ri| is the distance between two polymer beads. The strength of the
excluded volume interactions is characterized by the width, w, of the hard-core repulsion
in Eq. 2.12. This gives rise to a second virial coefficient for the Kuhn monomer of wb2.
For DNA the effective width of the molecule, comprising both steric and electrostatic
forces, is about 5 nm.
The polymer size is altered because of excluded volume interactions, and Eq. 2.8 is
inadequate for real chains. Note that we use the terminology “real chain” and “ideal
chain” analogously to “real gas” and “ideal gas” to indicate chains with and without
intrachain interactions respectively. Flory developed an intuitive theory for the size of
a chain with excluded volume, which has been uncreatively labeled “Flory theory” [69,
72, 76]. In Flory theory the free energy is expressed as a sum of two terms
F
kBT
∼ R
2
Llp
+N2
l2pw
R3
(2.13)
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where the first corresponds to the entropic penalty to stretch the chain and the second
gives a penalty for chain overlap. Finding the minimum free energy with respect to R
gives
R ∼ lp
(
w
lp
)2ν−1(L
lp
)ν
(2.14)
with ν = 3/5 being the Flory exponent. Flory theory contains a number of subtle
errors [69, 77–79], but predicts a value remarkably close to the Flory exponent obtained
by more sophisticated modern methods, ν = 0.5876 [80, 81].
Because excluded volume effects are due to interactions between chain segments,
the sum total of their magnitude depends on the length of the chain. This is because
it is increasingly likely that distal chain segments will interact as the chain gets longer,
causing the molecule to swell relative to the case where EV is absent. Consequently,
very short chains exhibit negligible excluded volume interactions, while long chains
experience important effects. The contour length at which excluded volume becomes
order kBT is called the thermal blob length, lT. A rearrangement of Eq. 2.14
R ∼ (Llp)1/2
[
w
lp
(
L
lp
)1/2]2ν−1
(2.15)
reveals the thermal blob length
lT
lp
∼ w
lp
(
L
lp
)1/2
(2.16)
as the length scale which divides the crossover from ideal chain scaling in Eq. 2.9 to real
chain scaling in Eq. 2.14. The dimensionless quantity on the right hand size of Eq. 2.16
is also sometimes called the excluded volume parameter, z.
While R is a useful theoretical construct, the radius of gyration, Rg, is more prevalent
since it can be measured from a number of experimental methods [74]. The radius of
gyration measures the rms distance between parts of the molecule and its center of mass.
Figure 2.2 presents a compilation of experimental data for the radius of gyration as a
function of the contour length of dsDNA for a wide range of experimental conditions [82–
108]. As seen in the figure, the radius of gyration predicted by the wormlike chain model
is in excellent agreement with the experimental measurements. We can also clearly see
the different regimes of DNA size in this figure. For short chains, the radius of gyration
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Figure 2.2: Radius of gyration (squares) of DNA for a wide range of experimental
conditions found in the literature [82–108]. The solid line is Eq. 2.10 and the dashed
line shows the Nν scaling.
increases linearly with the contour length. For moderate values of the contour length,
the chain is an ideal random walk with the scaling in Eq. 2.11. At the largest contour
lengths, the radius of gyration breaks away from the ideal chain scaling and begins to
follow the self-avoiding random walk scaling in Eq. 2.14.
Finally, the introduction of the effective width w into the wormlike chain model
brings to light an important ratio
α =
b
w
(2.17)
called the (Kuhn) monomer anisotropy [109]. The monomer anisotropy represents a
competition between the effects of stiffness and excluded volume on the polymer. For
DNA, α is about 20 in commonly used buffers, indicating that stiffness dominates ex-
cluded volume interactions on the monomer length scale. This fact plays an important
role in the equilibrium behavior of DNA and is one of the properties that distinguishes
DNA from typical synthetic polymers.
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2.3 Wormlike Chain Dynamics
Until now, we have focused solely on equilibrium properties of wormlike chains. For
dynamic quantities, Kirkwood and Riseman developed a formalism treating the solvent
as an implicit continuum, leaving only the polymer degrees of freedom [110–113]. This
can be expressed quite generally as a Fokker–Planck equation for the time evolution of
the probability density of the chain configuration [114]
∂ψ
∂t
=
Nb∑
i=1
Nb∑
j=1
∂
∂ri
·Dij ·
[
∂ψ
∂rj
+
ψ
kBT
∂H
∂rj
]
(2.18)
where Dij is a 3×3 diffusion tensor. It is hoped that one can obtain dynamic properties
of interest to genomic mapping from Eq. 2.18, which includes the diffusion coefficient
of the center of mass of the polymer.
One of the distinguishing features of Eq. 2.18 is its capacity to incorporate hy-
drodynamic interactions (HI), which are a crucial part of correctly modeling polymer
dynamics. HI are depicted in Figure 2.3. Here, one part of the chain is perturbed by a
force F and induces a flow in the solvent. This flow is long-ranged and entrains other
parts of the chain by an induced drag force. Thus, HI are solvent mediated intrachain
interactions between distal segments of the chain and are the dynamic analogue of ex-
cluded volume. However, it is important to recognize that HI are a dynamic effect only.
Because the time-averaged force on the polymer from the solvent is zero, HI do not alter
ψ in the long time limit.
Hydrodynamic interactions enter Eq. 2.18 through the diffusion tensor. To find this
tensor, consider the change in velocity of the solvent, vi, from a quiescent state, due to
the drag Fi on the chain
vi =
Nb∑
j=1
Ωij · Fj (2.19)
The hydrodynamic tensor in this expression is the 3× 3 Oseen–Burgers tensor from the
solution of the Stokes equation due to a point force perturbation [114],
Ωij =
1
8piηrij
(
I +
rijrij
r2ij
)
for i 6= j (2.20)
In Eq. 2.20, rij is the vector rj−ri, the magnitude is rij and η is the solvent viscosity. The
drag force is given by the product of the bead friction coefficient, ζ, and the difference
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Figure 2.3: Schematic of hydrodynamic interactions for a discrete polymer chain. A
point force is applied to one of the beads and the resulting flow field affects the dynamics
of the rest of the chain.
between the bead velocity ui and the solvent velocity,
Fi = ζ (ui − vi) (2.21)
Substituting Eq. 2.19 into Eq. 2.21 gives
Fi = ζui − ζ
Nb∑
j=1
Ωij · Fj (2.22)
which is a self-consistent equation for the drag force in terms of the bead velocities and
the hydrodynamic tensor. Defining the diffusion tensor according to the fluctuation-
dissipation theorem
ui =
1
kBT
Nb∑
j=1
Dij · Fj (2.23)
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and rearranging Eq. 2.22 yields the sought-after expression
Dij = kBT
(
δij
ζ
I + Ωij
)
(2.24)
It is worth noting that in the general formulation of the Kirkwood–Riseman theory,
Eq. 2.24 is not exact when constraints on the system (e.g. rigid bond angles) are in-
cluded [115]. In this case, Eq. 2.24 only represents the first two terms in an expansion
in the strength of the hydrodynamic interactions [116].
Eq. 2.24 completes the Kirkwood–Riseman theory in Eq. 2.18, and we can in prin-
ciple calculate dynamic quantities such as the center of mass diffusion coefficient. How-
ever, solving Eq. 2.18 directly for the center of mass diffusion coefficient is an intractable
problem for a chain with so many degrees of freedom [117, 118]. Accordingly, a num-
ber of approximations are commonly made to arrive at a concrete prediction for the
diffusivity. The most mild of these involves a straightforward numerical solution. The
numerical calculations are performed by reformulating Eq. 2.18 in terms of a set of
coupled stochastic differential equations and integrating in time akin to Molecular Dy-
namics [117, 119]. Such calculations are commonly referred to as Brownian Dynamics
simulations (with hydrodynamics) and can be quite computationally expensive.
In lieu of an expensive Brownian Dynamics calculation, we follow Kirkwood and
Riseman in making a so-called pre-averaging approximation for the center of mass dif-
fusivity [110, 116]. The center of mass diffusion tensor is defined as
ucm =
1
kBT
Dcm · Fcm (2.25)
where
ucm =
1
Nb
Nb∑
i=1
〈ui〉 (2.26)
and
Fcm =
Nb∑
i=1
〈Fi〉 (2.27)
Summing Eq. 2.23 over i, dividing by Nb and taking the ensemble average gives
ucm =
1
NbkBT
Nb∑
i=1
Nb∑
j=1
〈Dij · Fj〉 (2.28)
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which is as far as we can progress without an approximation. The pre-averaging ap-
proximation consists in separating Fj from Dij in the ensemble average
ucm =
1
NbkBT
Nb∑
i=1
Nb∑
j=1
〈Dij〉 · 〈Fj〉 (2.29)
resulting in the well-known Kirkwood double-sum formula [111]
Dcm = 1
N2b
Nb∑
i=1
Nb∑
j=1
〈Dij〉 (2.30)
The pre-averaging approximation in Eq. 2.29 is essentially a hydrodynamic mean-
field approximation, where a chain segment feels the average HI at every point in time.
Accordingly, the approximation neglects the dynamic correlations that exist between the
intramolecular hydrodynamic interactions at different points in time [120, 121]. Because
these correlations are also small at short times, the Kirkwood diffusivity in Eq. 2.30 can
be thought of as a short-time diffusion coefficient. Using linear response theory, Fixman
showed that dynamic intramolecular correlations always decrease the diffusivity, making
the Kirkwood estimate an upper bound to the true diffusivity [120].
An alternative technique called the rigid-rod approximation has been tried in an at-
tempt to overcome the limitations of pre-averaging. In this approach, one numerically
solves Eq. 2.28 using the expression for the drag forces in Eq. 2.22 before performing
the ensemble average using Monte Carlo data [122]. This technique does indeed circum-
vent the pre-averaging, but instead assumes that the dynamic correlations are between
“rigid” conformations of the polymer. This approach has been questioned theoreti-
cally [123], and numerical results yield errors similar or worse than the pre-averaging
approximation [124].
Finally, we are prepared to obtain estimates of Dcm for a wormlike chain. Because
the Kirkwood expression depends on a configurational average only, we can use the
configurational statistics from Section 2.2 to evaluate Eq. 2.30. In estimating the scalar
diffusion coefficient, accounting for the rotational invariance of the Oseen tensor makes
another simplification to Eq. 2.30 and yields [111, 114, 116]
Dcm = kBT
3piηNba
+
kBT
6piηN2b
Nb∑
i=1
Nb∑
j=1
〈
1
rij
〉
(2.31)
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In Eq. 2.31 we have assumed that ζ = 3piηa, where a is the hydrodynamic diameter.
For wormlike chains without excluded volume, we expect two different regimes of
diffusive behavior depending on the length of the chain. In Section 2.2, we showed that
a chain shorter than lp behaves similar to a rigid rod. In this case, the configurational
statistics give 〈R〉−1 ∼ L−1. Substituting this into Eq. 2.31 and approximating each
sum by an integral over the chain length gives [116],
Dcm ∼ kBT
ηL
ln
(
L
a
)
(2.32)
in the limit that L a where a is the hydrodynamic diameter of the rod.
Longer chains are more flexible and form gaussian coils. In Section 2.2, we found
that the size of the coil scales like 〈R〉−1 ∼ (lpL)−1/2. Substituting this into Eq. 2.31
and making an approximation for the integrals gives [110, 116]
Dcm ∼ kBT
ηL
[
1 + c
(
L
lp
)1/2]
(2.33)
where c is a constant.
There is an interesting cross-over in Eq. 2.33 due to the strength of the hydrodynamic
interactions. When the chain is short, the HI are weak, and the second term in the
brackets on the right hand side of Eq. 2.33 is small. Here the diffusivity reduces to [125]
Dcm ∼ kBT
ηL
(2.34)
which is commonly known as Rouse diffusion. In this case, solvent velocity penetrates
the entire coil, and each chain segment acts as an independent friction center. The
resulting friction is proportional to the number of segments in the chain, which is re-
flected in the denominator of Eq. 2.34. Because of the unfettered motion of the solvent
throughout the coil, a chain with a diffusion like Eq. 2.34 is sometimes called “free-
draining.”
By contrast, when the chain is long, HI are strong, and the second term on the right
hand side of Eq. 2.33 is large. In this case the diffusivity becomes [126]
Dcm ∼ kBT
η(Llp)1/2
(2.35)
which is known as Zimm diffusion. Here, hydrodynamic interactions between chain
segments at the exterior of the coil screen interior segments from additional HI. Because
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the interior of the coil is screened, the solvent velocity at the center is near zero and the
coil is said to carry solvent with it. The fluid is not literally trapped inside the polymer
coil, but the hydrodynamics make the chain appear like a solid object that cannot
“drain” the fluid from its interior. As a consequence, the coil is labeled “non-draining”
and the friction is proportional to the size of the coil, as seen in the denominator of
Eq. 2.35.
Implementing the Kirkwood calculation in Eq. 2.31 for chains with excluded volume
is considerably more difficult. Renormalization group calculations indicate that Zimm
scaling holds for chains with excluded volume in the long chain limit, and that the
friction remains proportional to the coil size [127]
Dcm ∼ kBT
ηlpNν
(2.36)
Therefore, for most practical purposes, one may think of the Zimm result for an ideal
chain and the renormalization group result for the excluded volume chain as having the
same qualitative behavior, except for the scaling with respect to N . Nevertheless, there
are subtleties due to the interplay of excluded volume and hydrodynamic interactions
that make the exact details of this regime more subtle [128].
Figure 2.4 shows a collection of experimental data for the diffusion coefficient of
dsDNA obtained in a range of experimental conditions and using a wide range of exper-
imental techniques [82–108]. Alongside this data, we show a theory by Yamakawa [129],
which was derived specifically for wormlike chains without excluded volume interac-
tions, and we show Eq. 2.36 for chains with EV. Yamakawa’s theory is too complicated
to detail here, but it suffices to note that it reduces to Eq. 2.32 and Eq. 2.35 in the short
and long chain limits respectively and crosses over smoothly in between. As is the case
with the radius of gyration in Figure 2.2, the diffusion coefficient for a wormlike chain
[129] describes the DNA experimental data very well. For longer chains the diffusivity
appears to deviate from Yamakawa’s theory and follows Eq. 2.36 for a non-draining coil
with excluded volume.
Finally, we note that Yamakawa’s theory and Eq. 2.32 require a value for the hydro-
dynamic diameter of DNA. For DNA, a is approximately 2 or 3 nm, which we discuss in
detail in Chapter 4. In principle, the hydrodynamic diameter corresponds to the surface
of shear of the molecule. However, due to the number of approximations involved in
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Figure 2.4: Diffusion coefficient (circles) of DNA for a wide range of experimental
conditions found in literature [82–108]. The solid line represents the theory of Yamakawa
[129] for the diffusion coefficient of a wormlike chain without excluded volume with a
bead hydrodynamic diameter of a = 2.28 nm; the dashed line indicates scaling like N−ν .
obtaining Eq. 2.32, we prefer to think of the diameter a as a purely phenomenological
parameter.
2.4 Nanochannel Confinement
Having reviewed the size and diffusion of DNA in bulk dilute solutions, we turn our
attention to DNA in confinement. In this section we focus on DNA confined in a square
channel of size, D, which is unbounded in the axial direction. Unlike other stretching
methods, no external forces are required for DNA to extend in such a channel; the
molecule is stretched in its equilibrium conformation. The principle metric we consider
is the fractional extension, 〈X/L〉, which we define here as the mean span of the DNA
along the channel axis relative to its contour length.
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Figure 2.5: Classic regimes of confinement for DNA. When D  Rg the molecule enters
the de Gennes regime shown in the top half of the figure [59]. The de Gennes regime
is characterized by the formation of blobs of size D. When D  lp the polymer enters
the Odijk regime, shown in the bottom half of the figure [58]. The Odijk regime is
characterized by the formation of deflection segments of length λ.
For most of the last thirty years, channel confinement was considered a solved prob-
lem. Classic derivations by Daoud and de Gennes [59] and by Odijk [58] categorized the
effect of confinement on DNA stretching into three regimes of distinct behavior: a weak
confinement regime, a de Gennes regime and an Odijk regime. The latter two regimes
are illustrated in Figure 2.5.
The weak confinement regime occurs when the channel size is large compared to
radius of gyration of DNA. When the chain is longer than the thermal blob length, this
occurs if D  (wlp)1/5L3/5, using Eq. 2.14 with ν = 3/5. In this case, the polymer
behaves mostly as a bulk coil, except for the loss of some translational degrees of freedom.
Therefore, in the weak-confinement regime the fractional extension (like other measures
of polymer size) is a function of the chain length only
〈X/L〉 ≈ Rg
L
∼ L−2/5 (Bulk) (2.37)
and is independent of the channel size.
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As the channel size decreases further, the chain begins to be squeezed by the presence
of the nearby walls and thus its fractional extension begins to increase. This regime was
described in the 1970’s by de Gennes and coworkers [59, 77], and is commonly referred
to as the “de Gennes” regime. As shown in Figure 2.5, the chain is envisioned as a
series of blobs of size D where the chain is self-avoiding within the blob.
Using the blob concept, the fractional extension of the chain can be readily obtained
from a Flory theory for a 1D self-avoiding walk [71]. Here the free energy is expressed
as
F
kBT
∼ X
2
NblobD2
+N2blob
D
X
(2.38)
where the first term is the entropy of stretching a chain of blobs and the second term is
the binary energy of interaction between two blobs. The number of blobs in the chain
Nblob = L/Lblob is obtained by finding the contour length Lblob inside a self-avoiding
blob of size D
D = L
3/5
blob(wlp)
1/5 (2.39)
Finding the minimum of Eq. 2.13 and using Eq. 2.39 to find the number of blobs yields,
〈X/L〉 ≈ (wlp)1/3D−2/3 (de Gennes) (2.40)
The particular scaling with the channel size D comes from using the Flory exponent
ν = 3/5. If we use a more accurate result for the Flory exponent [80], ν = 0.5877, the
scaling becomes 〈X〉 ∼ D−0.7015 [71].
Given our interest in dynamics, one can make further predictions of the diffusivity
and the relaxation time in this regime [30, 55, 71, 77] Assuming that hydrodynamic
interactions are strong, Brochard and de Gennes argued that the chain should be Zimm-
like in confinement, leading to [71, 77, 130]
Dcm = kBT
η〈X〉 (2.41)
Using this and an expression for the extension fluctuations from Eq. 2.38, Tegenfeldt
et. al. derive
τ ∼ η
kBT
L2(lpw)
2/3
D1/3
(2.42)
for the longest relaxation time of the polymer [30, 55, 71].
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In the opposite limit of very strong confinement, where D  lp, Odijk [58] envisioned
the chain as a series of deflection segments as shown in the bottom half of Figure 2.5.
Deflection segments are stiff portions of the chain of length [58],
λ = D2/3l1/3p (2.43)
and describe the average distance the chain can travel before a collision with the wall.
Odijk determined that the fractional extension has the non-power law form [58]
〈X/L〉 = 1− 2α(D/lp)2/3 (Odijk) (2.44)
where α is a prefactor. Gommper and colleagues [131, 132] have computed the parameter
α (as well as other prefactors describing the free energy and the fluctuations about the
mean extension) to very high precision for both circular tubes and rectangular channels.
These theories went unchallenged until the mid-2000s, when single molecule visual-
izations of DNA in confinement became possible. The first experiments in nanochannels
were produced by the aforementioned Princeton group in a seminal paper by Tegen-
feldt et. al. in 2004 [55]. In this proof-of-principle exhibition, they fabricated 100 nm
nanochannels using nanoimprint lithography, and successfully measured the extension
of a ladder of concatamers of λ-DNA. Making 20 measurements in a 100 nm channel
over the course of a minute, they measured the fractional extension (〈X/L〉 = 0.38)
with a resolution of about 150 nm (400 bp) and the relaxation time (≈ 1.6s) [55].
Reisner et. al. went beyond beyond the proof of principle stage and fabricated an
impressive range of channel sizes to probe the physics of confined DNA more deeply.
Subsequently, they measured the fractional extension (up to ≈ 0.75) and the extension
relaxation time as a function of D [60], which are shown in Figure 2.6(a) and (b)
respectively. Surprisingly, their results disagree with the scaling laws predicted by de
Gennes. For the fractional extension, they measured a slope of −0.85 instead of −2/3
(Eq. 2.40), and for the relaxation time they obtained a slope of −0.9 instead of −1/3
(Eq. 2.42). The experimental results for the extension have since been corroborated
with better statistics using tapered nanochannels [133]. In tapered nanochannels the
degree of confinement is slowly and continuously changed slowly along the channel axis,
allowing for much better sampling of the fractional extension on a single nanofluidic
device.
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Figure 2.6: Reisner data for the extension (a) and relaxation time (b) of DNA in a
nanochannel [60]. For the extension (a), De Gennes’ theory predicts a scaling of −2/3,
but the slope of the line of best fit is −0.85. The predicted slope for the relaxation time
(b) is −1/3, but the slope of the line of best fit is −0.9.
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Whether or not the Odijk regime can be observed for DNA also remains somewhat
of a mystery. Unlike the de Gennes regime, it has proven difficult to fabricate channels
and load DNA into sufficiently small to observe the Odijk regime. The smallest channels
in Figure 2.6 are approximately 35 nanometers, which is clearly less than persistence
length, but not sufficient to satisfy D  lp. Nevertheless, while we are focusing here
exclusively on DNA, it is worth mentioning stunning videomicroscopy images of actin
filaments [134] that conclusively demonstrate the existence of an Odijk regime. Actin
has a very large persistence length, so one can obtain a strongly confined chain using
micron-sized channels. Further experimental evidence comes from measurements of a
DNA-protein complex with a very large persistence length [135]. In the latter study,
experimental data are in excellent agreement with extensions predicted by Eq. 2.44.
The resolution of these apparent discrepancies is a work in progress by the field, and
constitutes several chapters in this dissertation (See Refs. 30, 71, 136 and Chapters 5 and
6). All of the proposed interpretations rest on the idea that intermediate regimes exist in
between the Odijk and de Gennes regimes. The most developed of these interpretations
is shown in Figure 2.7, and is based on Monte Carlo simulation results by Wang et. al.
for DNA in nanochannels [71].
As the channel size decreases past the edge of the de Gennes regime, we enter
a so-called “extended de Gennes” regime where the chain now looks like a series of
anisotropic blobs [137]. This change in blob shape is induced when the contour length
per blob reaches the thermal blob length; the blobs then deform anisotropically instead
of decreasing the contour length per blob below this point. In this regime, the extension
is the same as in the de Gennes regime [30, 71, 136, 138],
〈X/L〉 ≈ (wlp)1/3D−2/3 (extended de Gennes) (2.45)
hence the moniker “extended” de Gennes. However, the predicted free energy in the
extended de Gennes regime differs from the de Gennes regime. As such, we might
expect to observe different dynamics in these two regimes even if the scaling law for the
extension remains fixed [71].
Between the Odijk and extended de Gennes regime, there exists yet another regime
where it appears that the scaling for the chain extension follows the behavior [71, 139,
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Figure 2.7: Qualitative sketch of the regimes of extension for a DNA chain as a function
of the channel size D. The schematics show the qualitative models for the configurations
of a confined chain. Figure reproduced from Ref. [31].
140]
〈X/L〉 ∼ D−1 (transition) (2.46)
The details surrounding this regime are not well understood, and we simply refer to it
as a “transition” regime between the Odijk and extended de Gennes regime. Finally, we
summarize the fractional extension scaling regimes as well as the currently understood
regime limits for a “long” piece of DNA in a high-ionic strength buffer in 2.1.
From the analysis of the physics of confined DNA, it is clear that we would like to
be in the Odijk regime in order to maximize stretching and obtain the most sensitive
measure of genomic length. Stretching in the Odijk regime will also insure that we
have no hairpin folds and that we are able to resolve site-specific probes with maximum
accuracy [75]. If we are in the Odijk regime, theory and empirical evidence suggest
that the maximum resolution of a single measure is on the order of 1 kilobase pair [57,
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Table 2.1: Channel sizes for the regimes of confinement for DNA in a high ionic strength
buffer.*
Regime 〈X/L〉 Channel Size
Bulk L−2/5 D > Rg**
De Gennes D−0.701 531 nm < D < Rg
Extended de Gennes D−0.701 100 nm < D < 531 nm
Transition D−1 50 nm < D < 100 nm
Odijk 2.44 D  50 nm
*i.e. 5× TBE buffer. At this ionic strength (165 mM) [66], lp = 50 nm
and w = 4.7 nm; **For comparison: λ-DNA, Rg ≈ 1µm.
75]. However, as previously discussed, this is not a trivial experimental task, and it
appears that for the moment we must resign ourselves to working with DNA in weaker
confinement. Indeed, from Figure 2.6 and Table 2.1 it appears that most, if not all, of the
relevant experimental data are in intermediate regimes. As such, we spend Chapters 5,
6 and 7 exploring this region of the parameter space, with a goal of better understanding
DNA as a confined wormlike polymer.
2.5 Nanoslit Confinement
The distinction made in the literature between the title nanoslit and nanochannel is hazy,
and sometimes “nanochannel” is used for any slit or groove where one dimension is less
than a micron in size. Indeed for physical reasons, it is impossible to construct a true
unbounded slit, since any supported structure must have walls. However the geometry
most often referred to as a nanoslit is a wide channel where the aspect ratio exceeds 10:1
(width, W , to height, H). While we accept this definition as the colloquial definition
for organizational purposes, it is important to make a further technical distinction. For
a polymer chain to be practically considered in slit confinement, we need the walls to
be far enough apart in the direction normal to the ceiling, so that the polymer does not
feel their effects. This is best illustrated by 2.8, where we see three different channels
of varying width. True slit confinement is illustrated on the right, with the polymer
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chain manifesting an in-plane radius of gyration, R‖, much smaller than the channel
width. Below some critical width, the slit width W becomes smaller than the in-plane
radius of gyration, and the polymer should then be considered in a high-aspect ratio
nanochannel, rather than a slit.
Figure 2.8: Polymer confinement in a nanochannel (left), high-aspect ratio nanochannel
at the critical point where the slit width, W , equals the in plane radius of gyration
(center), and slit with true quasi-2D confinement. Figure reproduced from Ref. 31.
The physics of wormlike chains in nanoslits parallels that in nanochannels, with
some notable exceptions, and is schematized in Figure 2.9. For H  Rg, the chain is
weakly confined and for Rg  H compression blobs appear, giving rise to a de Gennes
regime [136, 141, 142]. However the scaling of the de Gennes regime in slits is different
than in channels. A Flory theory for a 2D walk of self-avoiding blobs is useful to show
this is the case. In this theory, the free energy is given by
F
kBT
∼ X
2
NblobH2
+N2blob
H2
X2
(2.47)
where Nblob is the number of blobs in the chain. Differentiating to find the minimum
and using H = L
3/5
blob(lpw)
1/5 to find the number of blobs gives
X
L
∼
(
wlp
HL
)1/4
(2.48)
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Importantly, the fractional extension in Eq. 2.48 does not scale linearly with L and
actually decreases with increasing chain length (X/L ∼ L−1/4). This fact, which has
been verified experimentally [143], implies that slits will not stretch as well as channels
for a given minimum confinement dimension and is certainly a problem for genomic
mapping applications. This is in contrast to nanochannels, which are critically scaled
by the chain length (X/L ∼ L0). The loss in critical scaling is due to the fact that in
slits, unlike channels, an increase in chain length decreases the local volume fraction of
the chain [144].
By further decreasing the slit height, the amount of chain per blob decreases, until
the chain can no longer form isometric blobs. As is the case in channels, intermediate
regimes are proposed between the de Gennes and Odijk regimes. The leading candidate
for the regime immediately adjacent to the de Gennes regime is an extended de Gennes
regime, analogous to its counterpart in nanochannels [142, 145]. Here as the slit height
decreases below the size of a thermal blob, excluded volume interactions cause the chain
to swell axially forming “pancake blobs” with an in-plane diameter larger than the slit
height. The extension in this regime is given by Eq. 2.48 and again we expect the free
energy and dynamics to differ somewhat from the de Gennes regime.
As the slit height decreases further, we expect that blobs can no longer be formed
and that a regime dominated by deflection segments will emerge [136, 142]. The nature
of this transition was studied by a pair of conflicting experimental studies by Bonthuis
et. al. [146] and Tang et. al. [147]. The former study suggested that the transition was
sharp, and that the chain behavior quickly entered an Odijk regime. The latter study
instead observed a broad transition over a large range of chain extensions, and did not
observe an Odijk regime. After repeated study by both experiments [148, 149] and
theory [142, 150, 151], it appears that the latter study has been confirmed and that the
transition to an Odijk regime is broad and continuous.
Surprisingly, unlike the channel case, details surrounding the Odijk regime in slits
remains a subject of some confusion in the literature. Articles by Burkhardt et. al. [131,
132] and Chen and Sullivan [141] study ideal wormlike chains in slit confinement, giving
detailed theories and precise estimates of the relevant prefactors. By contrast, Doyle et.
al. [142, 147] and Cifra [140] have looked at more realistic models, which incorporate
excluded volume, and they obtain more modest results. Indeed with excluded volume is
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Figure 2.9: Four regimes postulated by Dai et. al. [142] for the extension of wormlike
chains in slits. The regimes span from large slit heights in the upper left corner (de
Gennes) to small slit heights in the lower right corner (Odijk). Figure reproduced from
Ref. 142
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included, one study suggests that there are two Odijk regimes for slits [142], and another
suggests that there are none [140]. Other work by Jo et. al. [51] derives results for “slits”
that are better characterized as high aspect ratio nanochannels per our discussion of
Figure 2.8 above. Their expression for the fractional extension [51]
X/L ≈ 1− 0.085
[
(H/lp)
2/3 + (W/lp)
2/3
]
(2.49)
contains both a slit height H and width W , and is proportional to L0, suggesting that
it is indeed scaling like a channel. Because of the confusion on the topic, we look at the
Odijk regime in slits more closely in Chapter 8.
Finally, we note that while nanoslits are not very useful for stretching DNA, they
are considerably simpler to fabricate than nanochannels and have been widely used
for studying polymer dynamics in confinement. Both polymer diffusion [66, 152–155]
and relaxation [146, 147, 156–159] are non-trivially influenced by the presence of slit
walls. Indeed, the relaxation of DNA from a stretched state is observed to qualitatively
change when slit walls are introduced [156]. In confinement, two separate time scales for
relaxation emerge: one where the molecule relaxes into blobs the size of the slit height
and one where the blobs relax in a quasi-2D random walk. In the bulk, only one time
scale dominates the relaxation.
Diffusive behavior also shows an interesting difference in behavior between the bulk
and confinement. Here, there is change in the screening of hydrodynamic interactions
due the presence of the wall [152–154]. This results in measurements of the scaling of the
diffusivity which disagree with the predictions of Brochard and de Gennes in Eq. 2.41
This “partial-draining” behavior is related to the results in Chapter 6 on the diffusivity
of wormlike chains in channels. Indeed, the work in Chapter 6 inspired a collaboration
with the Doyle group, where we rationalize the partial draining behavior in terms of an
effect of the large monomer anisotropy of DNA [155].
Chapter 3
Monte Carlo Simulations
3.1 Introduction
In Chapter 2, we outlined a discrete wormlike chain model and stated our desire to
compute equilibrium and dynamic properties relevant for genomic mapping. The gov-
erning equations for this model include the wormlike chain Hamiltonian in Eq. 2.3, the
equilibrium probability density in Eq. 2.1 and the Fokker-Planck equation in Eq. 2.18.
No closed form solution can be found for either the static or dynamic probability density
for the free-solution Hamiltonian, let alone when wall boundary conditions are included.
Therefore, we must resort to numerical methods to calculate the properties we desire.
Before we begin a numerical calculation, we face a fundamental choice between a
Monte Carlo (MC) algorithm and a Brownian Dynamics (BD) method. MC algorithms
sample the equilibrium probability density according to Eq. 2.1, whereas BD is able to
calculate fully fluctuating chain dynamics according to Eq. 2.18. The tradeoff for the
extra information resulting from BD is a dramatic increase in computational expense for
equilibrium properties. Indeed, since MC algorithms are not constrained to reproduce
physical dynamics, they are able to sample the phase space more efficiently. As such,
MC methods are able to make calculations with O(103) beads in a single chain on
modern computers, whereas BD calculations (with hydrodynamics) are mostly limited
to O(102) beads. In the case of the Pruned-Enriched Rosenbluth method, which we
introduce in Section 3.2.2, we are able to efficiently sample chains up to O(105) beads.
Because of the extra expense incurred by Brownian Dynamics and because most of
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the quantities which we desire are equilibrium properties, we restrict our scope to Monte
Carlo methods only. As such, Section 3.2 explains the basics of Monte Carlo integra-
tion and the concept of importance sampling. Section 3.2.1 then introduces Metropolis
Monte Carlo (MMC) calculations and introduces specific techniques for MMC simu-
lations in confinement. Section 3.2.2 discusses chain-growth Monte Carlo algorithms
and describes our implementation of the pruned-enriched Rosenbluth method (PERM).
Finally, Section 3.3 expands on Section 2.3 and discusses methods for calculating the
Kirkwood diffusion in confinement using Monte Carlo simulations. In addition, this
section highlights the computational fluid dynamics (CFD) method we used to obtain
the Green’s function for a point force confined in a channel.
3.2 Monte Carlo Integration
We would like to be able to calculate a variety of equilibrium properties for our numer-
ical model, including the ensemble averaged span, 〈X〉, rms end-to-end distance, 〈R〉,
Helmholtz Free energy, 〈F 〉, and entropy, 〈S〉. These properties fall into two categories.
The first are mechanical properties, like the span and end-to-end distance, which depend
explicitly on the phase space coordinates, and which must be determined from integrals
like [160]
〈X〉 =
∫
X(r)ψ(r)d{r} (3.1)
where
ψ(r) =
1
Z
exp[−βU(r)] (3.2)
is the conformational probability density function and
Z =
∫
exp[−βU(r)]d{r} (3.3)
is the configurational partition function. The second are thermal properties, like the
Helmholtz free energy and the entropy, which depend directly on the volume of phase
space and therefore on the magnitude of the partition function [160].
To determine these properties, we need a numerical method to evaluate integrals
like Eq. 3.1 ad Eq. 3.3. Because the dimensionality of the phase space is large, simple
numerical quadratures (e.g. Simpson’s rule) are intractable due to the need to finely
discretize the phase space with such methods. Instead, we consider a class of integration
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techniques based on the use of random variables and statistics, called Monte Carlo
integration.
In Monte Carlo integration, we seek to obtain the value of the quadrature
I =
∫ b
a
y(x)dx (3.4)
on the interval x ∈ [a, b]. Here, we focus on the one-dimensional case first, to avoid ob-
fuscating the basic principles of the method with a complex, multi-dimensional integral
like Eq. 3.1. In order to evaluate the the integral in Eq. 3.4, we pick uniformly random
values of x along the interval, evaluate the function y(x) and find the mean 〈y(x)〉. The
mean-value theorem of basic calculus then relates the mean to the quantity of interest
I = (b− a) 〈y(x)〉 (3.5)
A 1D example of this technique is shown in Figure 3.1(a). Here we specify the
function y(x) = exp(−x2) and a lower (a = 0) and upper limit (b = 5) for the integral.
Making 100 function evaluations from values of x uniformly distributed along the axis
yields a value of I100 = 0.553. This is a poor estimate of the value of I, since its true
value is
√
pi/4 erf(5) ≈ 0.886.
With a more careful selection of the points of x, we can improve the estimate of
I without increasing the number of functional evaluations [161]. This is accomplished
by choosing a biasing distribution p(x) for sampling the function y(x) in regions which
are more important in the integral. The concept of picking a biasing distribution is
fundamental to Monte Carlo integration and is labeled importance sampling [161]. In
this scenario, the biased mean becomes,
〈y(x)〉 =
∫ b
a
p(x)y(x)dx (3.6)
and the quadrature in Eq. 3.4 is evaluated by taking the average,
I =
〈
y(x)
p(x)
〉
(3.7)
to remove the bias.
Figure 3.1(b) shows the integration of our toy problem with a biasing distribution
of p(x) = c exp(−x), where c is a normalization constant so the integral of p(x) is equal
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Figure 3.1: Monte Carlo integration of the function y(x) = exp(−x2) using 100 function
evaluations both (a) without importance sampling and (b) with importance sampling.
The integration in panel (a) gives a value of 0.553; panel (b) gives a value of 0.913. The
true value is
√
pi/4 erf(5) ≈ 0.886.
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to one. Notice that the MC points are placed much more heavily upon the region where
y(x) is larger. Using this biasing distribution, the estimate of I100 is 0.913 — much
closer to the value of 0.886.
As Eq. 3.7 implies, picking an efficient biasing distribution is the central challenge
for Monte Carlo algorithms. Indeed, without good sampling Monte Carlo methods
suffer the same fate as deterministic quadrature methods, and uselessly waste func-
tion evaluations in vacuous regions of the phase space. This is especially important in
statistical mechanics, since the phase space distribution function, ψ, is generally very
narrow, meaning much of the phase space makes negligible contributions to the partition
integrals.
In principle, the best case scenario is where y(x)/p(x) is a constant, and every
function evaluation is given the perfect weighting [161]. However, it is not trivial to pick
the optimal p(x) a priori, especially in statistical mechanics where the biasing function
is highly multi-dimensional. As such it is useful to divide the different approaches to
importance sampling into two broad categories. The first class of techniques are so-
called biased sampling techniques, where one uses a weighting procedure to directly or
indirectly pick p(x). The Pruned-Enriched Rosenbluth method falls into this category
of methods and we defer a discussion of these methods to Section 3.2.2. The other class
of methods eliminates the need to directly pick a biasing technique, and instead uses
Markov chain theory to perform importance sampling [161].
3.2.1 Metropolis Algorithm
To examine Markov chain Monte Carlo methods, we return to our notation for the fully
multi-dimensional integrals in Eq. 3.1 and Eq. 3.3. In Metropolis Monte Carlo (MMC),
a Markov chain is constructed consisting of a set of states {r}, which correspond to
the set of possible chain conformations and transition probabilities, Π, which govern
the motion between each state. A schematic showing a representation of the Markov
chain and transition probabilities is shown in Figure 3.2. Basic results from the theory
of stochastic processes states that if the transition probabilities Π are not a function
of time (time homogeneity) and if every state is accessible (irreducibility), then we are
guaranteed to reach a stationary distribution ψ(r) at long times, regardless of the initial
state [162].
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Figure 3.2: Markov chain method for obtaining a stationary distribution, ψ, for impor-
tance sampling. The stationary distribution is determined by the transition probabili-
ties, pi, between old and new states of the configurations of the chain.
As indicated by our notation, we would like to make our stationary distribution
exactly equal to the equilibrium probability density function ψ. This is accomplished by
setting the transition probabilities. A sufficient condition for obtaining the Boltzmann
distribution in given by the detailed balance condition [161],
ψ(rold)Π(rold, rnew) = ψ(rnew)Π(rnew, rold) (3.8)
Substituting Eq. 3.2 into this expression and rearranging gives
Π(rold, rnew)
Π(rnew, rold)
= exp(−β∆U) (3.9)
where ∆U = U(rnew) − U(rold). Since this expression is given as a ratio, we have
some freedom in picking the transition probabilities. Standard practice is to use the
Metropolis criteria [161]
Π(rold, rnew) =
 exp(−β∆U), ∆U > 01, ∆U ≤ 0 (3.10)
which gives the Metropolis Monte Carlo technique its name.
We can interpret this rather esoteric derivation with the following practical descrip-
tion of the algorithm. The method begins with an initial configuration r0 upon which
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a trial move is performed. The trial move is some kind of change to the configuration,
such as a bead displacement, that alters the potential of the chain. If the change in po-
tential ∆U is less than or equal to zero, the move is accepted. If it is greater than zero,
the move is accepted with a probability given by the Boltzmann factor. The process is
then repeated on the resulting configuration many times, until the sequence of states
reaches equilibrium, and the configurations are visited with a frequency according to
Eq. 3.2. Once the process has reached the equilibrium stationary distribution, ensemble
averages from Eq. 3.1 can be computed by a simple mean.
Importantly, one never obtains a direct description of the partition function in the
Metropolis MC algorithm — only the ratio of probabilities between chain conforma-
tions is necessary to perform trial moves. As a consequence, thermal properties are in-
calculable in the traditional implementations, though specialized algorithms have been
developed to address this [160, 161]. The biasing methods discussed in the next section
do not have this problem and thus the lack of the inherent ability to obtain thermal
properties remains one of the weak points of MMC methods.
The choice of trial moves is key to the efficiency of a Metropolis Monte Carlo sim-
ulation. Because one is not limited to physical moves, it is also a potential source for
creativity and innovation. The most efficient moves maintain a high probability of ac-
ceptance and also allow one to move a large distance in phase space. Normally there
are trade-offs between these properties, since large moves in phase space tend to gen-
erate high-energy configurations that are unlikely to be accepted. Once the moves are
implemented, the efficiency of the overall algorithm can be measured by the autocorre-
lation function of a measured property (e.g. the radius of gyration). Shorter relaxation
times mean that the method generates independent configurations in fewer MC steps,
indicating a more efficient algorithm.
The most common moves for off-lattice, rigid-body models such as our discrete WLC
model are the reptation [163, 164], pivot [165] and crankshaft [164, 166], moves shown
in Figure 3.3. A simple bead displacement move is not allowed for rigid-body models,
since one must maintain a fixed distance between adjacent beads. In the reptation move,
shown on the left, one of the ends of the chain is chosen at random. The bead from
that end is removed from the configuration, and a new bead is placed at the other end
of the chain. For apparent reasons this move is also sometimes called a slithering snake
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Reptation Pivot Crankshaft
Figure 3.3: Monte Carlo moves for the wormlike chain model. “Selected” beads are
marked with stripes and beads whose position changes during the move are marked
with a checkerboard pattern. Other beads are solid filled.
move, which is synonymous with the word reptation.
The move shown in the middle panel of Figure 3.3 is the pivot move. In the pivot
move a single bead in the chain chosen at random in addition to a random axis and
two angles of rotation. One end of the chain is then randomly chosen to “pivot” about
the axis by the random angles. The pivot algorithm can generate a large move in phase
space and is often very efficient for chains in free solution. However, the pivot move has
a particularly poor probability of acceptance in confinement, because it generates many
conformations which overlap with walls.
Finally, the crankshaft move is shown in the right panel of Figure 3.3. In the
crankshaft move, one chooses two beads at random in the chain, which are used to
define an axis of rotation. All beads between the randomly chosen beads are rotated a
random angle about this axis.
3.2.2 Chain Growth Methods
In contrast to Metropolis Monte Carlo, biased sampling methods attempt to pick a state
from scratch, instead of repeatedly applying trial moves to a given configuration until
an equilibrium is reached. For polymer chains, this amounts to an attempt to “grow” a
chain, monomer by monomer until the desired chain length is reached. As such, biased
sampling techniques are sometimes labeled static chain-growth methods. They are also
called static Monte Carlo methods, since there are no Markov chain dynamics like there
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are in the Metropolis algorithm. Notably, there is no limit to our ability to evaluate
structural or thermal integrals in biased sampling methods. Furthermore, since all states
are picked independently, we can begin counting statistics from the first state, instead
of waiting for a Markov chain of states to relax to a stationary distribution.
The main challenge for static MC methods is the choice of an appropriate and
efficient bias. Similar to our 1D example in Section 3.2, we would like to sample states
in a region of the phase space that makes significant contributions to the integral. Since
we have an enormous phase space from which to sample, the choice of the bias is critical
to our evaluation of the integral. If the bias is too broad, then the algorithm is inefficient,
and we waste time calculating configurations that make a negligible contribution to the
relevant integral. A more subtle error happens if the bias is too narrow. In this case,
the integral will appear to converge, but the lack of sufficient sampling will produce a
biased estimate of the property of interest.
To see the importance of biasing for chain growth methods, consider the evaluation
of the mean span and free energy of a 2D self-avoiding walk (SAW) on a square lattice
as shown in Figure 3.4. The most straightforward algorithm to grow the chain is termed
simple sampling. In simple sampling, a monomer is placed at a point on the lattice and
monomers are repeatedly added, in random directions to the end of the chain. This is
repeated until the chain reaches the desired contour length, resulting in a random walk
of N steps.
To calculate the mean span and the free energy, we need to evaluate Eq. 3.1 and
Eq. 3.3. First, we evaluate the integral of the partition function, which is a straightfor-
ward sum over M generated configurations
Z =
M∑
i
exp(−βUi) (3.11)
noting that for a SAW, the Boltzmann factor is either zero or one. Since this is the case
Z is less than 1 and the free energy F = − lnZ is a positive quantity. The mean span
is also straightforward,
〈X〉 = 1/Z
M∑
i
Xi exp(−βUi) (3.12)
However, just like our unbiased 1D example in Section 3.2, simple sampling does not
sample the phase space of a SAW very well. In fact, the probability of generating a
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Rosenbluth Method PERM
prune
enrich
Figure 3.4: Self-avoiding walk on a 2D square lattice; steps are marked by filled circles.
The left shows an example of Rosenbluth sampling where the next monomer is limited to
unoccupied, adjacent lattice sites (checkered circles). The middle shows the failure mode
of the Rosenbluth method, where the chain growth enters a trap. PERM overcomes
traps by adding enrichment steps (hollow circles), as shown on the right. When the
weight of the chain drops, branches are also pruned (hollow circles).
2D self-avoiding walk with a non-zero Boltzmann factor exponentially decreases as the
chain length increases [167]. This problem is called attrition, and it is so severe for
simple sampling that chains beyond a few dozen steps cannot be sampled efficiently.
The Rosenbluth method helps with attrition by adding a local bias to the chain
growth step [168]. In the Rosenbluth method, one takes into account the directly adja-
cent occupied lattice sites, instead of growing the “next” monomer in a random direc-
tion. This is shown on the left in Figure 3.4, where there are only three valid choices for
the next monomer position, instead of four. This added local bias must be taken into
account in the integrals, and to do so, we introduce the Rosenbluth weight, W . The
Rosenbluth weight is the inverse of the biasing probability, and is approximately equal
to the Boltzmann factor of the chain [161]. Consequently, the partition sum becomes
Z =
M∑
i
Wi (3.13)
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and the mean span is given by
〈X〉 = 1/Z
M∑
i
XiWi (3.14)
The addition of the local bias enables the simulation of chains nearing several hun-
dred steps, instead of the several dozen possible with simple sampling. Nevertheless,
even with the added bias, the Rosenbluth method still produces chains with an ex-
ponential attrition rate [167]. This is due to so-called “traps”, which are visualized in
the the middle panel in Figure 3.4. Here chain growth is able to proceed for a single
step only, and then no remaining sites will be available. Such traps are a result of the
myopic focus of the Rosenbluth method on the “next” step and its failure to anticipate
the result of a series of steps. One method to avoid traps is a generalization of the
Rosenbluth method, where one enumerates k steps into the future before placing the
next monomer. This method is called the scanning method [169] and is useful for a
small k, but still gives exponential attrition due to more difficult traps.
Instead of scanning future possible pathways, one may use enrichment [170] to get
around traps, as shown in the right panel of Figure 3.4. In enrichment, one periodically
generates branches, giving an exponential increase in chains to make up for the chains
lost due to attrition. The “optimal” enrichment rate is therefore equal to the attrition
rate, which is highly dependent on the specifics of the model and the geometry. Con-
sequently, it becomes tedious to manually perform enrichments and some automated
process is useful.
The pruned-enriched Rosenbluth method (PERM), invented by Grassberger in the
late 1990’s, is an extraordinarily useful example of such a process [171]. In PERM,
instead of growing a single chain, a tree of chains (called a tour) is grown. As the tour
grows, the Rosenbluth weight of the chain Wn is tracked and used as a metric to control
enrichment and pruning. When the weight gets large, indicating a region of phase space
where attrition is low, the tour branches. When the weight drops, attrition is likely and
the algorithm prunes the tour. In this way, the tour prunes and enriches to counteract
the traps that naturally occur from Rosenbluth sampling.
Modern implementations of PERM are very good at overcoming the attrition prob-
lem and can generate SAWs upwards of 104 steps [172]. This is demonstrated in Fig-
ure 3.5, which shows the probability of the survival of an Nstep chain for simple sampling,
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Figure 3.5: Probability of survival of an Nstep chain for simple sampling, Rosenbluth
sampling and PERM. Both simple sampling and Rosenbluth sampling decay exponen-
tially, although Rosenbluth does markedly better than simple sampling. PERM gives
an approximately flat probability with respect to step size as originally observed by
Prellberg and Krawczyk [173].
Rosenbluth sampling and PERM. Remarkably, as Prellberg and Krawczyk noted [173],
PERM gives a uniform distribution in chain lengths instead of the decaying exponen-
tially like Rosenbluth sampling. This property is possible because the tours in PERM
are correlated, so not all of the samples are independent. Thus the failure mode of
PERM is different than with simple sampling and Rosenbluth; systems with large at-
trition rates generate very correlated tours that lead to poor statistics.
Another peculiarity of PERM is the need to estimate the weights as a function of
chain length, Wn. Indeed, because the method uses the weights to control pruning and
enriching, an accurate estimate of the weights is essential to an efficient algorithms.
Indeed, if an inaccurate value of Wn is used, the method can become unstable and tours
can “explode” with unrestricted enrichments or “die” due to over-pruning. Most often
Wn is unknown at the beginning and must be obtained by some type of “bootstrapping”
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method. In our experience, this must be done sequentially in chain length. Short
chains simulations are run “blind” to obtain Wn for low n, and then an extrapolation
is performed to estimate Wn at higher n. This extrapolation is used to in a larger
simulation, and the process is repeated until the desired chain length is reached.
We used an off-lattice version of PERM in our simulations described in Chapters 4,
5 and 8. While the idea for off-lattice PERM was developed in the original paper by
Grassberger [171], PERM has been almost exclusively used for lattice models. Unlike
lattice versions, the enumeration of the weights in our version of the code is approximate,
since the partition function is infinite for continuous space. However, the ratio Z/Z0
where Z0 is some reference partition function is not infinite. In our simulations, we have
found it useful to use an ideal wormlike chain as the reference state for these simulations.
Further details regarding this reference state and how it pertains to simulations of
confined chains are found in the relevant chapters.
Finally, there are several other considerations to take into account when attempting
to implement an efficient PERM algorithm. Notably, most data analysis must be done
on the fly, which means all metrics must be calculated in O(n) time in a single pass
(where n is the total chain length). Details for how this can be done are found in
Appendix A. In addition, since tours are independent that can be run in a (mostly)
embarrassingly parallel fashion on a supercomputing cluster. This greatly lowers the
wall clock time needed to obtain good statistics.
3.3 Dynamic Properties from Monte Carlo
To close this chapter, we turn our attention from Monte Carlo integration to the cal-
culation of the Kirkwood diffusivity using Monte Carlo data. In Chapter 2, we defined
the Kirkwood diffusion tensor using the double-sum formula,
Dcm = 1
N2b
Nb∑
i=1
Nb∑
j=1
〈Dij〉 (3.15)
for a chain with Nb beads of size a. In Eq. 3.15 the bead diffusivity tensor is given by
Dij = kBT
(
δij
ζ
I + Ωij
)
(3.16)
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where ζ = 6piηa is the bead friction coefficient and Ωij is the hydrodynamic mobility
tensor.
For a Metropolis Monte Carlo simulation in free solution, the application of Eq. 3.15
is straightforward. A MMC simulation is run, and M independent configurations are
obtained. These configurations are chosen by calculating the autocorrelation of Dij
between successive configurations and picking configurations separated by a number of
Monte Carlo steps longer than the relaxation time. Using these configurations, Eq. 3.15
is evaluated using the Oseen–Burgers tensor
Ωij = (1− δij)ΩOBij (rij) (3.17)
=
1
8piηrij
(
I +
rijrij
r2ij
)
for i 6= j (3.18)
and then averaged over the M configurations.
Unfortunately, for general geometries the hydrodynamic tensor (i.e. Green’s func-
tion) does not have a closed-form analytical solution akin to ΩOBij . To see this, consider
Stokes equations [114],
−∇P (r) + η∇2u(r) = −
Nb∑
i=1
fiδ(r− ri) (3.19)
which, when combined with the continuity equation,
∇ · u(r) = 0 (3.20)
describes the pressure and velocity fields of the solvent interacting with a system of Nb
point particles exerting a set of forces, fi. For a single particle in an unbounded domain,
the solution to Eq. 3.19 gives the Oseen–Burgers tensor appearing in Eq. 3.17. This is
sufficient to solve Eq. 3.19 for many particles, since the system of equations (Eq. 3.19
and Eq. 3.20) is linear and the principle of superposition applies.
Confining geometries enter the problem through no-slip and no-penetration bound-
ary conditions. Using the method of images, Blake [174] found the Green’s function
for Eq. 3.19 and Eq. 3.20 near a single planar wall with a no-slip condition. Similarly,
Liron and Mochon [175] found an infinite series solution for the velocity and pressure
fields of a fluid perturbed by a point force between two plates. However, to the best of
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Figure 3.6: Method for calculating the hydrodynamic Green’s function in confinement.
The free solution velocity field ufree (left) is added to a wall velocity field uwall (middle)
giving the confined velocity field uconfined (right). While the free solution velocity has a
known analytical solution, the wall velocity does not and must be obtained numerically.
our knowledge, no analytical solution can be found for the velocity field due to a point
force in a channel or circular tube. In fact, even the series solution of Liron and Mochon
requires numerical evaluation to be practically useful in this case.
Accordingly, we resort to numerical methods to obtain a solution. Unfortunately, a
direct computational fluid dynamics (CFD) calculation is impossible due to the point
forces in Eq. 3.19. However, we can get around this using a method pioneered by Jendre-
jack et. al. [176] shown in Figure 3.6. Following Jendrejack, we divide the two difficult
parts of the calculation, (i) the point forces and (ii) the no-slip boundary conditions,
into two separate systems of equations. Since the Stokes equation and the continuity
equation are linear, this is acceptable if the sum of the two new systems of equations
are equivalent to Eq. 3.19 and Eq. 3.20 with u = 0 on all of the boundaries.
To deal with the point forces, the first system is assigned to be the “free solution”
case given by Eq. 3.19 and Eq. 3.20 as written above with an unbounded domain. As
previously stated, the Green’s function for this system of equations is the Oseen–Burgers
tensor, and we denote the velocity from this system with the term ufree(r). The second
system of equations is given by
−∇Pwall(r) + η∇2uwall(r) = 0 (3.21)
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where we define
uwall(r) = u(r)− ufree(r) (3.22)
To account for the no-slip boundary condition, we recall that in the original system,
u = 0 everywhere on the boundary so the boundary conditions for the “wall” system
are
uwall(r) = −ufree(r) (boundary only) (3.23)
The solution to Eq. 3.21 and Eq. 3.23 is not known analytically, but because it has no
point forces, it can be solved by conventional fluid dynamics techniques.
The resulting hydrodynamic tensor for confined systems is given by
Ωij = (1− δij)ΩOBij + Ωwallij (3.24)
where the wall term is obtained by repeated CFD calculations. Repeated calculations
need to be made because (i) we desire to know the hydrodynamic tensor as a function
of space and (ii) because only velocities can be obtained from CFD calculations. To do
this, a point in space r is chosen as well as a force vector feα along some unit vector in
an orthogonal coordinate system (i.e. α = x, y, z). From this, the boundary velocities
are calculated from ΩOBij and the simulation is performed. The resulting wall velocities
can be used to compute 3 of the 9 components of the hydrodynamic tensor according
to 
Ωwallxx (r)
Ωwallyx (r)
Ωwallzx (r)
 = 1fxuwall(r) (3.25)
This process is then repeated for the other two unit vectors and across the entire spatial
range of interest.
We developed a custom code to perform the CFD simulations because it was dif-
ficult to incorporate the appropriate boundary conditions into existing packages and
because significant cost savings could be obtained for repeated calculations. Accord-
ingly, we used a second-order, finite-difference numerical method to discretize Eq. 3.21
and Eq. 3.20 with the boundary conditions in Eq. 3.23. A staggered grid was used
to avoid velocity “checkerboarding” and to get around known complications for the
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Figure 3.7: Velocity from a point force from our custom CFD code on a projected
surface in a nanochannel. The figure shows streamlines (solid lines) and the logarithm
of the magnitude of the projection of the velocity vector (unspecified units, dark shaded
regions are four orders of magnitude larger than light shaded regions) onto the z = 0
plane. The force is placed at the origin and directed along the positive y-axis, normal
to the wall.
pressure boundary conditions for incompressible systems [177]. We solved the result-
ing linear system of equations using GMRES with an incomplete LU decomposition
preconditioner. Importantly, because finite-difference methods do not guarantee mass
conservation, we found it necessary to define “flux-averaged” boundary conditions. To
do so, the mass flux J over a portion of the boundary surface with area A was obtained
using a two-dimensional Gaussian quadrature of the free solution velocity. The bound-
ary condition for uwall was then defined as −J/A, to satisfy both Eq. 3.23 and mass
conservation.
Sample results from this code, similar to those used in Chapters 6 and 7 are shown
in Figure 3.7. To approximate an infinitely long channel, we used a large aspect ratio
(10), which was sufficient to see the velocity drop several orders of magnitude. As such,
we assumed translational symmetry in the channel axis and confined our point forces fi
to the x = 0 plane. Finally, not that in all calculations in Chapters 6 and 7, the values
for the Green’s function were stored on a grid and off-grid values were determined by
five-dimensional linear interpolation [178].
Chapter 4
Free Solution DNA as a
Wormlike Chain
This chapter is based on the publication:
D. R. Tree, A. Muralidhar, P. S. Doyle and K. D. Dorfman
Macromolecules 46 (2013), 8369–8382
4.1 Introduction
Double-stranded DNA (dsDNA) has long stood as a unique polymer due to its role
in biology and biochemistry. In addition, thanks to modern techniques in molecular
biology and soft-matter physics, monodisperse samples of dsDNA can be prepared with
an extraordinarily large range of molecular weights, which can in turn be visualized and
controlled at the single-molecule level. Accordingly, dsDNA has assumed the role of a
“model polymer” and has been extensively studied. Despite its widespread use, accu-
mulating evidence suggests that dsDNA is not a good model polymer for investigating
universal polymer properties, and a version of the more flexible single-stranded DNA
(ssDNA) with limited base pair interactions has been proposed as an alternative [109,
179]. In this paper, we examine the length-dependent properties of both single-stranded
and double-stranded DNA in order to further evaluate their fitness as model polymers.
In order to do so, we first ask why any specific polymer would be an appropriate
general model in the first place? The answer is given by the aptly named concept
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of universality, which was well explained by de Gennes [77]. Universality implies that
at sufficiently large length (and time) scales, all dilute solutions of self-avoiding poly-
mers in a good solvent exhibit equivalent behavior, regardless of disparate underlying
chemical structures [69, 72, 77]. Therefore at large enough contour lengths all polymers
are “model” polymers, because all polymers behave similarly (e.g. entropic elasticity
and self-avoidance). This is certainly the sense in which dsDNA, ssDNA or any other
polymer is meant as a model polymer.
Due to the specific chemical structure of dsDNA, its behavior is well described by
the wormlike chain model [64], and at short enough length scales (near the persistence
length) dsDNA is often described as semiflexible. Accordingly, it is sometimes repeated
that “dsDNA is not a good model of flexible molecules, because it is semiflexible”.
However, this statement can lead to confusion due to an unfortunate ambiguity sur-
rounding the word “semiflexible” that often arises in the literature. Per our definition
of universality, this statement is correct if the term semiflexible is meant to denote a
polymer with a contour length near its persistence length. Indeed, universality provides
no basis for comparing any short-chain polymer to either another short-chain polymer
of different chemistry or the general behavior of all polymers. Using this terminology,
a flexible chain is thus any chain that shows universal behavior. However, if the term
semiflexible is used as a synonym for the class of polymers that are well described by
the Kratky-Porod model (i.e. wormlike chains), then this statement is incorrect since
very long wormlike polymers indeed show universal behavior. The statement is all the
more misleading because it implies that dsDNA is always semiflexible, which is true if
semiflexible is synonymous with wormlike, but false if semiflexible means short. In this
paper, we shall use the term “semiflexible chain” to denote a member of the class of
wormlike chains.
Regardless of notational convention, the principle of universality immediately sug-
gests a way to assess the theoretical appropriateness of a proposed model polymer.
Namely, is the polymer long enough such that chemically specific behavior disappears?
This of course completely neglects the bedrock question that made DNA the model
polymer of choice: Is the model polymer experimentally convenient to use? For a poly-
mer to serve as both a correct and practically useful model polymer, these two questions
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must be answered affirmatively. In this work, we purposefully omit any normative state-
ments about experimental convenience, and instead compute the contour length where
the chemically specific behavior of dsDNA disappears. In this way, we seek to quantify
how both static (e.g. radius of gyration) and dynamic (e.g. diffusion coefficient) prop-
erties of dsDNA approach universal behavior. Along the way, we find it instructive to
compare to the properties of a model of ssDNA as well.
There is a lack of consensus in the literature regarding the appropriate length at
which one can consider dsDNA to be a flexible chain. For instance, some authors have
claimed that even a very long molecule like λ-DNA is “ideal”, being too short and stiff
to experience excluded volume interactions [109, 180]. However other studies suggest
that excluded volume interactions indeed have an impact at similar contour lengths [95,
181, 182]. Further confounding the issue, the oft-cited measurements of the diffusion
coefficient of concatamers of λ-DNA by Smith et al. [89] suggested that dsDNA had
already reached a universal limit. However, the work by Smith et al. is at odds with
recent theoretical work on the draining behavior of wormlike polymer coils [183] and
work on DNA in confinement [155] which suggests that the molecular weight required to
reach the universal limit for dynamic properties is even larger than the weight required
for static properties.
Adding to the confusion, intercalating dyes, which make dsDNA so convenient to
use in fluorescence microscopy experiments, have an undeniable impact on the chain
chemistry of dsDNA — extending the molecular contour length by 20-30% [184]. Even so,
the most basic molecular properties of dyed dsDNA (i.e. the persistence length) remain
difficult to accurately measure and are therefore controversial [185, 186]. And while
we previously stated that universality implies that chain chemistry has no qualitative
impact on the regime of universal behavior, a change in the persistence length or effective
width can alter both the molecular weight of the transition as well as the limiting value
of a specific molecular property (i.e. radius of gyration).
In order to assess the transition of dsDNA from short-chain to universal behavior,
we adopt a numerical approach and compute static and near-equilibrium dynamic prop-
erties of both ssDNA and dsDNA as a function of molecular weight using a Monte Carlo
algorithm. Specifically, we employ the powerful Pruned-Enriched Rosenbluth Method
(PERM) which allows us to capture an enormous range of molecular weights of dsDNA
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— from short oligonucleotides to near chromosomal lengths. While the application to
DNA is unique, the numerical techniques we employ are not, and several excellent re-
sources exist for the interested reader [172, 187, 188]. With the range and precision
afforded by PERM, we are able to make specific quantitative predictions of measur-
able properties of very long dsDNA molecules and subsequently provide insight into the
transition to long-chain, flexible behavior.
4.2 Model and Methods
4.2.1 DWLC Model
The discrete wormlike chain model (DWLC) described in Chapter 2 (see also Refs. [71,
189, 190]) is a coarse-grained polymer model, which in contrast to bead-spring models
[191], is capable of capturing sub-persistence length behavior. As a key feature, the
DWLC model is able to reproduce properties of both the freely jointed chain (FJC) and
the continuous wormlike chain (CWLC), which makes the DWLC versatile enough to
model both single- and double-stranded DNA. Double-stranded DNA has been modeled
analytically as a CWLC [192], but since a numerical model is necessarily discrete, the
DWLC model is appropriate when using small discretization lengths. By contrast, mod-
els with both discreteness and bending stiffness have been used for ssDNA, making the
DWLC model an ideal choice [189, 193–195]. We note however that to use such a sim-
ple model for ssDNA, we must neglect specific base-pair or base-stacking interactions.
Neglecting such interactions also means dismissing many important properties of ss-
DNA, but we hypothesize that this model will describe some important non-interacting
sequences of ssDNA [179, 195, 196] or ssDNA in denaturing conditions. In order to
proceed with a description of the DWLC model, we defer a more rigorous justifica-
tion to Sec. 4.3.2, where we present our parameterization of the model to experimental
measurements.
As introduced in Chapter 2, the model is defined as a series of N inextensible bonds
of length a with a bending potential [71, 189, 190]
βUbend = κ
N−1∑
j=1
(1− cos θj) (4.1)
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between each pair of bonds. Here κ is the bending constant, β is the inverse temper-
ature (kBT )
−1 and θj is the angle formed between adjacent bonds j and j + 1. With
this definition, the contour length of the chain is given by L = aN . Note that our
implementation does not incorporate bond extensibility, which can be important for
modeling DNA under large tensile forces [189, 193, 197]. In practice, this is done by
replacing the inextensible rods with a finitely-extensible bond potential.
Due to the simplicity of Eq. 4.1, the equilibrium probability density function for a
bond angle can be written in closed form, which is useful for chain-growth simulations
(see online supporting information). From this, one can obtain a relationship between
the the bending constant, κ, and the Kuhn length, b [198, 199]
b
a
=
κ− 1 + κ cothκ
κ+ 1− κ cothκ (4.2)
When κ 1, this reduces to the familiar expression for a CWLC, b/a = 2κ− 1. When
κ → 0, Eq. 4.2 reduces to b = a, since the DWLC becomes an FJC in the limit of no
bending potential. In referring to the chain flexibility, we often find it convenient to
describe polymer flexibility by the persistence length, lp, which is related to the Kuhn
length, lp ≡ b/2.
In addition to incorporating flexibility, space-filling chains require an excluded vol-
ume potential. To add excluded volume, N + 1 spherical beads are introduced at the
bond joints and a hard bead repulsion is defined at the diameter w by the potential
βUEV(rij) =
 ∞, |rij | ≤ w0, |rij | > w (4.3)
where |rij | is the positive distance between bead centers at i and j. The choice of hard
beads over a finite potential increases program efficiency and simplicity and gives an
athermal excluded volume model.
Eq. 4.3 suggests that the excluded volume potential UEV is independent of the bond
length, a. However, the choice of bond length does indeed affect the excluded volume
behavior of the chain. When the bead radius is small compared to the bond length,
w < a, unphysical chain crossing can occur, and if w > a, adjacent excluded volume
beads may “overlap”. In practice, w is set to be greater than or equal to a, since bead
overlap is simple to overcome, but chain crossing is not. To prevent bead overlap in
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a model with a substantial bending penalty at the bead length scale, one can simply
redefine Eq. 4.3 to apply when j > i+k where k is an arbitrary positive integer. (In our
case we set k = 2.) The constant k defines a minimum length scale of self-interaction,
a concept which is a commonly used in polymer field theories [69].
4.2.2 Numerical Method
To calculate equilibrium polymer properties with the DWLC model, we employ the
Pruned-Enriched Rosenbluth method (PERM). PERM is a chain growth Monte Carlo
algorithm that employs a dynamic bias to obtain importance sampling [171] and is
distinct from Markov-chain (i.e. Metropolis) algorithms. PERM is an advanced method
for long polymer chains and overcomes the well-known attrition problem that limited
chain length in the Rosenbluth-Rosenbluth (RR) algorithm [168]. To do so, a tree of
chains (called a tour) is grown according to a bias that is implemented by controlling
the rates of pruning or enriching [170] of the branches of the tour.
In our off-lattice version of the algorithm, this is done as follows (see also Chapter 3).
We initiate a chain at the origin and for the nth chain growth step, we make K trial
steps according to the probability distribution of the polymer bending potential (see
online supporting information). Each trial step is assigned a Rosenbluth weight,
a(k)n = exp(−βU (k)n ) (4.4)
where U
(k)
n is the potential energy due to intrachain interactions. (In this case it is
UEV.) The weight of the growth step n is defined as
wn =
K∑
k=1
a(k)n (4.5)
and to make the step, one of the trial steps is randomly chosen according to the proba-
bility
p(k)n =
a
(k)
n
wn
(4.6)
The cumulative weight of the chain at step n is defined as
Wn =
n∏
i=0
wi (4.7)
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which is an approximate count of the number of configurations using K trials. As the
chain grows, Wn fluctuates and can become zero if a suitable self-avoiding chain cannot
be found. To circumvent this, pruning and enrichment are used to bias the chain growth
towards successful states. When Wn rises relative to its ensemble average 〈Wn〉, chain
growth is deemed successful and the tour spawns branches (enrichment). Conversely,
when Wn/〈Wn〉 falls, chain growth is struggling, and the tour is pruned. This perpetual
cutting and growing of the chain leads to a depth-first search type of diffusion along the
chain contour length [171] and the method subsequently yields statistics as a function
of molecular weight.
Our strategy for pruning and enriching follows a stochastic, parameterless version by
Prellberg and Krawczyk [173], which we found to be simple and efficient. Unfortunately,
the addition of Markovian anticipation [200] to our pruning and enriching scheme did
not result in a significant speed-up, likely due to the large persistence length of the
simulated chains.
Nevertheless, a significant reduction in the computational cost was achieved by a
more mindful calculation of 〈Wn〉. Since Wn is generated during execution, 〈Wn〉 can
be determined at run-time. However, the initial estimate is poor, which leads to slow
execution (especially for large chains). We found, as expected [201], that log〈Wn〉 be-
comes linear in n for large n. This allowed us to run short chain “blind” [167] estimates
of 〈Wn〉 and linearly extrapolate to large n, obviating the need to bootstrap our way
to an estimate of 〈Wn〉 for large n. Importantly, this extrapolation does not bias the
ensemble averages in any way, but simply increases the efficiency of the algorithm.
In addition, a careful enactment of O(n2) procedures proved key for an efficient
implementation of PERM. Since the chain growth requires O(n) operations, a naive
implementation of an O(n2) procedure at each step, n, yields calculations that scale
like n3. Efficient implementation is further hampered by the fact that recording each
tour’s configuration is prohibitively expensive (in both time and memory) and data
analysis must be done on the fly. To circumvent the problem, properties such as the
radius of gyration and diffusion coefficient were coded to iteratively update with each
growth step, which kept the algorithm O(n2) as desired. With additional scrutiny and
a neighbor list, many property evaluations could be reduced to O(n) time (such as the
radius of gyration and the form factor [187], see supporting information online), which
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subsequently allowed for greater reductions in the required computational time.
In our implementation, we employed a master/slave parallel algorithm without
Markovian anticipation on a DELL Linux cluster. We reach self-avoiding chains of
up to 1× 105 beads (for dsDNA), which is close to two orders of magnitude longer than
our efforts with a conventional Metropolis algorithm [71], but still falls short of the ex-
ceptionally long chains in the newest implementations of the pivot algorithm [81, 202].
Recent work by others using PERM for semiflexible chains on a lattice have reached
similar chain lengths [172]. Static properties were calculated with as many as 4 × 105
(dsDNA) and 5.3×105 (ssDNA) tours and dynamic properties were calculated with 105
(dsDNA) and 1.3× 105 (ssDNA) tours. The batches of tours were divided into subsets
in order to estimate the error (standard error), which is sufficiently small that the data
shown in all figures is smaller than the given symbol size, unless otherwise depicted.
4.2.3 Properties
To assess the approach of dsDNA to universal values, we evaluate several static and
dynamic properties. We are particularly interested in measures of the size of the chain
that can be obtained experimentally. These include the radius of gyration
S =
〈
1
N + 1
N+1∑
i=1
(ri − rcm)2
〉1/2
(4.8)
which can be measured by various scattering techniques, as well as the mean span [71]
X = 〈max(x)−min(x)〉 (4.9)
and the root-mean-square end-to-end distance
R =
〈
(rN+1 − r1)2
〉1/2
(4.10)
both of which can be measured by fluorescence microscopy. In these expressions ri
represents the (3 × 1) vector position of the ith bead of the chain and x represents
the the (N + 1 × 1) vector of all of the x positions in the chain. Note that, unless
the polymer is confined, one typically obtains the diffusion coefficient in fluorescence
microscopy, from which the end-to-end distance or radius of gyration is inferred.
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The polymer form factor, commonly obtained by light scattering measurements, can
also be obtained from simulation data using the relation [187]
P (q) =
〈
1
(N + 1)2
N+1∑
i,j=1
sin (qrij)
qrij
〉
(4.11)
where rij is the distance between beads i and j, and q denotes the magnitude of the
scattering wave vector q.
In addition to structural properties (e.g. radius of gyration) commonly obtained in
all Monte Carlo methods, PERM can calculate thermal properties (e.g. entropy) as well.
Observe that if the sum in Eq. 4.5 is replaced with an integral, the ensemble average
of Wn (Eq. 4.7) corresponds to the definition of the configurational partition function
[171, 173]. By performing repeated, stochastic chain-growth steps we are simultaneously
sampling this integral (relative to an ideal chain standard state) similar to the Widom
particle insertion method [161]. Accordingly, the excess free energy of a chain of length
L due to interchain interactions is
βF = − ln
〈
WN
KN
〉
(4.12)
It is also worth mentioning, that when hard potentials are employed 〈WN 〉 is simply a
count of the configurations and the excess free energy reduces to the excess entropy.
In addition to the measures of static properties, it is possible to use PERM to
estimate the near-equilibrium chain diffusivity by the so-called rigid-body approximation
of the Kirkwood diffusivity [124, 203] (see also Chapter 3). We do so by giving the
N + 1 beads a hydrodynamic diameter d in an implicit continuum fluid, which — due
to the small length scale — exhibits very small Reynolds number flows. Since the
most important intrachain interactions come from beads that are far apart along the
contour of the chain, we make the reasonable assumption that we can use a far-field
approximation for the hydrodynamic interactions. The low-Reynolds number and far-
field approximations yield an Oseen-Burgers tensor for the Green’s function of the bead
velocity. When this is combined with a first-order correction for the finite bead size,
the chain mobility tensor becomes [122, 129, 176, 204]
Ω =
1
(N + 1)2
N+1∑
i,j=1
[(
δij
3piηd
+
1− δij
8piηrij
)
I +
rijrij
rij2
]
(4.13)
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The Kirkwood diffusivity [114, 116] is given by the equilibrium ensemble average of
the trace of the chain mobility tensor
D =
kBT
3
〈Tr(Ω)〉 (4.14)
Equation 4.14 neglects the effects of dynamic fluctuations in the chain conformation
and is thus an approximation (to within a few percent error [114, 205]) of the “true”
near-equilibrium diffusion coefficient (which is given by the mean-square displacement
or Green-Kubo relations) [121, 124]. Since Eq. 4.14 employs an ensemble average of a
conformational property, it can be calculated from PERM, or any other Monte Carlo
algorithm [203]. This enables us to calculate the diffusivity of a very long, semiflexible
chain with excluded volume and hydrodynamic interactions, a feat that has proved
extraordinarily difficult by analytical theories.
4.3 Results and Discussion
4.3.1 Review of Dilute Solution WLCs
To facilitate the discussion of the long-chain behavior of DNA, we briefly review some
aspects of dilute solutions of wormlike chains. We focus on the case of a WLC in three-
dimensions which is unperturbed by external forces and refer the otherwise interested
reader to recent references on WLCs perturbed by forces [206, 207] and confined to pla-
nar surfaces [208]. As stated in Sec. 4.2.1, a continuous wormlike chain is characterized
by a contour length L, a Kuhn length b, an effective chain width w and a hydrodynamic
diameter d. By dimensional analysis, only three combinations of these parameters can
be unique, giving us a three-dimensional phase space.
Neglecting chain dynamics for the moment, consider the equilibrium phase plane
depicted in Fig. 4.1. The phase diagram divides the equilibrium behavior of WLCs
into three universal regimes: rod, Gaussian coil and swollen coil [172, 209], which are
conveniently explained by scaling arguments. Note that while the scaling theory outlined
here provides a physical basis for the existence of the universal regimes, it is unable to
address details regarding either transition regions or prefactors of a given property
[69]. Indeed after reviewing the scaling theory, the object of much of the remaining
discussion will be to compute and analyze the practical consequences of the prefactors
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Figure 4.1: Summary of the classical scaling arguments for a real semiflexible chain
in dilute suspension. Three regimes are predicted based on the interplay between the
contour length (L), the chain stiffness (lp) and the chain width (w). Very short chains
(L lp) are rod-like and long “thin” chains are nearly Gaussian (L lp and L lT).
Long chains (L lT) are swollen coils.
and transition regions that scaling theory is unable to address. Since we have limited our
scope to single- and double-stranded DNA, we direct the generally interested reader to
recent work by Hsu et al. [172, 187] where a simpler lattice model is used to compute the
prefactors and transition regions of a dilute WLC over a broad range of the parameter
space.
Consider the case of a chain with a constant b/w, which would be a vertical trajectory
in Fig. 4.1. When L  lp, the chain is short and rigid like a rod and the size of
the polymer — which we represent with the end-to-end distance R without a loss of
generality — scales linearly with the contour length
R ∼ L (4.15)
When the chain is much longer than the persistence length L  lp, the thermal fluc-
tuations of the chain overwhelm the bending energy and the shape becomes a flexible
coil. However, if the polymer is short enough, there are few intrachain interactions and
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the molecule experiences negligible excluded volume interactions giving
R ∼ (bL)1/2 (4.16)
which is the familiar random walk scaling.
For any real (self-avoiding) chain, the magnitude of the total excluded volume inter-
actions increases as the contour length increases. When the excluded volume energy is
on the order of kBT , a second transition occurs from a Gaussian to a swollen coil. The
size of a swollen coil is given by the radius [72]
R ∼ b
(w
b
)2νF−1(L
b
)νF
(4.17)
where νF = 0.587597(7) [81] is the modern value of the Flory exponent.
Just as the rod-to-coil transition is characterized by the persistence length, the
Gaussian-to-swollen coil transition is given by the contour length contained in a thermal
blob
lT ≡ c b
3
w2
(4.18)
with c given as a scaling constant. Normalizing Eq. 4.18 by the Kuhn length b reveals the
dependence of lT on the monomer anisotropy b/w, which is the ratio of the “stiffness”
to the “thickness” of the chain [71, 109, 210]. Thus when L lT, the chain is too stiff
and thin to swell and the chain scales like Eq. 4.16, whereas when L  lT the chain
experiences sufficient excluded volume interactions to scale like Eq. 4.17.
An equivalent picture to the thermal blob (to within a constant factor) that often
appears in the theoretical polymer physics literature [211, 212] is the excluded volume
parameter [72, 210]
z ≡
(
3
2pi
)3/2 w
b
(
L
b
)1/2
(4.19)
with the conventional prefactor. Here z ≈ 1 signifies the transition point between
Gaussian and swollen behavior.
4.3.2 Model Parameterization
Since we are interested in moving beyond scaling theory and making quantitative pre-
dictions of the properties of single-stranded and double-stranded DNA, we need to
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parameterize the DWLC model to experimental data. In particular, we need values of
the persistence length, lp, (or equivalently the Kuhn length), the effective width, w,
and the bond length, a, in order to specify equilibrium properties. To specify dynamic
properties, we also need the hydrodynamic diameter, d, but we defer this discussion
until Sec. 4.3.4.
As polyelectrolytes, the magnitude of the persistence length and the effective width
of single- and double-stranded DNA depend on the ionic strength [66]. The effect of
ionic strength, I, on the persistence length of double-stranded DNA has been examined
by both experiments [63–65, 193, 213–215] and theory [216–218]. While some disagree-
ments remain regarding the effects of electrostatics on lp at very low values of the ionic
strength, empirical results and theories generally agree for large values of I [66]. Per-
haps due to lesser prominence or greater measurement difficulty, there seems to be little
controversy surrounding the magnitude and ionic strength dependence of the effective
width of dsDNA. More than three decades ago, Stigter used the calculation of the sec-
ond virial coefficient of a stiff, charged rod to predict the width [66, 219], and it has
been subsequently corroborated by DNA knotting experiments [220].
Figure 4.2 summarizes the ionic-strength dependence of dsDNA of both the Kuhn
length (using an empirical relation from Dobrynin [66, 218]) and the effective width
(using Stigter’s theory [219]). As has been pointed out before [66], both b and w rise as
the ionic strength decreases, making the chain stiffer. However, above 10 mM the Kuhn
length changes much less quickly than the effective width, meaning that the monomer
anisotropy ratio drops rapidly as the ionic strength decreases. Therefore as b/w falls
with decreasing ionic strength, the Kuhn monomers of dsDNA become less anisotropic
and the chain becomes more flexible in the long chain limit. The effect on the scaling
behavior of finite length chains is non-trivial however, since there is a competition
between decreasing the anisotropy of the Kuhn monomers and decreasing their number.
For instance, near 10 mM the monomer anisotropy ratio for dsDNA falls below 10, but
the number of Kuhn monomers in T4-DNA remains high (≈ 400). However, by 0.1
mM the anisotropy ratio drops below 3, but the number of Kuhn lengths is reduced to
approximately 100.
To simplify the model, we limit our scope to high ionic strengths where strong
electrostatic screening marginalizes the effect of the electrostatics [66]. This assumption
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Figure 4.2: Ionic strength dependence of the Kuhn length (dashed line) and the effective
width (dot-dashed line) and the monomer anisotropy (solid line) for dsDNA. The vertical
dotted line indicates an ionic strength of 165 mM (≈ 5× TBE) [66]. The schematic
illustrates two chains with similar b but different w, demonstrating the decrease in
monomer anisotropy as the effective width increases more rapidly than the Kuhn length.
allows us to neglect electrostatic potentials in our model and use constant values of b
and w. When necessary, we assume an ionic strength of 165 mM, which corresponds
to 5× TBE [66] and is marked with a gray vertical line in Figure 4.2. Assuming these
buffer conditions gives b = 106 nm, which has become the consensus Kuhn length of
dsDNA [64], and w = 4.6 nm, the value obtained from Stigter’s theory [66, 71, 219].
Unlike dsDNA, even a simple measure of the persistence length of ssDNA in a high
ionic strength buffer remains controversial. A survey of the recent literature reveals stud-
ies done by mechanical stretching [193, 221], fluorescence recovery after photobleaching
[222], fluorescence resonance energy transfer [196, 197] and small-angle x-ray scattering
[195, 196] that yield values of the bare persistence length (at infinite ionic strength)
between 0.6 and 1.3 nm. It seems likely that base-base interactions are responsible for
the disagreement and recent work on non-interacting ssDNA sequences [195, 196] gives
a consistent value of 1.5 nm at the aforementioned ionic strength of 165 mM.
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Assuming rod-like interactions for the effective width, which forms the foundation of
Stigter’s theory, appears to be inappropriate for ssDNA. Some experimental work sug-
gests that for ssDNA, w is nearly independent of ionic strength [221] and that its value
is approximately equal to the bare persistence length of the chain [195]. Accordingly, we
adopt a value of 0.65 nm [195], which conveniently also appears to be the approximate
rise of a single base of ssDNA [223].
Finally, because we have a discrete model, we must specify a bond length a. Since
dsDNA is well-described by a continuous model, the choice of a is somewhat arbitrary
so long as a  b, much like a time step in numerical integration schemes. In this case
we choose a = d, which is the smallest length scale in the model. This is commonly
called the touching-bead model [75, 122] and is also advantageous for the calculation
of the diffusivity. In addition to the far-field approximation mentioned in Sec. 4.2.3,
the DWLC estimation of the Kirkwood diffusivity also introduces discretization errors
into the diffusivity; accurate hydrodynamic interactions require the collective action of
many Stokeslets, which in turn requires a large number of beads. The touching-bead
model provides adequate resolution of the chain to satisfy this condition and has the
additional benefit of circumventing any artifacts in the hydrodynamics due to a variable
bond length.
The choice of a for ssDNA is less clear than for dsDNA, since both continuous and
discrete models have been used with some success for ssDNA [189, 193–195]. The Kuhn
length (≈ 3 nm) provides the upper bound for a, and it is sufficiently small that the
lower bound is given is given by the chemical monomer size (≈ 0.6 nm). As discussed
in Sec. 4.2.1, a choice of a > w is problematic, so for convenience we set a = w. For the
reader’s convenience, the model parameters are summarized in Table 4.1.
PERM calculations were performed with the parameters in Table 4.1 to verify the
model. Results for the radius of gyration are shown in Fig. 4.3 where they are compared
to experimental values of the radius of gyration of undyed dsDNA obtained by light or
neutron scattering [82, 84, 85, 87, 88, 93, 95, 99, 103, 104, 106, 107]. There is excellent
agreement between the experimental data and the PERM results. However, given that
there are two degrees of freedom (lp and w) to fit the experimental data, the good
agreement between theory and experiment is expected.
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Table 4.1: Parameters of the discrete wormlike chain for double- and single-stranded
DNA in a high ionic strength buffer*.
Parameter** Symbol ssDNA dsDNA
Kuhn length b 3.0 106
effective width w 0.65*** 4.6
hydrodynamic diameter, bond length d, a 0.65 2.9
*≈ 5× TBE; **All of the parameters are lengths expressed in nm;
***Note that while our model parameters are defined in some cases to
sub-angstrom precision, this does not reflect the true experimental
accuracy of these parameters.
Even with the excellent agreement, the effective width w remains a somewhat un-
certain parameter. Eq. 4.17 predicts that S ∼ w0.175, demonstrating that the radius of
gyration is not very sensitive to the effective width. This means that S is not particu-
larly useful at evaluating the ability of the model to capture the correct strength of the
excluded volume. Compounding this fact, it appears to be difficult to collect accurate
data for the radius of gyration at large L.
Thus, despite our best efforts to pick accurate model parameters, our choice is cer-
tainly a possible point of contention. Indeed, our parameters give a monomer anisotropy
b/w ≈ 23 for dsDNA, whereas others have estimated an anisotropy as high as 66 [109].
Implicit in this disagreement, and further muddying the waters, is the role of intercalat-
ing dyes mentioned in the introduction. Both the persistence length and effective width
are clearly affected by the presence of dyes [184], but consistent measurements of their
effects have not been possible to date [185, 186]. Consequently, we have omitted data for
dyed dsDNA from Fig. 4.3, since reported radius of gyration measurements are inferred
from diffusivity measurements, which are not static measures. In fact, in Sec. 4.3.4,
our results suggest that this introduces a source of systematic error since the chain has
not yet reached the long-chain limit. Therefore, until more data regarding the effective
width and a resolution of the dye-dependence of both lp and w becomes available, the
parameters for dyed dsDNA will remain somewhat uncertain.
Finally, in addition to the PERM calculations, we also found it useful to employ
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Figure 4.3: PERM data for the radius of gyration of ssDNA (open triangles) and ds-
DNA (open circles) compared to experimental data for dsDNA from light and neutron
scattering (filled squares) [82, 84, 85, 87, 88, 93, 95, 99, 103, 104, 106, 107]. The exper-
imental data were obtained from many different references, at varying ionic strength
(all ≥ 100 mM), with varying information about the molecular weight. To obtain a
consistent value, the molecular weight of dsDNA was assumed to obey the relation 660
Da = 0.34 nm = 1 bp. Single stranded DNA was assumed to follow 1 base = 0.65 nm.
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renormalization group theory (RG) results by Chen and Noolandi [212] for the end-to-
end distance and radius of gyration. In contrast to the Monte Carlo results, the RG
theory gives R and S only, but the metrics are available as a function of molecular
weight to practically unlimited contour lengths. Note that since the RG calculations
employ a continuous model, the excluded volume strength in the RG theory must be
re-parameterized to agree with the experimental and PERM data (see online supporting
information).
4.3.3 Equilibrium Properties of DNA
Given that we have a parameterized model for single-stranded and double-stranded
DNA, we are prepared to move beyond the insights of scaling theory and examine
detailed quantitative calculations of dilute solution equilibrium properties. To begin,
we examine the value of the apparent power-law exponent of the end-to-end distance
ν ≡ d lnR
d lnL
(4.20)
as a function of molecular weight. While this can be done with PERM, the end-to-end
distance is also available from the RG theory of Chen and Noolandi [212], which we
parameterize to match the PERM data (see online supporting information). The RG
theory is only available for only a few equilibrium properties, but it provides results over
a much larger range of contour lengths than one can obtain with PERM. In addition,
the RG theory has no sampling error and gives a much smoother value of ν.
Fig. 4.4 shows the RG theory results for the power-law exponent, ν, as a function
of L/b. As a reference, results are shown for several different values of the monomer
anisotropy, w/b, not just ssDNA and dsDNA. At first glance, nothing appears spectac-
ular about the plot; it agrees very well with scaling theory. For instance, consider the
curve corresponding to w/b = 3.16 × 10−3. When L/b small, the chain is rod-like and
around L/b = 1, the exponent falls rapidly, approaching ν = 0.5. As L/b increases, ex-
cluded volume gradually dominates and the exponent approaches 0.588. Furthermore,
the dependence on w/b of the transition from Gaussian to swollen coils also agrees with
scaling theory. For w/b near 1 (ssDNA), the chain shows effectively no Gaussian regime
and the chain transitions from rod-like to swollen coil very quickly. Whereas, when w/b
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is near 0 (w/b = 3.16× 10−4) a large Gaussian regime appears and the transition to a
swollen coil is delayed.
In addition, Fig. 4.4 supports the contemporary interpretation of ssDNA as a flexible
chain. The scaling exponent transitions practically immediately to an excluded volume
chain and by about 500 bases the exponent is 0.58 — within 1% of Flory scaling. (It
should be noted that the RG calculations limit to a value of ν = 0.5886 [212], slightly
larger than the value of νF reported by Clisby [81].)
However, the asymptotic and continuous transitions between regimes in Fig. 4.4
are unknown from scaling theory, and these transitions have a major consequence on
the implications of scaling theory for dsDNA. As the RG calculations show, double-
stranded DNA is an intermediate case, with a monomer anisotropy w/b ≈ 0.04 and
is therefore neither thin nor stiff enough to exhibit a true Gaussian coil regime. In
fact, the minimum exponent shown in Fig. 4.4 is ν = 0.535 at 8.3 kilobase pairs (kbp),
which is about halfway between 0.5 and νF . Additionally, the transition of dsDNA to a
completely flexible coil is exceptionally broad [172]. At 48.5 kbp (λ-DNA), the exponent
(ν = 0.546) is only slightly higher than the minimum; by the time the chain reaches 1
megabase pair (Mbp), the exponent has reached 0.572, which is within 3% of νF .
Thus, the continuous and asymptotic nature of the transitions obfuscates the scaling
theory picture of dsDNA. Accordingly, Fig. 4.4 provides an excellent explanation for the
confusion surrounding the scaling of dsDNA. That is, for most practical purposes, kbp-
length dsDNA is neither “ideal” or “real”, but an intermediate case.
Given that the transitions are smooth, one would expect excluded volume effects
to play a non-negligible role for dsDNA at intermediate contour lengths, well before
the flexible chain limit is reached. This is indeed the case. One informative way to
see this is through the excess free energy per Kuhn monomer due to excluded volume
interactions shown in the inset of Fig. 4.4 as a function of contour length. Observe that
the excluded volume interactions begin to “turn on” very early, near L/b ≈ 1, which
explains why dsDNA never truly approaches Gaussian scaling. The free energy curve
then consumes another three decades in L/b before it nears the asymptotic limit, which
further accounts for the broad transition to Flory scaling.
Another consequence of the gradual ramp-up of excluded volume interactions mani-
fests itself through the form factor, which is particularly useful for studying the scaling
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Figure 4.4: Power-law exponent of the end-to-end distance of a semiflexible chain with
excluded volume as calculated by results from renormalization group theory [212]. As
outlined in Sec. 4.3.1, ν = 1 corresponds to rod-like behavior, ν = 0.5 to a Gaussian
chain and ν = 0.588 to a swollen chain. Results are shown for five different values of
w/b (from top to bottom): 1.0, 0.217 (ssDNA), 0.043 (dsDNA), 3.16×10−3, 3.16×10−4
and 0 (no excluded volume). (Inset) PERM results for the excess free energy per Kuhn
length due to excluded volume interactions in a dilute solution of dsDNA.
behavior. The form factor is not only directly available from light scattering exper-
iments [72], but as the Fourier-transform of the pair-correlation function, it provides
information about a variety of length scales of a given polymer as a function of the wave
vector. In particular, we are interested in the so-called fractal regime qS  1 where q is
the magnitude of the wave vector and S is the radius of gyration. This regime provides
information related to the chain statistics inside the coil, which can reveal details about
stiffness and self-avoiding behavior.
The expression for the form factor of a Gaussian chain is the well-known Debye
equation
P (q) =
2
(qS)4
[
exp
(−q2S2)− 1 + q2S2] (4.21)
Since a wormlike chain includes small length scale effects that are unaccounted for by
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the Gaussian chain model, the Debye expression is not always valid in the fractal regime.
There is a (somewhat complicated) analytical expression for the form factor of an ideal
wormlike chain (see online supporting information as well as Spakowitz and Wang [224]).
The basic result mirrors scaling theory; length scales where qlp  1 behave like coils and
agree with Eq. 4.21, whereas length scales where qlp  1 behave rod-like and disagree
with Eq. 4.21.
The problem becomes more complicated when we include the effect of excluded
volume. Although, a closed-form expression for the form factor of a wormlike chain
with excluded volume is not available, it can be computed numerically [172, 187, 225].
Additionally, Sharp and Bloomfield [226] have provided a semi-empirical relation (for
additional details see online supporting information). However, scaling again helps us
interpret the anticipated results. When z  1 coils should scale like P (q) ∼ q−2, which
agrees with the Debye equation, and when z  1 the form factor should scale like
q−1/νF .
Fig. 4.5 shows the form factor of several different lengths of dsDNA in the fractal
regime using PERM. In this region in particular, long chains such as λ-DNA show
a deviation from Eq. 4.21 due to excluded volume effects. This can be seen by the
gradual transition from a slope of −2 for short chains (which agrees well with the Debye
expression) to a slope of −1/νF for long chains.
The excluded volume dependence of the form factor is of particular importance
when extracting the radius of gyration or persistence length from light scattering mea-
surements [95, 181, 213, 226, 227]. This is supported by Fig. 4.5, which shows that
a systematic bias in the fitting parameters (i.e. the radius of gyration) is present if
Eq. 4.21 is used to fit the PERM data for long chains. We speculate this principle
provides an explanation for the contradiction between the radius of gyration extracted
from classic light scattering studies on T7 DNA (40 kbp) [181], which showed excluded
volume effects, and recent fluorescent correlation spectroscopy measurements of chains
up to 97 kbp [180], which did not. Accordingly, we conclude that one must resort to
either simulations or the semi-empirical relation of Sharp and Bloomfield to accurately
estimate the size of long dsDNA.
Thus far we have discussed two principles that emerge from a quantitative evaluation
of the equilibrium properties of DNA (and semiflexible chains in general). Namely,
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Figure 4.5: Form factor of dsDNA for qlp < 1 for various contour lengths (from left to
right): 865 kbp, 218 kbp, 48.5 kbp (λ), 13.8 kbp, 3.45 kbp, 865 bp. Symbols correspond
to PERM calculations (with excluded volume), dashed lines to Eq. 4.21 and dotted lines
to a semi-empirical expression by Sharp and Bloomfield [226]. Solid lines correspond to
the form factor of an ideal wormlike chain with the same stiffness [224] (see online
supporting information).
transitions are smooth and asymptotic and excluded volume effects are important at
length scales well below the flexible limit. Additionally, simulation results show that
different size metrics have quantitatively different transitions. Since scaling theory is
unable to predict such transitions, this has been underappreciated in the literature. In
fact, when combined with smooth and broad transitions, metric-dependent transitions
make it very difficult (if not impossible) to define an objective measure of when a
wormlike chain like DNA is “in a regime.”
To see this, consider Fig. 4.6 which depicts the scaling exponent ν for the size metrics
S and R from both PERM and RG calculations as well as X, which is available from
PERM alone. Due to high-frequency fluctuations in the PERM data, the derivative ν
was determined by a Savitsky-Golay filter with second-order polynomials. Even with
the filter, some low-frequency noise still exists in the data, causing fluctuations at large
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Figure 4.6: PERM calculations of dsDNA for the value of the exponent ν in R ∼ Lν
(circles), S ∼ Lν (triangles) and X ∼ Lν (diamonds) for dsDNA (w/b = 0.0434) and
RG calculations for ν for R (dashed line) and for S (solid line). The dashed horizontal
lines correspond to the values of ν = 0.5 (Gaussian) and ν = 0.5876 (swollen).
molecular weights. Nevertheless, the PERM results for the radius of gyration and end-
to-end distance agree very well with the RG theory calculations until very small L,
which is caused by the discretization of the DWLC model.
Fig. 4.6 clearly shows that each metric has a different minimum and a different
approach to the long-chain limit. For instance, it appears that the end-to-end distance
has the deepest minimum and the longest climb to the asymptotic limit whereas the
mean span has a very shallow minimum. Consequently, with finite contour lengths, any
computation or measurement is going to exhibit metric dependent behavior. In other
words, measurements with the same molecular weight of dsDNA with different metrics
will result in different scaling exponents. Furthermore, it appears for some molecular
weights, that the measured scaling exponent ν may be more sensitive to the size metric
than to the contour length.
The dependence of the scaling exponent on the size metric also illuminates the
concept of the thermal blob. Briefly introduced in Sec. 4.3.1, the thermal blob can be
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understood as a renormalized monomer in a flexible, self-avoiding chain. In other words,
a very long, flexible chain can be viewed as a self-avoiding walk of thermal blobs [72]
Ξ
ξT
∼
(
L
lT
)νF
(4.22)
where Ξ is some size metric (e.g. radius of gyration), L is the total contour length and
ξT is the size of a blob composed of a subsection, lT, of the contour length of the original
chain. Therefore to be truly flexible and self-avoiding, the contour length of a chain
must be much greater than the blob length and its size must be much greater than the
blob size.
Since the thermal blob length is a scaling parameter, it is useful as a qualitative
measure only, and consequently, one should not expect a single value of lT to provide
a precise value of the minimum length-scale for excluded volume interactions. This
enters explicitly in the definition of the thermal blob length lT in Eq. 4.18 where the
constant c was left undefined. Nevertheless, there are several definitions of c which are
commonly encountered in the literature and we find it useful in Table 4.2 to make a
comparison of the contour length and size of the resulting thermal blob obtained using
these definitions.
As a first estimate, one may simply set c = 1, which gives lT = 64 bases for ssDNA
and lT = 166 kbp for dsDNA. One may also set the excluded volume parameter z equal
to one, which leads to c = (2pi/3)3 and consequently lT = 587 bases for ssDNA and
lT = 1.52 Mbp for dsDNA. A more rigorous definition sets the thermal blob length to be
the contour length of a chain where the excess free energy from excluded volume is equal
to kBT [72, 228]. Since PERM directly computes the excess free energy, this length is
immediately available and yields c = 0.102 for dsDNA (16.8 kbp) and c = 0.458 for
ssDNA (45 bases).
Even for a fixed value of c, the thermal blob size, ξT, also depends on the size metric.
Table 4.2 shows one such example using F = kBT to pick c. Here, with a fixed contour
length of lT = 16.8 kbp, the radius of gyration of a thermal blob of dsDNA is 332
nm, but the end-to-end distance is 825 nm. Similarly, for lT = 45 bases, the radius of
gyration of a thermal blob of ssDNA is 3.9 nm, but the end-to-end distance is 10.2 nm.
While it is not surprising that lT and ξT vary with the choice of c and size metric,
the magnitude of the variation that is represented in Table 4.2 is somewhat startling.
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Table 4.2: Thermal blob length lT and size ξT of ssDNA and dsDNA determined using
different choices of scaling constant c and different size metrics.
lT
ssDNA dsDNA
c = 1 64 bases 166 kbp
z = 1 587 bases 1520 kbp
F = kBT
* 45 bases 16.8 kbp
ξT (F = kBT )
ssDNA dsDNA
End-to-End Distance 10.2 nm 825 nm
Radius of Gyration 3.9 nm 332 nm
Mean Span 7.3 nm 678 nm
*The thermal blob length and size for the F = kBT case were
computed using PERM calculations for the excess free energy
and the various size metrics respectively.
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Given reasonable but different choices of the constant c in Eq. 4.18, we find that the
thermal blob length can vary by nearly two orders of magnitude and encompasses much
of the range of molecular weights available for experiments. The large variation in
the thermal blob lengths in Table 4.2 further emphasizes their qualitative nature and
cautions that these values should only be considered rough order of magnitude estimates
of the length-scale where excluded volume and bending effects are approximately equal.
Finally, this variation suggests that a direct computation of “how many thermal blobs
are in a chain” is not meaningful without a specific definition of c. For instance, using
the various definitions of c found in Table 4.2, λ-DNA can be reported to have 2.9
(F = kBT ), 0.29 (c = 1), or 0.032 (z = 1) thermal blobs. In contrast to these estimates,
when prefactors and transitions are fully resolved, we unambiguously show in Fig. 4.4
and Fig. 4.6 that λ-DNA is in the middle of a transition from ideal to Flory scaling.
4.3.4 Dynamic Properties of DNA
To this point, the discussion has focused on the equilibrium properties of DNA and
the role of excluded volume as a wormlike chain approaches the flexible chain limit.
However, the near-equilibrium diffusion coefficient and other dynamic properties also
play a prominent role in the use of dsDNA as a model polymer. The effects of solvent
mediated interactions between distal chain segments, called hydrodynamic interactions
(HI), are central to dilute solution DNA dynamics. Hydrodynamic interactions are in
many ways the dynamic counterpart to excluded volume interactions, and their inclusion
introduces a degree of freedom through the hydrodynamic diameter d.
Despite some similarities, the hydrodynamic diameter is not in general equal to the
effective width w, since chain friction and excluded volume arise from distinct physical
phenomena. In principle, the hydrodynamic diameter corresponds to the surface of shear
of the molecule and is an intrinsic property of a polymer chain. However, in our case we
have employed a far-field approximation (Eq. 4.13) that neglects near-field lubrication
forces, rendering the hydrodynamic diameter a phenomenological parameter.
With the addition of a degree of freedom for the hydrodynamic interactions, the
landscape of possible types of diffusive behavior for a wormlike chain becomes com-
plicated [128]. The diffusion coefficient depends not only on configurational properties
(including excluded volume), but also on the strength of the HI. In other words, there
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is not a simple one-to-one correspondence between configuration and diffusive behavior
(even for very flexible chains). The literature identifies at least three classes of behavior
that a wormlike chain can exhibit, which are shown in Fig. 4.7.
For very short and stiff conformations with HI, the chain exhibits rod-like diffusion
[114, 129, 229]
Drod =
kBT
3piηL
[ln(L/d) + γ] (4.23)
where η is the solvent viscosity and γ is in general a function of L/d, and equals 2 ln 2−1
in the slender-body limit. For more flexible chains, one can distinguish between the case
where HI is weak (free-draining) and the case where HI is strong (non-draining) [126].
As indicated in Fig. 4.7, a free-draining coil experiences no hydrodynamic screening and
interacts fully with the solvent giving the Rouse diffusion coefficient [114]
DRouse =
kBT
6piηL
(4.24)
The non-draining coil has significant HI and is impermeable to solvent flow. For a
flexible chain with no excluded volume interactions, the diffusion coefficient was derived
by Zimm [114, 126]
DZimm =
8
3
√
6pi3
kBT
η
√
Lb
(4.25)
and gives a diffusion coefficient that is inversely proportional to the coil size.
While it is clear that a wormlike polymer may exhibit any one of these classes of
behavior, a comprehensive qualitative description of the problem for wormlike chains
remains elusive. Indeed the inclusion of the effects of flexibility, excluded volume and
hydrodynamic interactions has proven to be an exceedingly difficult task [90, 127–129,
183] and accordingly, no complete analytical theory exists to date. However, several
important pieces have been developed since the work on flexible polymers by Zimm
[126], some of which are noteworthy.
First, Oono and Kohmoto [114, 127] used a dynamic renormalization group theory
to find the diffusivity of a flexible polymer chain with both EV and HI. In agreement
with the result by Zimm, the diffusivity
DOono =
1
12.067
kBT
ηS
(4.26)
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Figure 4.7: Schematic of diffusive behaviors of wormlike chains. Rod-like diffusion dom-
inates for very short, stiff chains. Polymer coils can exhibit either free-draining (weak
HI) or non-draining (strong HI) behavior. Partial draining behavior is also possible for
chains with relatively open structures. In this case, the polymer conformation is not
sufficient to describe the diffusive behavior of the chain since the strength of the HI (i.e.
the hydrodynamic radius) can vary independently.
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suggests that the long-chain limit is characterized by non-draining coils where the dy-
namics are governed by conformational effects only (the hydrodynamic diameter is con-
spicuously absent).
However, further work by Douglas and Freed [128] displays a complicated picture for
finite-length chains where excluded volume effects (which swell the coil) act in compe-
tition with hydrodynamic interactions which decay with decreasing chain density. This
competition can lead to partial-draining, an intermediate state between the free-draining
and non-draining limits pictured in Fig. 4.7, where the configurational properties of the
chain are insufficient to completely describe the diffusivity. Thus even very long (but fi-
nite) chains may not obey Eq. 4.26, but will include a dependence on the hydrodynamic
diameter.
In an orthogonal attempt, Yamakawa and Fujii [129] computed the diffusivity of an
ideal wormlike chain, which accounts for chain stiffness and HI, but neglected the effects
of excluded volume (see supporting information online). The wormlike chain diffusivity
shows a gradual crossover from rod-like behavior (Eq. 4.23) to Zimm diffusion (Eq. 4.25)
as the contour length increases, which in turn means a gradual decrease in the effect
of the hydrodynamic diameter. Given that our DWLC model incorporates all of the
effects listed above, we anticipate that the diffusion of DNA will include effects from
each of these previous works.
To correctly capture the dynamics, we need an accurate estimate for the hydrody-
namic radius d of ssDNA and dsDNA. Literature values for the hydrodynamic diameter
of dsDNA have been obtained by a variety of experimental methods and typical values
vary between 2 to 3 nm [31, 83–85, 87–89, 92–94, 96, 97, 99, 101, 104–108, 129, 230,
231]. Less is known about the hydrodynamic radius of ssDNA. The diffusivity of short
ssDNA chains can be sequence dependent due to base-pair interactions thus requiring
thermal and chemical denaturing agents [222], which makes generic diffusivity studies
difficult [179]. Due to a lack of data therefore, the hydrodynamic radius is uncertain,
and we simply assume that d = w.
To get a more precise value of d for dsDNA, Fig. 4.8 shows a meta-analysis of several
measurements of the diffusivity of dsDNA in the literature [83–85, 87–89, 92–94, 96, 97,
99, 101, 104–108]. Here, the Kirkwood diffusivity for dsDNA is plotted alongside the
experimental data as a function of molecular weight, which is rescaled by the Zimm
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diffusion given in Eq. 4.25. Note that Eq. 4.25 is not defined in terms of the radius of
gyration, S, of the polymer, but rather in terms of the contour length, L, and Kuhn
length, b. This allows an unambiguous comparison to a larger experimental data set
since there is only a small overlap between the sources of experimental data for the
diffusivity (Fig. 4.8) and the radius of gyration (Fig. 4.3). The hydrodynamic radius is
extracted by comparing the experimental data to the theory of Yamakawa and Fujii [129]
for the diffusion of a wormlike chain without excluded volume. This is justified since the
diffusivity is most sensitive to the hydrodynamic radius at low L where hydrodynamic
screening and excluded volume interactions are negligible. As seen in Fig. 4.8, the value
of 2.9 nm (which agrees with an analysis by Lu et al. [231]) fits the low molecular weight
data exceptionally well.
Fig. 4.8(B) also shows that at large contour length, the PERM diffusivity calcula-
tions give excellent agreement with values of the diffusion obtained from dynamic light
scattering (DLS) and sedimentation experiments. The agreement with the experimental
data at low molecular weight is expected, since it was used to obtain the hydrodynamic
radius. However, the agreement with the DLS and sedimentation data persists for large
molecular weights, when excluded volume effects cause the chain to swell. This suggests
that the both the size and degree of hydrodynamic screening of the dsDNA coil is well
described by the DWLC model.
In contrast, the DWLC model does not agree well with single molecule diffusivity
measurements from fluorescence microscopy [89, 92], which we hypothesize is due to
the presence of intercalating dyes. It is unclear how the width, persistence length
and hydrodynamic radius of DNA change with intercalating dyes [185, 186], making it
difficult to computationally replicate their effect on diffusivity. Since the contour length
of λ-DNA is observed to increase from 16.3 µm to about 21 µm, a common supposition
is that all properties increase by a constant factor, leaving the ratios between properties
constant. This proposition is easily tested by our model, and assuming an increase of
28%, we find that the change in diffusivity is insufficient to explain the disagreement (see
supporting information online). Instead, we conclude that in addition to changing the
contour length, fluorescent dyes are likely to alter the ratios b/w and d/w. Indeed, this
appears reasonable since the positively charged dyes lead to a decrease in the effective
charge of the DNA [232], which may decrease the effective width.
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Figure 4.8: Parameterization of the hydrodynamic diameter for the DWLC. (A) Curves
(solid, dashed, dash-dot) show the relative diffusivity of a CWLC without excluded
volume [129] at different values of b/d. The touching bead DWLC model (symbols)
shows excellent agreement with the CWLC chain (curves). (B) Experimental data for
the diffusivity from dynamic light scattering (filled triangles) [83, 93, 94, 96, 99, 101,
104, 108], sedimentation (filled circles) [84, 85, 87, 88, 97, 105–107], and single molecule
methods (open triangles) [89, 92]. The dsDNA data fits the DWLC simulation (now
with excluded volume interactions) for b/d = 36 or d = 2.9 nm. Notice that since the
diffusivity is scaled by the Zimm diffusion (ideal chain diffusion), the asymptotic value
does not approach 1. Additionally, it appears that the single molecule data give poorer
agreement with the simulation data, presumably due to the impact of intercalating dyes.
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Moving forward, we would like to examine the behavior of ssDNA and dsDNA as the
diffusivity approaches the long chain limit. Notice that if we introduce the definition of
the chain hydrodynamic radius
RH ≡ kBT
6piηD
(4.27)
The ratio of the radius of gyration to the hydrodynamic radius becomes [127]
S
RH
= 1.562
D
DOono
(4.28)
In the long-chain limit, D → DOono and the ratio is predicted to converge to a universal
value of 1.562 [127].
Fig. 4.9(A) shows the ratio S/RH as a function of molecular weight. As expected,
both curves appear to approach a constant value in the limit that L → ∞, but the
value appears slightly larger than predicted by the renormalization group theory. (A
least squares fit to the ssDNA data for L > 2000 bases gives S/RH = 1.58902(2).) For
ssDNA, the story is much the same as it was for static properties; within 100 bases,
the diffusion appears to have reached its long-chain limit. Also similar to the static size
measures, it takes an exceptionally long dsDNA chain to reach the flexible coil limit.
According to Fig. 4.9(A), dsDNA is within about 1% of the value predicted by Oono
and Kohmoto [127] by the terminal molecular weight of 865 kbp.
The claim that dsDNA converges very slowly to its long-chain value is at odds with
earlier experimental work which asserted that λ-DNA is fully swollen and non-draining
[89, 92]. However, the evidence for non-draining coils is based upon the measured scaling
exponent (ν = 0.61), which appears to be relatively unresponsive to the draining be-
havior of dsDNA (see supporting information online). Experimental work by Schroeder
et al. [182, 233] made more sensitive measures of the hydrodynamic behavior of dsDNA
by studying the phenomena of conformation hysteresis. Schroeder et al. found that sig-
nificant hydrodynamic effects were observed for chains near 1.3 Mbp, and that it took a
nearly 3 Mbp polymer to achieve the sought-after hysteresis. While these experiments
did not search for the onset of HI interactions per se, the effects of HI are observed in
chains with molecular weights within an order of magnitude of those predicted by our
calculations. Subsequently, their observations support our conclusion that extremely
long chains are needed to achieve non-draining behavior.
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The slow convergence to non-draining behavior also has practical implications for
the measurement of the radius of gyration in fluorescence microscopy experiments. It
is common practice to use fluorescence microscopy measurements of the diffusivity to
estimate the radius of gyration by assuming that the D/DOono = 1 in Eq. 4.28 [89, 92].
As shown by Fig. 4.9(A) there is always some systematic bias made by this inference.
However, the bias decreases as molecular weight increases making the assumption justi-
fied at very large molecular weights. Assuming that the constant 1.562 is exact (which
is questionable), this method underestimates the radius of gyration of λ-DNA by about
9%.
The extremely large molecular weights required to reach the non-draining limit also
bring to mind the previous discussion surrounding partial draining. To further under-
stand the partial draining of dsDNA, consider Fig. 4.9(B), which shows the normalized
Kirkwood diffusivity as a function of molecular weight. Here the diffusivity is shown to
cross over from rod-like diffusion (Eq. 4.23) at low molecular weights to non-draining
diffusion (Eq. 4.26) at large molecular weights. According to Fig. 4.9(B), dsDNA less
than a few hundred base pairs is well approximated by rod-like diffusion (to within
a constant factor). This seems reasonable, given that a chain of 156 bp is about one
persistence length. As the contour length increases, the diffusivity is observed to asymp-
totically approach the non-draining limit. Consistent with the previous analysis, this
asymptotic approach is slow, and λ and T4 DNA give diffusivities that are respectively
9% and 4% greater than the asymptotic limit. We conclude therefore, that kilobase-pair
length dsDNA is partially draining.
While partial draining has been a subject of discussion since at least 1979 (couched
in terms of dynamic scaling [77]), it has become a topic of recent interest in both
free solution [117, 183] and confinement [154, 155] (see also Chapter 6). Interestingly,
Mansfield and Douglas [183] suggest that transport properties are especially slow to
converge to their long-chain values. Their work, which employs several different polymer
models, suggests that a slow transition to non-draining behavior is not unique to DNA.
This trend is also seen in recent work by Dai et al. [155] on the diffusion of DNA in
slits, which posits that the local pair correlation function of a polymer has a long-ranged
impact on coil dynamics. Unfortunately, due to noise in the present data, it is difficult
to tell whether or not the diffusion coefficient converges more slowly than the radius of
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Figure 4.9: (A) PERM results for the ratio of the radius of gyration S to the hydrody-
namic radius RH as a function of the molecular weight for both ssDNA (open triangles)
and dsDNA (open circles). λ-DNA and T4-DNA are shown for reference (arrow, open
squares). The horizontal dashed line corresponds to S/RH = 1.562. (B) The diffusion
coefficient from PERM, rescaled by Eq. 4.25, as a function of the number of base pairs
of DNA. Double-stranded DNA is shown to transition from rod-like behavior (dashed
line) to non-draining behavior (dotted line) over several orders of magnitude in molec-
ular weight. The diffusion coefficient without excluded volume (closed circles) is shown
for reference.
89
gyration or other static measures.
4.4 Conclusion
Using a powerful Monte Carlo method, PERM, we have elucidated the long-chain be-
havior of both single-stranded and double-stranded DNA. Clearly, single-stranded DNA
is much more flexible and several hundred bases are sufficient to guarantee both com-
plete swelling and non-draining behavior. By contrast, double-stranded DNA is much
slower to reach flexible-chain behavior. It appears that dsDNA much less than 1 Mbp
should not be considered either completely swollen or fully non-draining. One immedi-
ate consequence of this result concerns the practice of inferring the radius of gyration of
dsDNA from the diffusivity, which we find leads to a systematic bias (underestimation)
in the measurement of the radius of gyration.
In addition, we find that shorter chains (e.g. λ-DNA), while not completely swollen,
are nevertheless influenced by excluded volume and hydrodynamic interactions. This is
complicated by the fact that the transitions between universal regimes are continuous
and the approach is asymptotic and metric specific. Combined together, these observa-
tions suggest that it is inappropriate to consider λ-DNA as an “ideal” chain and neglect
EV and HI. In some sense, λ-DNA is possibly the worst model polymer since it is clearly
in a transition.
On the upside, even though the excluded volume and hydrodynamic interactions
are significant, the languid transition towards universal behavior also indicates that the
measured properties of dsDNA do not change rapidly as a function of contour length.
In other words, practical estimates of the radius of gyration and diffusion coefficient
are relatively unaffected by the change in scaling exponent as long as the change in
molecular weight is not too great over the range of the estimate. Accordingly, Brownian
dynamics studies that do not account for HI or EV explicitly, can in principle reproduce
properties quantitatively by careful parameterization. However, such a parameterization
will only be valid for a small range of contour lengths, and the properties obtained
from subsequent simulations should be limited to this range. Nevertheless, prudence is
warranted in interpreting such simulations, since the correct physics is not inherently
incorporated.
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Certainly, one troubling implication of our results concerns the lack of agreement
with data from fluorescence microscopy experiments. We have attempted to justify this
by the presence of fluorescent dyes, which alter the backbone of dsDNA. We believe that
more work is needed to account for the disagreement and propose that the effects of
intercalating dyes on dsDNA be studied in greater detail. In addition to this, we have not
considered here the effect of changing ionic strength, which should be straightforward
with minor modifications to the DWLC model.
In conclusion, we find it difficult to give a straightforward answer to the question:
Is DNA a good model polymer? On the one hand, dsDNA continues to be widely used
due to its extraordinarily useful experimental properties. Among others these include
exquisite contour length selectivity, near monodisperse solutions, direct visualization
techniques, ideal size relative to nanofabricated devices and end-attachment chemistry.
On the other hand, if we narrow our scope to strictly universal behavior, megabase
length chains appear to be necessary. Such long contour lengths give rise to experimental
difficulties including chain cleavage and knotting, and at the present moment, it appears
that such large chains are atypical in polymer dynamics experiments. Given this, we
recommend caution in the interpretation of dynamic data obtained by shorter dsDNA.
Chapter 5
Regimes of DNA confined in
Nanochannels
This chapter is based on the publication:
D. R. Tree, Y. Wang, and K. D. Dorfman
Phys. Rev. Lett. 110 (2013), 208103
5.1 Introduction
When a wormlike polymer such as DNA is confined in a long channel whose width is
smaller than the polymer’s free solution radius of gyration, steric interactions with the
walls cause the polymer to extend along the channel axis. The classical theories describ-
ing this phenomenon, sketched in Fig. 5.1, were described by Odijk [58] and de Gennes
[59], respectively, over 30 years ago. However, these theories are only valid in the im-
practical cases of very strong (D  lp) or very weak (D  lp) confinement, respectively,
where D is the channel size and lp is the persistence length of the chain. In this Letter,
we establish that the relevant intermediate regime for DNA extension in a nanochannel
is a universal de Gennes-like regime with ideal blobs. We arrived at this conclusion by
recognizing the connection with the rod-to-coil transition for free wormlike polymers
[73, 172, 209, 212, 234] illustrated in Fig. 5.1. In addition to describing the experimen-
tally relevant phenomena for DNA, this connection leads to a complete description of
the universal regimes for all long channel-confined wormlike chains that we validated
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Figure 5.1: Illustration of the analogy between free solution and confined configurations
of a wormlike chain. The classical theories renormalize the chain into a series of sub-
chains, where these subchains are either rod-like (Odijk) or excluded volume blobs (de
Gennes). We demonstrate here the existence of a universal Gauss-de Gennes regime
in confinement that connects the (rod-like) Odijk and (excluded volume) de Gennes
regime. For clarity, we refer to the classic de Gennes regime as the “Flory-de Gennes”
regime to highlight its excluded volume nature.
using large-scale Pruned-Enriched Rosenbluth Method (PERM) simulations [171, 173].
To understand the analogy in Fig. 5.1, let us first recall the regimes of chain confor-
mations in free solution. Three regimes characterize the normalized end-to-end distance
of a wormlike chain, ρ ≡ 〈R2〉1/2/lp. This distance depends on two dimensionless num-
bers: N ≡ L/lp, the number of persistence lengths in a chain of length L, and an
anisotropy parameter  ≡ w/lp, which measures the relative strength of the excluded
volume interactions (quantified by the effective chain width w) to the bending energy.
In the limit of negligible excluded volume interactions [72], z ≡ N1/2  1, the Benoit-
Doty equation for a continuous wormlike chain gives [73]
ρ2/2 = N − 1 + exp (−N) (5.1)
This model predicts a stiff chain with ρ ∼ N for N . 1 and Gaussian statistics with
ρ ∼ N1/2 for 1 . N . −2. For a sufficiently long chain N & −2, excluded volume
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Figure 5.2: The normalized mean-square end-to-end distance of a wormlike chain in
free solution as a function of normalized chain length from Eq. 5.1 ( = 0, dashed line),
renormalization group theory [212] with (descending from top to bottom in the figure)
 = 2, 0.5, 0.2, 0.1 (DNA), 0.05, 0.01, and PERM simulations for  = 0.05 (squares,
Lmax/w = 2 × 104). The most flexible chain corresponds to an upper bound  = 2,
where the Kuhn length of the chain equals its width [210].
interactions are important and ρ ∼ 2ν−1Nν , where ν = 0.5877 is the modern value
of the Flory parameter [80]. As evident in Fig. 5.2, the scaling in the Gaussian regime
is not exactly that for an ideal chain due to finite excluded volume effects. Moreover,
weakly anisotropic chains — such as DNA, which is only a moderately stiff biopolymer
( ≈ 0.1) [71] — have a very narrow Gaussian regime. However, in the limit  → 0,
the Gaussian regime spans an infinite amount of chain length and is thus a universal
regime. Accordingly, many biopolymers [235] are stiff enough to exhibit broad Gaussian
regimes.
We will demonstrate, via simulations, that three similar regimes characterize the
confinement free energy of an asymptotically long wormlike chain confined in channel.
Following Odijk [58] and de Gennes [59, 77], the chain is renormalized into N/g units
containing g persistence lengths per unit. This in turn implies that the chain properties
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(confinement free energy and extension) are extensive, as has been shown many times
[58, 59, 77, 236] for an infinite chain in a quasi-1D geometry.
5.2 Theory
The Odijk regime [58] in Fig. 5.1 corresponds to rod-like behavior over the length
scale D. For channel sizes δ ≡ D/lp . 1 [58], the stiff chain projects a distance of
λ ∼ (D2lp)1/3 before deflecting off of the walls. This makes the number of persistence
lengths in the correlation volume
g = λ/lp ∼ δ2/3 (5.2)
Assuming an energy of kBT per independent segment [58] gives the dimensionless con-
finement free energy,
F ≡ ∆Fc
NkBT
∼ 1/g ∼ δ−2/3 (5.3)
The extension is given by the projection of the deflection segment length onto the
channel axis X = (N/g)λ cos θ [58] which simplifies to
〈X/L〉 = 1− α δ2/3 (5.4)
where the prefactor α = 0.18274 for a square nanochannel is given by high resolution
simulations [132]. Analogous to the rod-like behavior in free solution, the thermody-
namics of the Odijk regime is independent of the width of the chain.
Continuing with the analogy, the de Gennes regime [59] in Fig. 5.1 corresponds to
real chain statistics, which leads us to call it the “Flory-de Gennes” regime. Here, as
was the case for real chains in free solution, we need to account for the finite chain
width. To do so, we use the concept of a “blob” to denote a section of the chain with g
persistence lengths that has a correlation length equal to the channel size D. Recalling
that the Flory radius for a chain in a good solvent is RF /lp ≈ 2ν−1Nν [72], the blobs
have the size
δ ≈ 2ν−1gν (5.5)
With the assumption that the free energy scales as kBT per blob [59], we have F ∼ 1/g,
or
F ∼ (δ1−2ν)−1/ν (5.6)
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Following the same reasoning, the extension 〈X〉 is also extensive in the number of
blobs, 〈X〉 ∼= (N/g)D. Substituting Eq. (5.5) in the latter gives the scaling
〈X/L〉 ∼= δ1−1/ν2−1/ν (5.7)
Since the Flory-de Gennes regime corresponds to the onset of excluded volume interac-
tions [138], we would expect this regime to start when the excluded volume parameter
for a blob reaches
zblob ≡ g1/2 ≈ 1 (5.8)
We thus find that g & −2 corresponds to the Flory-de Gennes regime. Recall that
the excluded volume scaling in free solution begins when N & −2. We thus infer that
g in confinement is the analogue of N in free solution. Additionally we note that by
combining Eqs. (5.5) and (5.8), we can find the boundary of the Flory-de Gennes regime
limit in terms of the channel size, δ & −1, which proves more useful since the channel
size is an experimental observable.
For intermediate channel sizes 1 . δ . −1, the g persistence lengths inside D3
exhibit approximately Gaussian statistics. The derivation of the confinement free energy
follows that for the Flory-de Gennes regime with ν = 1/2, leading
F ∼ δ−2 (5.9)
Since this regime consists of blobs with Gaussian statistics, we refer to it as the “Gauss-
de Gennes” regime. This free energy scaling is the same as that of a channel-confined
phantom chain originally derived by Cassassa [59, 236]. As is the case in free solution, the
scaling of F for chains with a finite value of  will not be exactly equal to Eq. (5.9). This
arises from the weakness (rather than absence) of excluded volume at the persistence
length scale.
In the Gauss-de Gennes regime, the intra-polymer correlations are screened at the
channel wall [77, 237], which gives g ∼ δ2 persistence lengths per correlation length, D.
Since the extended chain consists of N/g such correlation lengths, the corresponding
fractional extension is
〈X〉/L ∼ δ−1 (5.10)
The latter scaling has been observed in a number of previous simulations (see [71, 139,
140, 142, 238] and supporting Fig. S6), but its origin and universal nature (or lack
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Figure 5.3: Comparison of the fractional extension of the chain predicted by Odijk [58]
and de Gennes [59] and simulations of an asymptotically long DNA chain (pentagons, lp
= 50 nm, w = 5 nm,  = 0.1) using the Pruned-Enriched Rosenbluth Method (PERM).
The extent of the Gauss-de Gennes regime increases for more filamentous chains (plusses,
lp = 50 nm, w = 0.5 nm,  = 10
−2). The shading corresponds to the regimes for  = 0.1.
thereof) have been elusive until now because DNA is not an especially stiff biopolymer.
Given this fact one may be tempted to dismiss the regime as unimportant, but consider
the case of DNA in a high ionic strength buffer ( = 0.1) which is highlighted in Fig. 5.3.
Although the Gauss-de Gennes regime spans less than a decade in dimensionless channel
size, these sizes encompass the typical channels used in experiments [30, 31, 47, 55, 60,
237]. Morover, the Flory-de Gennes regime corresponds to . 20% extension and the
Odijk regime corresponds to & 90% extension, leaving the Gauss-de Gennes regime to
span a significant portion of the practically relevant range of fractional extensions for
genomic mapping. However, this regime is not in principle limited to a small range of
channel sizes. For stiff enough chains, the range of applicable channel sizes 1 . δ . −1
will span many decades, showing the existence of a universal regime.
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5.3 Results and Discussion
We have tested this scaling theory in square channels using Pruned-Enriched Rosenbluth
Method (PERM) simulations of asymptotically long chains that are long enough to sup-
press any end effects. PERM is a biased chain-growth Monte Carlo algorithm originally
introduced for lattice chains by Grassberger [171]. In the algorithm, “tours” of chains
are grown and the Rosenbluth weight of the chain is controlled by selective pruning and
enrichment, thus overcoming the attrition problem for the Rosenbluth-Rosenbluth chain
growth algorithm [168] for long self-avoiding chains. Choosing efficient parameters for
executing the original PERM algorithm is somewhat of an art, and we have followed
a parameterless version by Prellberg [173] that simplified the calculation considerably.
Our optimized implementation of PERM (see supporting information) allowed us to
sample long chain lengths (typically 2 × 104 touching beads of size w) while spanning
four decades in the dimensionless channel size δ and three decades in the anisotropy .
For DNA with w = 5 nm, our data typically correspond to contour lengths of 100 µm,
a full order of magnitude longer than traditional Markov chain Monte Carlo techniques
[71, 139, 140, 142, 237, 238]. This combination of asymptotically long chains, a thorough
exploration of the (δ,) phase space (see supporting information), and the large range
of confinement free energies allowed us to draw meaningful conclusions about univer-
sality. In addition to providing the chain conformational properties shown in Fig. 5.2
and Fig. 5.3, PERM can provide thermodynamic properties like the confinement free
energy.
To clearly see the analogy with the rod-to-coil transition in free solution, we also
need the equivalent of Eq. (5.1) for the confinement free energy of an ideal wormlike
chain ( = 0). To a good approximation, the confinement free energy of a chain in a
channel is equal to twice the confinement free energy of a chain confined to a slit [236,
239]
F = (2/3)pi2δ−2 (5.11)
Additionally, extensive computational work on strongly confined wormlike chains has
yielded an accurate prefactor to the Odijk expression for square channels [132]
F = 2.2072 δ−2/3 (5.12)
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Figure 5.4: The normalized free energy of confinement as a function of normalized chan-
nel width, δeff = (D − w)/lp from Eq. 5.13 ( = 0, dashed line) and PERM simulations
for  = 2 × 10−3 (open upward triangles), 5 × 10−3 (open downward triangles), 0.01
(plusses), 0.02 (open diamonds), 0.05 (crosses), 0.1 (open pentagons, DNA), and 0.2
(asterisks).
Following Chen and Sullivan [240] we propose an interpolation formula of the form
F = (2/3)pi
2δ−2
(5.147δ−2 + 3.343δ−1 + 1)2/3
(5.13)
Taking the limit δ →∞ yields Eq. (5.11) and δ → 0 matches Eq. (5.12). The remaining
constant for the δ−1 term is used to fit the shape of the crossover region obtained from
PERM simulations in the absence of excluded volume (see supporting information).
The similarity between Fig. 5.2 and Fig. 5.4 confirms the analogy between bulk and
confinement, and the plateau in Fig. 5.4 validates the presence of a Gauss-de Gennes
regime in confinement that connects the Odijk and Flory-de Gennes regimes. Compared
to free solution, the Gauss-de Gennes regime in confinement is less prominent than the
Gaussian regime in free solution because (i) the upper bound is lower in confinement
(−1 versus −2) and (ii) it is challenging to simulate extremely long chains with small
 at very high spatial resolution. Nevertheless, Fig. 5.4 clearly demonstrates the three
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regimes, including the scaling exponent predicted by Eq. (5.9).
The close agreement here between the scaling theory and simulations has paral-
lels with DNA confined in a sphere [241], but calls into question previous theories for
the thermodynamics of a channel-confined chain between the Odijk and the Flory-de
Gennes regimes. Most treatments apply Flory theory for a confined chain [136–138,
242] notwithstanding the fact that the accuracy of Flory theory predictions in free so-
lution relies on a serendipitous cancellation of errors that are not a priori applicable
in confinement. For example, the scaling F ∼ δ−4/3 predicted by Flory theory [30]
for the “extended de Gennes” regime [71, 136–138] is not evident in our simulations.
Other theories have attempted to incorporate backfolding of the chain to explain the
transition between the Odijk and Flory-de Gennes regime [136, 140, 142, 237, 243]. The
analogy between free solution and confinement makes the role of backfolding clear — it
is simply the transition from rod-like to ideal statistics in the correlation volume.
5.4 Conclusion
Our results provide not only a complete description of the universal regimes of any long,
channel-confined wormlike chain, but also have practical implications for genomic map-
ping in nanochannels [31, 47]. Our simulations predict that the Odijk regime is valid
for an effective channel size δeff ≡ (D − w)/lp ≤ 0.3 and the Flory-de Gennes regime
begins at δeff ≥ (2)−1 (see supporting information). For DNA in a nanochannel, the
Odijk extension [58, 132] applies for channels smaller than 20 nm, whereas the Flory-de
Gennes extension [59] only starts to apply for channels larger than around 200 nm,
where stretching is insubstantial. Since almost all experiments [30] and the commer-
cial nanochannel technology [47] operate between these limiting cases, it is unsurprising
that the experimental data are not described by the Odijk or de Gennes theories. Ad-
ditionally, the Gauss-de Gennes regime certainly has implications for dynamics, which
have recently been shown to be very sensitive to the anisotropy  over similar ranges
of extension (see Chapter 6). Future device design, as well as fundamental work, will
need to account for the nature of the rod-to-coil transition of the subchains comprising
nanoconfined polymers.
Chapter 6
Diffusion of DNA in a
nanochannel
This chapter is based on the publication:
D. R. Tree, Y. Wang, and K. D. Dorfman
Phys. Rev. Lett. 108 (2012), 228105
6.1 Introduction
The configurations and dynamics of a flexible chain confined in a tube were described
quite some time ago by de Gennes [59, 77, 130] and Odijk [58]. Emerging genomics
technologies such as DNA barcoding [51, 56, 244, 245] have brought to the forefront
the comparable problem of describing semiflexible chains when they are confined in a
nanochannel [55, 60]. In this chapter, we show that the classical results for the mobility
in the de Gennes [130] and Odijk regimes [58], which we will confirm describe the
dynamics of flexible chains over the full range of confinement, are only the limiting cases
for semiflexible chains such as DNA. Moreover, when DNA in a high ionic strength buffer
is used as a model polymer, we predict that the mobility is independent of the fractional
extension of the chain over the experimentally relevant range of chain extensions [60] (∼
20% to ∼ 80%). Thus, the commonly invoked ansatz [130] that the friction coefficient
of a confined, semiflexible chain is proportional to its extension fails for DNA.
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6.2 Theory
Let us first define what we mean by a semiflexible chain, since this term changes in
different contexts [246]. The polymer is described by its contour length L, persistence
length lp, and effective width w, such that the chain consists of N = L/lp persistence
lengths. Often, the term “semiflexible” is used in a global context to describe a chain
where L ≈ lp, corresponding to a semiflexible filament such as actin. In our study of
chains confined in nanochannels, we are concerned with the local flexibility of the chain
on the length scale of the channel size, D ≈ lp. In this context the anisotropy of the
“monomers” matters, with a flexible chain corresponding to lp/w ≈ 1 and a semiflexible
chain corresponding to lp/w  1 [72, 210].
In particular, we will focus on double-stranded DNA in a high ionic strength buffer
that screens electrostatic interactions, which has frequently been used as a model system
for a confined polymer [109]. In these conditions, DNA is clearly a semiflexible chain,
with lp = 53 nm [64] and w = 4.6 nm [136]. As we will see, this high degree of anisotropy
limits de Gennes’ model [59, 77, 130] to very small values of the fractional extension.
The DNA used in experiments can be quite long, normally tens of microns in length.
As a result, the chain is flexible in the global sense since L lp.
We already know that the semiflexible nature of DNA strongly affects its equilibrium
extension [71, 136, 138, 139, 238]. Figure 6.1 shows how the average chain extension,
〈X〉, depends on the degree of confinement for a flexible chain and semiflexible chain.
These data were generated by modeling the chain as a series of Nb = 2048 touching
beads [122] of size w that interact by a hardcore excluded volume interactions. To give
the chain a persistence length of lp, a bending potential is enforced between trios of
beads according to the discrete wormlike chain model [71, 190]. Analogous to our prior
work [71], we generated an equilibrium ensemble of chain configurations using Monte
Carlo simulations with reptation, crankshaft and pivot moves1 . The simulation was
run in each case until the statistical errors, corrected for the time series autocorrelation
[247], were smaller than the size of the plot symbols.
The classical theories [58, 59, 77] provide a complete description for the extension
1 For the persistence lengths of (5.3, 23, 53) nm, we obtained (103, 2 × 102, 103) samples per
simulation using (48, 48, 12) independent simulations, each with an equilibration of (2.07, 8.19, 20.6)
×108 steps and production runs of (2.05, 2.05, 4.10) ×109 steps.
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Figure 6.1: Averaged extension of a flexible (lp = 5.3 nm, squares) and a semiflexible
(lp = 53 nm, circles) chain containing 2048 touching beads of width w = 4.6 nm as
a function of the effective channel width, D − w, available to the chain. To aid the
eye, lines corresponding to the Odijk regime (solid), transition regime (dotted), and
extended de Gennes/de Gennes regimes (long dashed) are shown.
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of the flexible chain. Over almost the full range of extension, the flexible chain is in the
de Gennes regime [59, 77]. Here, the chain consists of isometric compression blobs of
characteristic volume D3 containing a subchain of length Lsub ∼= D5/3(wlp)−1/3 [138].
The corresponding extension is 〈X〉 ∼= L(wlp)1/3D−2/3. A more precise calculation
yields 〈X〉 ∼ D(ν−1)/ν with ν = 0.5877 being the Flory parameter [71]. In the tightest
channels, the chain crosses over into the Odijk regime [58], where the chain consists of
a series of deflection segments. The extension here is 〈X〉 = L[1 − 2α (D/lp)2/3] with
α = 0.09137 a universal prefactor [131, 132].
In contrast, we already know [71, 136, 138, 139, 238] that the classical theories
[58, 59, 77] only correspond to the limiting cases for the extension of a semiflexible
chain. Indeed, in order for a semiflexble chain to be able to reach a de Gennes regime,
the polymer must have a length of at least L ∼= lp3/w2 in a channel that is larger than
D ∼= lp2/w [71, 138]. As a semiflexible chain is compressed by decreasing the channel size,
the blobs become anisometric [71, 136, 138] with size D2H, where H ∼= (Dlp)2/3w−1/3.
Each one of these cylindrical blobs contains a subchain of length L∗ ∼= lp1/3D4/3w−2/3.
This regime was named the “extended” de Gennes regime [71] because the scaling for
the extension in the de Gennes regime, 〈X〉 ∼= L(wlp)1/3D−2/3, extends to the case
of anisometric compression blobs. When the channel size approaches the order of the
persistence length, D ≈ lp, the chain can no longer form blobs. Here the behavior
crosses into a transition regime where several simulations [71, 139, 238], as well as our
results in Fig. 6.1, indicate that the extension scales like 〈X〉 ∼ D−1 [71, 139, 238]. The
free energy of these configurations is unknown, and it is not clear yet if the behavior is
universal. Finally, when D  lp, the other classical limit of Odijk [58] is recovered.
For DNA confined in a nanochannel, semiflexibility is a crucial aspect. As the
anisotropy of the monomers increases, the width of the transition regime grows; the max-
imum extension in the extended de Gennes regime is compressed to 〈X〉/L ∼= (w/lp)1/3.
When DNA in a high ionic strength buffer is used as a model for a confined polymer [55,
60], the extended de Gennes regime and, in particular, the transition regime encompass
almost the entire experimental range of extensions [71]. Indeed, the existence of these
additional regimes explains [71] the disagreement between early experiments on DNA
extension in nanochannels [60] and the de Gennes model.
Let us now consider the mobility of a confined semiflexible chain. By applying an
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infinitesimal force fx that is uniformly distributed along the chain, the corresponding
velocity along the channel axis is
vx = µfx = 〈Ωxx〉fx (6.1)
where µ is the mobility of the chain. As seen in eq. (6.1), we can obtain the Kirkwood
approximation to the mobility [116, 118] from the appropriate component of the hy-
drodynamic tensor, Ωxx, where the brackets refer to an average over the equilibrium
distribution of chain configurations.
For a flexible chain, the number of monomers inside the volume D3 where the walls
screen long-range hydrodynamic interactions is sufficiently high to permit a simple scal-
ing law. Simplifying eq. (6.1) in terms of the pair-correlation function, g(r), following
de Gennes [77], yields
µ = N−1
∫
g(r)Ω(r)d3r (6.2)
In the blob theory [130] the pair-correlation function is replaced with c, the number
concentration of segments inside a blob, and the hydrodynamic screening by the walls
is approximated by Ω(r) = 1/ηr for r < D and an exponential decay for r > D [77,
130], where η is the solvent viscosity. Since we only need an approximate result, the
remainder of the calculation is simplified by using spherical coordinates and integrating
over the solid angle [77],
µ =
4pic
N
∫ D
0
1
ηr
r2dr ≈ cD
2
ηN
(6.3)
In the de Gennes regime, the monomer concentration in the blobs is c ∼= (Lsub/lp)/D3,
which yields c ∼= w−1/3l−4/3p D−4/3. Recalling that N = L/lp, we recover the classic
result [130]
µ ∼ (1/ηL) 〈X/L〉−1 (6.4)
In the extended de Gennes regime, the density of segments is (L∗/lp)/(D2H), which
again yields c ∼= w−1/3l−4/3p D−4/3. As a result, the blob theory predicts the diffusion in
the extended de Gennes regime is also given by eq. (6.4).
The key assumption leading to eq. (6.4) is that the number of segments in the
screening volume, cD3, is large enough so that each blob is non-draining (Zimm). In
other words, the subchain comprising a blob entrains the fluid inside it, whereupon the
segment-segment hydrodynamics dominate and the subchain behaves hydrodynamically
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like a solid object. Free draining (Rouse) behavior at the subchain level should arise
when D ≈ 2lp. There is now approximately one Kuhn length inside D3, which causes
each segment to be an independent friction center. In other words the segment-fluid
hydrodynamic interactions are dominant. In this limit, we would expect
µ ∼ (1/ηL) 〈X/L〉0 (6.5)
The question is whether the chain reaches the scaling of eq. (6.5) before it reaches the
Odijk regime (D  lp). In the latter case, the chain is like a slender, confined rod. Its
mobility [248]
µ ≈ 1
2pi
ln
(
lp
2a
[
1− 〈X/L〉
2α
]3/2)
(6.6)
reflects the dominance of segment-wall interactions. The latter expression involves the
bead hydrodynamic radius, a. We chose a = 1.38 nm so that the chain mobilities in
free solution for lp = 53 nm matched experimental values for DNA [92, 108, 193]. While
we raise this issue for nanochannels, similar concerns about the draining behavior have
been expressed for DNA in slits [152, 154].
6.3 Results and Discussion
To determine if and when the chain crosses over to eq. (6.5), we computed the Kirkwood
mobility through a Monte Carlo integration of eq. (6.1) [90, 188, 203, 249]. For a given
chain configuration, we computed the 3× 3 chain hydrodynamic tensor
Ω =
1
Nb
2
Nb∑
i,j
[
δij
6piηa
I + (1− δij)ΩOB(rij) + ΩW(ri, rj)
]
(6.7)
In the latter, δij is the Kronecker delta, ri and rj are the positions of bead i and j
respectively and rij = rj − ri. The hydrodynamic tensor includes a self-diffusion term,
a free-solution Oseen-Burgers tensor [176], ΩOB, and a wall term, ΩW, due to the ef-
fects of the no-slip condition at the channel boundaries. The Oseen-Burgers tensor is
acceptable in this calculation because the beads are hard spheres, and do not suffer from
unphysical behavior caused by bead-bead overlap. The wall term was calculated using
a numerical solution of Stokes equation, similar to Jendrejack et al. [176]. We employed
106
a second-order finite difference approach with a staggered, three-dimensional, uniform,
Cartesian mesh [177] and mass-conserving boundary conditions. Due to the prohibitive
computational time needed to solve the hydrodynamic problem for each chain config-
uration, the wall term was calculated and stored on a grid, and subsequently linearly
interpolated during Monte Carlo averaging. Finally, we note that in each case the sta-
tistical errors of the computed diffusivity, corrected for the time series autocorrelation
[247], are smaller than the size of all plot symbols.
Figure 6.2a shows the results for the mobility of DNA as a function of its extension.
In the largest channels, corresponding to the smallest fractional extensions, the channel
provides minimal confinement and the chains are approaching the Zimm free solution
mobility, µ ∼ L−3/5. Outside of this limit, the friction due to the walls is substantial. If
we neglect the wall term in eq. (6.7) for a channel size of 80 nm, the resultant mobility
is more than 5 times larger.
The key result is that the Rouse scaling in eq. (6.5) encompasses all of the extensions
seen in experiments for DNA [60]. In contrast, Fig. 6.2b shows that eq. (6.4) is a reason-
able description for the flexible chain all the way to the transition to the Odijk regime
of eq. (6.6). To be more quantitative, linear regression gives µ ∼ 〈X〉−0.874 (R2 = 0.998)
which agrees very well with the value of µ ∼ 〈X〉−0.61/0.7015 obtained from other flexible
chain calculations [250]. We also simulated an intermediate persistence length lp = 23
nm and found an intermediate result; for short extension this chain obeys de Gennes
scaling but it still exhibits a broad transition towards the Odijk result.
In the case of the flexible chain, the crossover between de Gennes and Odijk mobilities
is narrow, mirroring the extension behavior. If the confinement does not force a rod-like
conformation, this chain is so flexible that it can only form non-draining blobs. In the
semiflexible case, the large monomer anisotropy leads to a wide gap between the de
Gennes regime and the Odijk regime for the extension. This gap closely aligns with
the beginning and ending of the mobility plateau in Fig. (6.2)b. Thus the existence of
additional regimes for the extension of semiflexible chains explains both the existence
of the mobility plateau and the fact that it grows with increasing persistence length.
While we have focused exclusively on the dynamics of DNA in a high ionic strength
buffer, where electrostatic interactions are screened, there are DNA barcoding devices
[51, 244] that use high ionic strengths to stiffen the DNA backbone. As the ionic
107
10−1 100
10−1
100
10−1
100 (a)
(b)
Range of extensions in [8]
Figure 6.2: Mobility versus extension. All simulations correspond to w = 4.6 nm and
a = 1.38 nm. (a) Results for five different chain lengths for lp = 53 nm. The shaded
region corresponds to the extensions seen in DNA experiments [60]. (b) Results for three
different persistence lengths for L = 9.42 µm (Nb = 2048 beads). The dotted line is the
scaling of eq. (6.4) and the dashed line shows the scaling of eq. (6.5). The solid lines
are the approximation in eq. (6.6). The vertical lines are the values for the onset of the
scaling 〈X〉/L ∼ D−1 for the 53 nm chain (〈X〉/L = 0.15) and the 23 nm chain (〈X〉/L
= 0.2).
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strength decreases, the predicted values for the effective width and persistence length
begin to converge [66]. Our analysis thus predicts that DNA will obey the de Gennes
prediction in eq. (6.4) in a sufficiently low ionic strength such that lp/w ≈ 1 and a large
enough channel such that this very high persistence length chain can form compression
blobs. These experiments are technically challenging, since the length of DNA required
to reach the de Gennes regime in a low ionic strength buffer is enormous.
6.4 Conclusion
In this chapter, we have clearly shown that the hydrodynamics of confined semiflexible
chains deviate significantly from the classic prediction for a flexible chain in eq. (6.4)
[77, 130]. As there are a large number of publications using DNA in a high ionic strength
buffer as a model polymer, it is important to keep in mind the stark differences between
the dynamics of semiflexible chain such as DNA and the more flexible chains often
encountered in polymer physics [109].
Chapter 7
Relaxation Time of DNA in
Nanochannels
This chapter is based on the publication:
D. R. Tree, Y. Wang, and K. D. Dorfman
Biomicrofluidics 7 (2013), 054118
7.1 Introduction
The extension of a long DNA molecule confined in a nanochannel has attracted tremen-
dous attention [28–31] in large part because it couples a fundamental polymer physics
problem to an important application in genomics, namely DNA barcoding [10, 47, 51,
56, 251]. The theoretical basis for the equilibrium extension of DNA in a nanochannel
has been addressed to varying degrees of accuracy by theory and simulation for strong
[51, 58, 131, 132, 142, 190, 244, 246, 252, 253], moderate [71, 136, 138–140, 142, 155, 237,
238, 243, 254–257] and relatively weak [59, 176, 258, 259] confinement, leading to the
reconciliation [71] between early experimental observations [60] and the predictions of
the classic theories from Odijk [58] and de Gennes [59] (see also Chapter 5). Due to both
the paucity of dynamic data in strong confinement and the computational difficulty of
simulating the dynamics of long chains, there is little work validating the computational
predictions of confined DNA dynamics in nanochannels with hydrodynamic interactions
(see Chapter 6). We show here that the confined wormlike chain model used to model
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DNA extension can explain experimental results [55, 60] for the relaxation time of a long
DNA molecule in a nanochannel. Furthermore, our simulations highlight a previously
overlooked strong reduction in the relaxation time as the channel size is reduced below
the Kuhn length of the DNA, which has practical implications for the practice of DNA
barcoding [47].
It is not trivial to compute the relaxation time of a long polymer in confinement. In
addition to obvious challenges in computing the hydrodynamics of confined polymers
[260], one of the major challenges in modeling DNA in a nanochannel is selecting a model
that can accommodate the large separation of length and time scales. Explicitly, the
effective width of the polymer backbone, w, is small compared to the persistence length,
lp, which itself is small compared to the contour length, L, of the chain. The nanochannel
width introduces a fourth length scale, D, with the ratio D/lp determining the strength
of the confinement. In very weak confinement (D  lp) it is possible to use a coarse-
grained, bead-spring model [176] parameterized to match experimental data [141, 191].
However, this model cannot resolve DNA deformation when the confinement length scale
approaches the undeformed size of one (Gaussian) “spring” of DNA. A natural solution
to the resolution problem is to use a fine-scale model, such as the wormlike osculating-
sphere model (WOSM) described in Chapters 5 and 6 and Refs. 75, 122, where the
DNA is modeled by a string of beads of size w interacting via a discrete wormlike
chain bending potential [190] and hard core excluded volume. This model can easily
capture confinement down to the strong confinement regime (D  lp), provided that we
simultaneously ensure that the bond length, which is the bead size w for the WOSM,
is small compared to the channel size to avoid discretization artifacts. These are not
the only two model options; for example, the discrete stretchable, shearable wormlike
chain model [261] represents an attractive choice, but the dynamical implementation
of this model for complicated problems remains a work in progress. There are other
options for simulating confined polymers that are well suited to examining scaling laws,
such as the bond fluctuation method [262], but these models are challenging to connect
quantitatively to the experimental parameters.
For double-stranded DNA in nanochannels in a high ionic strength buffer, it is
now accepted that most experiments are carried out in the crossover regime between
the classical de Gennes regime [59] (suitable for l2p/w < D < Rg [71, 136], where
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Figure 7.1: Relaxation time (diamonds) obtained from Eq. 7.5 with c = 1.2 and the
WOSM compared to the experimental data of Reisner et al. [60] (triangles with error
bars).
Rg is polymer’s radius of gyration in free solution) and Odijk regime [58] (suitable for
D  lp). These circumstances necessitate a fine-scale representation such as the WOSM.
However, a typical molecule such as λ-DNA (48,500 base pairs) requires simulation of
several thousand beads and the longer molecules used for genomic mapping [47] require
tens of thousands of beads. Dynamic simulations become extremely expensive with
high spatial discretization and large molecular weights, even with fast implicit solvent
methods for the hydrodynamic interactions in confinement [260].
Fortunately, it is possible to arrive at a reasonable estimate for the polymer re-
laxation time, τ , by mapping the chain dynamics to a one-dimensional, overdamped,
Rouse dumbbell model with a finite but non-zero equilibrium extension [118, 263]. In
the present contribution, we show how the Monte Carlo methods used in our previous
work to compute the extension in Chapter 5 and Ref. 71 and the hydrodynamic mobility
in Chapter 6 can be used to parameterize such a dumbbell model. The ultimate result
of our analysis is seen in Fig. 7.1, which compares our computational predictions to the
seminal experiments of Reisner et al. [60]. The agreement between our approach and
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the experimental results shown in Fig. 7.1 lend confidence to our use of the WOSM, the
Kirkwood approximation employed to obtain the friction, and the assumptions made in
mapping the model to an overdamped, Rouse dumbbell. Furthermore, this agreement
provides a basis for considering the WOSM model in the engineering of nanochannel
devices for genomic mapping. However, there are certainly limitations to the com-
putational model and gaps in our understanding of the underlying physics, which are
discussed in conjunction with our modeling results.
7.2 Methods
7.2.1 Dumbbell Model and Mapping
We begin by recalling the physics required to map the chain dynamics to a one-
dimensional, overdamped, Rouse dumbbell model with a finite equilibrium extension
[118, 263]. In this model, the autocorrelation function C(t) of the fluctuation about the
mean extension 〈X〉 is given by[264]
C(t) = 〈δX(0)δX(t)〉 = 〈δ2X〉 exp(−t/τ) (7.1)
where
δX(t) ≡ X(t)− 〈X〉 (7.2)
is the deviation from the mean extension and
τ =
ζ
2keff
(7.3)
is the relaxation time. Two important terms appear in Eq. 7.3: ζ, the friction coefficient
of each of the two beads comprising the dumbbell and keff , the spring constant of the
Hookean spring between them [118, 263].
To map between the two models, both the friction coefficient, ζ, and the effective
spring constant, keff , of the dumbbell model must be defined in terms of the wormlike
chain model. Since the dumbbell model has no hydrodynamic interactions, the friction
of the center-of-mass of the dumbbell is simply equal to 2ζ. Equating the center-of-
mass friction of the WOSM to that of the dumbbell defines ζ and provides the first part
of the map. Per this definition, the dumbbell friction is independent of conformation
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fluctuations. This is appropriate, since the friction coefficient obtained from the WOSM
employs a rigid-body approximation [124, 203] similar to the mean field pre-averaging
approximation used in the Zimm model [118]. Accordingly, we focus on the case when
the conformation is unperturbed by external forces (other than confinement). This
means the relaxation time obtained by this method is only valid for the fluctuations of
the polymer about its equilibrium conformation. We thus do not consider the possibility
of a second relaxation time related to non-equilibrium stretching [156].
The spring constant of the Rouse dumbbell is obtained from the equipartition the-
orem, which gives
keff =
kBT
〈δ2X〉
(7.4)
where kB is Boltzmann’s constant, T is the absolute temperature and 〈δ2X〉 is the vari-
ance in the extension of the spring. Since the spring is harmonic, the probability density
function of the extension in the dumbbell model is Gaussian [118], and is therefore com-
pletely described by the mean span, 〈X〉, and variance 〈δ2X〉. Subsequently, the first two
moments of the extension distribution function in the WOSM are used to define the
dumbbell harmonic spring and are thus sufficient to define the effective spring constant.
This implies that the spring constant mapping is only valid insofar as the extension
distribution function is well described by its first two moments. This certainly breaks
down for extensions near the maximum contour length and cases where the extension
distribution is complicated or multi-modal as might exist in the presence of backfolded
states in tight confinement [140, 142, 254]. Note that for the chain extension we chose
to work in terms of the span, X [71], rather than the end-to-end distance, since the
former is the experimentally relevant metric.
In the light of this mapping, it proves convenient to recast Eq. 7.3 in terms of the
quantities obtainable from the simulation of the WOSM. With this change of variables,
the relaxation time becomes
τ
τR
=
c
4
〈δ2X〉
Llp
2ζ
ηL
(7.5)
where
τR ≡ ηL
2lp
kBT
(7.6)
is the Rouse relaxation time for an ideal chain without the prefactor [72, 114]. In Eq. 7.5,
we included a prefactor c as an O(1) fitting parameter that we will use in the subsequent
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analysis. Note that c = 4/pi2 would be an appropriate choice resulting from matching
the center of mass diffusivity of a Rouse chain to a dumbbell model [264].
While a simple dumbbell model may seem like a very crude approximation, a single
exponential decay of C(t) is consistent with experimental findings [30, 60]. Furthermore,
we do not construct the dumbbell arbitrarily; instead, it is parameterized to match
equilibrium properties determined from Monte Carlo sampling of the fine-scale WOSM.
This strategy gives nearly quantitative agreement between the simulation results and
experimental data for the relaxation time with a single O(1) fitting parameter to account
for the uncertainty in the various physical parameters appearing in the detailed model.
7.2.2 Monte Carlo Simulations
To parameterize the dumbbell model, we employ the aforementioned WOSM in a square
nanochannel of size D as described in Chapters 4–6. To compute equilibrium chain
properties, we used a standard Metropolis algorithm with reptation and crankshaft
moves [71]. To calculate the values of ζ and 〈δ2X〉 which we desire, we require a fully
parameterized WOSM, which includes an effective width, w, a persistence length, lp, a
contour length, L, and a hydrodynamic radius, a (see Chapter 4. As the aim of our
simulations is ultimately a comparison with the experimental relaxation time data from
Reisner et al. [60], we examine λ-DNA in channel sizes between 30 nm and 450 nm. We
approximate the dyed contour length of λ-DNA as L = 18.63 µm, as suggested by these
authors [60], which is within the sizes we can compute using the standard Metropolis
algorithm (see Chapters 3–5 and Ref. 71).
In addition to the channel size and contour length, the model requires specifying the
persistence length, which parameterizes the bending energy, and an effective width of the
DNA, which parameterizes both the hard core, intrachain excluded volume interactions
and the hardcore interactions with the channel walls. Note that in the WOSM the
discretization length equals the effective width making the total contour length equal
to the number of beads times the effective width. While there is widespread agreement
that the persistence length of double-stranded DNA in a high ionic strength buffer is
approximately 50 nm [64], there is less consensus surrounding the effective width.
In our previous work [71], we suggested treating the effective width as a free pa-
rameter to fit the simulation data for 〈X〉 to experimental data, provided that the end
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result is reasonably close to the prediction from Stigter’s theory for short, rod-like DNA
[219]. (For high ionic strengths, Stigter’s theory[219] predicts w ≈ 5 nm.) In our initial
foray into this problem,[71] we concluded that an effective width between 4.6 nm and
12 nm seemed reasonable, with w = 7 nm being the best fit for the experimental exten-
sion data [60] after trying to collapse it with de Gennes scaling. Given the uncertainty
in the exact value of the effective width, especially the difference between DNA-DNA
interactions and DNA-wall interactions, we decided to take a simple, approximate ap-
proach in our work here. We set the effective width to be w = 10 nm and combine this
with an estimate of the persistence length with a single significant digit as well, lp = 50
nm. These are reasonable order-of-magnitude estimates for both parameters, and we
conjecture that the adjustable parameter c in Eq. 7.5 will ultimately allow us to correct
for the uncertainty.
Figure 7.2(a) shows the WOSM mean span versus channel size compared to the
experimental data of Reisner et al. [60], which justifies our supposition regarding the
parameter estimates. There is very good agreement between the model predictions and
the experimental data for large channel sizes, where we observe de Gennes scaling and
expect excluded volume to play a significant role (see Chapter 5). However, for small
channels, the WOSM values deviate significantly from the experimental data, suggesting
that as the channel size approaches the effective width, hardcore interactions between
the polymer and channel become increasingly inadequate to describe the real system.
We should also point out that the experimental data were obtained in rectangular
channels [60], and there is a small correction for the channel aspect ratio [71] that is
not incorporated into our analysis.
Figure 7.2(b) shows that the extension results are also consistent with the scaling
produced by prior simulation work. In the region D/lp ∼ 1, we observe a slope D−1
similar to the data in Chapter 5 and to simulation data by other groups [71, 139,
238]. This slope is also consistent with the existence of a Gauss-de Gennes regime,
as discussed in Chapter 5. For the larger channel sizes, the scaling for the extension
switches to D1−1/ν with ν = 0.5877. The latter result is consistent with either a de
Gennes regime [59] or an extended de Gennes regime [71, 138].
In addition to equilibrium values, we are interested in the chain friction, ζ, which
is determined by a rigid-body approximation to the diffusivity [122, 249]. Specifically,
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Figure 7.2: (a) Fractional extension of DNA in a square nanochannel of size D from
Monte Carlo simulations (circles) and from Reisner et al. [60] (triangles). Error bars for
the simulation data are the standard error, and when not explicitly shown, the error is
of order of the symbol size. Simulation parameters: lp = 50 nm, w = 10 nm, L = 18.63
µm (i.e. 1863 spheres). The same set of parameters is used throughout this work. (b)
Same data plotted in dimensionless log-log form. The solid curve is the prediction for
the Odijk regime [58] with no free parameters [132]. The dashed line is the predicted
slope for the proposed Gauss-de Gennes regime (Chapter 5), and the solid line in the
bottom right is the scaling D1−1/ν with ν = 0.5876.
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similar to Chapter 6, the chain conformations used to obtain Fig. 7.2 are combined
with a numerically determined confined hydrodynamics tensor [176]. The confined hy-
drodynamic tensor leaves a degree of freedom for the bead hydrodynamic radius, a.
Our analysis of the free solution diffusivity of DNA in Chapter 4 indicates that for a
touching hydrodynamic bead model, a value of a = 3 nm gives a good approximation of
the diffusivity. We use this value, noting that the WOSM model does not have touching
hydrodynamic beads, which introduces some error. Doing so, we again anticipate that
the value of c in Eq. 7.5 will compensate for the error introduced here.
Before proceeding, we should also justify the need for the new Monte Carlo simu-
lations presented here in the light of our previous work. In principle, we could use our
existing simulation data for short chains from Chapters 5–6 and Ref. 71, and then ex-
trapolate to λ-DNA using scaling laws. However, since these scaling laws are implicitly
one of the things we are trying to evaluate, such an approach seems questionable. The
new calculations we used here are intended to provide data at the molecular weight
of λ-DNA and cover the full range of channel sizes used in experiments [60]. We thus
expect the trends in the mean span [71] and hydrodynamic mobility as a function of
confinement to be identical to our prior results, even if the quantitative values may
differ slightly. For instance, the parameters used in Fig. 7.2 correspond to a monomer
anisotropy  ≡ w/lp = 0.2. In the discussion in Chapter 5 on the Gauss-de Gennes
regime, we pointed out that the Gauss-de Gennes scaling 〈X〉 ∼ D−1 results from the
stiffness of the chain, much in the way that the range of molecular weights that ex-
hibit ideal chain scaling for the free solution radius of gyration increases with monomer
anisotropy. Using scaling arguments, we showed that the range of channel sizes in the
Gauss-de Gennes regime increases with increasing monomer anisotropy, and that this
regime should disappear entirely in the limit of a freely jointed chain. The relatively
flexible chain model used here suppresses the extent of the Gauss-de Gennes scaling
〈X〉 ∼ D−1, which is reflected in the data in Fig. 7.2.
Additionally, we have also computed new results for the variance in the extension
(span) of the chain, a parameter appearing in the dumbbell model, and (in Section 7.3.2)
we confirm that the span distributions are reasonably Gaussian, which is an assumption
in the dumbbell model. The variance of the span has yet to be systematically studied as
a function of confinement and monomer anisotropy, although there are some intriguing
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new results supporting the existence of an extended de Gennes regime [155]. In fact, all
of the physical quantities required to arrive at the relaxation time (average extension,
variance in the extension, and the hydrodynamic mobility) depend on the extent of
confinement and the physical properties of DNA, and a complete understanding of
these relationships has yet to be achieved [30]. Thus, while there are deep scientific
insights to be mined by exploring these dependencies in detail, for this work we keep
our focus very practical — we simply want to show that models and methodologies now
exist to determine the relaxation time of channel-confined DNA, and carefully assess
the limitations of this approach.
7.3 Results and Discussion
7.3.1 Computing the relaxation time
Figure 7.3 shows Metropolis Monte Carlo results for the variance in the extension,
〈δ2X〉, and the chain friction, ζ, as a function of channel size for λ-DNA. The friction
and mean span fluctuations in Fig. 7.3 along with the parameters necessary to define
τR provide the necessary data to compute the relaxation time via Eq. 7.5. Using the
aforementioned contour and persistence lengths and assuming a viscosity of 1 cP and a
temperature of 298 K gives τR ≈ 4.2 s. Combining these results with the choice c = 1.2
gives the relaxation times shown in Fig. 7.1, which are compared to the experimental
data reported by Reisner et al. [60].
The friction coefficient appearing in Fig. 7.3 behaves as expected, given previous
computational results for the mobility of semiflexible chains in confinement (Chap-
ter 6). In weak confinement, the friction slowly increases as the channel size decreases,
consistent with a blob theory. In strong confinement, the friction diverges logarithmi-
cally, consistent with a lubrication model for the relative motion of concentric cylinders.
From this we conclude that these previously observed trends are robust to the molecular
weight, persistence length and effective width used here.
The variance, on the other hand, shows more interesting behavior. The data show
a small, gradual increase in the variance as the channel size decreases until the channel
size is around the Kuhn length of DNA (100 nm). Although we are focusing primarily
on the approach required to produce Fig. 7.1, it is worthwhile to make a brief diversion
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Figure 7.3: Normalized chain friction (left panel, triangles) and normalized fluctuations
in the mean span (right panel, squares) of the WOSM as a function of channel size.
here to discuss the relatively flat response of the channel fluctuations for D > 100 nm.
In a recent publication, Dai and Doyle [155] proposed that the fluctuations in the chain
extension are given by
〈δX2〉 ∼= NblobR2blob (7.7)
where Nblob is the number of blobs and Rblob is the size of the blob. The ideas behind
this equation are that (i) the fluctuation of each blob is independent of the other blobs
and (ii) the influence of confinement inside a blob is negligible. Their analysis then
suggests that the fluctuations in the extended de Gennes regime [138] should have the
scaling [155]
〈δX2〉 ∼= Llp (7.8)
which agrees with the result obtained from Flory theory [71] for the extended de Gennes
regime. Interestingly, this logic also leads to the same scaling for the Gauss-de Gennes
regime introduced in Chapter 5, if blob theory is indeed valid there. In the latter regime,
the blob size is the channel size,
Rblob ∼= D (7.9)
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The blobs are assumed to exhibit ideal chain statistics [59, 255, 265]
Lsublp ∼= D2 (7.10)
where Lsub is the contour length of the subchain inside a blob. The total number of
blobs is then
Nblob =
L
Lsub
∼= Llp
D2
(7.11)
Using Eq. 7.9 and Eq. 7.11 in Eq. 7.7 yields the same scaling for the extension fluctua-
tions in the extended de Gennes regime (Eq. 7.8) and the Gauss-de Gennes regime.
Regardless of the specifics of the regime, the lack of dependence of the variance on the
relaxation time means that, in moderate confinement, the relaxation time is especially
sensitive to the friction coefficient. As a result, the qualitative agreement between the
calculated and experimental relaxation times appearing in Fig. 7.1 provides evidence
that, in moderate confinement, the rigid-body assumptions used to obtain the friction
coefficient are adequate. While this evidence is not as strong as a direct experimental
measurement of the chain friction coefficient, it is still a significant result given the
difficulty in obtaining both experimental and computational data for the dynamics of
moderately confined semiflexible chains.
As the channel size is decreased further and falls below the Kuhn length, the variance
quickly drops, presumably due to the loss of the degrees of freedom associated with short
length-scale backfolds along the chain contour [58, 131, 132, 140, 142]. As stated above,
unlike the variance in the extension, the friction diverges as the channel size decreases.
Thus for strong confinement, the variance in the mean span dominates the relaxation
time.
Since the two curves present in Fig. 7.3 are directly combined to give the relaxation
time in Fig. 7.1, we can assess the effect of both the friction and the variance in the
extension on the relaxation time. We turn our attention back to Fig. 7.1 to do so.
Note that the overall shape of the calculated and experimental relaxation time curves
in Fig. 7.1 are similar, including the presence of a maximum in the relaxation time near
the Kuhn length. Given our assessment of Fig. 7.3, we postulate that this maximum
results from a tradeoff of increasing friction and decreasing variance as the channel size
decreases.
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7.3.2 Model Assumptions, Limitations and Criticism
Having presented the evidence supporting our modeling approach, we now provide some
critical analysis of our assumptions and method. As mentioned, in order to map the
detailed WOSM to the one-dimensional dumbbell model, we assumed that small fluctu-
ations about the equilibrium extension were approximately Gaussian. Accordingly, we
need information on the probability density function, ψ(X), of the span of the detailed
model. Naturally, ψ(X) cannot be exactly Gaussian due to finite extensibility (i.e. X
can not exceed L [75]) and hairpin states may cause the distribution to be distinctly
non-Gaussian [140, 254]. To avoid any complication due to global hairpins [254], we
initialized all of our Monte Carlo runs in extended states. Subsequently, while many
backfolded states were realized in weak confinement, no global hairpins were detected
for D . lp. This observation is consistent with the hypothesis that hairpin formation
is a rare, slow event in Metropolis Monte Carlo simulations of DNA in tight confine-
ment [140]. However, with this method we are unable to determine if hairpins are in
fact absent from the equilibrium ensemble, or if the simulation is incapable of reaching
the time scale necessary to observe such configurations. Regardless, it seems likely that
experimental measures of the relaxation time also neglect hairpins, since they are easily
observed [29, 60, 243, 266, 267].
Figure 7.4(a) shows the resulting probability density functions, ψ(X), obtained from
the configurations of the WOSM, where the bulk of the probability density is reasonably
well approximated as Gaussian for all channel sizes. Indeed, this approximation is
further supported by the normal probability plots shown in Fig. 7.4(b), which show that
no significant deviation from Gaussian behavior occurs until ±2 standard deviations.
Since the chain has a finite extension, there must be deviations from Gaussian behavior
in the tails of the normal probability plots. Additionally, note that there is poorer
sampling in the tails of the distributions, leading to substantial noise in this region.
Perhaps the most uncertain part of our analysis is the estimation of the various
parameters lp, w, a and even L in the presence of the intercalating dye, which is the
main reason why we chose to include a fitting parameter in Eq. 7.5. Indeed, it seems
that all attempts to quantitatively compare simulations and theory to experimental data
for DNA are impacted by the absence of reliable measurements for these parameters for
dyed DNA.[237] We have adopted the standard approach here, increasing the contour
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Figure 7.4: (a) Probability density function for the chain extension ψ(X) in the WOSM
for different channel sizes as a function of fractional extension. The channel sizes shown
are (from right to left in nm): 30, 36, 43, 52, 62, 74, 89, 106, 127, 152, 183, 219, 262,
314, 376, 450. (b) Normal probability plot of the 16 distributions. The solid black line
indicates a normal distribution. The color scheme in both panels is the same.
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length by 20-30% while assuming the persistence length is unchanged, inspired by the
success of these parameters in models for DNA electrophoresis [268].
Given the number of approximations required to reduce an intractable dynamic
simulation problem to a feasible Monte Carlo calculation, the quantitative agreement
in Fig. 7.1 is satisfying, especially since all of the uncertainty in the parameters and the
assumptions required for the methodology seem to be reducible to a single O(1) fitting
constant. In particular, while the Kirkwood approximation is known to be accurate for
weak confinement [176], there are no experimental data or dynamic simulation data to
assess its accuracy in strong confinement. A possible route to improving the quantitative
agreement is to modify the WOSM so that the spheres correspond to the hydrodynamic
diameter a rather than the excluded width w, thereby improving the accuracy of the
hydrodynamic calculations while simultaneously reducing discretization artifacts in the
smaller channels. However, the tradeoff is an increased number of beads required to
reach a particular contour length L; the requisite hydrodynamics calculations entail
improvements in the methodology that are currently in development. We also recognize
the need to develop a more sophisticated model for the DNA-wall interactions in the
Odijk regime, where the hardcore excluded volume is probably insufficient.
7.4 Conclusion
In the present contribution, we showed how a one-dimensional, overdamped, Rouse
dumbbell model, parameterized from detailed Monte Carlo simulations, can reasonably
reproduce the relaxation time data observed in experiments [60] using a single O(1)
fitting parameter. While there are a number of assumptions underlying our analysis,
the final result in Fig. 7.1 suggests that our model is sufficient to capture the extant
experimental data. There are two obvious routes to test our approach. One option is to
acquire experimental data under the same experimental conditions, since our simulation
results make a testable prediction about the shape of the relaxation time curve. How-
ever, it seems likely that additional experimental data points would not invalidate our
result, especially in light of the experimental uncertainties. A more promising avenue is
to acquire experimental data for the relaxation time at different ionic strengths, which
will alter simultaneously the persistence length and the effective width (see Chapter 4
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and Refs. 66, 269). Inasmuch as we have already used our adjustable parameter in
Eq. 7.5, changing ionic strength would provide a stringent test of our approach. Nat-
urally, we would also need to recompute the data in Fig. 7.3 for the new values of lp
and w, but this is a straightforward computational task. If additional experimental
data ultimately point out a shortcoming in our result, it is worthwhile to consider what
might be the weakest link connecting the detailed Monte Carlo simulations to the re-
laxation time. Based on Fig. 7.4, it would seem that the assumption of a Gaussian
spring for the fluctuations about the equilibrium extension is a possible source of error.
While the bulk of the probability distribution is captured by a Gaussian distribution,
the tails certainly cannot be Gaussian. Moreover, depending on the amount of weight
in the tails, they may make a non-trivial (but still finite) contribution to the variance
in the extension. Fortunately, there is already a body of literature on polymer rheology
using dumbbell models with more sophisticated spring laws [118]. Moreover, one should
be able to construct an appropriate spring by comparing its thermal properties to the
histograms in Fig. 7.4. While any such model is certainly more complicated than the
Gaussian model we used here, the additional degrees of freedom in a more complicated
spring law — along with a finite extensibility — should improve the agreement with
experimental data.
Moving beyond the methodology, our results suggest that a dramatic reduction in
the fluctuations of the span of the chain as the channel size drops below the Kuhn length
of the DNA, not the increased friction, are responsible for a qualitative change in the
relaxation time. This phenomenon is not just a scientific curiosity; it is critical to the
success of state-of-the-art DNA mapping in nanochannels. In the commercial method
[47, 56], the DNA molecules are decorated with sequence-specific probes and injected
into an array of nanochannels. The resulting massively parallel array of linearized
molecules is imaged in a series of consecutive scans. The extension fluctuations thus
set the lower bound for the error in a single snapshot of the extension between two
barcodes. The most recently reported nanochannel mapping device [47] uses 45 nm
× 45 nm channels, which are well below the 100 nm Kuhn length of DNA. Our data
suggest that these channel sizes suppress the variance in distance between barcodes,
thereby permitting a robust identification of the structural variations that are critical
to understanding genomic diversity [47].
Chapter 8
The Odijk Regime in Slits
This chapter is based on the publication:
D. R. Tree, W. F. Reinhart, and K. D. Dorfman
Macromolecules (2014), In Review
8.1 Introduction
The subject of confined wormlike polymers has garnered recent attention due to the
confluence of fundamental questions in polymer physics and the demand for new genomic
analysis tools [51, 270]. One of the simplest modes of confinement, both theoretically and
experimentally, involves placing a wormlike chain between two parallel planes. This type
of confinement exhibits a rich set of equilibrium behavior due to the interplay between
confinement, chain stiffness, excluded volume interactions and chain length [136, 140–
143, 146–148]. However, despite the apparently simple geometry, details surrounding
strongly confined wormlike polymers in slits remain remarkably controversial [140, 142,
147]. In this article, we attempt to resolve the issue by proposing a comprehensive
theory of the Odijk regime in slits, which we subsequently support with Monte Carlo
simulations.
The source of disagreement in the literature surrounds a divergence of approach in
attempting to resolve the details of the Odijk regime in slits. Using a combination of field
theory and simulation, Burkhardt et. al. [131, 132, 271] and Chen and Sullivan [240] have
examined polymers absent any intra-chain interactions (i.e. ideal chains). By different
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methods, both groups [131, 132, 240, 271] produce strong, independent evidence for the
existence of deflection segments in slits, and Burkhardt et. al. [131, 132, 271] provide
precise predictions of the relevant numerical prefactors. Alternatively, Doyle et. al. [142,
147] and Cifra [140] have studied real chain models, which include excluded volume
interactions and aim to directly compare with experiments using DNA. In the latter
work, the evidence for the Odijk regime is less clear — so much so that one study
suggests that the Odijk regime may not even exist in slit confinement [140].
We reconcile these threads in the literature with a theory for strongly confined
polymers in slits based on the two simple postulates that are embodied in the schematic
shown in Figure 8.1. We first posit that a sufficiently long, strongly-confined chain may
be viewed as a two-dimensional chain with weak swelling in the direction normal to the
confinement plane due to deflection segments, as seen in the left panel in Figure 8.1.
Such a theory is plausible if the formation of deflection segments is (i) independent
of chain properties such as persistence length and excluded volume and (ii) separable
from the behavior of the chain along the other dimensions. The fact that the chain is
essentially two-dimensional should not be particularly surprising, since it is analogous to
the mapping proposed by Daoud and Gennes [59] for blob regimes in weak confinement.
Indeed, this analogy is easily visualized if one imagines that the beads of the chain in
the left panel of Figure 8.1 are replaced by blobs.
The second postulate concerns the nature of chains with excluded volume and is
shown in the right panel of Figure 8.1. When the slight height, H, is much greater than
the chain width, w, the probability of intra-chain interactions becomes vanishingly small
and the ideal limit is recovered. The opposite happens when H = w. Here, the chain
cannot avoid itself and becomes equivalent to a purely two-dimensional, self-avoiding
wormlike chain in the plane of confinement [208, 272]. The case H > w exhibits some
probability of interaction and is thus a more complicated, intermediate state. Using
these insights, we propose that a theory that aims to describe slit-confined chains with
excluded volume must be consistent with the ideal chain case discussed in the previous
paragraph when H  w and must also reduce to a real, two-dimensional wormlike chain
when H = w.
We proceed to incorporate these postulates into a theory of the Odijk regime in
slits. First, we extend the ideal chain results of Burkhardt et. al. [131, 132, 271] and
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Top View Side View
H = w
H > w
H ≫ w
Figure 8.1: Schematic representation of real chains in varying degrees of strong, uni-
axial confinement (i.e. H  lp). The left presents a top-down view, showing a two-
dimensional wormlike chain composed of deflection segments. The right shows a cross-
sectional view, which highlights the effect of excluded volume strength. For H = w, the
polymer becomes a wormlike chain confined to a plane and is a purely, two-dimensional
self-avoiding walk. Alternatively, when H  w the probability of segment interactions
is greatly suppressed and the chain becomes ideal. Note that this schematic does not
depict a fixed value of the persistence length, which must be much greater than the slit
height in all cases.
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Chen and Sullivan [240] into a theory that quantitatively relates a strongly confined
chain and a 2D wormlike chain. We then incorporate the effects of excluded volume
using a Flory theory originally proposed by Odijk [136], which accounts for both the
limits H  w and H = w described in Figure 8.1. Having reviewed and expanded
on the theory of the Odijk regime in slits, we compare its predictions to numerical
results of a discrete wormlike chain model using an off-lattice version of the pruned-
enriched Rosenbluth method [171]. The method allows us to explore a large region of
the applicable parameter space over which we find excellent agreement with our theory.
Finally, we conclude with a brief discussion of some of the implications of our findings.
8.2 Theoretical Results
8.2.1 Ideal Chains
We now consider detailed theoretical results for the equilibrium behavior of an ideal
wormlike chain in the Odijk regime in slits. Alongside our own results, we also review
prior work on ideal chains, which is necessary for a self-contained discussion of chains
with excluded volume in Section 8.2.2. Given the need to review this material and our
desire to preserve logical continuity, ideas and equations attributable to other authors
are often simply distinguished with a citation. Conversely, an equation with no such
citation can be considered an original contribution.
A slit-confined, ideal wormlike chain has three length scales which characterize its
behavior: a slit height, H, a contour length L and a persistence length lp. In the present
work, we will focus solely on the region of the parameter space where H  lp, which we
take as the definition of the Odijk regime. Furthermore, we restrict our scope to proper
uniaxial confinement, with an infinite domain extending in the directions tangent to the
floor and ceiling of the slit. In practice slits must of course have side walls, but it is
anticipated that the walls are unimportant for the equilibrium conformation as long as
the polymer size, R, is small compared to the distance between the walls [31, 136].
The Odijk regime is distinguished by the emergence of a new length scale, which
manifests itself when H  lp [58]. This length scale, called the deflection length [58]
λ = H2/3l1/3p (8.1)
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describes the contour length of the confined chain between intermittent collisions with
the top and bottom of the slit walls (see Figure 8.1). Since the persistence length is large
on the scale of confinement, bending of the chain is minimal between such deflections,
and a segment of the chain of the size of the deflection length is essentially rod-like.
In addition to the restriction that H be much less than lp, the contour length of the
chain must be sufficiently long to enter the Odijk regime. In fact, given that H  lp we
can distinguish between three regimes of behavior based upon the contour length of the
chain. When L λ we achieve the Odijk regime, where we have sufficient chain length
to exhibit a large number of deflection segments. On the other hand, if L  H the
chain is weakly confined and behaves similar to rod-like particle in the bulk. Due to the
separation of length scales between H and λ when lp is large, there is an intermediate
regime which arises when H  L  λ. This regime is characterized by orientational
ordering of the stiff chain, similar to nematic ordering of rod-like liquid crystals [273].
The transition from bulk behavior to the Odijk regime can be characterized by
both a projection of the contour length onto the plane of confinement, L‖, as well as a
confinement free energy, ∆Fc. We define the projected contour length as the length of
the chain contour projected onto the plane parallel to the slit surface
L‖ =
〈∫ L
0
∣∣∣∣∂r‖∂s
∣∣∣∣ ds〉 (8.2)
where r‖(s) = e⊥ × r(s) × e⊥ is the projection of the contour of the chain, r(s), onto
the slit surface assuming that e⊥ is a unit normal to the plane of confinement. The
confinement free energy is given by
∆Fc = kBT ln
Z
Z0
(8.3)
where Z is the configurational partition function, Z0 is the partition function for an
ideal, unconfined wormlike chain, kB is Boltzmann’s constant and T is the absolute
temperature.
Focusing on the projected contour length for the moment, we note that it is difficult
to obtain an analytical expression from Eq. 8.2, and we are forced to rely on numerical
techniques. Fortunately some simple trigonometric arguments are sufficient to obtain
approximate expressions for L‖ in each regime. When L H, the polymer is rod-like,
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and we can approximate the projected contour length as
L‖ ≈ L〈cos θ〉 (8.4)
where θ is the smaller angle between L and L‖. Because L is smaller than the slit height,
the rod is free to rotate isotropically, giving [273]
L‖ =
piL
4
(8.5)
which is what we would expect as bulk-like behavior. In the orientation regime, when
H  L  λ, the chain is still rod-like but can no longer rotate freely. In this case we
can assume that θ ≈ H/L is small and we can expand the right hand side of Eq. 8.4 to
give [58]
L‖ ≈ L
[
1− 1
2
(
H
L
)2]
(8.6)
A more careful evaluation of Eq. 8.2 yields only a change to the prefactor [131, 132, 271]
L‖ = L
[
1− αL
(
H
L
)2]
(8.7)
with αL = 0.09137. Finally, in the Odijk regime, L  λ and the chain consists of
Nλ = L/λ deflection segments. Assuming each deflection segment contributes a portion
similar to the orientation regime, we substitute L = λ into the right-hand side of Eq. 8.7
and multiply by Nλ to obtain [58, 131, 132, 271]
L‖ = L
[
1− αL
(
H
lp
)2/3]
(8.8)
The confinement free energy also shows distinctive behavior in each of the three
regimes. When L H, a combination of a loss of translational and rotational entropy
gives rise to [239, 274]
∆Fc = − ln
(
1− L
2H
)
(8.9)
This free energy is identical to that of a weakly confined polymer in larger slits (H  lp)
and is exactly half that of a weakly confined polymer in a square channel [239, 275].
When H  L λ, the loss of rotational entropy becomes more severe and [273, 274]
∆Fc = kBT ln
(
2L
H
)
(8.10)
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When L  λ, dimensional analysis suggests that the confinement free energy ∆F is
O(kBT ) per deflection segment is [58, 273]
∆Fc ∼ kBT L
λ
(8.11)
Odijk has pointed out that Eq. 8.11 is not equivalent to Nλ independent segments with a
free energy given by Eq. 8.10 [58, 273]. Instead, Eq. 8.11 also accounts for the correlation
between successive deflection segments due to chain connectivity [273]. Rearranging
Eq. 8.11 and introducing a dimensionless confinement free energy per persistence length
F , gives [131, 132, 271]
F ≡ ∆Fc
kBT
lp
L
= A
lp
λ
(8.12)
where A = 1.1036 is a geometry-dependent prefactor previously calculated by Burkhardt
et. al. [131, 132, 271].
It is worth pointing out that since the Odijk regime is asymptotically approached
when H  lp, the confinement free energy smoothly varies between the strong con-
finement limit [58] and the weak confinement limit [59, 265] as a function of H/lp.
Accordingly, Chen and Sullivan provide an interpolation formula for the free energy of
ideal chains as a function of slit height [240],
F = pi
2/3 (lp/H)
2
[5.146(lp/H)2 + 1.984(lp/H) + 1]
2/3
(8.13)
valid at all values of H/lp. Note that Eq. 8.13 reduces to Eq. 8.12 in the limit H/lp  1.
In many experimental systems, L  λ and the chain is long enough to be safely
considered in the Odijk regime. In such systems (e.g. fluorescence microscopy experi-
ments involving double-stranded DNA), the polymer size projected onto the confinement
plane, R‖, is directly observed. For our purposes it is more convenient to deal with the
root-mean-square end-to-end distance
R ≡ 〈|r(L)− r(0)|2〉1/2 (8.14)
Using simple trigonometric arguments similar to those above, R‖ can be related to R
by
R‖ = R
[
1− γ
(
H
R
)2]
(8.15)
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where γ is some unknown constant. Importantly, the ratio R‖/R given by Eq. 8.15
approaches one with increasing chain length regardless of the slit height, unlike L‖/L,
which remains a function of H/lp. Therefore, because R λ H is a requirement for
the Odijk regime, one may safely assume that for most practical purposes R‖ and R are
interchangeable.
Given its experimental importance, we would certainly like to find an expression for
the end-to-end distance as a function of L, lp and H for an ideal chain, which seems to be
absent in the existing literature. As long as L λ, the formation of deflection segments
in strong confinement decouples the behavior of the chain in the directions parallel and
perpendicular to the plane of confinement. Thus, in e⊥ the chain configurations are
dominated by stochastic collisions of deflection segments with the top and bottom of the
slit, irrespective of the horizontal position of the chain. However, since the parallel axes
contain no impediments, the chain is free to swell horizontally and perform some type
of two-dimensional random walk [136, 142]. As stated in the outset, this assumption
is similar to Daoud and de Gennes’ blob theory [59], and forms the basis of several
Flory theories used to explain the behavior of real chains in the Odijk regime [136, 142].
However, instead of a two-dimensional walk of blobs, in the strong confinement, we have
a two-dimensional walk of deflection segments.
Moving to express these ideas more formally, dimensional analysis reveals that the
square end-to-end distance is a function of L/lp and λ/lp only
R2
lp
2 = f
(
L
lp
,
λ
lp
)
(8.16)
In Eq. 8.16, the dependence of R on slit height is expressed in terms of λ/lp only, since λ
is the only quantity that depends on H. Hypothesizing that the random walk behavior
of the chain is decoupled from the slit height leads us to
R2
lp
2 = g
(
L
lp
)
h
(
λ
lp
)
(8.17)
Here g accounts for the walk in the plane of confinement and h accounts for the excur-
sions of the chain in e⊥.
We hypothesize that since the chain is wormlike in the bulk, g(L/lp) also describes a
wormlike chain, in contrast to a different type walk such as a random flight. If the chain
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is indeed wormlike, g can be described by the Kratky-Porod model for a two-dimensional
wormlike chain [208, 272]
g
(
L
lp
)
=
4L
lp
[
1− 2lp
L
(
1− e−L/(2lp)
)]
(8.18)
As an additional check, one may also evaluate the bond autocorrelation function
C(s) = 〈u(s) · u(0)〉 (8.19)
where u = ∂r/∂s is a tangent vector to the chain contour. C(s) gives the directional
correlation between chain segments as a function of the distance along the backbone of
the chain, and for an ideal, 2D wormlike chain is given by [208, 272]
C(s) = exp
(
− s
2lp
)
(8.20)
Notably, the characteristic decay length for a 2D wormlike chain is twice the persistence
length lp of a wormlike chain in bulk solution.
To complete our description of the end-to-end distance, we still need to account for
the change in R due to the change in slit height. Because H  lp, the dimensionless
quantity λ/lp is small and h(λ/lp) may be expressed as a series expansion
h
(
λ
lp
)
= 1− 2αR λ
lp
+ O
[(
λ
lp
)2]
(8.21)
where we define αR to be a positive constant. We expect this approximation to be very
good for large lp, similar to Eq. 8.8 for the projected contour length.
Combining Eq. 8.1, Eq. 8.18 and Eq. 8.21 gives
R2 = 4Llp
[
1− 2lp
L
(
1− e−L/(2lp)
)][
1− 2αR
(
H
lp
)2/3]
(8.22)
where we have dropped the second order terms in λ/lp. In addition to providing a
quantitative prediction, Eq. 8.22 implies that we can distinguish between two subregimes
based on the projected contour length of the chain. For L 2lp, we find an “Odijk–rod”
regime where the chain behaves like a stiff rod in the plane of confinement. Simplifying
Eq. 8.22 in the rod limit gives
R = L
[
1− αR
(
H
lp
)2/3]
(8.23)
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where the Taylor series expansion
√
1− λ/lp ≈ 1−λ/2lp has been used to approximate
the square root function to first order in λ/lp. Alternatively, when L 2lp, we encounter
an “Odijk–Gaussian” regime where the chain obeys a random walk in the plane of
confinement. Here Eq. 8.22 simplifies to
R = 2(Llp)
1/2
[
1− αR
(
H
lp
)2/3]
(8.24)
Note that the “rod” and “Gaussian” terminology employed here reference the rod-like
and Gaussian-like regimes of dilute-solution ideal wormlike chains, typically associated
with the Kratky-Porod model (see Chapters 4 and 5).
8.2.2 Real Chains
Up to this point, we have limited our discussion to ideal chains. We now abandon this
assumption and consider a polymer with a hardcore diameter w confined in a slit of
height H. Fortunately, the effects of excluded volume interactions are suppressed for
very stiff chains and many of the results of Section 8.2.1 are directly applicable. Indeed,
if we consider a chain shorter than 2lp, intra-chain interactions are negligible, and the
equations contained in Section 8.2.1 for the projected contour length, confinement free
energy and end-to-end distance remain valid.
For chains longer than 2lp, the impact of excluded volume can no longer be neglected.
Here, the effects of stiffness on the in-plane walk are diminished, and the conformation
becomes much more likely to experience intra-chain interactions. We expect that both
the experimentally relevant, end-to-end distance and the confinement free energy of
the chain will be sensitive to these interactions. For example, in Section 8.2.1, we
demonstrated that for large values of L, the end-to-end distance of an ideal chain scales
like L1/2 in a subregime we labelled “Odijk-Gaussian.” As indicated in Figure 8.1, we
expect to recover this regime for real chains when H  w. However, when H approaches
w, we expect the polymer size to scale like L3/4, the Flory scaling for a self-avoiding
walk in two-dimensions [59, 208].
Two Flory theories have appeared in the literature in an attempt to explain the
effect of excluded volume on a long chain in strong, slit-like confinement [136, 142].
Despite their well-known shortcomings in describing free energies [77–79], both Flory
theories provide insight into the crossover from Gaussian to self-avoiding behavior.
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Dai et. al. [142] have proposed a theory based on the idea of mapping a chain to
a two-dimensional projection on the plane of confinement. In their model they define
a projected contour length equivalent to Eq. 8.8 and an empirically–defined, projected
persistence length, lp,‖, which varies smoothly between lp and 2lp. Two-dimensional
excluded volume interactions are then expressed in terms of an excluded area [142]
aev = l
2
p,‖ + 1.3wlp,‖ (8.25)
For our purposes, we note that since w ≤ H  2lp, the second term in Eq. 8.25 is at
least an order of magnitude smaller than the first. This reduces the excluded area to
aev = l
2
p,‖ (8.26)
which is the same as the excluded area which Hsu et. al. used for a wormlike chain
confined to a flat plane [208].
Using Eq. 8.26, one may write a Flory free energy describing a virtual two-dimensional
chain [142, 208]
F
kBT
∼
R2‖
L‖lp,‖
+N2lp,‖
l2p,‖
R2‖
(8.27)
where Nlp,‖ = L‖/lp,‖ is the number of persistence lengths of the virtual chain. By
minimizing Eq. 8.27 with respect to R‖ one finds a polymer size
R‖
lp,‖
∼
(
L‖
lp,‖
)3/4
(8.28)
which gives the needed 3/4 scaling for a self-avoiding walk. While the latter Flory theory
is appealing, Hsu et. al. have elegantly shown that the theory embodied in Eq. 8.27 lacks
a crossover to L
1/2
‖ for any chain length or excluded volume strength [208]. As such, we
are unable to recover the ideal chain limit for H  w using such a model.
An alternative Flory theory by Odijk postulates an excluded volume based on
isotropic interactions between Nλ = L/λ deflection segments [136],
vev = λ
2w (8.29)
As we will see, the three-dimensional nature of the excluded volume expressed in Eq. 8.29
gives a crossover with an explicit dependence on w/H.
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Following Odijk’s approach, we write [136]
F
kBT
∼ L
λ
+
R2
2Llp
+
L2w
R2H
(8.30)
where Eq. 8.30 includes an additional term for the confinement of deflection segments
(see Section 8.2.1). Note that the L/λ term dominates the others, but falls out when
differentiating with respect to R [276]. It also is convenient for a future comparison to
include a factor of 2 alongside lp in Eq. 8.30, since 2lp is the correlation length for a 2D
wormlike chain. Differentiating and solving for the in-plane end-to-end distance yields
R
lp
∼
(
L
2lp
)1/2( Lw
2lpH
)1/4
(8.31)
This result immediately shows the desired dependence on w/H, and we follow Odijk in
defining an excluded volume parameter [136]
z ≡
(
Lw
2lpH
)1/2
(8.32)
Thus when z  1 the polymer size of the scales like L3/4 and when z  1, the polymer
shows ideal scaling
R
lp
∼
(
L
2lp
)1/2
(8.33)
Comparing the result for ideal chains in Odijk’s theory in Eq. 8.33 with Eq. 8.24
from Section 8.2.1 is instructive, since they must agree when w  H. Here we find
that Odijk’s theory agrees in part with Eq. 8.24. Recall that Eq. 8.24 was a result
of a decomposition into two functions R = g(L/lp)h(λ/lp), where g accounted for the
random walk and h accounted for the fluctuations of the deflection segments in the axis
normal to the plane of confinement. Aside from an unimportant difference in prefactor,
Eq. 8.33 agrees with the function g(L/lp), but neglects the term due to h(λ/lp). In other
words, Odijk’s Flory theory correctly accounts for the physics of the two-dimensional
walk only and neglects the (admittedly small) effect due to the change in deflection
length when the slit height changes. We postulate that the same decomposition can be
done for chains with excluded volume
R2
lp
2 = g˜
(
L
lp
,
w
H
)
h˜
(
λ
lp
)
(8.34)
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Using Eq. 8.31 to obtain g˜ and our analysis from Section 8.2.1 to obtain h˜ gives
R = c(Llp)
1/2
(
Lw
2lpH
)1/4 [
1− αR
(
H
lp
)2/3]
(8.35)
for z  1, where c is some O(1) prefactor.
In addition to the effect on R, excluded volume interactions should also impact
the free energy of confinement for strongly confined chain. Even with the aforemen-
tioned shortcomings in describing free energies [77–79], Odijk’s Flory theory expressed
in Eq. 8.30 provides considerable insight. Substituting Eq. 8.31 into Eq. 8.30 gives
F ∼ L
λ
+
(
Lw
2lpH
)1/2
(8.36)
which shows two terms. The first term is due to the confinement of an ideal chain
derived in Section 8.2.1. The second term is due to binary collisions between deflection
segments and is equivalent to z. It is the second term that is problematic, due to the
neglect of chain connectivity in the mean field approximation inherent in the Flory
theory [78, 79]. Instead, directly analogous to a self-avoiding walk, this term becomes
linear in the contour length with some unknown functional dependence on the excluded
volume strength [78, 79]. Defining an excess free energy as the free energy difference
between the confined chain with excluded volume and the confined ideal chain, one can
formally express this as
∆Fex ≡ F − Fid = L
lp
µex
(w
H
)
(8.37)
where µex(w/H) is the excess chemical potential.
In summary, due to the influence of excluded volume interactions, we can now iden-
tify a third subregime within the Odijk regime, in addition to the regimes discussed in
Section 8.2.1. We label this regime an “Odijk-Flory” regime, in analogy to the “Odijk-
Gaussian” regime for ideal chains. Here, chains longer than Hlp/w show swollen coil
behavior with a size given by Eq. 8.35 and an excess free energy given by Eq. 8.37. For
the reader’s convenience all of the regimes and subregimes discussed in Section 8.2 are
summarized in Table 8.1.
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Table 8.1: Regimes of strongly confined chains in slits
bulk orientation
Odijk
Rod Gaussian Flory
L H H  L λ λ L 2lp 2lp  L lpH/w lpH/w  L
L‖
piL
4
Eq. 8.7 Eq. 8.8
R L L Eq. 8.23 Eq. 8.24 Eq. 8.35
β∆Fc Eq. 8.9 Eq. 8.10
L
λ
L
λ
+
L
lp
µex
8.3 Simulation Results
8.3.1 Model and Methods
Having laid out a theory for the Odijk regime in slits, we examine its validity by numer-
ical simulation. To model semiflexible chains, we use a discrete wormlike chain model
(DWLC), which is a straightforward discretization of the continuous wormlike chain
model used in Section 8.2 and is described at length in Chapters 2–5 and Refs. 71,
189, 190. The main advantage of such a fine-grained model is the ability to resolve
sub-persistence length features, which are critical to the study of polymers in the Odijk
regime, since deflection segments may be substantially smaller than the persistence
length [58]. In our implementation, the polymer is described as a series of beads con-
nected by N bonds of fixed length a giving a contour length L = aN . Let the vector
ri = (xi, yi, zi), i ∈ [1, N + 1] describe the positions of the beads along the contour and
let ui = (ri+1−ri)/a be the unit vector of the ith bond. In the DWLC model a bending
potential is enforced between consecutive bonds
Ubend = kBTκ
N−1∑
i=1
(1− ui+1 · ui) (8.38)
with a bending elasticity κ. The persistence length may be expressed in terms of κ by
considering the equilibrium probability density function for the bond angle of an ideal
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wormlike chain derived in Chapter 4
lp
a
=
1
2
κ− 1 + κ cothκ
κ+ 1− κ cothκ (8.39)
Note that we take the relation between the bending constant and the persistence length
embodied in Eq. 8.39 as the definition of the persistence length, rather than the charac-
teristic length scale of decay of the correlation between successive bonds. As has been
discussed by Hsu et. al. [277], these definitions are only equivalent when the chain has
no excluded volume, and we find that Eq. 8.39 conveniently separates the effects of
stiffness due to bending elasticity and stiffness due to proximal intra-chain interactions.
We consider both ideal and real chains, where real chains are endowed with excluded
volume interactions between chain segments. This is accomplished by considering spher-
ical beads located at bond joints with hard core repulsion potential described by
Uev(rij) =
N∑
i=1
i−1∑
j=1
 ∞, |rij | ≤ w0, |rij | > w (8.40)
where w is the bead radius and |rij | is the distance between the centers of beads i and
j. While it appears from Eq. 8.40 that w is a freely varying parameter, unphysical
chain-crossing occurs when w is less than the bond length a. Accordingly, we choose
to set w = a, resulting in a chain composed of osculating hard spheres. Notably, the
choice of a hard core potential also increases the speed of the algorithm.
Both ideal and real chains must also interact with the slit walls. Similar to the
excluded volume interaction, chains interact with confinement via a hard potential
Uwall(r) =
N∑
i=1
 ∞, |ri · e⊥| ≥ H/20, otherwise (8.41)
where ri is the vector from the origin to the center of bead i, and H is the slit height.
Note that Eq. 8.41 confines the centerline of the chain and that this potential corresponds
to a physically larger channel for a polymer with excluded volume interactions. For our
hard-bead model, this means that the “true” slit height is H +w, if we assume that the
bead–wall interaction is the same as the bead–bead interaction [71, 131, 132, 271]. A
hard potential is of course an approximation, and in a real experimental system both the
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interaction potential and the notion of an effective slit height become more complicated.
We expect this approximation to break down as the length scales w and H converge, and
therefore recommend caution in interpreting our results when w ≈ H. Notice further
that the notation for the slit height used here is different than in our previous work
where the true slit height was denoted by H and centerline confinement was given as
an effective slit height, Heff [71, 275] (see also Chapters 5 and 7).
We calculate equilibrium properties of the DWLC model using an off-lattice imple-
mentation of the pruned-enriched Rosenbluth method (PERM) [171] as described in
Chapters 2–5. PERM is a chain growth Monte Carlo algorithm with many advantages
over conventional Markov-chain algorithms for very long chains in confinement, since
the relaxation time of chains in the latter class of algorithms scale as O(N2). Addition-
ally, PERM natively obtains properties as a function of chain length, which is especially
useful for the problem at hand.
In the present manuscript, self-avoiding chains are grown up to 5 × 104 + 1 beads
on a DELL Linux cluster using a master/slave parallel algorithm as in Chapters 4 and
5. Static properties were calculated using ≈ 105 tours, which is sufficient to ensure that
the standard error of most properties are smaller than the plotted symbol size, unless
otherwise noted. In order to streamline future discussion, Table 8.2 outlines the specific
data sets referenced in Sections 8.3.2 and 8.3.3.
We are specifically interested in calculating polymer properties relevant for the the-
ory of strongly confined chains presented in Section 8.2. Most of the properties of in-
terest are calculated in a straightforward manner by discretizing their previously given
definitions. However, there is some art to efficiently calculating static properties in
PERM and further details can be found in Chapters 4 and 5 as well as Appendix A and
Appendix B.
For clarity’s sake, a brief discussion of the free energy calculations in PERM is also
warranted. In PERM, the free energy
∆F (n) = kBT ln
〈W (n)〉
〈W0(n)〉 (8.42)
is obtained from a ratio of the Rosenbluth weight of the nth bead of the chain W (n)
and the Rosenbluth weight of an ideal, wormlike chain in the bulk W0(n) [171, 275].
In other words, the reference state for the free energy is an ideal, wormlike chain. To
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Table 8.2: PERM data sets
Confined Ideal Chains
L/a lp/a H/a # Tours ×105
set 1 [1, 50001] a 5000 (5, 500) b 10.5
set 2 [1, 50001] (50, 5000) 5 25.5
set 3 c [1, 50001] (101.5, 103.5) (1, 100) 5.5
set 4 d [1, 50001] {5, 50, 500, 5000} (50, 500) 0.5
Confined EV Chains
L/w lp/w H/w # Tours ×105
set 5 [1, 50001] (50, 5000) 5 5.5
set 6 c [1, 50001] (101.5, 103.5) (1, 100) 11
Unconfined EV Chains
L/w lp/w # Tours ×105
set 7 [1, 50001] (101.5, 103.5) 5.5
a Linearly spaced ranges are denoted with square braces; b Logarith-
mically spaced ranges are denoted with round braces; c Data vary
such that H/lp is a constant value at 10
−1.5; d Runs were performed
for the given range of H/lp at each of these values of lp/a.
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obtain the confinement free energy of an ideal chain, this reference state is sufficient,
and ∆Fc can be obtained from Eq. 8.42 in a single simulation.
The introduction of excluded volume interactions complicates the picture however,
since the confinement free energy for a real chain has a real chain reference state. In
this case, the free energy of confinement requires a simulation of a chain with excluded
volume in the bulk in addition to the confined chain calculation. Therefore, we first
perform a simulation of a confined chain with excluded volume and use Eq. 8.42 to
obtain ∆F˜ . Then, we evaluate Eq. 8.42 in a simulation of a real chain in the bulk
to obtain ∆F˜0. The confinement free energy of a chain with excluded volume is then
obtained as a difference between these free energies
∆F˜c = ∆F˜ −∆F˜0 (8.43)
To obtain the excess free energy of a confined chain a similar subtraction procedure
is performed to change the reference state to a confined, ideal chain. Here, the excess
free energy is the difference between the result of a simulation of a confined chain with
excluded volume and a confined, ideal chain
∆Fex = ∆F˜ −∆Fc (8.44)
8.3.2 Ideal Chains
We are now prepared to compare results from PERM simulations to the predictions
contained in Section 8.2 for the Odijk regime in slits. As was the case in Section 8.2.1,
in this section we neglect any effects due to excluded volume and examine ideal chains.
We begin by attempting to verify the existence of the weak confinement and orien-
tation regimes for L  H and H  L  λ respectively. To this end, Figure 8.2(a)
shows the projected contour length for various values of H/lp as a function of chain
length. The agreement with both the functional form and prefactors of the theory in
Section 8.2.1 is excellent. As expected the projected contour length follows Eq. 8.5 for
L H, transitions near L ≈ H and then follows Eq. 8.7 for L H. The data fall off
of Eq. 8.7 at even larger values of L, presumably as the chain enters the Odijk regime.
This presumption is supported by the fact that chains with smaller H/lp values follow
Eq. 8.7 for longer chain lengths, suggesting that the width of the orientation regime is
governed by the deflection segment length.
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Figure 8.2(b) shows a similar story for the confinement free energy versus contour
length. For chains much smaller than H the data show excellent agreement with Eq. 8.9,
again without any fitting parameters. The data transition at L ≈ H and follow Eq. 8.10
for chains much greater than H. As is the case for the projected contour length, the
width of the orientation regime depends on the ratio of H/lp. This observation again
supports the fact that the upper bound is determined by the deflection segment length,
as discussed in Section 8.2.1.
To examine the transition to the Odijk regime more closely, we focus on Figure 8.3(a),
which rescales the data shown in Figure 8.2(a) for the projected contour length as a
function of chain length. The data in the figure are again consistent with the ideal
chain theory presented in Section 8.2.1. Just as in Figure 8.2(a), the portion of the
curve for L  λ agrees quantitatively with the theory for the orientation regime in
Eq. 8.7. Around L ≈ λ the data transition towards Odijk scaling, and for L & 10λ it
appears to have reached the “long-chain limit.” In this limit, when L  λ, the data
converge to a value of αL = 0.09137, consistent with prior calculations by Burkhardt
et. al. [131, 132, 271].
In addition to the data as a function of chain length, Figure 8.3(b) extracts the
longest chain lengths in panel (a) and replots them as a function of H/lp. The agreement
between these data and Eq. 8.8 explains why the data in Figure 8.3(a) collapse for
different channel sizes. Furthermore, it appears that Eq. 8.8 is a good description of the
data even for the largest channel sizes in the data set (H/lp ≈ 0.1). Therefore, at least
for the projected contour length, we can consider the chain to be in the Odijk regime
even for a rather aggressive value of H ≈ 0.1lp.
As is the case with the projected contour length in Figure 8.3, Figure 8.4(a) shows
data for the confinement free energy as a function of contour length. The results for
the free energy are congruent with both the results for the projected contour length
and the theory in Section 8.2.1. Unlike Figure 8.2(b), the data for the free energy of
confinement in Figure 8.4(a) are normalized by the number of deflection segments. This
causes a peak in the data at L ≈ H, where the entropic penalty of adding an additional
monomer is greatest due to a loss of rotational degrees of freedom. While the peak in
Figure 8.4(a) is at L ≈ H, it appears to move as H/lp changes; this effect is caused by
scaling the x-axis with respect to λ. As expected, the free energy becomes extensive
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(a)
(b)
1
Figure 8.2: PERM data for (a) the projected contour length of slit-confined, ideal chains
and (b) the confinement free energy of slit-confined, ideal chains as a function of chain
length. In both panels, simulations are run with either a fixed slit height (solid lines)
or a fixed persistence length (dashed lines) which corresponds to set 1 and set 2 in
Table 8.2.
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Figure 8.3: PERM data for the projected contour length of a slit-confined chain versus
(a) chain length and (b) normalized slit height (for the largest L only). Simulation data
sets include data at a constant slit height (squares and solid lines) and a constant chain
persistence length (circles and dashed lines). These data correspond to sets 1 and 2
in Table 8.2 respectively. The dashed line in the main portion of panel (a) is given by
Eq. 8.7 and the solid curve in (a) and (b) is given by Eq. 8.8. Because of the rescaled
y-axis in panel (a), Eq. 8.8 reduces to a constant value of 0.09137.
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and proportional to kBT in the long chain limit. It is a satisfying check of our intuition
that the free energy is almost exactly kBT per deflection segment in this limit. As
one might also suspect, the free energy approaches the long chain limit asymptotically,
and for most practical purposes, the deviation from the asymptote becomes small when
L & 10λ.
For very long chains in Figure 8.4(a), there is some observable spread in the data that
appears to disagree with the prefactor of 1.1036 obtained from Burkhardt et. al. [131,
132, 271]. This apparent disagreement is due to the finite values of H/lp used in the
PERM simulations. The inset to Figure 8.4(a) shows the largest chain lengths in the
main panel, replotted versus H/lp and compared to the prefactor from Burkhardt et.
al.. The inset shows that for values of H/lp . 10−2, the PERM data agree very well
with a value of 1.1036, but slit heights larger than this deviate below the curve. Thus
in contrast to the projected contour length, the free energy is more sensitive to the
slit height and one may need to consider smaller ratios of H/lp to observe Odijk scaling
behavior. This can be understood by recognizing that the prefactor for the free energy is
an order of magnitude larger than the corresponding prefactor for the projected contour
length. Thus terms of order (λ/lp)
2 may also make a substantial contribution to the
free energy at the values of H/lp in the simulation data set.
Figure 8.4(b) examines the dependence of the free energy on H/lp even further.
Here, simulation data for the confinement free energy per persistence length for chains
of length L/a = 50001 are shown versus a much larger range of H/lp than in panel
(a). When the data is plotted this way, one can compare to the interpolation formula
of Chen and Sullivan [240] (Eq. 8.13) in addition to Eq. 8.12. For larger slit heights,
the PERM data show a smooth transition from Odijk scaling when H  lp to ideal
scaling when H  lp, similar to the results of Chen and Sullivan using polymer field
theory [240]. Across the entire range of confinement strengths the PERM data agree
very well with Eq. 8.13. When the free energy is normalized with the persistence length,
H/lp ≈ 0.1 appears to denote the onset of Odijk scaling, in contrast to the results in
the inset of panel (a). This discrepancy is due to the difference in scaling of the y-axis,
which in panel (a) divides by the small term λ/lp.
We now turn our attention to the theory in Section 8.2.1 for the projected size of
the confined chain. Recall that in Eq. 8.15, we used a simple trigonometric argument to
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Figure 8.4: PERM data for confinement free energy of a slit-confined chain (a) nor-
malized by the number of deflection segments and (b) normalized by the number of
persistence lengths. The data in the main panel (a) are shown versus the number of
deflection lengths and versus H/lp in the inset. The data in panel (b) are shown versus
H/lp. Simulation data sets include data at a constant slit height (squares and solid
lines), constant chain persistence length (circles and dashed lines), and variable slit
height and persistence length (filled triangles). These data correspond to sets 1, 2 and 4
in Table 8.2 respectively. Note that the dashed line in panel (a) corresponds to Eq. 8.12,
which reduces to a constant value of 1.1036 [131, 132, 271].
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claim that the projected size, R‖, was equivalent to the conventional end-to-end distance
for large R. Figure 8.5 shows PERM data for the relative error in this approximation
versus R/H. For small values of R/H the relative error remains O(10−1) but falls
precipitously for R  H. The slope of −2 evident on the right hand side of the figure
is consistent with the prediction from Eq. 8.15. From the figure, it is clear that R ≈ R‖
is excellent for values of R & 10H.
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Figure 8.5: Simulation data for the relative error between R‖ and R as a function of
the rms end-to-end distance of the chain.
Having established that R is a reasonable metric, we would like to validate the key
assumptions of our theory. Recall that in Section 8.2.1 we postulated that the function
describing R could be decomposed into some function g(L/lp) describing a random
walk and another function h(λ/lp) to account for the deflection segments. Focusing on
g(L/lp) for the moment, we postulated that the confined chain could be approximated
as a two-dimensional walk of persistent segments, i.e. a 2D wormlike chain.
To test this hypothesis, Figure 8.6 shows simulation results for the bond autocor-
relation function C(s) for simulations at various values of H/lp. In order to collapse
the data to a single curve, the autocorrelation function in Figure 8.6 has been rescaled
by the power lp/λ. The collapse is very good, and as expected from Eq. 8.20, the
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bond correlations for s  λ decay exponentially with a characteristic length of 2lp.
This is indicative of a two-dimensional wormlike chain and provides confirmation of our
hypothesis.
However, as was the case with the confinement free energy and the projected contour
length, there is also some nuance to the behavior of C(s) as a function of the distance
along the contour. In Figure 8.6, we observe that for s λ the correlations decay with
a characteristic length of lp, exactly half of the value observed for large s. Of course, the
relationship C(s) = exp(−s/lp) shown by the dashed line in the figure is exactly what
one would expect for an unconfined, three-dimensional wormlike chain. Thus, the chain
is experiencing correlations indicative of bulk, 3D behavior on length scales much less
than λ and confined, 2D behavior on length scales much greater than λ. In addition
to the interest to the problem at hand, this result provides a satisfying example of an
oft-made assumption that properties below the scale of confinement can be treated as
effectively bulk-like.
Additionally, the results encapsulated in Figure 8.6 are somewhat at odds with pre-
vious work, which discuss bond correlations in terms of a projected persistence length,
lp,‖, that depends on H/lp [142]. However, there are at least two good explanations as
to why our data disagree. First, up to this point, we have not considered the effect
of excluded volume as was done in prior work. Indeed, Hsu et. al. have shown that
simple relationships between various definitions of the persistence length break down
upon inclusion of excluded volume [277]. Secondly, and more importantly, the authors
of the previous study consider a much wider range of values of H/lp, whereas we limit
ourselves to the Odijk regime, where H  lp. If we also restrict the equations provided
in Ref. 142 to the Odijk regime, we find that Eq. 8.20 and the results in Figure 8.6 are
both in good agreement [142].
Having confirmed that the random walk is indeed wormlike, we proceed to test the
predictions of Eq. 8.18 for g(L/lp) versus the values of R obtained form our PERM
simulations. Accordingly, Figure 8.7(a) shows PERM simulation data compared to
Eq. 8.18 for a range of values of H/lp. Note that Eq. 8.18 is simply the result for the end-
to-end distance of a 2D wormlike chain [208, 272] and does not include any dependence
on the slit height. The data agree very well with Eq. 8.18, and the curves are practically
indistinguishable except for some notable sampling error that accompanies simulations
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Figure 8.6: Simulation data for the bond autocorrelation function C(s) versus contour
distance s for various values of H/lp. The data presented in this figure correspond to
sets 1 and 2 in Table 8.2. The autocorrelation function has been rescaled by a power of
lp/λ in order to collapse all of the data to a single curve. The dashed line depicts the
curve C(s) = exp(−s/lp).
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of extremely large chains in PERM. In fact, at first glance it appears that the simulation
data are in quantitative agreement with the prediction even without accounting for the
dependence on H/lp.
To investigate this further, the inset in Figure 8.7(a) shows the relative error between
R2 and g by plotting
1− R
2
l2p
1
g
= 1− h
(
λ
lp
)
(8.45)
as a function of the number of deflection segments for different values of H/lp, where we
have used Eq. 8.17 as our definition for h. As anticipated, there is a small, but systematic
deviation in the data as a function of H/lp. To explain this deviation, we anticipated in
Section 8.2.1 that h could be expressed as the series expansion given by Eq. 8.21. Using
Eq. 8.21 as a guide, we rescale the relative error by by λ/lp and obtain Figure 8.7(b).
The collapse of the data is excellent (again with some notable sampling error for long
chains), showing that the first-order terms are sufficient to capture the dependence of
R2 on H/lp. Additionally, a fit to the data in the range L/λ ∈ [1, 10] yields a value of
αR = 0.1039(5), which completes the expression for the square end-to-end distance in
Eq. 8.22.
Since Eq. 8.22 appears to quantitatively describe the end-to-end distance, it should
estimate the in-plane size from a polymer’s free solution molecular weight, persistence
length and the slit height. This should be an excellent approximation for long chains,
since we believe the difference to be minimal between R‖ and R when R  H. In
addition, since the value of αR is O(10
−1) and λ/lp  1, Eq. 8.18 should also be an
excellent approximation for R‖, as is evident in Figure 8.7(a). Other useful approx-
imations are contained in Equations 8.23 and 8.24 which contain assumptions about
the contour length as described in Section 8.2.1. These equations are also displayed in
Figure 8.7(a).
Finally, we close this section with a comment about an alternative theory, which we
label the “projected 2D chain theory” [142]. In this theory, the statistics of the three-
dimensional chain are interpreted in terms of a mapping to a two-dimensional chain.
The parameters of the mapping are L‖ and lp,‖, the contour length and persistence
length of a chain projected onto the surface of confinement. Similar to Section 8.2.1,
the projected 2D chain theory describes the chain as a two-dimensional walk, making
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Figure 8.7: Simulation data for the end-to-end distance of ideal chains as a function of
contour length. The data in the figure correspond to sets 1 and 2 in Table 8.2. The
data in panel (a) is scaled by the size of an ideal, 2D chain. The solid curve in panel
(a) corresponds to g(L/lp) given by Eq. 8.18, the dashed curve gives Eq. 8.23 and the
dot-dashed curve gives Eq. 8.24. The inset to panel (a) shows the relative error by
approximating R ≈ g without including a dependence on the slit height. Panel (b)
shows a rescaled value of the relative error which accounts for the first term in the series
expansion of h(λ/lp) in Eq. 8.21. The dashed line shows the prediction of Eq. 8.24 with
a value of αR = 0.1039(5).
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the difference between the two theories subtle to distinguish. The key difference lies in
the dependence of the chain statistics on H/lp, which is embedded in the parameter L‖
(as seen in Figure 8.3) for the projected 2D chain theory and is independent of L for
our treatment in Section 8.2.1.
Since we have calculated R2, L‖ and lp,‖, we are in a position to evaluate the claims
of the projected 2D chain theory respecting the dependence of R2 on H/lp. Accord-
ing to the theory, the crossovers between subregimes depends on the value of L‖/lp,‖
rather than L/lp. Therefore, since L‖ depends on H/lp, one would expect a weak slit
height dependence on the crossover between subregimes. However, the data collapse
in Figure 8.7(b) does not support this interpretation, since we have assumed that h
is independent of L/lp. Additionally, the projected 2D chain theory predicts that the
dependence of R on H/lp changes between subregimes, because R ∼ L for the Odijk-rod
subregime and R ∼ L1/2 for the Odijk-Gaussian subregime. By contrast, the collapse
in Figure 8.7(b) shows that the dependence of R on slit height is independent of the
change in subregime. Finally, there is a statistically significant (albeit small) difference
between the values of the constants αR and αL. This difference provides further evi-
dence that the slit height dependence of L‖ cannot completely account for the slit height
dependence of R.
8.3.3 Real Chains
Building on our discussion of ideal chains, we now turn our attention to the results of
PERM simulations which incorporate excluded volume effects. As Section 8.2.2 indi-
cates, one expects the impact of excluded volume to be minimal on the behavior of
short chains and on metrics which depend solely on proximal chain-chain interactions.
In agreement with this hypothesis, we do not observe changes to L‖ following the inclu-
sion of excluded volume interactions, and we therefore omit it from further discussion.
However, we do expect a change in behavior for metrics such as the end-to-end distance
and confinement free energy, which depend on interactions between distal polymer seg-
ments. Such expectations were outlined in Section 8.2.2, where we harmonized a Flory
theory by Odijk [136] and the theory for ideal chains in Section 8.2.1.
One of the most apparent predictions of the Flory theory in Section 8.2.1 is a change
in the scaling of the end-to-end distance from R ∼ L1/2 to R ∼ L3/4 for self-avoiding
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chains in the long-chain limit. To test this prediction, Figure 8.8(a) shows the computed
mean square end-to-end distance (normalized by the size of an ideal chain) as a function
of the contour length (normalized by 2lp). Note that this normalization changes the slope
to R2/L ∼ L0 for ideal chains and to R2/L ∼ L1/2 for swollen chains. In the figure, the
end-to-end distance is calculated at a fixed value of H/lp, while w/H is free to vary. As
such, the change in scaling of the polymer size as the excluded volume strength varies
is unambiguous, since the degree of freedom due to w/H is absent for ideal chains.
The results shown in Figure 8.8(a) agree with Odijk’s Flory theory and do indeed
give a slope of 1/2 in the long chain limit. This is most readily apparent for chains
where w → H, which show a very short crossover to the self-avoiding behavior. We
further anticipate that chains with w  H also show a slope of 1/2 in the long chain
limit, but finite computational resources limit our ability to check this hypothesis. In
addition to agreement with the slope predicted by scaling theory, the results agree with
Eq. 8.35, describing the end-to-end distance in the so-called Odijk-Flory subregime.
Using a least-squares fit to the data in the figure, we obtain the prefactor c = 0.593(3)
for Eq. 8.35, which agrees with our expectation that c should be O(1).
Beyond describing the long-chain limit, Odijk’s theory also predicts the crossover
behavior according to our original conceptualization of the problem embodied in the
schematic in Figure 8.1(b). The results in Figure 8.8(a) are in good agreement with
this prediction. For chains with w  H, the behavior very closely resembles the ideal
chain case from Figure 8.7(a) and follows the curve describing the end-to-end distance
of an ideal, two-dimensional wormlike chain given by Eq. 8.18. As w/H increases, the
excluded volume strength increases and the curve shows a slope of 1/2, indicating a two-
dimensional self-avoiding walk. Figure 8.8(b) further examines the crossover in terms
of the excluded volume parameter z given in Eq. 8.32. The data collapse nicely to a
single curve in the large z limit, which confirms that Eq. 8.32 does indeed describe the
crossover to self-avoiding chains in the Odijk regime.
In Figure 8.1 we also proposed that a strongly confined polymer should behave like
a two-dimensional, self-avoiding wormlike chain in the limit that w → H. To evaluate
this claim, Figure 8.8(a) and Figure 8.8(b) also show data from lattice simulations of
2D, self-avoiding wormlike chain from Hsu et. al. [208]. To compare both data sets, it
was necessary to compute the persistence length of the lattice chains simulated by Hsu
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Figure 8.8: PERM data for the normalized end-to-end distance of real chains as a
function of (a) normalized projected contour length and (b) excluded volume parameter.
In both panels, simulations are run at a fixed value of H/lp = 10
1.5, and the different
colored symbols correspond to varying values of w/lp as indicated by the colorbar.
PERM data correspond to set 6 in Table 8.2. The solid lines in both panels (a) and (b)
correspond to data found in Hsu et. al. [208] for 2D wormlike chains on a lattice.
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et. al. in a manner consistent with our approach from Section 8.3.1. Therefore, instead
of using the empirically determined values given in Ref. 208, we used the relation
lp = lb
[
2 exp
(
− b
kBT
)]−1
(8.46)
where lb is the bond length of the lattice chain and b is the energy penalty for bending.
Using this definition of the persistence length and the data for the R2 versus L in
Ref. 208, we find excellent agreement with the slit data in the limit that w → H.
In fact, with no fitting parameters, both the scaling crossover and prefactors agree,
providing strong evidence that as the chain width approaches H, the slit-confined chain
becomes two-dimensional.
As was the case with ideal chains, we expect that the polymer size will have a weak
dependence on the change in deflection segment length as the slit height changes in the
form of some function h˜(λ/lp). In the ideal chain case, we had a closed form expression
for g(L/lp), so we could examine h by the decomposition
h =
R2
l2p
1
g
(8.47)
which is equivalent to its definition in Eq. 8.17. However, while g(L/lp) is known for
ideal chains, no closed form expression is available for g˜(L/lp, w/H) when excluded
volume is introduced. We circumvent this problem by performing multiple simulations
at constant L/lp and w/H and look for the relative change in R
2 when the value of λ/lp
is varied.
Defining the relative change in the square end-to-end distance as the difference
between R2 at one value of λ/lp, and R
2
0 at another, much smaller value of λ0/lp,0, we
obtain
R20 −R2
R20
=
g˜0h˜0 − g˜h˜
g˜0h˜0
(8.48)
In Eq. 8.48, g˜ and g˜0 cancel as long as we hold L/lp and w/H constant, which is easily
done in PERM. Assuming that h˜ can be expanded like Eq. 8.21, and dropping terms of
order (λ/lp)
2 gives
1− R
2
R20
= 2αR
(
λ
lp
− λ0
lp,0
)
(8.49)
Note that when λ0/lp,0 → 0, R0 → l2pg˜ and we recover the relative error expression used
in Section 8.3.2.
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We proceed to examine h˜ in Figure 8.9 in a manner similar to our analysis of the ideal
function h in Figure 8.7. Accordingly, the inset shows the relative change in the end-to-
end distance, 1−R2/R20, as a function of the number of deflection segments, which does
indeed change as we vary H/lp. Similar to the inset in Figure 8.7(a), the change is small
but systematic. To collapse the data, Eq. 8.49 is rearranged to rescale the y-axis by
dividing by the difference in λ/lp and the result is shown in the main panel in Figure 8.9.
The data collapse very cleanly for small values of L/λ, but show significant sampling
error for larger contour lengths, similar to Figure 8.7(b). The axis choice in Fig. 8.9
exaggerates the sampling error, since the relative error between the two measures of R2
is divided by the difference between two small numbers: λ/lp and λ0/lp,0. A fit to the
data in the range L ∈ [1, 10] gives a value of the constant αR = 0.108(1), which is close
to the value of 0.1039(5) for ideal chains obtained in Section 8.3.2. Indeed the agreement
is good, considering that the error estimates given are from fits over limited ranges due
to the sampling error for large L. The fact that αR is similar between real chains and
ideal chains parallels the consistency of L‖, and provides evidence that the formation
of deflection segments is unaffected by the inclusion of excluded volume interactions.
Finally we close this section with a discussion of the free energy of the confined
chain. Odijk’s theory in Section 8.2.2 presents two components that contribute to the
total free energy of a confined chain with excluded volume relative to an ideal, unconfined
reference state
∆Fconf,ev = ∆Fc + ∆Fex (8.50)
The first is the free energy required to confine an ideal chain, ∆Fc, and the second is the
free energy due to excluded volume interactions of the confined chain, ∆Fex. As it often
appears in the literature, it is also convenient to define a free energy of confinement
∆F˜c as the free energy required to confine a chain with excluded volume interactions
relative to an excluded volume reference state.
The main panel in Figure 8.10 shows an example of all three of these free energies
(normalized by kBT ) as a function of the number of persistence lengths. Two obvious
conclusions jump out from the data. First, we observe that ∆Fc  ∆Fex, and therefore
the free energy required to confine a chain dominates the total free energy. This finding
matches our intuition developed from Odijk’s Flory theory in Section 8.2.2. Second, we
see that ∆Fc ≈ ∆F˜c. This observation is related to the fact that the excess free energy
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Figure 8.9: The relative change in square end-to-end distance between simulations with
different values of H/lp as a function of the number of deflection segments. The inset
shows the absolute value of the relative change and the main panel shows the absolute
value of the relative change scaled by the difference in λ/lp between the simulations.
The absolute value is used since the data are presented on a log scale and sampling
error leads to a fluctuation in the sign of the error for large L. The data in the figure
were obtained at a constant value of H/w = 5 and correspond to set 5 in Table 8.2.
The dashed line in the figure corresponds to a value of 2α. The value of H/lp varies
from 10−3 to 10−1.
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is much smaller than the confinement free energy, but we stress that the statements
are not equivalent since ∆F˜c has a different reference state. Nevertheless, since the two
confinement free energies are so similar, for most practical purposes the confinement
free energy of a chain with excluded volume can be described by Eq. 8.12, which was
originally discussed in terms of the ideal chain only.
While not dominant in terms of magnitude, the excess free energy is still important,
since it determines the crossover from Odijk-Gaussian to Odijk-Flory behavior. Thus
for small values of L/lp the excess free energy is practically zero as indicated by the
noisy fluctuations about the value of 10−4 for β∆Fex in Figure 8.10. However as L/lp
increases, the number of possible intrachain interactions follows suit, and the excess free
energy eventually scales linearly in L/lp, parallel to ∆Fc in the long chain limit. The
linear scaling in L/lp contradicts the Flory theory in Section 8.2.2, but coincides with
the predictions of modern renormalization group theory [78].
The excess free energy also changes with excluded volume strength, but since Flory
theory fails to describe this effect, we are not aware of any theory that makes a quan-
titative prediction to which we can compare. Accordingly, we simply report the change
in the excess free energy per persistence length for very long chains as a function of
w/H in the inset in Figure 8.10. In the figure we observe that the excess free energy is
small for small w, monotonically increases as the ratio w/H gets larger and saturates
as w approaches the slit height.
Before leaving the subject of confined chains with excluded volume, we comment
briefly on previous work that has also posited the existence of self-crossing and non-
self-crossing regimes for strongly confined chains in slits [142]. As the nomenclature
implies, the distinction between these possible regimes occurs when H = 2w; when
H < 2w, excluded volume interactions prevent chain segments from crossing, whereas
when H ≥ 2w no such restriction is imposed. In contrast with this idea, Figures 8.8
and 8.10 show a gradual excluded volume crossover suggested by Eq. 8.30 rather than
a topologically constrained state. Due to these observations, we find no evidence to
support the idea that a prohibition of self-crossing is responsible for the self-avoidance
of strongly confined chains in slits. Furthermore, we suggest that a potential crossover
at H = 2w may not be universal and would be an artifact of hard beads, since softer
beads could cross, depending on the choice of potential and length scale.
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Figure 8.10: (main) Normalized ideal free energy of confinement, real free energy of
confinement and excess free energy versus the number of persistence lengths for a chain
with H/lp = 10
−1.5 and w/H = 0.398. (inset) Excess free energy per persistence length
for long chains (L/a = 50001) with a fixed value of H/lp = 10
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of w/H. The data used for both the main panel and the inset correspond to sets 3, 5
and 7 in Table 8.2.
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8.4 Conclusion
We have presented a comprehensive theory for the Odijk regime in nanoslits that rec-
onciles details from both the literature on ideal chains and the literature on real chains.
In particular we have shown that there are three regimes of behavior for slits where
H  lp, which we labelled the weak confinement regime, the orientational regime and
the Odijk regime. Furthermore, we demonstrated three subregimes of behavior for long
chains: an Odijk-rod regime, and Odijk-Gaussian regime and an Odijk-Flory regime,
the last of which only occurs for chains with excluded volume. For the Odijk regime in
particular we developed a theory which describes the end-to-end distance in terms of
a two-dimensional wormlike chain with out-of-plane fluctuations described by a series
expansion in λ/lp.
Numerical results are in excellent agreement with the theory. Results for the pro-
jected persistence length and confinement free energy are consistent with the three
regime picture, and results for the end-to-end distance provide firm evidence for three
subregimes within the Odijk regime. Additionally, we find quantitative agreement with
the theory for the end-to-end distance, and using our PERM simulations we find several
previously unknown prefactors for chains with excluded volume. Interestingly we find
that, while conceptually important, the influence of the slit height on the end-to-end
distance of an ideal chain is practically negligible. However, this is not the case for real
chains, where the slit height strongly influences the excluded volume interactions of the
chain.
Finally we note that this problem is quite mature in terms of theory and simulation,
yet work remains to relate these rather abstract regimes to actual experimental systems.
Such experiments can be quite difficult in practice, since one must use a system with
a large persistence length lp  H and long chains L  H relative to the slit height.
Despite the difficulty, there are notable examples of recent successes in measuring semi-
flexible chains in the Odijk regime by No¨ding and Ko¨ster [134] and by Frykholm et.
al. [135]. Nevertheless, it remains to be seen if the regimes we have outlined can be
observed in real systems, or whether effects such as soft or long-range potentials play a
more dominant role.
Chapter 9
Conclusion
From the outset, we stated our desire to create a numerical model capable of producing
engineering quality results for designing nanochannel genomic mapping devices. As
a complementary goal, we also set out to explore and understand the basic physics
driving the stretching (or perhaps more appropriately the compression) of DNA in
nanochannels. We have made progress on both fronts and several interesting challenges
remain.
The project has been quite successful from a methodological perspective, and we
have adapted new tools to the problem. In particular, the off-lattice implementation of
PERM has been extraordinarily useful for accessing long chains that were unreachable
by Markov chain Monte Carlo techniques. It is anticipated that further innovations are
possible with PERM, since the technique is relatively new and its failure mechanism is
only understood at a rudimentary level. However, it is unclear at this point whether an
order of magnitude increase in accessible chain length would produce key insights, or
simply be an algorithmic exercise.
In Chapter 4, we examined properties of dilute solutions of DNA in the light of the
wormlike chain model and the universal properties of polymers. Interestingly, we found
that DNA converges particularly slowly to the long chain limit that one expects from
standard polymer physics. From a polymer physics perspective, the statistical mechanics
of a dilute solution of wormlike chains is a mature problem, and it appears that there
is little room for further fundamental study. Nevertheless, the exact details of the
crossover of the fully fluctuating diffusivity from rod-like behavior to Zimm-like behavior
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has yet to be fully understood [278] and is surely an exception to this statement. This
problem is especially difficult because of a lack of methods for simultaneously dealing
with both long-chain hydrodynamics and long-chain excluded volume interactions. As
such, most studies focus on either the Kirkwood diffusivity (as we have), or on dynamic
simulations of very short chains with Brownian dynamics. In addition, even with well-
known fundamentals, several issues remain in mapping the parameters of the wormlike
chain model to dsDNA. In particular the role of intercalating dyes and electrostatics
appear to be very important and are not very well understood.
Chapter 5 explored the possibility of a “Gauss–de Gennes” regime due to weak
excluded volume interactions at intermediate channel sizes. In this context, the use of
PERM enabled the exploration of significantly longer chain lengths and the calculation
of free energies. However, very recent work by Dai et. al. [276] suggests that our results
may be better interpreted as evidence for the “Extended de Gennes”, due to subtle
second-order effects in the free energy. If so, the origin of the “-1” scaling in the extension
near D ≈ lp remains a mystery. Indeed, by their interpretation, it is not clear if this
observed scaling is a universal regime or a coincidence from a specific polymer model.
This problem remains important, since as we have repeated several times, practically
all of the nanochannel mapping occurs in or around the “-1” regime, where the physics
is complicated. Indeed, regardless of the minor distinction between these regimes, it
appears that intermediate regimes are responsible for the observed deviation from de
Gennes scaling by Reisner et. al. [60].
While the equilibrium behavior of DNA in nanochannels seems to be sharpening
in focus, the dynamic behavior remains largely unexplored. We have begun this work
and offer estimates of the diffusivity and relaxation time of DNA in nanochannels in
Chapters 6 and 7. Nevertheless, in both cases we estimate the dynamic properties
using Metropolis Monte Carlo and the Kirkwood diffusivity in only a limited range of
the parameter space. More sophisticated methods, such as PERM offer the possibility
to greatly expand this range. Furthermore, as in free solution, there are legitimate
questions about the accuracy of the Kirkwood approximation, but these remain very
challenging to address. Indeed, while it appears that Brownian Dynamics simulations of
long chains including hydrodynamic interactions could address this problem, simulating
long enough chains have already proved a difficult challenge for Monte Carlo algorithms.
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In Chapter 8 we explored the Odijk regime in slits and showed that Odijk’s intuition
of a random walk of deflection segments could be written into a more quantitative the-
ory. In addition, this chapter demonstrates the interesting strengths and weaknesses of
nanochannels and nanoslits. It appears that true slits are likely only useful for studying
the physics of confined DNA, since fractional extension decreases with increasing chan-
nel size. However, from an experimental perspective, they may be an ideal platform
due to their ease of fabrication. It is also quite interesting to explore the analogies
between the confinement in a nanochannel versus confinement in a slit. While much
of this work has been done for the de Gennes regime using blob theory, investigation
into other regimes may provide a wealth of insight. Furthermore, the cross-over from
slit-like confinement to channel confinement has yet to be systematically explored with
the accompanying focus on the role of rectangular nanochannels that are so prevalently
used in experiments.
Finally, we conclude by discussing some of the opportunities and challenges in ap-
plying our numerical model directly to genomic mapping problems. After much effort,
we appear to have a well characterized and parameterized model for DNA, which has
already provided insights into the genomic mapping process. For instance, in Chap-
ter 7, we showed that the relaxation time drops precipitously when the channel size is
smaller than the persistence length of the chain, which is key to the design of genomic
mapping devices. While this type of information is useful and provides a needed the-
oretical justification for empirical practices, we hope our model can be more useful as
a predictive tool, rather than simply a vehicle for ex post storytelling. We made one
such prediction in Chapter 6, where we stated that the diffusivity of DNA near D ≈ lp
should be independent of the blob size — a result which has yet to be directly tested
experimentally. However, we hope that more practical insights can be gleaned from the
model and leveraged in an effort to design future genomic mapping devices. Indeed, to
be truly useful, we hope that our numerical model can be used as a tool for innovation
for the next generation of genomic mapping technology.
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Appendix A
Supporting Information to
Chapter 4
A.1 DWLC Bond Probability Density
It is helpful to describe bond j in local spherical coordinates with the j−1 bond endpoint
located at and aligned with the origin and the end point of j at {ρj , θj , φj} where ρj is
the radial coordinate, θj the polar angle and φj the azimuthal angle. The coordinates
are independent so the joint probability density function is
P (ρj , θj , φj) = f(ρj)g(θj)h(φj) (A.1)
The bond vectors are inextensible so a simple delta function describes its probability
density
f(ρj) = δ(ρj − a) (A.2)
The equilibrium distribution of the polar angle θj is proportional to the Boltzmann
factor P ∼ exp[−κ(1− cos θj)]. By normalizing, one obtains [198]
g(θj) =
κ exp [−κ(1− cos θj)]
1− exp(−2κ) (A.3)
There is no such constraint on the azimuthal angle, since there is no potential, so its
distribution is uniform
h(φj) =
1
2pi
(A.4)
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To arrive at Eq. 2 in the main text, we adopt the definition of the Kuhn length as
the bond length of an equivalent freely jointed chain [72, 199]
b
a
=
1 + 〈cos θj〉
1− 〈cos θj〉 (A.5)
Performing the expectation using Eq. A.3 gives Eq. 2 in the main text.
Eq. A.3 is useful for understanding the role of discretization in the model. Due to
the obvious trade-off between increased resolution and computational cost, one may be
tempted to treat the bond length as an artifact of a discrete model alone (similar to a
time step in a dynamic integration). Indeed, it is precisely for this reason — a choice
of model length scale — that we turned to a coarse-grained model in the first place.
However, polymer chains (unlike time) are not necessarily best described by continuous
models and short chain behavior may also include effects of discrete bond lengths (i.e.
ssDNA [189, 193–195]). In other words a is a legitimate coarse-graining variable not
simply a numerical artifact.
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Figure A.1: Effect of the bond length a on the bond angle flexibility distribution function
g(θj). When a is small, the bonds are stiffer and the chain exhibits more continuous,
“persistent” behavior characteristic of the CWLC. When a is large, the bonds rotate
isotropically and the chain is discrete and freely-jointed.
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Fig. A.1 shows the effect of the bond length a on the bond distribution function.
When the bond length is small relative to the Kuhn length of the chain, the probability
distribution is sharp and the chain is indeed “persistent”. This corresponds to the
CWLC which is recovered when {a→ 0, N →∞, L→ aN}. When a ∼ b however, the
distribution is broad and isotropic, indicating a freely jointed angle. This corresponds
to the case in which κ→ 0, where we recover the FJC.
A.2 PERM Properties in O(N) Time
Since large chains are used in our PERM calculations, O(N2) quantities can dominate
the running time if they are not carefully accounted for. This is true for any quantity
that involves a double-sum over the number of beads, including post-processing calcu-
lations (which must be performed at run-time). In particular we find that the excluded
volume interactions, Kirkwood diffusivity, radius of gyration and form factor all require
O(N2) time using conventional formulas. In the section that follows we list methods for
handling the excluded volume, radius of gyration and form factor in O(N) time. We
do not have a method for calculating the Kirkwood diffusivity in O(N) time, which is
difficult because hydrodynamic interactions are long-ranged. To make such a calcula-
tion in less than O(N2) time, we anticipate that advanced techniques for long-ranged
interactions (such as Ewald or particle-particle/particle-mesh sums) would be required.
To handle excluded volume interactions, we implement a neighbor list. Since PERM
is a chain growth method, the neighbor list is somewhat different than in typical Markov-
chain Monte Carlo algorithms, so we briefly describe it here. As in all neighbor lists,
we seek to avoid a costly search of the ij pairs, which in this case corresponds to beads
that are nearby in real space, but distant along the contour of the chain. To begin,
we define a cutoff distance, rc, and at some point as the chain grows, the end-to-end
distance exceeds the cut-off. At this point we place the last bead at the center of a
sphere of size rc and compile a list of neighbors. Upon resuming growth, as long as
the chain remains inside rc−w (where w is the short range distance of interaction), we
only need to check the neighbors on the list. Of course, as the chain grows the neighbor
list must also grow, since these beads lie within the cutoff radius. When chain growth
exceeds the cutoff radius, we recompile a neighbor list and re-center the cutoff distance.
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In this method, the choice of rc is critical for the efficiency of the algorithm. If it is too
small, the neighbor list is computed too often and the method is effectively O(N2); if
it is too large, the neighbor list grows too long and the method becomes O(N2) again.
In addition to the excluded volume interactions, post-processing calculations like the
radius of gyration and form factor involve double-sums over the number of beads in the
chain. Two key steps are necessary for converting a post-processing metric to an O(N)
method. First, the formula is converted into an iterative form, which depends on the
metric at the previous step. Second, this iterative formula must be evaluated in O(1)
time for each chain growth step. The radius of gyration for step n with position, rn, is
given by
Sn
2 = R2n −R2cm,n (A.6)
where
R2n =
n− 1
n
R2n−1 +
rn
2
n
(A.7)
is the mean square position and
Rcm,n =
n− 1
n
Rcm,n−1 +
rn
n
(A.8)
is the center of mass vector at step n. In these equations, r2n = rn · rn is the square of
the position vector and R2cm,n = Rcm,n ·Rcm,n is the square center of mass. The form
factor for step n with wave vector, q, is given by [187]
P (n)(q) =
an
2 + bn
2
(N + 1)2
(A.9)
an = an−1 + sin (q · rn) (A.10)
bn = bn−1 + cos (q · rn) (A.11)
Since the form factor in free solution is isotropic, the direction of the wave vector is
arbitrary. In our case, we fixed the wave vector to be parallel to the x-axis.
A.3 Renormalization Group Theory for WLCs
Chen and Noolandi [212] give a set of coupled, non-linear equations that can be solved to
obtain the end-to-end distance and radius of gyration of a wormlike chain with excluded
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volume as a function of chain length. The end-to-end distance is given by
R2
b2
=
LLR
b
− 1
2
[
1− exp
(
−2LLR
b
)]
(A.12)
1− (1− u)L−2.624R = u
√
1 + 0.34934
R2
b2
L−3.322R (A.13)
where
u =
1
0.1777
(
3
2pi
)3/2 wRG
b
(A.14)
is a dimensionless excluded volume term with wRG as the effective width for the renor-
malization group theory. Also appearing is the rescaled function LR, which must be
solved concurrently with R. The radius of gyration is given by
S2
b2
=
LLS
6b
− 1
4
{
1− b
LLS +
b2
2(LLS)2
[
1− exp
(
−2LLS
b
)]}
(A.15)
1− (1− u)L−2.624S = u
√
1 + 1.6728
S2
b2
L−3.322S (A.16)
Again, the scaling function LS which appears, must be solved simultaneously with S.
Since the DWLC model and the continuous WLC model implement the excluded
volume differently [212], it is unclear how the effective width w of the discrete model
matches the effective width of the continuous model wRG. To ensure that both models
are consistent, Fig. A.2 shows RG and PERM calculations scaled such that both agree
in the limit that z → ∞. Note that when plotted as a function of z, curves for both
ssDNA and dsDNA collapse in the high-z limit. A value of wRG = 1.50w causes the
PERM and RG curves to collapse and gives excellent agreement for all values z.
A.4 Wormlike Chain Form Factor
The analytical expression for the form factor of an ideal wormlike chain is given by
P (q) =
2
N 2L
−1
(
G(Q; p)
p2
)
, (A.17)
whereN is the number of Kuhn monomers, q is the wave vector, p is the Laplace variable
and L−1 represents an inverse Laplace transform [224]. G(Q; p) is the three-dimensional
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Figure A.2: Normalized square end-to-end distance of a wormlike chain as a function of
the excluded volume parameter z. Symbols correspond to PERM simulations (dsDNA is
given by open circles and ssDNA is given by open triangles) and lines correspond to RG
calculations. The excluded volume parameter in the RG calculations has been rescaled
to match the hard core excluded volume in the PERM calculations, wRG = 1.50w.
end-to-end distance distribution function in Fourier-Laplace space and is written in the
form of a continued fraction as
G(Q; p) =
1
P0 +
a21Q
2
P1+
a22Q
2
P2+
a23Q
2
...
. (A.18)
Here Q = 2lpq, Pm = p + m(m + 1) and am = m/
√
4m2 − 1 with an index m ranging
from 0 to ∞. To avoid an infinite summation, the continued fraction in Eq. A.18 was
truncated at m = 20 as in Spakowitz and Wang [224] to obtain a rational polynomial.
The inverse Laplace transform in Eq. A.17 was computed by evaluating the residues
at the poles of the latter to recover P (q). In order to verify the PERM calculations,
Fig. A.3 compares the form factor of ideal wormlike chains (WLC) from simulations
and the analytical results given by Eq. A.17.
In addition, Sharp and Bloomfield [226] give a semi-empirical equation for the form
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Figure A.3: Form factor for different lengths of dsDNA with no excluded volume. Solid
lines correspond to ideal WLC expression in Eq. A.17, dashed lines show the curve
obtained from the Debye expression for Gaussian chains and the data points correspond
to the simulation results. Gaussian coil scaling P (q) ∼ q−2 for moderately high q and
rod-like scaling P (q) ∼ q−1 for high q is clearly seen.
factor of wormlike chains with excluded volume, which appears as dotted lines in Fig. (5)
of the main text. Using a modified form of the Daniel’s distribution function [279] for
stiff chains, the authors arrived at an expression for the form factor given by,
P (q) = I (N )− I (k′)+ 2
N2
∫ k
0
dt(N − t)
[
1− q
2〈r2〉
3!
+
q4〈r4〉
5!
− . . .
]
(A.19)
where N is the total number of beads, k is the number of beads where the modified
Daniel’s distribution gives the end-to-end distance of a wormlike chain with no excluded
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volume [226] and k′ = kd/b. Additionally, I(y) is defined as
I(y) =
2
α2/(1+)N (1 + )γ
(
1
1 + 
, α2y(1+)
)
− 2
α4/(1+)N 2(1 + )
γ
(
2
1 + 
, α2y1+
)
+
4(1− exp(−α2y1+))
15N (1 + ) −
1
α2/(1+)N 2(1 + )
γ
(
2 + 
1 + 
, α2y1+
)
+
11α2y1+ exp(−α2y1+)
15N (1 + ) +
11
15α2/(1+)N 2(1 + )
γ
(
3 + 2
1 + 
, α2y1+
)
, (A.20)
where γ is the incomplete gamma function,
γ(a, x) =
∫ x
0
ta−1 exp(−t)dt (A.21)
and α is a dimensionless form of the scattering vector
α2 =
q2b2
6
(A.22)
The parameter, , is defined by the ratio of the mean-square end-to-end distance of a
polymer to its value in the absence of excluded volume, i.e., 〈R2〉real/〈R2〉ideal = N .
The integral involving the moments of the pairwise distance 〈rn〉 in Eq. A.19 was
evaluated as follows:
2
N2
∫ k
0
dt(N − t)
[
1− q
2〈r2〉
3!
+
q4〈r4〉
5!
− . . .
]
=
2k′
N
[
1− k
′
2N
]
− q
2b2
3N 2
[
k′2
(N
2
− k
′
3
)
− k
′
2
(
N − k
′
2
)
− exp(−2k
′)
4
(
N − k′ − 1
2
)
+
N
4
− 1
8
]
+
q4b4
60N 2
[
5k′3
3
(N
3
− k
′
4
)
− 26k
′2
9
(N
2
− k
′
3
)
− exp(−6k
′)
324
(
N − k′ − 1
6
)
+
107
54
(
N − k
′
2
)
+ exp(−2k′)
(
5N
4
+
Nk′
2
− 3k
′
2
− k
′2
2
− 3
4
)
− 101N
81
+
1457
1944
]
+ . . . (A.23)
As done in the original paper, we set  = 0.11. The value of k′ at  = 0.11 was found
by linear interpolation between the values at  = 0.10 and  = 0.12 taken from Table I
in Appendix A of Sharp and Bloomfield [226]. Note that the assumption that the width
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of DNA w is equal to the hydrodynamic diameter d is implicit in the aforementioned
equations. In spite of this assumption we obtain good agreement between the form
factor predicted from Eq. A.19 and from our simulations.
A.5 Diffusion of an Ideal WLC
Due to some typos in the original description of an the friction of an ideal WLC [129],
we repeat the corrected equations here. In these equations note that σ = 2.278 and we
have defined δ as the ratio d/b. For L/b ≤ σ, the inner diffusivity is given by
Dinner =
kBT
3piηL
{
C1 ln
(
L
d
)
+ C2 + C3
(
L
b
)
+ C4
(
L
b
)2
+ C5
(
L
b
)3
+ C6
(
L
d
)−1
ln
(
L
d
)
+ C7
(
L
d
)−1
+C8
(
L
d
)−2
+ C9
(
L
d
)−3
+ C10
(
L
d
)−4
+O
[(
L
d
)−5]}
(A.24)
and
C1 = 1− 0.01412δ2 + 0.00592δ4 +O(δ6) (A.25)
C2 = 0.3863− 0.1667δ + 0.0016δ2 − 0.0224δ3 − 0.0007δ4 +O(δ5) (A.26)
C3 = 0.1667 + 0.0222δ
2 + 0.0017δ4 +O(δ6) (A.27)
C4 = 0.01883− 0.00789δ2 − 0.00038δ4 +O(δ6) (A.28)
C5 = −0.002039 + 0.000805δ2 + 0.000017δ4 +O(δ6) (A.29)
C6 = 0.04167δ + 0.00567δ
3 +O(δ5) (A.30)
C7 = 0.5 + 0.0786δ − 0.0094δ2 + 0.0107δ3 + 0.0039δ4 +O(δ5) (A.31)
C8 = −0.06250 + 0.00132δ2 − 0.00055δ4 +O(δ6) (A.32)
C9 = 0.001302δ + 0.000181δ
3 +O(δ5) (A.33)
C10 = 0.001953− 0.000064δ2 + 0.000027δ4 +O(δ6) (A.34)
(A.35)
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For L/b > σ, the outer diffusivity is given by
Douter =
kBT
3piηL
[
A1
(
L
b
)1/2
+A2 +A3
(
L
b
)−1/2
+A4
(
L
b
)−1
+A5
(
L
b
)−3/2]
(A.36)
with
A1 =
4
3
(
6
pi
)1/2
(A.37)
A2 =−
[
1− 0.01412δ2 + 0.00592δ4 +O(δ6)] ln δ
− 1.0561− 0.1667δ − 0.1900δ2 − 0.0224δ3 + 0.0190δ4 +O(δ5)
(A.38)
A3 =0.1382 + 0.6910δ
2 (A.39)
A4 =−
[
0.04167δ2 + 0.00567δ4 +O(δ6)
]
ln δ
− 0.3301 + 0.5δ − 0.5854δ2 − 0.0094δ3 − 0.0421δ4 +O(δ5)
(A.40)
A5 =− 0.0300 + 0.1209δ2 + 0.0259δ4 (A.41)
A.6 Comment on Single Molecule Experimental Data
In the main text we stated, but did not support, the idea that a constant change in
length scale was not sufficient to explain the effect of fluorescent dyes on the diffusivity
of dsDNA. In the case where the ratios b/w and b/d stay the same, a single simula-
tion is sufficient to compare the change in the absolute length scale of the problem.
In Fig. A.4(A), we compare the effect of the variation in the overall length scale on
the PERM data (with excluded volume) on the diffusivity. As the figure depicts, the
original scale describes the DLS and sedimentation data very well. An increase of 28%
(expansion of the contour length of λ-DNA from 16.3 µm to 21 µm), increases the hy-
drodynamic radius, but not enough to fully describe the observed increase. To obtain
a good match, the simulation requires an expansion near 100%, which corresponds to a
contour length of ≈ 32 µm for λ-DNA.
In the main text, we also claim that the perceived slope of the diffusion coeffi-
cient is an insensitive indicator of the draining behavior of dsDNA. We support this by
Fig. A.4(B), which shows the chain hydrodynamic radius as a function of contour length
for over four orders of magnitude from both experimental data and PERM calculations.
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Figure A.4: (A) The square hydrodynamic radius as a function of contour length. The
plot is normalized by the contour length to emphasize the variation in the data. (B) The
hydrodynamic radius as a function of contour length. In both figures, experimental data
appears as symbols and PERM simulations appear as lines. We have plotted the data
in terms of the chain hydrodynamic radius, which allows us to compare experimental
and simulation data regardless of solvent viscosity or ambient temperatures [89].
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For reference we give the slope of 0.588, which in fact gives a moderately good descrip-
tion of most of the data on the plot, making it a poor measure of the draining behavior
of the chain. While there is indeed some variation of the slope evident in the figure, it
is quite subtle and difficult to detect with a least squares fit to noisy data over a limited
range.
Appendix B
Supporting Information to
Chapter 5
B.1 Simulation Method
In our implementation we have chosen an off-lattice, touching-bead model [75] in which
we implement a discrete wormlike chain potential
βUbend = κ
Nb−2∑
j=1
(1− uj+1 · uj) (B.1)
where β = (kBT )
−1 is the inverse absolute temperature and u is the bond vector
connecting bead j to bead j + 1. The parameters in this equation are the number of
beads (Nb), the bending potential constant (κ), and the bead size (w). In this model,
choosing w is especially consequential because it (1) fixes the bond length, (2) sets the
excluded volume to the value: v ∼= lp2w (which is athermal because of hard beads and
walls) and (3) imposes the length scale below which self-interactions are disallowed.
Simulations are run in either free solution or in an infinintely long square channel of
size D. When confined, the channel walls are hard and are defined by the potential
βUwall =
∞ max(|rx|, |ry|) ≥ (D − w)/20 otherwise (B.2)
Here |rx| and |ry| are the absolute values of the chain position in the x and y directions
respectively, D is the channel width and the z-axis is left open.
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The bending potential is responsible for setting the value of the persistence length,
which is defined as
〈uj+1 · uj〉 = exp(−jw/lp) (B.3)
Fortuitously, the probability density function for a given bond angle defined as uj+1·uj =
cos θj can be solved analytically [198] and is given by
P (θj) =
κ exp [−κ(1− cos θj)]
1− exp(−2κ) . (B.4)
For illustrative purposes Fig. B.1 shows several plots of Eq. (B.4) for various values of
κ.
The closed form solution in Eq. (B.4) is beneficial for two reasons. First, it allowed
us to code PERM more efficiently, as the simulation requires generating many bond
vectors according to this distribution. Second, it allowed us to obtain the persistence
length for given values of κ and w. This can be done by calculating Flory’s characteristic
ratio [72, 199],
C∞ =
b
w
=
1 + 〈cos θj〉
1− 〈cos θj〉 (B.5)
which gives the Kuhn length b = 2lp. Evaluating this expression leads to [198]
lp =
(w
2
) κ− 1 + κ cothκ
κ+ 1− κ cothκ (B.6)
which simplifies to the well-known expression for the persistence length,
lp
w
= κ− 1/2 (B.7)
when κ 1.
In addition to using an analytical distribution to generate the bond vectors, we
further accelerated the simulations by taking advantage of the fact that the confinement
free energy is extensive in N for sufficiently long chains. PERM relies on an estimate of
the partition function in order to bias the sampling. In the “blind” version of the PERM
algorithm [173], the estimate is progressively built at the beginning of each simulation
run, a process which dominates the simulation time. To speed up the convergence of
the estimate, we first ran a blind simulation for short chains and linearly extrapolated
the partition estimate to get a good initial guess for the partition function for the longer
chains. This guess is only used to set the biasing in PERM, and does not affect the final
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Figure B.1: Various curves of Eq. (B.4) for three values of κ: 10−5 (solid), 5.499
(dashed), 100.5 (dash-dot). These values illustrate the bond angle probability density
function when chains are very stiff (κ = 100.5) or very flexible (κ = 10−5, practically a
freely-joined chain).
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partition function estimate. We were able to run “non-blind” simulations [173] for the
longest chains, a technique which reduced the simulation time considerably.
In our implementation, we employed a master/slave parallel algorithm without Marko-
vian anticipation [200] on a DELL linux cluster. (Markovian anticipation is not trivial
to implement with an off-lattice model.) The hardcore excluded volume interaction cal-
culations took advantage of neighbor lists, and data analysis was done on the fly since
recording each tour’s configuration is prohibitively expensive. Most of the PERM data
(unless indicated otherwise) was taken for chains with 2 × 104 beads in five batches
of 104 tours for error estimation; in all cases the error of the data shown is smaller
than the symbol size. Our simulations spanned the wide range of channel sizes and
chain anisotropies shown in Fig. B.2, corresponding to four decades in the dimension-
less channel size δ ≡ D/lp and three decades in the anisotropy  ≡ w/lp. In contrast,
most previous work, focusing on DNA in nanochannels [71, 139, 140, 142, 237, 238],
spans less than two decades in channel size (say, 10 nm to 500 nm) and uses a single
value of the anistropy  corresponding to DNA or, at most, a change in  by a factor
of around 5. Moreover, these previous simulations typically use around 103 beads to
represent the DNA.
The free energy of a given chain was obtained from PERM’s estimate of the canonical
partition function [171] which has an unconfined, ideal wormlike chain standard state
( = 0). Thus, the confinement free energy
∆Fc ≡ Fconfined − Fbulk (B.8)
requires simulations of both confined and free solution chains for chains with non-zero
excluded volume. In order to assure that the free energy calculations were accurate,
we verified that all of the free energy calculations shown in the main text did in fact
reach the asymptotic limit where F ∼ N0 where N ≡ L/lp is the number of persistence
lengths of the chain and F ≡ β∆FcN−1 is the dimensionless free energy. Figure B.3
shows an example set of data (δeff = 9.9 and  = 0.1) which corresponds to DNA in
a high ionic strength buffer in a 500 nm channel. As we can see, the simulation spans
1000 persistence lengths, corresponding to a contour length of 50 µm, or about 150
kbp (slightly smaller than T4 DNA). The plateau for F in Fig. B.3 is the long-chain
asymptotic value for this particular combination of δeff and  appearing in the main
205
10−3
10−2
10−1
100
101
102
103
10−4 10−3 10−2 10−1 100
δeff

Figure B.2: Range of values for the effective channel size available to the chain, δeff ≡
(D − w)/lp, and the chain anisotropy,  ≡ w/lp, used in the PERM simulations. The
phase space explored here is orders of magnitude larger than previous studies. The
umbrella-like overlap between different values of  allows us to produce the universal
free energy curve in Fig. 4 of the main text.
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Figure B.3: Example of the convergence of the confinement free energy, F ≡ β∆FcN−1
as a function of the size of the chain, N ≡ L/lp. The data appearing in Fig. 4 of the
main text correspond to the plateau region for a given simulation for a channel size δ
and chain anisotropy .
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Figure B.4: Free energy of a confined semiflexible chain without excluded volume. Sim-
ulation data is taken for chains of different persistence length where the bond length is
represented as lB. For each simulated chain  = 0, except for lB/lp = 10
−3, which has
a small but negligible  = 10−3. The data are used to validate Eq. (B.9) and calculate
C1 by a least-squares regression.
text. We constructed similar plots for every combination of δeff and  and included only
those simulations which reached a plateau value.
B.2 Confinement Free Energy of an Ideal Semiflexible Chain
Following Chen and Sullivan [240] we propose an interpolation formula of the form
F =
2
3pi
2δ−2
(C2δ−2 + C1δ−1 + 1)2/3
(B.9)
The choice C2 = 5.147 matches previous calculations [132] for the Odijk regime. The
remaining constant is used to fit the shape of the crossover region from PERM simula-
tions in the absence of any excluded volume. A least squares fit yields C1 = 3.343 and
the interpolation shown in Fig. B.4.
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B.3 Numerical Prefactors for the Odijk and Flory-de Gennes
Extension
In several instances in the main text, PERM results for the extensions are compared to
Odijk and de Gennes theories with exact prefactors. The Odijk regime curve corresponds
to
〈X/L〉 = 1− 0.18274
(
D − w
lp
)2/3
(B.10)
which is the prediction of the Odijk theory [58] using the prefactor computed by
Burkhardt et al. [132] for a square nanochannel. The quantity D − w is the effec-
tive width of the nanochannel available to the chain.
For the Flory-de Gennes regime, the extension is
〈X/L〉 = (1.033± 0.005)
(
D − w
lp
)1−1/ν (w
lp
)2−1/ν
(B.11)
where the prefactor is obtained by a fit to the collapsed PERM data shown in Fig. B.5.
The prefactor of almost unity is a satisfying test of the de Gennes theory for a finite
width chain, derived above.
In Fig. 3 of the main text, the data shown corresponds to  = 10−1 and  = 10−2
for a range of values of δ ≡ D/lp. These dimensionless data were converted using a
persistence length lp = 50 nm and two different values of the width, w = 5 nm and
w = 0.5 nm. The corresponding channel sizes D follow from the definition of δ.
We also stated that the Odijk regime is valid for an effective channel size δeff ≡ (D−
w)/lp ≤ 0.3 and the Flory-de Gennes regime begins at δeff ≥ (2)−1. The approximate
numerical values 0.3 and 1/2 were obtained by inspection of the data in Fig. B.5A
and B.6A in the region where the data appear to collapse onto the universal curves.
Additionally, one can again note that these regimes show the lack of collapse to the
Odijk theory for a fractional extension below 90%. A similar general statement is
not possible for the de Gennes theory, since this value depends on , as is evident in
Fig. B.6A.
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Figure B.5: Fractional extension of a semiflexible chain confined in a square nanochannel
collapsed to the (A) Odijk regime and (B) Flory-de Gennes regime. (A) The data
collapses before δeff = 0.3 as indicated by the dotted vertical line. (B) Note here that
the dependent variable is set to x = δeff
1−2ν
1−ν and that x1−1/ν yields the right hand side
of Eq. (B.11). This was done to make the ordinate linear in the channel size.
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B.4 Scaling for the extension in the quasi-Gaussian regime
Figure 3 of the main text shows the extension data on a linear plot in dimensional units,
which is the easiest way to make a connection to the experimental data. Figure B.6B
shows the same data in a log-log plot using the effective dimensionless channel size,
δeff , for the abscissa. These data correspond to asymptotically long chains; for 2 × 104
beads of size 5 nm, these data are for chains 100 µm long (approximately 300 kilobase
pairs). Our extension results complement previous work [71, 139, 140, 142, 238] that
used chains that are several microns long.
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Figure B.6: (A) Log-log plot of the fractional extension from Fig. B.5B, which shows the
collapse to the Flory-de Gennes regime around δeff ≈ 1/2. This corresponds to about
200 nm for DNA ( = 0.1). (B) Average fractional extension versus dimensionless
channel size for DNA ( = 0.1) obtained from PERM simulations. Both the Flory-de
Gennes scaling and the Gauss-de Gennes scaling are indicated.
