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Abstract
In this paper we introduce two Bayesian estimators for learning the parameters of the Gamma
distribution. The first algorithm uses a well known unnormalized conjugate prior for the Gamma
shape and the second one uses a non-linear approximation to the likelihood and a prior on the shape
that is conjugate to the approximated likelihood. In both cases use the Laplace approximation to
compute the required expectations. We perform a theoretical comparison between maximum like-
lihood and the presented Bayesian algorithms that allow us to provide non-informative parameter
values for the priors hyper parameters. We also provide a numerical comparison using synthetic
data. The introduction of these novel Bayesian estimators open the possibility of including Gamma
distributions into more complex Bayesian structures, e.g. variational Bayesian mixture models.
1 Introduction
The Gamma distribution is the most considered when modeling positive data [1, 11, 9, 6]. The
fastest and oldest method used to estimate the parameters of a Gamma distribution is the Method
of Moments (MM) [1]. This method can be applied to the Gamma distribution since there exists
an unique relationship between its first two moments and its parameters. The MM uses a Gaus-
sian approximation to the moments to provide a closed form parameters estimation. Obviously
this method is exact for the Gaussian distribution and less accurate for distributions deviating from
Gaussianity. Another classic approach for parameter estimation is the well known maximum like-
lihood (ML), based in the maximization of the data log-likelihood; for the Gamma distribution
there exist a closed form ML derivation for its scale parameter but not for the shape parameter.
Two interesting algorithms to deal with this issue can be found in [9]. One of them uses a linear
approximation to the otherwise intractable terms appearing in the derivative of the log-likelihood
and the second one uses a more advanced non-linear approximation to the log-likelihood to obtain
higher convergence rate [8, 9]. While the MM and ML approaches provide point estimates for the
distribution parameter values, a full Bayesian estimation approach introduces distributions over the
parameters [7]; when choosing conjugate prior distributions over the parameters [7, 2], the poste-
rior expectations can be analytically derived. The conjugate prior for the Gamma rate parameter is
known to be Gamma distributed but there exist no proper conjugate prior for the shape parameter.
In section 2 we present the Bayesian methods proposed in this article. In subsection 2.1 we
review the conjugate prior for the rate (inverse scale) parameter. Since for the shape parameter
there exist no proper conjugate prior distribution, here we propose two different strategies to deal
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with this issue. In subsection 2.2 we consider the use of an unnormalized conjugate prior [4] and in
section 2.3 we introduce an unnormalized prior on the shape which is conjugate with the accurate
non-linear likelihood approximation presented in [8]. In both cases we use the Laplace approxi-
mation to compute the required expectations. In section 3.1 we provide a theoretical comparison
between the two ML algorithms presented in [9] and the two presented Bayesian strategies. In sec-
tion 3.2 we present a numerical comparison between the four algorithms. In section 3.3 we briefly
consider the hyper parameters value choices for the Bayesian algorithms. We conclude the paper
with a brief discussion in section 4. For completeness of the methodology and ease of reading, in
Appendix A we review the Method of Moments estimation, and in Appendix B the two Maximum
Likelihood algorithms introduced in [9].
2 Bayesian Learning (BL) for the Gamma distribution
Consider the Gamma distribution defined over the support x ∈ R+
G(x|α, β) =
xα−1
Γ(α)βα
exp(
−x
β
), (1)
for any positive real parameter values α and β, denoting the distribution shape and scale respec-
tively, and where Γ is the Gamma function. Given a vector of positive real values x = {x1, . . . , xn},
in the following subsections we present two different Bayesian strategies to find posterior estima-
tions αˆ and βˆ for the distribution parameters α and β.
To find the posterior probability of the Gamma parameters, θ = {α, β}, we use Bayes rule
p(θ|x) =
p(x|θ)p(θ)
p(x)
, (2)
where x = {x1, . . . , xn} is some positive vector of observations. Since the denominator only
depends on data the posterior is proportional to the likelihood multiplied by the prior
p(θ|x) ∝ p(x|θ)p(θ). (3)
Obtaining analytical solutions for the parameters θ requires the use of conjugate priors [2, 4]. A
prior is called conjugate with a likelihood function if the prior functional form remains unchanged
after multiplication by the likelihood.
2.1 Rate parameter R = 1
β
A well known conjugate prior for R = 1
β
, the rate parameter of the Gamma distribution, is a
Gamma distribution parametrized using shape d and rate e [4],
p(R) = G(R|d, e). (4)
Given the observations vector x, and multiplying its Gamma likelihood by the prior on the rate
(4) we get its posterior, q(R) = G(R|dˆ, eˆ) with
dˆ = d+ nα, eˆ = e+
n∑
i=1
xi. (5)
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Since R is Gamma distributed its posterior expectation is
Rˆ =
dˆ
eˆ
. (6)
Since the scale is the inverse of rate we have that βˆ = eˆ
dˆ
.
2.2 Unnormalized prior on shape parameter α (BL1)
The unnormalized prior used for the shape parameter of the gamma distribution [4] has the form
p(α) ∝
aα−1Rαc
Γ(α)b
, (7)
where R is the Gamma rate parameter and {a, b, c} ∈ R+ are hyper parameters. Given some
observations x, we multiply its likelihood under the Gamma distribution by the prior on shape (7)
to obtain an expression for the posterior distribution q(α)
q(α) ∝
aˆα−1Rαcˆ
Γ(α)bˆ
(8)
with
aˆ = a
n∏
i=1
xi, bˆ = b+ n, cˆ = c+ n. (9)
Finding the posterior expectation of α, αˆ, implies computing the expectation of p(α). Here we use
the Laplace approximation to (7), which can be shown to be a Gaussian with mean
m = Ψ−1
( log a + c logR
b
)
,
and precision bΨ1(m), where Ψ1(α) = dΨ(α)dα . Consequently we approximate the posterior ex-
pected shape by
αˆ ≈ Ψ−1
( log aˆ+ cˆ logR
bˆ
)
. (10)
We note here that the expectation of the Laplace approximation to q(α) corresponds to the maxi-
mum a posteriori (MAP) estimate of q(α). The use of the Laplace approximation in this context
then reduces to using a MAP estimation in place of the expected value. Note also that in order to
compute the expectation (10) we need to estimate log aˆ
log aˆ = log a +
n∑
i=1
log xi, (11)
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Algorithm 1 BL1
Require: x = {x1, . . . , xn}, xi > 0 and {a, b, c, d, e}
µ = 1
n
∑n
i=1 xi
v = 1
n−1
∑n
i=1(xi − µ)
2
α = µ
2
v
eˆ = e+
∑n
i=1 xi
log aˆ = log a +
∑n
i=1 log xi
bˆ = b+ n
cˆ = c+ n
repeat
α← Ψ−1
(
log aˆ+cˆ
(
log(d+nα)−log(eˆ)
)
bˆ
)
until convergence
αˆ = α
dˆ = d+ nαˆ
βˆ = dˆ
eˆ
return αˆ,βˆ
and not longer require aˆ in equation (9). This fact has the advantage of avoiding numerical issues
for large sample sizes. Further, substituting Rˆ = dˆ
eˆ
= d+nα
e+
∑
n
i=1
xi
into equation (16) we obtain an
expression with no R dependence which is more compact for algorithmic use, namely
αˆ ≈ Ψ−1
( log aˆ+ cˆ( log(d+ nα)− log(e+∑ni=1 xi)
)
bˆ
)
. (12)
Algorithm 1 summarizes this first Bayesian approach for learning the Gamma parameters
which we denote as BL1. First, the MM algorithm is used to initialize α (equation (23) left
panel); eˆ, log aˆ, bˆ and cˆ are computed through equations (5 right side), (11) and (9). Then equation
(12) is iterated till convergence to obtain the expected αˆ. Finally dˆ is computed using equation (5
left side) and βˆ through (6).
2.3 Likelihood approximation and its conjugate prior on α (BL2)
Given an initial parameter value estimation α, we use an approximation to the log-likelihood as
presented in [8], namely
logG(x|α) = k0 + k1α + k2 logα. (13)
Learning the parameters k0, k1, k2 is straightforward (check Appendix B). We then define a prior
on α that is conjugate with this approximated log-likelihood, namely
log p(α) ∝ w0 + w1α + w2 logα (14)
for any set of hyper parameter values w0, w1, w2. It is straightforward to observe that the posterior
values for the hyper parameters are
w˜i = wi + ki, ∀i ∈ {0, 1, 2}. (15)
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Once more we use the Laplace approximation to (14), which can be shown to be a Gaussian with
mean
m =
−w˜2
w˜1
and precision w˜2
α2
. Consequently we approximate the posterior expected shape by
αˆ ≈
−w˜2
w˜1
. (16)
Again, the Laplace approximation corresponds to the maximum a posteriori (MAP) estimate. Al-
gorithm 2 summarizes this alternative for Bayesian learning the parameters of the Gamma distri-
bution which will be further denoted as BL2.
Algorithm 2 BL2
Require: x = {x1, . . . , xn}, xi > 0 and {w1, w2}
µ = 1
n
∑n
i=1 xi
v = 1
n−1
∑n
i=1(xi − µ)
2
α = µ
2
v
repeat
k1 = n
(
log x−Ψ(α)− log x + logα− αΨ′(α) + 1
)
k2 = nα
2Ψ′(α)− nα
w˜1 = w1 + k1
w˜2 = w2 + k2
α← −w˜2
w˜1
until convergence
αˆ = α
dˆ = d+ nαˆ
βˆ = dˆ
eˆ
return αˆ,βˆ
3 Results
In section 3.1 we highlight the relationship between the ML algorithms presented in [8] and the
Bayesian ones presented here. Both ML algorithms (ML1 and ML2) can be found in Appendix
B. In section 3.2 we present numerical results obtained using synthetic data and in section 3.3 we
consider the hyper parameter value setting for the Bayesian shape priors.
3.1 Algorithms comparison
It is to note that ML and BL algorithms have notable similarities; first, note that the ML and the
Bayesian scale estimators presented are
βˆML =
µ
α
=
∑n
i=1 xi
nα
βˆBL = Rˆ
−1 =
eˆ
dˆ
=
e+
∑n
i=1 xi
d+ nα
(17)
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respectively. It is easy to observe that
lim
d=e→0
βˆBL → βˆML, (18)
which means that the Bayesian scale estimator tends to the ML one in the limit of an infinite
variance gamma prior over β. With respect to the shape parameter α, since initializing b = c
results in bˆ = cˆ (in BL1), and taking again the same limit, we can rewrite the BL1 α update as
lim
d=e→0
b=c
αˆBL → Ψ
−1
( log aˆ
bˆ
+ log(nα)− log
n∑
i=1
xi
)
(19)
Comparing this to the ML α update in the case of a linear constrain on α (ML1)
αˆML1 = Ψ
−1(logα + log x− log x¯) = Ψ−1(log x + lognα− log
n∑
i=1
xi) (20)
it is clear that both models perform an iterative update of the shape parameter dependent in the
inverse of the gamma function of lognα plus a data dependent constant which differs for ML1
and BL1; they also have the same dependence on one of the data dependent terms, − log
∑n
i=1 xi,
independently of the hyper parameter values used for the prior on α (under the assumption b=c).
Further, since log aˆ = log a+
∑n
i=1 log xi and bˆ = b+n, in the extreme case of considering a very
small hyper parameter value for b, we can simplify the BL1 estimation update further, resulting in
lim
d=e→0
b=c→0
αˆBL → Ψ
−1
( log a
n
+ log x + log(nα)− log
n∑
i=1
xi
)
(21)
Remembering that the posterior estimation for b and c are bˆ = b + n and cˆ = c + n, this is a
very interesting result that shows that when choosing little informative hyper parameter values for
b and c, the BL1 estimation involves a small sample bias correction term − log a
n
which tends to 0 as
the number of observed samples increases. Further, there is, by construction, a close relationship
between ML2 and BL2; in fact they are equivalent when considering a flat prior over α, that is
when w1 = w2 = 0 in equation (14).
3.2 Numerical results
In this section we perform a numerical comparison between the two maximum likelihood (ML)
algorithms presented in [9] and the Bayesian approaches (BL) presented in this work. For each
simulation we generate varying amount of N samples from a Gamma distribution with fixed pa-
rameters α and β and we applied the four considered algorithms. The parameter values α and β are
initialized to different random positive numbers at each simulation. For each N we performed 500
different simulations. The ML and the BL algorithms are considered to converge when the relative
α parameter change between two consecutive iterations is smaller than 10−6. In this example we
use the information from the previous section to fix the hyper parameters to values for which the
BL solutions tend to the ML ones; we used the hyper parameter values d = e = 0.001, a = 1 and
b = c = 0.001 for BL1 and w0 = 1, w1 = w2 = 0 for BL2. To asses the quality of the estimators
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Figure 1: .
we computed KL-divergences between the true distribution and the estimated ones. Then, for each
sample size (N), we performed a paired t-test between the KL-divergences of each possible pair of
algorithms and found no statistically significant differences between them. This is not a surprising
result since both ML algorithms converge to the same solution and the priors in the Bayesian set-
ting are chosen to tend to obtain a estimator tending to the ML one. In each sub-figure of figure 1
we present error bars (mean and standard deviation) of the bias in the estimation of each parameter,
shape in first row, scale in the second one. Each algorithm is presented in a different column and
the x-axis represent the number of samples used for the estimation. These results are, for the ML
case, in agreement with the ones presented in [5]; the ML shape estimators are upwards biased
for the shape and downwards biased for the scale parameter. The bias of the presented Bayesian
algorithms is equivalent to that of the existing ML algorithms.
Figure 2 shows boxplots of the computational costs in seconds; the mean, 25−th and 75−th
percentile are presented on each box and the red crosses represent outliers of the estimated distri-
butions. The cost of ML1 and BL1 is equivalent while ML2 and BL2 are much faster. It is to note
that in all cases the iterative process depends only on the inverse of the digamma function of a real
number and there is no algorithmic cost N dependency in the loop.
3.3 Shape conjugate prior hyper parameters values
It is easy to see flat prior for the shape parameter in the BL2 case can be obtained by choosing
w1 = w2 = 0 in equation (14). On the other side, looking at equation (7) it is clear that choosing a
flat prior for BL1 is not straightforward. As we showed in section 3.3, choosing b = c → 0+ and
a ∈ R+ results in a prior providing a small bias correction which tends to zero for high sample
sizes. To get some more intuition we next provide some numerical examples illustrating such
prior for different hyper parameter values and demonstrating the behavior of the posterior hyper
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Figure 2: Boxplots of the computational time required by the different algorithms expressed in
seconds. Each column represent a different sample size.
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Figure 3: Top row shows the log-prior log p(α|a, b, c, β) and the bottom row the log-posterior
log p(α|aˆ, bˆ, cˆ, βˆ). The red dots mark the shape parameter α from which data was generated. The
green dots represent the Bayesian posterior estimation.
parameter updates (equations 9,11) and of the Laplace approximation (equation 10) used to obtain
the expected shape value αˆ.
We generate 1000 samples from an Gamma distribution with parameter values α = 10 and
β = 25. βˆ is computed through equation (23) left panel followed by equations (5,6) where a flat
prior was used, namely d = e = 0.01. For the shape prior hyper parameters we consider different
values a, b, c, and αˆ is computed independently on each case through equations (9,11,16). In Figure
3, the top row shows the log-prior log p(α|a, b, c, βˆ) for the parameter values a, b, c indicated in the
titles as a function of the shape value α represented in the x-axis. The bottom row shows the
corresponding log-posteriors log p(α|aˆ, bˆ, cˆ, βˆ). In all cases the red dot represents the true shape
value, α = 10, and the green ones in the bottom row represents the posterior estimated value
αˆ. The expectation we obtained for the posterior of α, αˆ marked as as green circle, is a very
good approximation. Since the parameter value for the scale β was also estimated using Bayesian
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inference and its part of the prior and posterior on α, the figure indirectly confirms also the proper
behaviour of the scale Bayesian estimation procedure.
These examples are representative of the general behaviour observed for a broad range of hyper
parameter values {a, b, c}. Although this shows the weak dependence on the prior when estimating
the posterior, further analyses relating the effect of the hyper parameter value of a with relation to
the well known bias correction strategies for the parameters of the Gamma distribution [5] would
be of interest and are focus of ongoing research.
4 Discussion
We reviewed two maximum likelihood algorithms for the estimation of the parameters of a Gamma
distribution and developed two Bayesian algorithms; the first one uses an unnormalized conjugate
prior to the shape parameter and the second one uses a likelihood approximation and prior con-
jugated with the approximation. In both cases we use the Laplace approximation to compute the
required expectations. We performed a theoretical analyses which showed which hyper-parameter
values for the conjugate priors will recover the ML algorithms and we also show numerically that
with such hyper-parameter choices the new Bayesian algorithms converge towards the ML so-
lutions. We also evaluated numerically the bias in the parameters estimation and show that the
Bayesian algorithms have the same bias properties as the ML ones. Including bias corrections in
the Bayesian setting for small sample sizes could be achieved as showed in [5] for the ML case
and is part of ongoing research. The Bayesian Learning approaches introduced in section 2 has
important implications since it can be used inside more complex Bayesian inference tasks, such as
fitting mixture models involving Gamma distributions within a (Variational) Bayesian framework
to be used for example in the context of medical image segmentation [10]. Extending this beyond
modeling one dimensional data, the presented methodology can also be included in multivariate
models, e.g. for Bayesian ICA or Non-negative matrix factorizations.
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5 Appendices
A Method of Moments (MM)
The first two moments of a Gamma distribution are [3]
EG [x] = αβ, EG [(x− EG [x])
2] = αβ2. (22)
Using a Gaussian approximation to equation (22)
µ ≈ αβ, v ≈ αβ2,
where µ and v are the mean and variance estimated from the observed data vector x = {x1, . . . , xn},
and solving the linear system for α and β we obtain the MM estimation for the Gamma distribution
parameters, namely
αˆ ≈
µ2
v
, βˆ ≈
v
µ
(23)
Algorithm 3 summarizes the process.
Algorithm 3 MM for Gamma
Require: x = {x1, . . . , xn}, xi > 0
µ = 1
n
∑n
i=1 xi
v = 1
n−1
∑n
i=1(xi − µ)
2
αˆ = µ
2
v
βˆ = v
µ
return αˆ,βˆ
Obviously this approximation is very fast since it simply requires estimation of mean and vari-
ance. Nevertheless it will provide more biased estimations as the underlying Gamma distribution
deviates more from a Gaussian i.e. as the Gamma distribution higher order moments more deviate
from zero.
B Maximum Likelihood (ML)
In this subsection we describe the two algorithms for ML learning of Gamma distributions pa-
rameters originally presented in [9]. The log-likelihood of the positive vector of observations
x = {x1, . . . , xn} under the Gamma distribution (1) can be written as
log G(x|α, β) = n(α− 1)log x− n log Γ(α)− nα log β −
nx
β
(24)
where for easy of notation the upper bar operand denotes the arithmetic mean operator. Finding
ML estimations for the parameters is achieved by maximizing equation (24) with respect to the
parameters {α, β}; it is easy to verify that equation (24) has a maximum at
β =
x
α
, (25)
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and that direct maximization of equation (24) with respect to α it is not possible. Substituting
equation (25) into equation (24) gives
logG(x|α) = n(α− 1)log x− n log Γ(α)− nα log x + nα logα− nα (26)
Direct maximization of equation (26) with respect to α is (obviously) also not possible. Using
a linear constrain around a given value for α, denoted as α0, we have
α log(α) ≥ (1 + logα0)(α− α0) + α0 log(α0). (27)
Substituting (27) into equation (26) provides a lower bound on the log-likelihood. Differentiating
with respect to α, equaling to zero and solving for α we have that
αˆ = Ψ−1(logα0 + log x− log x¯) (28)
where Ψ represents the digamma function. For an initial value of α equation (28) can be iterated
till convergence to obtain the desired value αˆ and then βˆ can be computed using equation (25). In
this work we initialize the value of α using the method of moments and Algorithm 4 summarizes
the process.
Algorithm 4 ML1 (linear constrain)
Require: x = {x1, . . . , xn}, xi > 0
µ = x¯ = 1
n
∑n
i=1 xi
v = 1
n−1
∑n
i=1(xi − µ)
2
α = µ
2
v
repeat
α← Ψ−1(log α+ log x− log x¯)
until convergence
αˆ = α
βˆ = x¯
αˆ
return αˆ,βˆ
Algorithm 4 provides an accurate ML solution but it suffers from slow convergence. To accel-
erate the process, one can approximate Gamma log-likelihood presented in equation (26) by
f(α) = k0 + k1α + k2 logα. (29)
Taking first and second derivatives of f(α)
f ′(α) = k1 +
k2
α
, f ′′(α) = −
k2
α2
, (30)
and matching f(α) and its derivatives to log G(x|α) and its first two derivatives with respect to α
respectively, we obtain values for k0, k1, k2. If f ′′(α) < 0, f(α) has a maximum at αˆ iff f ′(αˆ) = 0.
This process gives us the update rule
1
α
←
1
α
+
log x− log x¯+ logα−Ψ(α)
α2( 1
α
−Ψ′(α))
(31)
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Algorithm 5 ML2 (non-linear approximation)
Require: x = {x1, . . . , xn}, xi > 0
µ = x¯ = 1
n
∑n
i=1 xi
v = 1
n−1
∑n
i=1(xi − µ)
2
α = µ
2
v
repeat
1
α
← 1
α
+ log x−log x¯+logα−Ψ(α)
α2( 1
α
−Ψ′(α))
until convergence
αˆ = α
βˆ = x¯
αˆ
return αˆ,βˆ
As before we use the MM relationship for the shape parameter (equation 23, left side) to ini-
tialize α. After iteration till convergence to get αˆ we use equation (25) to get βˆ. Algorithm 5
summarizes the process:
The two ML algorithms presented here deviate from the originally presented in [9] in the ini-
tialization. While we use the MM for initialization, in the original work a closed form estimation
was used.
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