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ABSTRAK: Model  Periodic Autoregressive (PAR) adalah suatu model deret waktu 
univariat dimana parameternya berbeda di setiap periode. Metode kuadrat terkecil biasanya 
digunakan dalam estimasi parameter model PAR. Metode kuadrat terkecil biasa tidak 
mempertimbangkan nilai parameter yang tidak signifikan, akibatnya estimator yang 
dihasilkan kurang akurat dalam menggambarkan keadaan yang sebenarnya. Oleh karena itu, 
untuk mengatasi masalah ini diberikan batasan linear pada parameter tertentu. Metode 
estimasi ini dikenal dengan metode kuadrat terkecil dua tahap. Tahap pertama adalah estimasi 
model menggunakan kuadrat terkecil biasa. Tahap kedua adalah estimasi model 
menggunakan kuadrat terkecil dengan batasan linear.  Estimator yang tidak signifikan pada 
tahap pertama dijadikan sebagai batasan linear pada tahap kedua. Penerapan model PAR 
dengan metode kuadrat terkecil dua tahap menggunakan data Indonesian Crude Price (ICP) 
periode Januari 2005 sampai dengan Desember 2015 menghasilkan model PAR12((0), (1), 
(1), (1), (1), (1, 2), (1), (1), (1), (1), (1, 2), (1))-I(1). Hasil penelitian ini menunjukkan Mean 
Squares Error (MSE) yang dihasilkan menggunakan metode kuadrat terkecil dua tahap yaitu 
29,07 lebih kecil dari MSE yang dihasilkan menggunakan metode kuadrat terkecil biasa yaitu 
192,44. Model PAR dengan metode kuadrat terkecil dua tahap dapat digunakan untuk 
meningkatkan akurasi asumsi makro RAPBN. 
Kata Kunci : Stasioner, Periodic Autoregressive (PAR), Kuadrat Terkecil Dua Tahap, Mean 
Squares Error (MSE) 
I. PENDAHULUAN 
 Peramalan (forecasting) menjadi 
suatu hal yang penting bila ingin 
mengetahui gambaran yang terjadi di masa 
mendatang. Salah satu cara meramalkan 
suatu kejadian di masa mendatang adalah 
dengan analisis deret waktu. Analisis deret 
waktu secara umum bertujuan untuk 
mempelajari atau membuat mekanisme 
model stokastik yang mampu menganalisis 
deret pengamatan dan meramalkan  nilai 
deret waktu yang akan datang didasarkan 
pada histori deret itu sendiri. Secara umum 
terdapat empat macam pola data deret 
waktu yaitu mean konstan, trend, siklis, 
dan musiman. Data deret waktu yang 
merupakan pola musiman seperti, data 
penjualan pakaian, curah hujan, harga 
minyak mentah dan lain sebagainya. 
Ada berbagai pendekatan untuk 
pemodelan dan peramalan data deret 
waktu musiman, salah satunya pendekatan 
yang mengasumsikan variasi musim 
digambarkan dengan memungkinkan 
parameter dalam autoregresi bervariasi  
musim disebut periodic autoregressive 
(PAR). Model PAR merupakan perluasan 
dari model AR yang memungkinkan 
parameter periodik (yang berbeda-beda di 
musim yang berbeda). Model ini biasanya 
diterapkan pada data deret waktu bulanan 
dan kuartalan (Ghosh, 2011). 
Banyak peneliti yang 
mengembangkan berbagai metode estimasi 
parameter dari model PAR ini, diantaranya 
estimasi menggunakan metode momen 
berdasarkan persamaan Yule-Walker yang 
digunakan Pagano (1978), Troutman 
(1979) , dan Hipel dan Mcleod (1994), 
serta estimasi menggunakan metode 
kuadrat terkecil  yang digunakan Franses 
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dan Paap (2004) pada kasus univariat dan 
Lütkepohl (2005) pada kasus multivariat. 
Estimasi parameter model 
menggunakan metode kuadrat terkecil 
biasa tidak mempertimbangkan nilai 
parameter yang tidak signifikan, akibatnya 
estimator yang dihasilkan kurang tepat 
menggambarkan keadaan yang 
sebenarnya. Oleh karena itu, untuk 
mengatasi masalah ini diberikan batasan 
linear pada parameter tertentu. Penerapan 
estimasi ini dikenal dengan prosedur 
kuadrat terkecil dua tahap yang terdiri dari 
estimasi model tanpa batasan pada tahap 
pertama. Tahap kedua adalah estimasi  
model dengan batasan linear berupa 
estimator yang tidak signifikan pada tahap 
pertama yang diasumsikan bernilai nol 
(Ursu, 2009). Berdasarkan hal tersebut, 
tujuan dari penelitian ini yaitu memperoleh 
estimator model PAR menggunakan 
metode estimasi kuadrat terkecil dua tahap.  
 
II. TINJAUAN PUSTAKA 
Stasioner dan Non Stasioner 
Ide dasar dari stasioneritas adalah 
hukum probabilitas mengharuskan proses 
tidak berubah sepanjang waktu, dengan 
kata lain proses dalam keadaan setimbang 
secara statistik (Cryer, 1986). Sekumpulan 
data dinyatakan stasioner jika rata-rata dan 
varian dari data tersebut tidak mengalami 
perubahan secara sistematik sepanjang 
waktu (Usman, 2006). Metode yang 
digunakan untuk mengetahui apakah suatu 
deret waktu itu stasioner atau tidak 
stasioner, seperti autocorelation function 
(correlogram), dan uji akar unit (unit root 
test): 
 
Uji akar unit 
Uji akar unit adalah salah satu bentuk 
uji formal untuk menguji kestasioneran 
data. Model 𝑌𝑡 adalah random walk 
(bergerak secara acak)  tanpa intersep 
apabila  𝜙 = 1 dengan model: 
𝑌𝑡 = 𝜙 𝑌𝑡−1 + 𝜀𝑡 . 
Oleh karena itu, 𝑌𝑡 dapat disebut 
mengandung “akar unit” atau data tidak 
stasioner. Hipotesis yang diuji dinyatakan 
sebagai berikut:  
𝐻0: 𝜙 = 1 (data tidak stasioner) 
𝐻1: 𝜙 < 1 (data stasioner)   
Pengujian akar unit dapat dilakukan 
menggunakan  uji DF yang diperkenalkan 




     (1) 
dengan kriteria pengujian: Jika nilai       
DF <  nilai kritis MacKinnon, maka 𝐻0 
ditolak, atau jika p-value < 𝛼, maka 𝐻0 
ditolak (Tsay, 2005). 
Differencing 
Differencing (pembedaan) dilakukan 
untuk menstasionerkan data non stasioner. 
Operator shift mundur (backward shift) 
sangat tepat untuk menggambarkan proses 
differencing. Penggunaan backward shift 
adalah sebagai berikut: 
𝐵𝑌𝑡 = 𝑌𝑡−1                  (2) 
dengan: 
 𝑌𝑡= nilai variabel 𝑌  pada waktu 𝑡 
 𝑌𝑡−1 = nilai variabel 𝑌 pada waktu 𝑡 − 1 
𝐵 = backward shift. 
Notasi 𝐵 yang dipasang pada 𝑌 
mempunyai pengaruh menggeser data satu 
waktu ke belakang. Sebagai contoh, jika 
suatu data deret waktu non stasioner maka 
data tersebut dapat dibuat mendekati 
stasioner dengan melakukan differencing 
orde pertama dari data. Rumus untuk 
differencing orde pertama, yaitu: 
𝑌𝑡
′ = 𝑌𝑡 − 𝑌𝑡−1,                         (3) 
dengan 𝑌𝑡
′ adalah nilai variabel 𝑌 pada 
waktu 𝑡 setelah differencing dengan 
menggunakan backward shift, persamaan 
(3) dapat ditulis menjadi: 
𝑌𝑡
′ = (1 − 𝐵)𝑌𝑡,                  (4) 
differencing pertama pada persamaan (4) 
dinyatakan oleh (1 − 𝐵)  (Makridakis, 
1999). 
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Model Periodic Autoregressive 
Model PAR adalah sebuah model 
periodik yang digunakan pada data 
musiman yang stasioner, dimana rata-rata 
dan variansinya periodik terhadap waktu. 
Model PAR merupakan perluasan dari 
model AR yang memungkinkan parameter 
periodik (berbeda-beda di musim yang 
berbeda). Model ini biasanya diterapkan 
pada data deret waktu bulanan dan 
kuartalan (Ghosh, 2011). 
Model PAR dengan orde 𝑝(𝑣) yang 
dilambangkan dengan PAR (𝑝(𝑣)) untuk 
bulanan (𝑠 = 12) yang diamati pada deret 
waktu univariat 𝑌 = {𝑌𝑡, 𝑡 ∈ ℤ} diperoleh 
dari: 
𝑌𝑛𝑠+𝑣 = ∑ 𝜙𝑖(𝑣)𝑌𝑛𝑠+𝑣−𝑖 +
𝑝(𝑣)
𝑖=1 𝜖𝑛𝑠+𝑣     (5) 
dengan 𝑌𝑡 adalah besarnya pengamatan 
(kejadian) pada waktu ke- 𝑡. Variabel acak 
𝑌𝑛𝑠+𝑣 adalah besarnya pengamatan selama 
periode ke- 𝑣 untuk setiap musimnya 
dengan 𝑣 ∈ {1,… , 𝑠}  pada tahun 𝑛, 𝑛 ∈ ℤ. 
𝑝(𝑣) adalah orde model AR pada    
periode  𝑣. 𝜙𝑖(𝑣), 𝑖 = 1,… , 𝑝(𝑣) adalah 
parameter model AR pada periode  𝑣.       
𝜖 adalah residual dengan white noise 
periodik, dengan 𝐸(𝜖𝑡) = 0 dan          
𝑣𝑎𝑟(𝜖𝑛𝑠+𝑣) = 𝜎
2(𝑣) > 0,  sehingga untuk 
𝑠 = 1 maka model pada persamaan (5) 
merupakan model AR klasik (Turkman, 
2012). 
Seleksi Orde 𝒑(𝒗) 
Bayesian information criterion (BIC) 
adalah statistik yang digunakan untuk 
membandingkan kecocokan model yang 
berbeda. Umumnya model yang memiliki 
nilai BIC kecil lebih cocok daripada model 
lainnya. BIC dalam model PAR dihitung 
setiap bulan secara terpisah. Orde yang 
baik diperoleh dengan memilih orde yang 
memiliki nilai BIC yang lebih kecil. Nilai 
BIC dapat diperoleh dengan menggunakan 
rumus: 
𝐵𝐼𝐶 = ∑ 𝐵𝐼𝐶𝑣
𝑠
𝑣=1
           
𝐵𝐼𝐶𝑣 = 𝑛 ln ?̂?𝑣
2 + ln(𝑛) 𝑝(𝑣),                 (6) 
dengan ?̂?𝑣
2 adalah estimator dari 𝜎𝑣
2, 𝜎𝑣
2 
adalah variansi pada periode ke- 𝑣 dan 
𝑝(𝑣) adalah jumlah parameter AR pada 
periode ke- 𝑣, 𝑣 = 1,… , 𝑠 (Mcleod, 1994). 
 
Estimasi Parameter 
Estimasi model PAR pada persamaan 
(5) menggunakan prosedur kuadrat terkecil 
dua tahap yang terdiri dari estimasi 
parameter yang tidak dibatasi pada tahap 
pertama. Tahap kedua adalah estimasi 
model dengan batasan linear berupa 
estimator yang tidak signifikan pada tahap 
pertama yang diasumsikan bernilai nol  
(Ursu, 2009). 
Data deret waktu 𝑌𝑛𝑠+𝑣 𝑛 = 0,1, … , 𝑁 − 1  
dengan sampel 𝑛 = 𝑁𝑠.  Persamaan (5) 
dapat disederhanakan menjadi: 
 
𝒛(𝑣) = 𝑿(𝑣)𝜷(𝑣) + 𝒆(𝑣),      (7) 
dengan : 
𝒛(𝑣) =vektor berordo 𝑁 × 1 
𝜷(𝑣) = vektor berordo 𝑝(𝑣) × 1 
𝑿(𝑣) = vektor berordo 𝑁 × 𝑝(𝑣) 
𝒆(𝑣) = vektor berordo 𝑁 × 1 
Estimasi Parameter Menggunakan 
Kuadrat Terkecil Tanpa Batasan 
 
Estimasi menggunakan kuadrat 
terkecil tanpa batasan ekuivalen dengan 
estimasi menggunakan ordinary least 
squares (OLS), yaitu dengan 
meminimumkan total kuadrat residual: 
𝒆(𝑣) = 𝒛(𝑣) − ?̂?(𝑣)  
𝒆(𝑣) = 𝒛(𝑣) − 𝑿(𝑣)?̂?(𝑣),                       (8) 
𝑆(𝜷) = 𝒆𝑇(𝑣)𝒆(𝑣),                  
dengan 𝜷(𝑣) adalah vektor berukuran 
𝑝(𝑣) × 1 yang merupakan parameter model. 
Estimator  model diperoleh dengan 
menurunkan 𝑆(𝜷) terhadap 𝜷(𝑣), dimana 
hasil turunan bernilai nol (Ursu, 2009). 
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Estimasi Parameter Menggunakan 
Kuadrat Terkecil dengan Batasan  
Linear 
Parameter 𝜷(𝑣) diasumsikan sebagai 
batasan linear dengan persamaan: 
𝜷(𝑣) = 𝑹(𝑣)𝝃(𝑣) + 𝒃(𝑣)                  (9) 
dengan 𝑹(𝑣)  adalah matriks 𝑝(𝑣) × 𝐾(𝑣) 
dari orde 𝐾(𝑣).  𝝃(𝑣) adalah sebuah vektor 
𝐾(𝑣) × 1 dari parameter yang belum 
diketahui, dan 𝒃(𝑣) adalah sebuah vektor 
nol konstan. Ketika parameter dibatasi 
maka residual pada persamaan (8) 
menjadi: 
𝒆(𝑣) = 𝒛(𝑣) − ?̂?(𝑣)  
𝒆(𝑣) = 𝒛(𝑣) − 𝑿(𝑣)[𝑹(𝑣)?̂?(𝑣) + 𝒃(𝑣)]   (10)  
𝑆(𝝃) = 𝒆𝑇(𝑣)𝒆(𝑣),              
Estimator diperoleh dengan menurunkan 
𝑆(𝝃) terhadap 𝝃(𝑣), dimana hasil turunan 
bernilai nol (Turkman, 2012). 
 
Uji Signifikansi Parameter 
Estimator yang diperoleh harus diuji 
signifikansinya. Uji signifikansi ini 
dilakukan untuk mengetahui apakah nilai 
estimator signifikan atau tidak. Estimator 
yang tidak signifikan dikeluarkan dari 
model dan kemudian dilakukan estimasi 
parameter selanjutnya untuk model dengan 
estimator yang signifikan saja. Uji 
signifikansi dapat dilakukan dengan 
menggunakan uji 𝑡 dengan langkah 
sebagai berikut (Suprianto, 2014): 
1. Hipotesis 
𝐻0  : 𝜙𝑖(𝑣) = 0  
𝐻1  : 𝜙𝑖(𝑣) ≠ 0 
2. Tingkat signifikansi dilambangkan 
dengan 𝛼. 




,                            (11) 
dengan 𝜙𝑖(𝑣) adalah koefisien   
variabel ke- 𝑖 pada musim 𝑣,                          
(𝑖 = 1,… , 𝑝(𝑣), 𝑣 = 1,… , 𝑠) dan 𝑠𝑒𝜙𝑖(𝑣) 
adalah standar residual variabel     ke- 𝑖 





4. Kriteria pengujian 
Nilai 𝑡 hitung dibandingkan dengan nilai    
𝑡 tabel. Kriteria pengujian jika          
|𝑡ℎ𝑖𝑡| > 𝑡𝑡𝑎𝑏𝑒𝑙, maka tolak 𝐻0  
 
Proses White Noise 
 
Suatu proses (𝜖𝑡) dinamakan white 
noise jika barisan variabel acak yang 
berurutan tidak saling berkorelasi dan 
mengikuti distribusi tertentu. Rata-ratanya 
𝐸(𝜖𝑡) = 0 dengan variansi konstan 
𝑣𝑎𝑟(𝜖𝑛𝑠+𝑣) = 𝜎
2(𝑣) > 0 dan nilai 
kovariansi untuk proses ini                     
𝛾𝑘 = 𝑐𝑜𝑣(𝜖𝑡, 𝜖𝑡+𝑘) = 0 untuk 𝑘 ≠ 0.  
Model  dikatakan  baik  jika  nilai  
residual  bersifat  random, artinya sudah 
tidak mempunyai pola tertentu lagi. 
Dengan kata lain, model yang diperoleh 
dapat menangkap dengan baik pola data 
yang ada. Kerandoman  nilai  residual  
dapat dilihat dengan melakukan  pengujian 
terhadap nilai koefisien autokorelasi dari 
residual. 
Langkah-langkah pengujian white noise: 
𝐻0: 𝑟1 = 𝑟2 = 𝑟3 = ⋯ = 𝑟𝐾 = 0 (residual  
      memenuhi white noise) 
𝐻1: ∃ 𝑟𝑘 ≠ 0, 𝑘 = 1,… , 𝐾 ( residual tidak 
      memenuhi white noise) 
Statistik uji yaitu uji Ljung Box-Pierce 
dengan rumus: 





𝑘=1 ,              (12) 
dengan  
𝑛 = banyaknya observasi dalam   
       deret waktu 
𝐾 = banyaknya lag yang diuji 
𝑟𝑘 = nilai autokorelasi pada lag 𝑘. 
Kriteria keputusan : jika 𝑄𝐾 > 𝜒
2tabel 
maka 𝐻0 ditolak, atau jika 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 
maka 𝐻0 ditolak  (Lisnawati, 2012). 
 
Uji Normalitas Residual 
Uji normalitas residual dilakukan 
untuk mengetahui apakah residual 
berdistribusi normal atau tidak. Uji 
kenormalan dilakukan menggunakan uji 
Kolmogorov-Smirnov. Uji Kolmogorov-
Smirnov pertama kali diperkenalkan oleh 
5 
 
Kolmogorov dan Smirnov pada tahun 
1973. Hipotesis yang diuji dinyatakan 
sebagai berikut: 
𝐻0:𝐹(𝜖)  = 𝐹
∗(𝜖)  (residual berdistribusi 
      normal) 
𝐻1:𝐹(𝜖)  ≠ 𝐹
∗(𝜖) ( residual tidak 
     berdistribusi normal) 
Statistik uji yang digunakan yaitu 𝐷 =
max
𝜖
|𝐹∗(𝜖) − 𝑆(𝜖) | , dengan 𝑆(𝜖) adalah 
fungsi distribusi frekuensi kumulatif 
sampel, dan 𝐹∗(𝜖) adalah adalah fungsi 
distribusi kumulatif populasi. Kriteria 
kepustusan yaitu tolak 𝐻0 jika nilai  𝐷ℎ𝑖𝑡 ≥
𝐷𝑡𝑎𝑏𝑒𝑙 atau jika nilai signifikansi < 𝛼 
(Conover, 1971). 
Ukuran Akurasi Peramalan 
Validasi model peramalan digunakan 
untuk menguji ukuran kesalahan 
peramalan. Salah satu cara yang digunakan 
yaitu MSE (Mean Squares Error). MSE 
merupakan suatu perhitungan jumlah dari 
selisih data peramalan dengan data 
sebenarnya. Berikut ini merupakan rumus 






,       (13) 
dengan :   𝑠 = banyaknya periode 
𝑌𝑛𝑠+𝑣 = nilai data aktual periode  
              ke-𝑣 
?̂?𝑛𝑠+𝑣 = nilai data ramalan  
              periode ke-𝑣. 
 
Harga Minyak Mentah Indonesia 
 
ICP (Indonesian Crude Price) atau 
harga minyak mentah Indonesia 
merupakan basis harga minyak mentah 
yang digunakan dalam APBN. ICP adalah 
harga rata-rata minyak mentah Indonesia 
di pasar internasional yang dipakai sebagai 
indikator perhitungan bagi hasil minyak. 
 
III. METODE PENELITIAN 
 
 Penelitian ini menggunakan data 
sekunder yaitu harga minyak mentah 
Indonesia (ICP) dari Januari 2005 sampai 
dengan Desember 2015 yang diperoleh 
dari http://migas.esdm.go.id/ yang diakses 
tanggal 14 Januari 2016 pukul 21.10 
WITA. Program komputer yang digunakan 
untuk mendukung proses penelitian ini 
adalah software Rstudio Versi 0.98.1062. 
Tahapan analisis yang dilakukan dalam 
penelitian ini adalah sebagai berikut: Data 
dibagi menjadi dua bagian yaitu data 
observasi dan data validasi. Data observasi 
terdiri dari data ICP Januari 2005 sampai 
dengan Desember 2014. Data validasi 
terdiri dari Januari 2015 sampai dengan 
Desember 2015. 
1. Identifikasi Kestasioneran Data 
Data observasi diidentifikasi 
kestasionerannya dengan memplot 
data,  plot matriks ACF, dan uji akar 
unit. Apabila data tidak stasioner 
maka dilakukan differencing. 
2. Identifikasi Model PAR 
Identifikasi model PAR 
ditentukan dengan memilih orde 𝑝(𝑣) 
yang bersesuaian dengan model 
beradasarkan kriteria BIC. 
3. Estimasi Parameter Model PAR 
Parameter model PAR diestimasi 
menggunakan prosedur dua tahap. 
Pertama menggunakan metode 
kuadrat terkecil tanpa batasan. Kedua, 
estimasi parameter menggunakan 
metode kuadrat terkecil dengan 
batasan linear, dimana yang menjadi 
batasan adalah parameter yang tidak 
signifikan yang diperoleh dari 
pengujian signifikansi menggunakan 
uji 𝑡 yang diasumsikan bernilai nol. 
4. Pemeriksaan Diagnostik 
Dalam tahap ini akan diperiksa 
apakah  residual   merupakan  white-
noise  dan berdistribusi normal dengan 
menggunakan statistik uji Ljung-Box 
dan uji Kolmogorov-Smirnov. 
5. Validasi Model  Peramalan 
Data validasi diramalkan 
menggunakan model yang telah 
terbentuk. Model divalidasi 
menggunakan MSE. Model yang 
memiliki MSE paling kecil yang tepat 
dijadikan acuan peramalan. 
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IV. HASIL DAN PEMBAHASAN 
Estimasi Parameter Model Periodic 
Autoregressive 
Misalkan data deret waktu adalah  
𝑌𝑛𝑠+𝑣,  dengan 𝑛 = 0,1, … ,𝑁 − 1 ,               
𝑁 adalah jumlah populasi,  𝑣 = 1,… , 𝑠, 𝑠 
adalah banyaknya periode dan sampel 𝑛 =
𝑁𝑠. Model dugaan PAR berdasarkan data 
deret waktu 𝑌𝑛𝑠+𝑣 dituliskan sebagai 
berikut: 
?̂?(𝑣) = 𝑿(𝑣)?̂?(𝑣),    𝑣 = 1,… , 𝑠 
dengan : 
?̂?(𝑣) =vektor berordo 𝑁 × 1 
?̂?(𝑣) = vektor berordo 𝑝(𝑣) × 1 
𝑿(𝑣) = vektor berordo 𝑁 × 𝑝(𝑣) 
Berdasarkan model PAR pada persamaan 
(7),  parameter yang diestimasi adalah 
𝜷(𝑣). 
Estimasi Parameter Menggunakan 
Kuadrat Terkecil Tanpa Batasan 
Parameter model PAR adalah vektor 
𝜷(𝑣), yaitu: 
𝜷(𝑣), = [𝜙1(𝑣) 𝜙2(𝑣) … 𝜙𝑝(𝑣)(𝑣)]
𝑇. 
Estimator dari 𝜷(𝑣) disperoleh dengan 
meminimumkan total kuadrat residual 
pada persamaan (8). Berdasarkan        
prinsip kuadrat terkecil, estimator 𝜷(𝑣) 
diperoleh dengan meminimumkan 𝑆(𝜷). 
Hal ini dilakukan dengan menurunkan   





𝜷(𝑣)=?̂?(𝑣) = 0. 
 
 Estimator untuk 𝜷(𝑣) adalah: 
?̂?(𝑣) = [𝑿(𝑣)𝑇𝑿(𝑣)]−1𝑿(𝑣)𝑇𝒛(𝑣).           
Estimasi Parameter Model PAR 
Menggunakan Kuadrat Terkecil dengan 
Batasan Linear 
Estimasi parameter model PAR tahap 
ke-2 menggunakan persamaan (10)       
yaitu 𝜷(𝑣) = 𝑹(𝑣)𝝃(𝑣) + 𝒃(𝑣). Apabila 
diasumsikan batasan 𝜙1(𝑣) = 0 maka 
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]   , 
dengan 𝑹(𝑣) adalah matriks 𝑝(𝑣)  × 𝐾(𝑣) 
untuk 𝐾(𝑣) = 𝑝(𝑣) − 1  , 𝝃(𝑣) adalah sebuah 
vektor 𝐾(𝑣)  × 1 dari parameter yang tidak 
diketahui, dan 𝒃(𝑣) = 0,  𝑣 = 1,… , 𝑠. 
Matriks 𝑹(𝑣) dan vektor 𝒃(𝑣) mengikuti 
linear konstan pada parameter untuk 
musim yang sama yaitu 𝑣,   sehingga 
model dugaannya menjadi ?̂?(𝑣) =
𝑿(𝑣)[𝑹(𝑣)?̂?(𝑣) + 𝒃(𝑣)]. 
Estimator dari 𝝃(𝑣) diperoleh dengan 
meminimumkan total kuadrat residual 
pada persamaan (10). Berdasarkan prinsip 
kuadrat terkecil, estimator 𝝃(𝑣) diperoleh 
dengan meminimumkan 𝑆(𝝃). Hal ini 
dilakukan dengan menurunkan 𝑆(𝝃) 




𝝃(𝑣)=?̂?(𝑣) = 0 
Estimator untuk 𝝃(𝑣) adalah: 
 
?̂?(𝑣) = [𝑹𝑇(𝑣)𝑿𝑇(𝑣)𝑿(𝑣)𝑹(𝑣)]−1𝑹𝑇(𝑣)𝑿𝑇(𝑣)[𝒛(𝑣) − 𝑿(𝑣)𝒃(𝑣)]. 
 
Aplikasi Model Periodic Autoregressive 
 
Model PAR diaplikasikan pada rata-
rata harga minyak mentah Indonesia per 
bulan (US$/Bbl) dari Januari 2005 sampai 
Desember 2014. Jumlah pengamatan/data 
sebanyak 120, karena data ini per bulan 
maka periode 𝑣 sebanyak 12. Langkah 
pertama yang dilakukan dalam pemodelan 
data deret waktu adalah dengan memeriksa 
kestasioneran data. Kestasioneran data 
dapat diketahui dengan melihat plot data, 
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correlogram, dan uji akar unit. Plot data 
ICP, correlogram, dan hasil uji akar unit 
adalah sebagai berikut: 
 
Gambar 1 Plot Time Series Data ICP 
Gambar 1 memperlihatkan data ICP 
belum stasioner dalam rata-rata karena 
terjadi perubahan rata-rata dari waktu ke 
waktu. Hasil uji akar unit menggunakan 
persamaan 1 memperlihatkan probabilitas 
sebesar 0,3764 masih lebih besar dari taraf 
signifikansi α = 0,05 (0,3764 > 0,05). 
Berdasarkan plot tersebut menunjukkan 
data tidak stasioner, begitu juga dengan 
hasil uji akar unit menunjukkan bahwa 
data mengandung akar unit sehingga data 
tidak stasioner. Oleh karena itu, perlu 
dilakukan differencing untuk memperoleh 
data yang stasioner. 
 
Gambar 2 Diagram ACF data ICP 
differencing 1 
Berdasarkan diagram ACF hasil 
differencing pada Gambar 2 terlihat bahwa 
korelogram turun secara eksponensial 
menuju nol. Hasil uji akar unit 
menggunakan persamaan 1 setelah 
differencing menunjukkan data tidak 
mengandung akar unit dengan probabilitas 
sebesar 0,01 lebih kecil dari taraf 
signifikansi α = 0,05 (0,01 < 0,05), 
sehingga data telah stasioner.  
Identifikasi Model  
Kriteria pemilihan BIC digunakan 
untuk mengidentifikasi model PAR. 
Pemilihan orde 𝑝(𝑣) menggunakan BIC 
adalah dengan memilih model yang 
memiliki nilai BIC yang lebih kecil.  Hasil 
pemilihan orde menggunakan BIC 
menujukkan orde dari model PAR adalah 
𝑝(𝑣) = (3, 1, 1, 1, 1, 2, 1, 1, 3, 3, 2, 1), 
sehingga model dugaannya yaitu 
𝑃𝐴𝑅12(3,1,1,1,1,2,1,1,3,3,2,1). 
Estimasi Parameter 
Persamaan model PAR dapat 
dianggap sebagai persamaan regresi 
berganda. Sehingga estimasi dan pengujian 
koefisien PAR dapat dijalankan sama 
dengan masing-masing koefisien 
regresinya. Tabel 1 menunjukkan 
parameter-parameter yang signifikan pada 
model PAR data ICP yang diestimasi 
menggunakan prosedur kuadrat terkecil 
dua tahap. 
Tabel 1 Hasil Estimasi Parameter Model 
PAR Data ICP Menggunakan Prosedur 




1 - - 
2 1,0295 - 
3 1,03856 - 
4 1,02663 - 
5 0,9837 - 
6 1,6204 -0,6130 
7 1,01656 - 
8 0,98514 - 
9 0,96008 - 
10 0,95092 - 
11 1,78750 -0,77463 
12 0,98515 - 




Uji Kesesuaian Model 
Ada dua asumsi yang harus dipenuhi 
dalam menentukan kesesuaian model, 
yaitu residual bersifat white noise dan 
berdistribusi normal. 
Uji Residual White Noise 
Uji Ljung-Box menggunakan 
bantuan program R 3.1.3. Hasil uji residual 
White Noise menggunakan uji Ljung-Box 
sebagaimana persamaan 12 untuk setiap 
periode ditampilkan pada Tabel 2. 
Tabel 2 Uji Residual White Noise untuk 
Setiap Periode 
Periode  Lag  Q(chi-
squares) 
p-value 
2 9 11,6545 0,1673 
3 9 7,6061 0,4729 
4 9 8,7894 0,3604 
5 9 10,0671 0,2603 
6 9 13,3754 0,06347 
7 9 12,8910 0,1157 
8 9 5,7353 0,6769 
9 9 3.2897 0.9149 
10 9 4,1546 0,8429 
11 9 6,0769 0,5308 
12 9 9,3058 0,3172 
Sumber: Data diolah (2016) 
Tabel  2 menunjukkan p-value dari  
Q-statistik > 0,05 untuk masing-masing 
periode, sehingga 𝐻0 diterima artinya 
residual setiap periode bersifat white noise. 
Uji Asumsi Distribusi Normal 
Uji asumsi ini bertujuan untuk 
mengetahui apakah residual telah 
memenuhi asumsi kenormalan atau belum. 
Salah satu cara yang dapat ditempuh untuk 
melakukan uji asumsi kenormalan ini 
adalah uji Kolmogorov-Smirnov dengan 
menggunakan pedoman pengambilan 
keputusan sebagai berikut: 
1. Jika p-value < 0,05, residual tidak 
berdistribusi normal 
2. Jika p-value ≥ 0,05, residual 
berdistribusi normal. 
Uji asumsi kenormalan Kolmogorov-
Smirnov menggunakan bantuan program  
R 3.1.3. Hasil dari uji asumsi distribusi 
normal menggunakan uji Kolmogorov-
Smirnov untuk setiap periode ditampilkan 
pada Tabel 3. 
Tabel 3 Hasil Uji Kolmogorov-Smirnov 
untuk Setiap Periode  
Periode  D p-value 
2 0,1 0,9996 
3 0,1 0,9996 
4 0,1 0,9996 
5 0,1 0,9996 
6 0,1 0,9996 
7 0,1 0,9996 
8 0,1 0,9996 
9 0,1 0,9996 
10 0,1 0,9996 
11 0,1 0,9996 
12 0,1 0,9996 
           Sumber: Data diolah (2016) 
Berdasarkan uji kolmogorov-Smirnov 
pada Tabel 3 diperoleh nilai p-value dari 
masing-masing periode > 𝛼 = 0,05, 
sehingga dapat disimpulkan bahwa 
residual setiap periode memenuhi asumsi 
distribusi normal. 
Terlihat parameter sudah signifikan 
dan sudah memenuhi syarat white noise 
dan berdistribusi normal. Oleh karena itu, 
model yang sesuai dari metode kuadrat 
terkecil dua tahap adalah model 
PAR12((0), (1), (1), (1), (1), (1, 2), (1), (1), 
(1), (1), (1, 2), (1))-I(1). MSE dari     
model tersebut diperoleh menggunakan 
persamaan 13 menghasilkan nilai MSE 
model PAR12((0), (1), (1), (1), (1), (1, 2), 
(1), (1), (1), (1), (1, 2), (1))-I(1) dengan 
metode kuadrat terkecil dua tahap yaitu 
29,07 lebih kecil dari nilai MSE dengan 
metode kuadrat terkecil biasa               
yaitu 192,44. Oleh karena itu, model 
PAR12((0), (1), (1), (1), (1), (1, 2), (1), (1), 
(1), (1), (1, 2), (1))-I(1) dengan metode 
kuadrat terkecil dua tahap yang sesuai 





V. KESIMPULAN DAN SARAN 
Berdasarkan hasil analisis yang telah 
dilakukan, maka dapat diambil beberapa 
kesimpulan sebagai berikut: 
Estimasi parameter model PAR dapat 
dilakukan dengan metode kuadrat terkecil 
dua tahap. Tahap pertama estimasi 
parameter model PAR menggunakan 
kuadrat terkecil biasa (tanpa batasan). 
Tahap kedua estimasi model PAR 
menggunakan metode kuadrat terkecil 
dengan batasan linear berupa estimator 
yang tidak signifikan pada tahap pertama 
yang diasumsikan bernilai nol. 
Estimator model PAR untuk tahap pertama 
yaitu: 
?̂?(𝑣) = [𝑿(𝑣)𝑇𝑿(𝑣)]−1𝑿(𝑣)𝑇𝒛(𝑣). 
Estimator model PAR untuk tahap kedua 
yaitu: 
?̂?(𝑣) = [𝑹𝑇(𝑣)𝑿𝑇(𝑣)𝑿(𝑣)𝑹(𝑣)]−1𝑹𝑇(𝑣)𝑿𝑇(𝑣)[𝒛(𝑣) − 𝑿(𝑣)𝒃(𝑣)]. 
Aplikasi pada data ICP dari Januari 2005 
sampai dengan Desember 2014 diperoleh 
bahwa estimasi menggunakan metode 
kuadrat terkecil dua tahap menghasilkan 
model dengan differencing 1 yaitu 
PAR12((0), (1), (1), (1), (1), (1, 2), (1), (1), 
(1), (1), (1, 2), (1))-I(1) 
Penulisan ini masih terbatas pada 
estimasi menggunakan metode kuadrat 
terkecil dua tahap, selanjutnya dapat dikaji 
ulang estimasi menggunakan metode lain 
seperti Yule-Walker, Robust, MLE dan 
lain sebagainya. 
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