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Abstract
Numerical studies have been made of the mean thermal
structure and of heat transfer by the axisymmetric regime
of thermal convection in an annulus of liquid that rotates
at .. rad/sec about a vertical axis and is subject to a
horizontal temperature contrast dT C*. The non-linear
time-dependent equations for axisymmetric flow have been
integrated numerically on an I.B.M. 7094 computer for values
of Y, P, C, 4 and a whereYa P149/ 2 V2 0 , 9 cuATIL
if v denotes kinematic viscosity, K thermal diffusivity,
g acceleration of gravity, cc thermal coefficient of cubical
expansion, b and a the radii of the cylindrical surfaces of
the annulus and d the depth of the fluid. The integration
was done for values of the mechanical and thermal boundary
conditions suggested by previous laboratoTy experiments,
namely G = (0.8 to 5) x 10-3,19 = 0.33 to 1,(9 = 0.1 to
5.0, horizontal bounding surfaces rigid or free. Details
of the temperature and velocity fields in the transient
and steady states have thus been obtained, from which
values of certain gross parameters have been calculated.
In all cases the final steady flow in most of the
inviscid "interior" region was zonal and quasi-geostrophic.
The meridional circulation, the streamlines of which were
closely related to the isotherms, occurred mainly in com-
paratively thin layers near the bounding surfaces of the
fluid, although in certain circumstances, notably when
49 aA 1 and at the lowest values of . studied, the meri-
dional component of the flow in the "interior" region was
not insignificant. Within the side-wall boundary layers
the radial temperature variation was not always monotonic.
Typical values of Crz, the vertical stability para-
meter, were 0.7 to 0.8; the corresponding range of N, the
Nusselt number, was from 3.5 to 7.5. Typical values of
the Rossby number of the interior flow were less than
0.15.
Under conditions that are known from experiments to
give rise to non-axisymmetric flow, the numerical time
iteration failed to converge.
Thesis Supervisor: Raymond Hide
Title: Professor of Geophysics and Physics
P A R T I
CHAPTER I
INTRODUCTION AND SUMMARY
The thermal convection of liquids in a rotating
cylindrical annulus is one of a series of accurately con-
trolled modelling experiments initiated to study basic
processes occurring in geophysical fluid dynamics. The
annulus experiments were introduced by Hide (1958) in the
hope of leading to a better understanding of convection in
the earth's liquid core and the related generation of the
earth's magnetic field. The resultant flow phenomena
resembled those obtained in a rotating dishpan by Fultz
(1953), whose experiments were designed to simulate atmos-
pheric motions. In both cases the observed flow patterns
appeared to have their counterparts in the general atmos-
pheric circulation, and to have similar physical processes
among their causes. Thus the axisymmetric flow regime
seemed to resemble a Hadley cell, proposed by Hadley (1735)
to explain the general trade winds, and due to deflection
by Coriolis forces of the north-south convection currents
into zonal (east-west) motion. The non-axisymmetric
flow regime seemed to resemble a Rossby wave pattern
(Rossby, 1940) in which finite amplitude waves propagated
about the axis, similar to the Rossby waves found super-
posed on the zonal atmospheric circulation. The causes
for both the laboratory and atmospheric waves are growing
perturbations due to baroclinic instability (Lorenz, 1953;
Eady, 1949; Charney, 1947). Recently, similar phenomena
have been observed in the circulation of the solar atmos-
phere (Ward, 1965), adding astrophysical significance to
these modelling experiments.
The advantages of the model experiments are the strict
control which can be exercised over the parameters deter-
mining the flow, and the possibility of isolating the
several processes to study each separately. The disadvan-
tages include working fluids that do not approximate well
those of the natural systems, and, particularly in the case
of the annulus, rigid boundaries that exert considerable
control over the flow but have no counterparts in the
natural processes.
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In formulating a theoretical understanding of the
observed phenomena it becomes important, therefore, to
separate the effects introduced by the peculiarities of
the respective experiments which would not be expected to
occur in the natural phenomena. To do this, one must
obtain a precise quantitative knowledge of both the micro-
scopic details of the flow (e.g., boundary layer profiles),
and of macroscopic details (e.g., heat transfer).
Experimental observations on the flow details can be
obtained only with difficulty, for the introduction of any
device into the body of the liquid is bound to disturb the
flow to a certain degree; the resolution of thin boundary
layer profiles becomes well-nigh impossible. Visual studies
using injected dyes and dye crystals can only give qual-
itative or semi-quantitative information on the velocity
fields (Bowden and Eden, 1965), although reasonably
accurate temperature measurements can be made using thin
thermocouples, even in boundary layers (Eden and Piacsek,
1964).
To obtain accurate velocity profiles, therefore, and
to calculate readily macroscopic quantities such as heat
transfer, mean heat content, mean slope of isotherms and
potential energy of the system, one is forced to use a
theoretical approach, and attempt to solve the Navier-
Stokes equations governing momentum and heat transport
in the flow. Because of the non-linear nature of these
equations, however, analytical methods have all been stymied,
being restricted to asymptotic solutions for certain special
ranges of the parameters. Davies (1953) and Robinson (1959)
have treated the axisymmetric regime in the dishpan and the
annulus, respectively, but both assumed that conduction
dominated the heat tranfer. Unfortunately, this excludes
almost all flow regions of interest in the annulus (e.g.,
where the waves occur) and is certainly not the case in the
atmosphere. Hence a recourse to numerical methods was
necessitated.
The numerical results could be used to implement the
poor velocity measurements, and, conversely, the experimental
temperature field and heat flow data could be used to check
the results predicted by the calculations. Furthermore,
the numerical experiments were ideally suited to study
the specific physical processes taking place in each region
of the convective flow, providing an important link between
observations and theory. By yielding a knowledge of each
of the separate terms in the transport equations, the bal-
ancing forces in each region and the mode of heat transport
could be deduced. Finally, by providing an accurate des-
cription of the basic state of flow, they have laid the
groundwork for some improved studies of baroclinic instab-
ilities which, fortunately enough, can also be done by
numerical methods.
Of course, the feasibility of such a formidable
numerical computation was not at all obvious in the begin-
ning. Limitations on the storage capacity of present-day
computers and on available operating time prevent a perfect
approximation of the continuous equations and field quant-
ities by finite difference analogues, simply because the
finite increments in space and time cannot be reduced
below certain limits. At the inception of this work, many
of the techniques utilized in the computations were only
in the development and testing stages, and even the well-
proven methods have not yet been applied to such a complex
system of equations. In fact, several of them were known
to lead to divergent solutions under certain conditions.
The derivation of the corresponding stability conditions
turned out to be impossible even with linearization, and
one was forced to apply an approximate condition together
with some trial-and-error approaches. The same approach
applied to the choice of grid point spacing, and to the
formulation of the boundary values of vorticity. Never-
theless, it was felt that if the numerical solutions could
resolve the important details of the velocity and temp-
erature fields, and could predict with reasonable accuracy
macroscopic parameters such as the Nusselt number, they
would have sufficient validity and provide a valuable tool
in studying non-linear convection.
The work is divided into two parts. The first one
contains a derivation of the non-dimensional equations and
-7-
review
and an extensive literatureT relevant experimental and
theoretical works by engineers, geophysicists and math-
ematicians. The second part contains the details of
the present work, giving computational schemes, results
and conclusions. The latter part contains most of the
publishable part of this thesis.
CHAPTER II
DIMENSIONAL ANALYSIS AND EQUATIONS OF MOTION
The present problem considers the convective flow of
a liquid contained in a vertical cylindrical annulus, and
undergoing rotation about the cylinder's axis and differ-
ential heating in the horizontal. The temperature
contrast is applied by maintaining the vertical cylindrical
walls, assumed to be perfect conductors, at different but
uniform temperatures. The bottom and top surfaces are
horizontal, parallel planes and are assumed to be thermal
insulators; both rigid and free horizontal boundaries
are considered.
The equations of momentum and heat transport are
formulated now, along with the proper boundary conditions,
in accordance with the following assumptions:
a) The z-axis of the cylindrical coordinate system
coincides with the axis of the cylindrical
walls;
b) The rotation vector, .2 , is assumed to point
in the positive z-direction, and the gravitational
acceleration, g, in the negative z-direction.
c) The boundaries of the annulus are defined by
the cylindrical surfaces r = a and r = b, and
by the horizontal surfaces z = 0 and z = d,
respectively (see Fig. 1).
d) The motion is described in a rotating system
so that all velocities represent motion with
respect to the cylinders; they are to be added
to the velocity of solid rotation when viewed
from a laboratory frame of reference.
In deriving the equations of motion and heat transfer,
the following nomenclature is used:
t time
r= (r,q , z) cylindrical coordinates of a point
V7 cylindrical gradient operator
cylindrical divergence operator
cylindrical Laplacian operator
( r,'p ,z;t partial derivative of any quantity
with respect to a coordinate,or time
U = (u, v, w) velocity vector with components in
the r, , z directions, respectively
-to -
p total hydrodynamic pressure
T( absolute temperature
total density
magnitude of rotation
g gravitational acceleration
coefficient of viscosity
IC thermometric diffusivity
Since we are dealing only with axisymmetric modes of
the convective flow, we may take Z of any quantity
equal to zero. Then the equations of momentum and heat
~Dauies(..0953)
transport become in the rotating system (e.g., see D.===g
+ Q (va -Wa -a (2.1(a))
* a .r
- It -
- ' /* (Va W) - 5' (2.1(c))
Q T + wT T a Te> ) (2.1(d))
In addition, the following three assumptions are
usually made in geophysical fluid dynamics regarding density
variations and pressure:
1) Only a first-order, linear change of density with
temperature is taken into account; i.e., we have
=7.. -(T' - T)]
= q. CI- CT) (2.2)
where ( is the coefficient of thermal expansion,
T and are a suitably chosen reference temp-
erature and corresponding density, and T is the
deviation in temperature from the reference
temperature. Choosing water at 20*C for our
working fluid, the above approximation is good
to 5% or less for T = ±200 C.
2) The motion is due to buoyancy forces which arise
as a result of horizontal density variations.
For small temperature deviations (e.g., the ones
considered above), the motion is slow enough that
the inertial and viscous terms in (2.1) are very
small compared to the total gravitational and
possibly centrifugal acceleration; the latter
two must then be balanced by a pressure gradient.
We partition' the pressure function, P, therefore,
as follows:
P= P.t rZ (2.3)
where P0 is the hydrostatic pressure and p is
the dynamic pressure. P0 is so chosen that
3 (2.4)
(a 'S -Y(2.5)
*r q
Then the right-hand side of (2.1(a)) can be
written as
- i, "(C-o S2) Cr Ca). -go -) (2.6)
and the right-hand side of (2.1(c)) as
- +- t ( -w) + 7 (2.7)
so that only the dynamic pressure, p, appears
now.
3) The remaining body forces (r22).g 2 T in (2.6)
and gg9.t T in (2.7) represent the effects of
density inhomogeneities; the latter is recognized
as the common "buoyancy" force in heated fluids,
and the former as a "centrifuge" effect. Since
these terms represent the primary driving forces
for the fluid motion (the hydrostatic terms, by
their nature, do not give rise to motion), the
other dynamic terms in the equations of motion
U ~
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(i.e., inertial, viscous, pressure gradient) can
at most have their order of magnitude. Hence we
can neglect the density variations ~ d T mult-
iplying the inertial terms, and also in the
viscous coefficient /c = P9,'(1 -cT) (here V
is the kinematic viscosity), for in this frame-
work they represent second-order effects.
In this same approximation, then, the fluid
may be considered locally incompressible, for the
equation of continuity
+ -a)y+9 {-0 (2.8)
may be written as
t0U Uo~Ti q0-Vc)~.~ 0
which implies that the zero-order term , . u")
not multiplied by X must vanish in itself. Hence
_Is9-
-u . =V'* =0 (2.9)
Note that the above considerations do not pre-
clude a variation of JU, t or o( with T, but
that we expect them to be small for the range of
T considered. A quantitative investigation of
their variation is given in Chapter IT, PoAt ll.
We can now write the equations (2.1) as follows:
+ U~r +WU-4 - 1 a 5a
rp
+ -- , W - A ) T ( (2.10(a))
O ) (VF2.r a ) (2.10(b))
+ UW.+ WW
(2. 10(c))
Ut + U Ur. i. W 0 + U'y + 44
r
r , -+ ( ) CT.O
From equation (2.9) we get
, w (2.10(d))
We include here equation (2.1(d)) to complete the system,
with the reference temperature, T0, subtracted from the
total temperature T *
1. uT", +. wT~ =aT (2.10(e))
The system of equations (2.10(a) - (e)) constitutes a set
of five non-linear partial differential equations in the
dependent variables u, v, w, p and T. The equations are
second degree in u, v, w and T, and second order in the two
independent variables r and z. Thelrepresent a mixed
initial-boundary value problem; alternatively, they may be
looked upon as a mixed elliptic-hyperbolic system, admitting
to both diffusion-type and wave-type solutions. Together
with the proper boundary conditions, they represent a well-
defined though quite formidable mathematical problem, the
- IC -
solution of which represents the convective flow and
heat transfer we are interested in in this thesis.
We must discuss the boundary conditions on the system
now. For the time being we assume both cylindrical and
both horizontal surfaces to be rigid, with all velocity
components vanishing on them. The boundary conditions on
the temperature are that it be constant at respective
values on the cylindrical walls (very good conductors)
and that its normal gradient vanish on the horizontal
surfaces (heat insulating top and bottom). Regarding
pressure, we can make no requirement either as to its
value or as to its gradient on the walls from the physical
picture. On the other hand, the mathematical solution of
the system (2.10) requires eighteen conditions for complete
specification, sixteen for the quantities u, v, w and T
twice differentiated in r and z, and two for p once diff-
erentiated in r and z. Since the specification of u, v,
w and T (or n-4T) on the four surfaces gives only sixteen
conditions, we need two more conditions concerning p on
the walls. This dilemma is apparently resolved with
- 11 -
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the introduction of a stream function, { , and vorticity,
, as discussed below.
To eliminate p from the equations (2.10), we differ-
entiate (2.10(a)) with respect to z, and (2.10(b)) with
respect to r. This gives, upon subtracting the latter from
the former,
~.[(Uz- (ur +WU') (UWy.+ WW.&)r'-I -..
r
(w- - (2.11)
On expanding the second term on the left-hand side and
collecting terms, we get
U1 (U. + W-y.. - /. (Mr +w) + (4-t -Wr) *. W (tW 1va
The terms involving ur + wz becdme (uz - wr)(- . ) in view
of the continuity relation (2.10(d))', and the remaining
terms may be written u(uz - wrr + w(uz - wr)z. Then the
left-hand side of (2.11) becomes, upon defining = uz - wr
+  (ur +w -) IL' _ (2.12)
Expanding the first term on the right-hand side of (2.11),
we get P CU6 - we) - (UC4 -WI. Here we utilize the
following property of the cylindrical operators:
, CW 3,p., + C wCW)0V3,
ra
Using the above definition of g , the right-hand side of
(2.11) may be written
ur r rZ..uT~~ (2.13)
As a next step, we would like to write the non-linear
terms in (2.12) in a divergent or "conserving" form. This
means that they are integrable in r and z, and the resultant
expression depends on the boundary values only of the
respective quantities. A further discussion of this topic
U W-
is given in Chapters IV and f. Thus
t- + W__ =k ('I j. CWj)
rr
where we used the equation of continuity (2.10(d)).
Finally, we rewrite the frictional term into a single
operator form. To do this, we invoke the relation
to define a new operator, . Equation (2.11) may now be
written as
V, 'AX i + 252~
it(+ ) a - -(?a)
Since we are concerned only with rotation rates 2 4 .5
and radii r < 6 cm, the centrifugal acceleration Q2r
turns out to be negligible when compared to g, by a factor
of 103 or so. Except in a region where Tr vanishes, the
centrifugal body force may be neglected in comparison to
the buoyancy force; this will be done throughout the work.
Then the equation for the transport of vorticity [ may
be written as
Before we perform similar operations on the non-linear
and viscous terms in (2.10(b)), we multiply through by r2
to obtain an equation for the transport of angular momentum
about the cylinder's axis. Defining m =vr the left-
hand side becomes
2 2 2vr2
where we utilized the relation (v) r = (vr ) r =
r r r
mr - , and the equation of continuity. The right-handr r
side can be transformed into a single operator form by
means of the following relation:
- 2a -
Thus (2.10(b)) can be written
Finally, we must consider the heat transport equation
(2.10(e)). We note first that no curvature term of the
form uT appears on the left-hand side here, and hence a
r
transformation of (ui.V )T to the divergent form V.(iIT) is
not possible. Instead we consider the transport of the
quantity T = T,.r Multiplying (2.10(e)) by r on both sides,
the left-hand side becomes
st r ( UTt WT,
VT~ + ruT), u, -rT urJ i cWrT) 1 -WTr,
ciT i (t4.Tr), i w.T.) 1 . T t .L )
-WE
where again we used the equation of continuity. The right-
hand side is transformed into a single operator form by
means of the relation
r (v 7Fr)=
( a ,L% a,Tr)
Then (2.10(e)) can be written
+. .i4 ) r* 5Ft)
The complete set of equations governing the convective
flow and heat transport in a rotating annulus may then be
listed as follows:
(2.14(a))Ao/l( ., ( 0) + + -2W(()
wi : - 9( ) -- 0.(O ) - 52ea())
t
, (.A! , -L a -3L! ). -F
'art r -b r a aIL
(2. 14(b) )
(2. 14(c))
(r u), + W4 = 0
where the operators , ?
,(r - r
(2. 14(d))
and S are defined as
+ a (2. 15(a))
'Y = ( r3 + 2
* 3 r -.- ar-t a
(2.15 (b))
(2.15(c))
Here . governs
angular momentum
We also have for
T ( 4 represents
the diffusion of vorticity, 'P
about the axis, and p that of
the divergence of the flux of
one)
~-.w U -
. , w
that of
heat.
, m or
- 24-
azimuthal component
of vorticity
, angular momentum
about axis , P: ur
proportional to
advected heat flux
at radius r
(2.16)
(2.17(a))
(2.17(b))
(2.17(c))
We perform now a dimensional analysis on the system
of equations (2.22), assuming the following scaling:
Uu'
Vv'
Ww'
AT.T'
r = (b - a)r'
z = d.r'
t = t*. 4
(2.18)
where &T = b(Tb - Ta), and the primed quantities are non-
dimensional. U, V and W are characteristic velocities, as
1. ( )P k(u (p)r + ( W(P )-
a 
- 4/r
ni= ra
yet unrelated to external parameters; (b - a) and d are
the radial width and the height of the annulus, respect-
ively, and are the natural choices for distance scaling;
finally, t* is a characteristic time scale, to be deter-
mined later on.
The continuity equation (2.14(d)) immediately yield
I (r' A,) + \A (w~.) 0
or
U ~ (3 \W (2.19)
Using (2.19), the vorticity, , becomes
( ', -1 .u ) (2.20(a))ci
Similarly, the remaining quantities in (2.17) become
(2.20(b))
s
M T \/ (b - " cIa '
4and the operators of
u 1' ?
(2.20(c))
(2.15) become
+ Pa 
fa
T __ '
t6G-cI%
(2.21(a))
' I
-~ 'C),.' r I * SI.2~ j = L. ?' (2.21(b))
1 .. ga r* I I + . )0 ' )
6 U-oI)
On substituting the relations (2.19)
(2.21(c))
through (2.21) into
equations
U ( t')
(2.14), we have
v~c U~
+ V, WI
(upon dropping all primes):
+ 29
ocgJ
(IcI~c~)
4 T (6-a).T
k 2 (6 1 -Q .
U a
(6-ai-A
k .A -av " U )
= 'V
S (T)
Multiplying through each equation by the inverse of the
coefficient for the respective time derivative terms,
0 0 ()
we
r &1)
(le V, (2.22(a))
( -am) (2.22(b))
V
(2.22(c))
_ 
U t * 0%. 0 )b- T)
b-a
V (6 cO e
(T6-
t) 6-a
obtain
(Ia-ar
+ Va -
(6 -a)U
- ~AI~
(b-a)
T $)
- ej-
.0 &UV(6-a).(7#UM)
- BQ (6 -at) au - ( IL4)
.6 
-+
6-01
-(' 6 9A.
wr = "it
(6"
For those working in geophysical fluid dynamics, the
choice of t* is prescribed. Choosing t* = 1/252. reduces
the coefficients in (2.22) to familiar parameters, provided
2
U and V are so chosen that the coefficients of (m)z/r
and ( T) become unity. The latter is the principalr r
driving force in all regions of the flow, and the former
provides the in-ertial balance to it throughout the interior
region (i.e., outside the boundary layers). The motion
which occurs under the influence of Coriolis and buoyancy
forces only is called "thermal wind" in meteorology. All
other terms are compared to them, and are usually small
except in the boundary layers. A choice of their coeff-
icient as unity allows then for a convenient comparison.
Introducing the parameters
V "Ekman number" (2.23(a))(b-c4 2
RM R ( "Rossby number' (2.23(b))
-30-
"tPrandtl number" (2.23(c))
K
we can write (2.22)
V r'
.R o t ( .
U r5 252S (6..a) \r ,
M = c'Pim> - Ro..wr) -m.u 
V
- T) - Ro - (vb
(2.24(a))
(2.24(b))
(2.24(c))
Inspecting the third term on the right-hand side of (2.24(a))
and the last term on the right-hand side of (2.24(b)), we
see that the choice of U = V would make the coefficient
of both Coriolis terms unity. Since there is a strong
conversion of zonal to radial motion in the horizontal
as
- 31 -
boundary layers (see discussion of Ekman layers in Chapter
IV), it is reasonable to make this equality. Finally, we
choose U = as the characteristic convective22a(b-a) a h hrceitccnetv
velocity; the meteorologists recognize this as the velocity
scale associated with the thermal wind. W is related to
U by a simple geometric factor, W =[d/(b-aL4.Substituting
in the Rossby number, the above-defined vel-
o 2S(b-a)
ocity, we obtain the parameter
Tthermal Rossby number" (2.25)
We may write our equations in final form as
Mtn E(*i) - (3).[V -Am] (~
O' A-F £ %F736t7,
(2.26(a))
(2.26(b))
(2. 26 (c))
'sT is en A ternal p r Ve , 04rots 4e 46e
4 Knse v" oo. s iuee bused oII lee- values
of 44e veloci4.# C see Ch-rher ti M f>Ir
9 = 4
452aC6 -cs?
-32-
r -r + (2. 26 (d))
where only three parameters appear: &, ®S and Cr; each of
these depends only on the physical properties of the fluid
(oC,V ,M); the externally applied quantities (.2, AT); and
the size of the container ((b-a), d). Characteristic scales
determined by the dynamics of the flow itself, such as vel-
ocity, boundary layer widths, etc., are eliminated by this
procedure; they show up instead in the magnitude of the non-
dimensional terms (e.g. , cC ( ' ), 7.u , etc.). A discussion
of this topic is given in Chapter IT, and of the additional
parameters introduced by the workers in the field in Chapter
III.
We introduce now a stream function V by letting
u =b(/Pz, w = - -(c/r)(r4(). Then the vorticity may be
r
written in terms of Y as =((V) where ( is given by
(2.21(a)). The condition that (f and its normal derivative
vanish on all rigid, viscous walls, or that () and its nor-
mal second derivative vanish on all free surfaces, completes
the specification of our problem.
1'.r+ a Two jJ;oa fe'a*tq.~krs ~ ,;i~.u
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CHAPTER III
REVIEW OF PERTINENT EXPERIMENTS
Thermal convection in a cylindrical annulus is
essentially a problem of heat transfer in a contained
liquid. Problems of this kind have been studied by
engineers for decades before geophysicists initiated
their modeling experiments. However, the engineers'
attention was focussed on air gaps rather than on water-
filled containers, both because of the greater number of
applications and because of the greater ease with which
velocity and temperature measurements could be made in
the flow. In the beginning, their interest centered
only on the convective flow up a single vertical surface,
immersed in an ambient fluid and held at an excess temp-
erature with respect to it. Later the works included
closed containers with recirculating flows, where no
region of the flow was likely to be an ambient region.
More recently, the cooling of rotating electrical mach-
inery, and the flow of liquid sodium in magnetic fields
U -
have generated an interest in convection under the
influence of constraining forces. Despite the different
combinations of geometry, working fluid and constraining
force found in these experiments, it turns out to be
very helpful to consider their results along with those
of the modeling experiments. The combined picture
enhances the general physical understanding of thermal
convection.
Since the numerical results found in this thesis
include macroscopic parameters (e.g., Nusselt number)
as well as a microscopic description of the flow structure,
the results of both heat transfer measurements and of
flow and temperature field studies are included.
There may exist regions near a heated surface where
the convective motion is determined by a balance of
viscous and buoyancy forces only, even in the presence
of constraining forces. A general discussion of the
possible types of boundary layers is given in Chapter IV.
It becomes useful therefore to consider the results of
studies on convection near vertical surfaces and in
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enclosed cavities, with and without constraining forces
(such as rotation and magnetic field).
We first turn, therefore, to the early investigations
of convection near heated vertical surfaces. This process
may be considered to be the asymptotic case of convection
between parallel plates (one hot, one cold) when the
plates' separation distance is much greater than the
thickness of any boundary layer involved.
The earliest study of temperature and velocity pro-
files in free convection was made by Schmidt and Beckmann
(1930), who used optical means to determine the isotherms
and fluid velocity in convective flow of air up a heated
vertical flat plate. Their results discounted an early
theory of Lorenz (1881) which predicted the streamlines
and isotherms to run parallel to the plate. Instead, they
found a boundary layer which slowly grew thicker with
height, h, along the plate as h 1, verifying the theor-
etical results of Pohlhausen (1921) based on similarity
flows. Investigations using the Schlieren method by
Schmidt (1932) and the interference method by Eckert
and Soehngen (1948) confirmed their findings. The
effect of curvature on boundary layer growth with height
was studied by Vama (1958) who found a growth much faster
than the factor h1 /4 in convective flow up cylinders and
wires. The transition from laminar to turbulent con-
vection on vertical plates was investigated by Eckert and
Jackson (1951), and by Stewcyk (1961). Defining
_,,____ 2 "Grashof number'
9
the transition was found to occur at Gr.6' t 10
Heat transfer measurements on vertical plates and
cylinders were performed by several workers. Lorenz
(1934) measured the heat loss from a plate in oil.
Defining
, 44 "Nusselt number"
k.alF
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where H is the actual (combined convective and conductive)
heat transfer, k the thermal conductivity and a T the
temperature difference between plate and ambient fluid,
he found the variations in the heat transfer to be expressed
by the relation
C. (&vb.G) 4
where C is a constant. The value found by Lorenz for C
was a .56 for Gr.6- between 10 and 109, and compared
very favorably with the value .54 computed from similarity
theory. Saunders (1939) measured the heat transfer to
vertical flat plates immersed in mercury (G'=.03) and
water (G= 7.2). The dimensions of the vessels containing
the liquids were large compared to the plate dimensions.
He probed the thermal structure of the liquid with a
thermocouple and found that in each case a vertical
gradient was set up which was approximately 5 to 10% of
the temperature difference between plate and ambient fluid.
At any given height, there was practically no variation
in temperature horizontally across the fluid except near
the plate; his probe, however, was too crude to resolve
the boundary layer variation. Furthermore, no quanti-
tative investigation of the vertical variation was made.
A qualitative investigation of the fluid motion by
optical means revealed that in water unsteady flow
developed for a plate 31 cm in height when the temper-
ature difference, AT, exceeded 50C. For a plate height
of 61 cm the flow was always turbulent except near the
bottom. Correspondingly, the Nusselt number found for
the smaller plate was in good agreement with that pre-
dicted from theory, but that for the tall plate was not.
The relation he found can be expressed as
where C - .10 for air (0- - .7), .17 for water ( G'= 7)
and .33 for mercury (('= .03). The value of Gr.S- for
which turbulence developed was 2 x 109, the same as that
found for air by Eckert and Jackson (1951). Touloukian
et al. (1948) have measured the heat transfer to vertical
cylindrical surfaces in water and ethylene glycol. Their
results can be expressed by the relations
942 0617(Ge. 0 )
k s 4oO6 Gr- r s .X1
where the former corresponds to a laminar range, and the
latter to a turbulent range. This work also contains an
excellent summary of convective heat transfer work up to
that time. Similar experiments with air as working fluid
were performed by Eckert and Jackson (1951), whose resalts
are
u : OzI (Gr.s t
Gr.v 4 103
Gr.T ;P 101
(laminar)
(turbulent)
.- M.Minho-
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An extensive review of studies on the thermal boundary
layer in free convection is given in Schlichting's book
Grenzschichtforschung, pp. 303-310.
Next, we turn to heat transfer and flow field
studies on free convection between two parallel walls and
enclosed cavities. Mull and Reiher (1930) measured the
heat transfer in air between two vertical parallel plates.
The plates were kept at uniform but different temperatures,
and the aii layer was bounded at the top and bottom by
non-conducting horizontal surfaces. Plotting Nu vs. Gr
on a bilogarithmic plot, they obtained a curve composed
of two straight-line segments, with the break occurring
near (Gr)w = 2 x 105. Here(Gr)is a Grashof number
obtained by using the plate separation distance, w,
instead of height, h. Jakob (1946) analyzed their results
along with several others and obtained the following rel-
ations describing the curves:
.Le
We see that the two latter ranges correspond to the
laminar and turbulent flow regimes found for the vertical
flat plate. Furthermore, a weak dependence of Nu on the
height to layer thickness, h/w, is indicated by the factor
(h/w) 1 . The range of h/w where the experiments were
performed and the above relations hold is from 3 to 42.
Jakob suggested that the above relations could be extended
to liquids provided Gr is replaced by Gr.O, and that for
high Gr the flow should resemble that on two single flat
plates, isolated from each other. Similar experiments by
Griffiths and Davis (1922) have shown that above a certain
height ( v 2 ft for air) Nu is independent of h, and
concluded that turbulence occurs above that height.
Queer (1931) has found that the dependence of Nu on
becomes stronger as k is decreased, particularly in the
limit as h/w -s 1.
Carlson (1956) made an exhaustive study of vertical
enclosed air layers, and found that at high Gr the exper-
imental results could be predicted using the single plate
boundary layer theory to within 20%. He also found that
the horizontal mean of the temperature was a function
of height, but did not determine the exact variation. A
further check of the applicability of this theory to
enclosed cells was made by Emery (1963), who studied the
convective heat transfer between two conducting vertical
plates kept at uniform temperatures. His working fluids
included air, water and mercury. The results for air
and water substantiated Carlson's predictions, and also
his own model based on the assumption of separate boundary
layers on the two walls. The poor correlation of the
mercury results was attributed to the large conduction
present between the boundary layers, particularly near
the horizontal surfaces. Below a particular value of the
Grashof number, the Nusselt number exhibited practically
no variation with Gr; this behavior was traced to an in-
stability in the fluid which was trying to maintain the
heat transfer at a relatively high and constant value.
The value of the critical Gr depended on the cell size,
being smaller for a smaller cell size.
Eckert and Carlson (1961) have made further studies
on the heat transfer and temperature distribution in air
between two vertical walls. They found three regimes of
flow, determined by the appearance of the temperature pro-
files. In the "conduction regime" the isotherms were
found to slope across the entire layer as straight lines,
without a break near the walls; this indicates that heat
is transported by conduction everywhere. In the "bound-
ary layer" regime the isotherms were found to be horizontal
lines in the interior, bending sharply near the walls
toward the vertical. The concentration of gradients near
the walls indicates strong thermal boundary layers there,
and no horizontal heat transport by conduction in the
interior. The third regime appeared to be a transition
between the above two. This transition was found to
depend on the applied temperature difference, the height-
to-width ratio of the cell, and the properties of the
fluid. It occurs, apparently, when the two boundary
layets on the hot and cold walls merge in the center of
the fluid.
An experimental investigation of heat transfer in
the presence of a magnetic field was performed by Emery
(1963), with mercury filling the space between two
vertical walls. His results showed that the heat trans-
fer was indeed influenced by the magnetic field, lowering
it appreciably from the non-magnetic value.
In summary, we can say that the above engineering
works on free convection give a good account of the
variation of Nu with applied temperature difference,
geometry, and fluid properties. However, detailed temp-
erature and velocity fields were obtained only for air
and rectangular geometries.
Geophysical Model Experiments on Thermal Convection
We turn now to a survey of geophysical fluid model
experiments on thermal convection in rotating fluids.
In general they fall into two classes, depending on the
geometry of the container. The first class involves a
shallow dishpan and was initiated by Fultz (1951). In
this setup the bottom of the pan is differentially heated
in an axisymmetric manner, with the center cooled and the
edge heated to simulate atmospheric heating conditions
from pole to equator. The cylindrical side wall is a
thermal insulator, as is the air above the free surface
of the liquid.
The second class involves a vertical cylindrical
annulus, and was initiated by Hide (1953). In this
setup the vertical walls are kept at different uniform
temperatures, and the bottom and top surfaces are made
thermal insulators. The top surface may or may not be
in contact with the liquid. This experiment was designed
to model a- convection in
the earth's liquid core. Although atmospheric motions
are better simulated in a dishpan experiment, the annulus
is amenable to much easier control and reproduction of
results. Hence both groups of workers have concentrated
on the annulus in recent years.
1. Flow Regimes and Transition Curve. The results
for the annulus of both Hide and Fultz may be best
described in terms of the non-dimensional parameters
derived in Chapter II. Depending on the values of the
Taylor number, Ta 1/4 , and the thermal Rossby number,
@, (see (2.23) and (2.25)), different types of flow may
occur. The early investigations consisted chiefly of
varying the rotation rate,S? , and the heating rate, AT.
Hide (1958) has found that for @D > .4 the flow is axi-
symmetric about the cylinders' axis, with the temperature
and velocity fields exhibiting no variation in the azi-
muthal (zonal) direction. The fluid particles were
observed to move in a spiral pattern across the top sur-
face of the Aiquid. For @ < .4 he found the flow to
be asymmetric, with both the temperature and the velocity
fields exhibiting azimuthal variations of a regular nature.
The motion was observed to be concentrated in a narrow
jet stream, meandering from wall to wall, and resembling
finite amplitude waves formed from a number of equal
lobes. Under some conditions, the waves progressed
slowly around the axis, keeping their shape; under others,
they underwent periodic changes in shape called "vacill-
ation". Fultz 959) found that for very small values of
0 there is a return to the symmetric flow regime. He
also obtained the general transition curve separating
the two symmetric regimes from the wave regime in a two-
dimensional stability diagram, with the abscissa being Ta
(proportional to S 2) and the ordinate being G (propor-
tional to a T/S2 ). This curve showed that for small
rotation rates the wave regime did not occur at all. The
symmetric and wave regimes, also known to geophysical
fluid dynamicists as the Hadley and Rossby regimes, res-
pectively, have been observed in the dishpan experiments
as well (Fultz 1953). Further experimental work by Fowlis aW H ;4e
(1965) located the transition curve in a T - 175
diagram, where 'l 4 = 4@ and '~5 = (b-a)2/d. This
work took into account variation with friction, depth of
liquid and radial width of the annulus, in addition to
the previous variations of 52 and AT. Thiit results showed
that the upper portion of the transition curve, separating
the "upper symmetric" regime from the wave regime (see
Figure , ) is independent of thermal con-
ductivity, whereas the lower portion, separating the
"lower symmetric" from the wave regime, is not. Teag also
found that for IE5 less than a critical value 'I 5* the
wave regime disappears; the value found for 0 5 was
1.85. This compares with the result of Fultz found for
weak rotation rates, since 'I 5 94 2. Furthermore,
when 115 was increased to large values ( ~107 , say),
the waves became irregular and a "turbulent" regime took
et q1. A m4e,
their place. Both Fultz1T959) and Fowlis(1965) have
found that the transition occurs at somewhat different
values of the parameters when one crosses the curve in
one direction and in the reverse direction, indicating
the presence of hysteresis effects.
2. Temperature and Velocity Field Measurements. We
turn now from a description of the general nature of the
flow regimes to a summary of the detailed temperature and
flow field studies, both qualitative and quantitative.
Precise measurements of heat transfer rates will also
be included.
Hide (1958) has measured the vertical temperature
distribution at the middle of the annular gap in the upper
symmetric regime, and has found it to be given by the
relation
where Tb is the temperature on the hot wall, C is a
constant and d is the depth of the liquid. He also found
that only about 11% of the impressed temperature contrast
appeared horizontally across the main body or interior
region of the fluid, the rest being compressed into
thermal boundary layers on the walls. On the other hand,
a stable vertical gradient was set up which amounted to over
60% of the (horizontally) impressed contrast. Furthermore,
he measured the temperature profile in the azimuthal
direction across the jet stream and showed it to be a
thermal boundary layer; its width was found to be in
agreement with that calculated from the heat transport
equation and the parameters of the problem. The results
of Fultz and Faller (Fultz, 1958) in the upper symmetric
regime have also revealed the existence of a strong stab-
ilizing vertical temperature gradient and thermal boundary
layers on the walls. Faller (Mqhi) extended Fultz's
measurement to the boundary layers and to the whole interior
of the liquid in a shallow annulus, and found that the mean
slope of the isotherms increases with 52 . This same
result was observed by Smith (195Z) in a tall annulus,
with large heating rates (~..22*C) and moderate rotation
rates (5? - 1 rad/sec) in the upper symmetric regime.
In an annulus 3 cm wide and 10 cm deep, he measured temp-
eratures at the array of points r = (b+a)/2 (radial mid-
point), (b+a)/2 ± .75 cm, and at depth intervals of 1 cm,
essentially covering the main body of the liquid. His
isotherms-were used by the author to plot the vertical
variation of temperature on semi-log paper. The resultant
curves revealed a tendency to break into two straight-
line segments, indicating an exponential variation with
depth and the possible existence of two distinct "cells"
in the flow. The segment with the steeper slope corres-
ponded to the upper regions of the flow. Furthermore, the
slopes of the lines were about the same at all radial
distances, especially in the bottom half of the fluid.
In the interior regions, then, the temperature field could
be represented by the relation
with Tv(z) w e . Here k1 and k2 represent the
slopes of the two line segments, respectively, and (-z)
is the depth in the liquid. It was also noted that the
geometric center point (r = (b+a)/2, z d/2) had a temp-
erature several Centigrade degrees above the "neutral" or
"ambient" temperature, T0 = (Tb + Ta)/2 , indicating that
the actual "mean" temperature of the fluid, T =
21/V T (1t)e d- - might be considerably higher than
T (where V is the total annular volume). In view of
the fact that the larger outer cylinder was the hot wall
in these experiments, even a temperature of T at the
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center would imply T T0 , and the above result becomes
significant.
In all of the above experiments, the hot wall corres-
ponded to the outer cylinder, and the top surface was not
in contact with the lid. To consider the effects of a
rigid lid and the reversal of the impressed temperature
difference, Bowden and Eden (1965) have also investigated
the thermal structure of the flow in the upper symmetric
regime, both in the boundary layers and in the interior.
In an annulus 2 cm wide and 10 cm deep, they obtained temp-
eratures at the array of points r = (b+a)/2, (b+a)/2 ± .65
cm, and at depth intervals of 1 cm in the main body of the
fluid. In the boundary layers, temperatures were obtained
1 mm away from each wall, respectively, at .5 cm depth
intervals. Their results confirmed Smith's and Faller's
findings regarding the increasing slope of the isotherms
with increasing S2 (up towards the cold inner wall).
They also found that the mean temperature of the fluid
is above T0 = (Tb + Ta)/2 , and that this mean changes
upon reversing the temperatures (Tb 4 Ta). In this case
the geometric center acquired a temperature 4 T ,
indicating that the difference in surface areas of the
two cylinders must have some effect on the flow. Except
for the change in the heat content of the liquid, though,
no major effects on the structure of the isotherms appeared
beside the reversal of slope (up towards the cold outer
wall). Their isotherms were again used by the author to
plot the vertical variation of temperature on semi-log
paper. In this case the variation was found to be diff-
erent for points in the boundary layers and for points in
the interior regions. The resultant curves for the int-
erior points showed a tendency to break into three line
segments, with the steepest slope corresponding to the
top region of the flow. The curves for the cold boundary
layer displayed a continuously decreasing slope with
depth, eveatually becoming constant and forming a straight
line in the lower half of the fluid. In the hot boundary
layer the curves appeared to be more or less straight
lines, with the line for S = 1 having deviations of
the form of a full cycle sine wave superimposed upon it.
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In general, the evidence for several cells in the flow
and exponential variation of the temperature away from
the horizontal surfaces is present in their experiments.
However, the availability of only five readings radially
across the annulus has prevented the resolution of the
transition region between thermal boundary layers and
interior regions.
Eden and the author (1964) undertook a systematic
investigation of the transition region and the variation
of the general thermal structure with rotation in the
upper symmetric regime. In an annulus 4 cm wide and 9
cm deep, with a free upper surface, they obtained temp-
eratures at the array of points 1, 2, 4, 7 and 20 mm from
the hot (outer) wall and at depth intervals of 1 cm. The
20 mm points corresponded to the radial mid-point of the
annular gap. The temperatures were also measured at z =
.25 cm and .5 cm from the bottom surface, the extra points
being needed to resolve the strong variation of temperature
near the bottom. The resultant isotherms revealed the
existence of three characteristic regions in the thermal
structure of the flow. The first consisted of a strong
thermal boundary layer on the wall, as evidenced by the
closely packed vertical isotherms near the wall. The
second consisted of a large interior region where the
isotherms slope across the gap at various angles to the
horizontal, depending on rotation. They approximated
straight lines in general, and tended to be parallel to
each other, though there was a trend for the slopes to
increase with height, especially in the top half of the
fluid. The third region was a transition region where the
isotherms suffered strong reversals of slope, forming
"humps" in their curves. The thickness of these humps
decreased with height, but their amplitude increased (see
Figure 3 ). The existence of these "humps"
definitely indicated the intrusion of relatively cold
fluid between the hot wall boundary layer and the interior
region.
A plot of the vertical variation of temperature on
semi-log paper again revealed a tendency of the curves to
form straight lines, but in these experiment not all the
lines broke into two segments. The lines corresponding to
the three regions exhibited a somewhat different behavior.
In the boundary layers, a breakoccurred in the lines at
a height corresponding to one-third of the total height of
the annulus, with the break most pronounced for low rotation
rates (S 0, .1). Contrary to the previous results,
however, the steeper slope here corresponded to the bottom
third of the fluid. In the transition region, the breaks
occurred only for the low rotation rates, and at a height
two-thirds of the total from the bottom. As in the previous
experiments, the steeper slope again corresponded to the
top third of the fluid. In the interior region, the breaks
occurred close to the half-height of the annulus, much
resembling Smith's results. The above results imply the
existence of several cells in the flow, as well as an
exponential variation of temperature with height in at
least one of the cells. For a given rotation rate, the
slopes of these lines were found to be roughly the same
at all radial points, indicating a temperature field of
the form
T ~ c.u.T ct
with T (z) e kin)- From the slopes of the lines
for various rotation rates k(5 ) was determined to be y
m + nSj , m being the slope for zero rotation.
The most apparent change in the thermal structure
with increasing rotation was the tendency of the isotherms
to slope more steeply in the interior, and the gradual
disappearance of the "humps" in the transition region near
the hot wall. The former result is in agreement with all
the observations discussed above.
The geometrical center point again was found to have
a temperature excess amounting to 30% of the impressed
horizontal contrast, but almost no effect due to rotation
was found on this excess.
The case of zero rotation was considered by Smith
(1957), Bowden and Eden (1965), and Eden and Piacsek (1964).
They found the thermal structure to be characterized by
almost horizontal isotherms in the interior region and large
"humps" in the isotherms near the boundaries. The vertical
variation of the temperature, when plotted on semi-log paper,
displayed a basically straight-line behavior with a full
wave-lengh sine wave superimposed. The temperature of the
geometric center point was again found to be in excess of
the "neutral" T = (T + T )/2, even more so than for finite
o b a
rotation rates.
3. Visual Flow Studies. These experiments were
designed to obtain a qualitative picture;of the velocity
field in the annulus, along with some quantitative results.
Various techniques were employed, including the use of dye
crystals, inks and wax pellets having the same density as
water, and aluminum powder in suspension.
Hide (1958) has utilized suspended aluminum powder to
study the surface flow patterns in the annulus, and disting-
uished the various flow regimes based on these observations.
Using a low concentration of the powder, he also studied
the flow at depth and found the waves extending throughout
the entire depth of the annulus. Observing the shape of
the trail behind a slowly falling crystal of dye, he deduced
that the zonal velocity tended to decrease with depth;
there was also evidence for radial and vertical motion, the
latter being upward near the hot cylinder and downward near
the cold cylinder.
Smith (1958) has found in his visual studies that the
zonal velocity decreases with depth and actually reverses
in the interior of the fluid, at approximately z = d/2.
Bowden and Eden (1965) have performed visual studies
in an annulus 3 cm wide and 10 cm deep with a transparent
outer cylinder. Since the material used for this cylinder
(plexiglass) is not a very good thermal conductor, the hot
wall could not be maintained at a uniform temperature and
the observed velocities were only approximations of those
obtained with isothermal boundaries. Nevertheless, valuable
insight was gained into the nature of the flow in both the
boundary layers and the interior regions. Order-of-magnitude
velocity determinations were also made by timing the plume
of dye leaving a nigrosin crystal glued to the bottom of a
thin wire. The results showed that for g2 p 0 the meridional
circulation penetrated the interior regions in two conical
flows, one downwards and outwards near the zonal velocity
reversal region, and one upwards and inwards in the upper
half of the annulus. With a free top surface, the line of
zero zonal velocity (reversal) passed about 1 cm below the
centerpoint of the fluid; with a rigid lid, it passed about
0.5 cm above the centerpoint. An inspection of the spacing
of the zonal velocity isolines revealed the existence of a
shear layer near the reversal line, corresponding to a
crowding of the isotherms observed in the thermal structure
for high rotation rates. The experiments also indicated
that the fluid had a net positive (westerly) angular momentum
with a free top surface, and that this moment disappeared
with a rigid lid. Dye injected into the boundary layers
indicated a meridional circulation in a thin layer, with
the stream lines "bowed" on the cylindrical walls (convex
towards the west on the cold wall and towards the east on
the hot wall). This indicated a penetration of the meri-
dional velocity boundary layers by zonal motions. For
= 0 the only motion observed was in thin layers near the
extremities of the fluid.
Bowden, Eden and the author (1964) have made some
further studies on the magnitude and reversal of the zonal
velocity in the upper symmetric regime. These included var-
iations of 52 , A T and b - a, along with a reversal of temp-
erature and two boundary conditions on the top surface. In
general, the results showed that in a fluid 9 cm deep, the
zonal velocity reversal occurs close to the bottom (z e' 1-3 cm)
in the case of a free surface. The exact depth of reversal
was a strong function of the rotation rate,52 , gap-width,
b - a, and radial distance from the walls, but not of the
temperature contrast, &T. In the middle of the annulus,
the reversal depth increased with 5? , whereas near the walls
it decreased. This was interpreted as a general variation in
shape of the zero-velocity isoline with rotation. The reversal
occurred near the centerpoint for all annuli with a rigid lid;
this was anticipated because of the increased symmetry of the
flow. The same effect in a narrow annulus with a free top
surface was thought to be due to the decreasing importance of
the horizontal surfaces.
4. Heat Transfer Measurements. An important quantity
that is closely related to the fluid motions in the annulus
and can be measured accurately is the total heat transferred
through the gap between the cylindrical walls. It is also
one of the macroscopic quantities readily computed in the
numerical experiments and directly comparable with exper-
imental results.
Hide (1958) has investigated the heat transfer in the
wave regime. Defining Nu, as before, to be the ratio of
total heat transfer to that by conduction alone, we have
for a cylindrical annulus
NJX H qO 6,
where H is the total heat transfer and X is the thermal
conductivity of the liquid. Hide's results indicated that
over the limited range studied, Nu did not depend strongly
on 2 and d. A slow increase of Nu with &T fell within
the experimental errors and did not give a conclusive answer.
In the range of AT from 0 to 50 C*, the values of Nu ranged
from 8 to 15.
Kraussold (1954) has performed detailed measurements
of Nu for a stationary vertical annulus, and found Nu to
be given by the relation
Klu (.Yo ( G') ''
This compares well with the relation found by Saunders for
flat plates and Jakob for rectangular cavities in water
1/4
(see Section A), where the coefficients of (WGr) were
.17 and .18, respectively. However, Touloukian et al. have
found a coefficient of .73 for vertical cylinders.
Hide et al. (1961) have undertaken a systematic deter-
mination of the dependence of Nu on S2 , . T, (b - a) and d,
using water in an annulus with a free top surface. Later
experiments included variations of V and K by adding
glycerol to the liquid. For the range of parameters con-
sidered in their study, the flow was confined to the upper
symmetric and wave regimes, respectively. Their results
showed that in the upper symmetric regime, Nu decreased
monotonically with increasing 52 . When the flow changed
to the wave regime on further increase of 5Q , Nu became
constant with S2 . For even higher values of 2 , the
flow became turbulent and Nu again decreased with increasing
52 . For zero rotation, the increase of Nu with AT and
(b - a) was given by the relation
which agreed with Kraussold's findings for a stationary
annulus. Furthermore, this relation seemed to hold also
in the wave regime for non-zero rotation rates. The effect
of a very large viscosity was to prevent the decrease of Nu
with 52 until a certain critical 52 was reached, after
which it started decreasing as in the case of water. Fin-
ally, Nu was found to be independent of d in the range 4.4
d z- 10 cm, in agreement with Hide's earlier findings.
Bowden and Eden (1965) have made a detailed investig-
ation of the variation of Nu with Q in the upper symmetric
regime, both with and without a rigid lid in contact with
the liquid. They also extended their measurements to part
6"5
of the wave regime, in order to study the behavior of Nu
near the transition region. Their results showed a linear
relation between Nu and $2 in the form
The constant p = (Nu),2= 0 was found to be the same for
both top surface boundary conditions, indicating that in
a stationary annulus the convective flow does not depend
strongly on the horizontal boundary layers. The constant
q was found to be smaller with a rigid lid, giving a larger
heat transfer and smaller rate of decrease with Q than in
the free surface case. This implied that the importance
of the horizontal viscous boundary layers increased with Q2,
a result anticipated on account of the strong reduction of
radial motion in the interior regions by the rotation. The
range of Nu was found to be from 7.3 to 3.5 for 0 2 2
rad/sec. The transition from the upper symmetric to the
wave regime is accompanied by a discontinuity in the curve
for Nu vs.62 , from a line with a negative slope to a hori-
zontalline (constant Nu).
5. Some Geophysical Model Experiments on Convection
Without Rotation. The following experiments are discussed
because they were designed to illustrate some important
features of free convection processes that are the result
of certain thermodynamic and kinematic laws governing the
flow. The principles demonstrated in these experiments
hold also for thermal convection in a rotating annulus.
Sandstrbm (1916) has studied the convective motions
that arise when two pipes, one carrying hot water and the
other cold, are passed through a tank of water on opposite
sides. His results showed that when the cold one was at
a higher level a vigorous permanent circulation was main-
tained, whereas when the hot one was at a higher level,
the induced circulation died down. He used this to support
his principle that permanent convective motion can be pro-
duced only if the source of heat is at a lower level than
the source of cold.
Jeffreys (1925) has criticized Sandstrbm's conclusions,
and stated that if the heat source is at a higher level in
a fluid than the cold source, the resulting movements of the
fluid between these two levels will be narrowly localized
and for the most part very slight. He reformulated Sand-
strbm's principle to say that the path from the cold to the
hot region must lie below the return path.
Rossby (1965) has studied the convective flow in a
rectangular box when the bottom surface is differentially
heated and the remaining boundaries are thermal insulators.
His results showed that a single convective cell-was gen-
erated with markedly asymmetric structure. The hot ascending
fluid was confined to a narrow rising column on the wall
next to the hot end of the bottom plate. There was a
strong velocity and thermal boundary layer on the bottom
in which the fluid moved from the cold toward the hot end,
gradually being first cooled and then warmed up. The rest
of the fluid was weakly stratified and slowly descending,
with a mean temperature significantly above the mean temp-
erature of the bottom plate. The isotherms were almost
everywhere horizontal in this region; in the hot ascending
fluid and the bottom layer they suffered strong reversals,
showing a tendency to remain parallel to the vertical and
horizontal surfaces, respectively. Visual studies revealed
also a strong descending motion where the fluid left the
ascending column, indicating strong reversals in the
streamlines. Further reversals in the horizontal motion
were also found in the main body of the (descending) liquid.
The excess mean temperature was attributed to an advectively
warmed interior, with the warm fluid being forced down by
continuity into the cold bottom layer to be cooled (and
then warmed again). Regarding the main body of the fluid,
then, it was heated advectively and cooled by conduction,
and the resultant asymmetry of the flow only expressed the
relative efficiencies of the two modes of heat transfer.
Recently, a paper by Elder (1965) appeared which is
closely related to the visual studies and temperature
measurements discussed above. He studied the interaction
of buoyancy and shear forces in the free convective flow
of a liquid in airectangular cavity for which two of the
vertical walls were maintained at different but uniform
temperatures. The height-to-width ratio, H/L, of the cell
_rV3
ranged from 1 to 60, the Prandtl number was 10 3, and
the Rayleigh number A = ag ATL /ca' was less than 108
He found that for A 4 10 the temperature field closely
satisfied Laplace's equation, but a weak stable unicellular
circulation was nevertheless generated. The flow was
vertical throughout the slot except for regions within a
distance of order L from the horizontal surfaces (here
3 5
H/L >> 1). For 10 < A 4 10 , large temperature gradients
grew near the walls, and in the interior a uniform vert-
ical temperature gradient was established. The flow was
similar to that near a heated vertical plate except that
the vertical growth of the boundary layers was inhibited
above a height where the two boundary layers met in the
center. Near A :. 10 there existed a steady secondary
circulation near the interior, causing a regular cellular
pattern to be superimposed on the basic flow and a
resultant "cat's-eye' pattern of streamlines. In a
square cavity, the secondary circulation consisted of
two cells, each circulating in the same sense as the
primary cell but confined only to narrow regions near
the vertical walls. Thus outside each side-wall boundary
layer there was a countercurrent before the interior
region (relatively motionless) was reached.
A comparison of Elder's results with the visual
studies of Bowden and Eden, and with the temperature
measurements of Smith, Bowden and Eden,and Eden and Piacsek
leads strongly to the conclusion that in tall annuli
there existesecondary circulations which, when superposed
on the primary convection cell, give the appearance of
double and triple cell velocity and temperature fields.
CHAPTER IV
REVIEW OF PERTINENT THEORETICAL WORKS
As in our discussion of experimental works, we shall
consider two groups of studies. One group includes some
basic studies on non-rotating free convection processes
near heated vertical surfaces immersed in an ambient
fluid or forming the walls of enclosed cavities. The
second group includes some specific studies concerned
with the rotating dishpan and annulus experiments. In
each of the works presented below the Boussinesq approx-
imation was used concerning the density of the fluid,
and the notation concerning parameters and variables
was kept as close to that of Chapters II and III as
possible.
A. Basic Studies on Free Convection Near Isolated
Or Enclosed Vertical Surfaces:
The first theoretical approach to natural convection
problems involving vertical conducting surfaces was
attempted by Lorenz (1881), who studied the convective
flow near a heated conducting vertical flat plate. His
predictions of streamlines and isotherms running parallel
to the plate were disproved by experiments. The first
successful solution to the problem was given by Pbhlhausen
(1921). He used boundary layer analysis (see Section 2
of Chapter X to simplify the governing equations, by
assuming variations in the vertical direction to be neg-
ligible in comparison with variations in the horizontal
direction. This resulted in a neglect of second deriv-
atives along the plate in the diffusive terms and in the
elimination of pressure. The resulting system of equations
was given by
+ w-o ( -(4.1(a))
41c0
(4a(n)
where x and z are the coordinates normal to and along the
plate, u and w the corresponding velocity components, and
T, the temperature of the aibient fluid far from the
plate. By introducing a stream function, j , and a sim-
ilarity variable
Ai IT - SO (4.2)
where Tw is the plate temperature, he was able to reduce
(4.1(a) - (c)) to a pair of ordinary coupled differential
equations as follows:
+ f 2  (4.3(a))
6" +3 Pf ' = 0
(4.3(b))
where the primes denote differentiation with respect to
't, and f and 9 are the nondimensional stream function
and temperature, respectively. f and 9 are given by
F
-13
(4.4(a))
( T4 -(3 v 2 1 &
& T
Ti n T he
The boundary conditions on the
(4.4 (b))T - T*
A&T
system are that the vertical
velocity, given by
vanish far from the plate and on the plate,
(T = T.. )
and that 9 = 0
far from the plate and 9 = 1 (T = Tw) on the
In view of (4.2), (4.4) and (4.5), these conditions
e (o) at -1 = 0
'roo) = & ( ) = a
(4.6 (a)
(4.6(b))
(4.5)
plate.
become
f (o) = f' ,o)s
W~ ~ = zCOo&T3Y tfI
t 4L = 00
It is assumed here that 4 -0 on the plate.
Several workers have solved the system of equations
(4.3) obeying the boundary conditions (4.6). Pohlhausen
applied series solutions, Ostrach (1953) has integrated
them numerically and Brindley (1964) has used an asymptotic
1/4
method of the Meksyn type. Since i . x/z 4 , the width
of the thermal and velocity boundary layers grows as z1/4
in the vertical, thus varying very slowly over the plate
except near the lower edge (where z = 0). At any height
z, the velocity and temperature profiles across the
boundary layer are similar and are sketched below:
/ w( 1 ()so4erwts
verifying the existence of boundary layers predicted by
dimensional analysis. For Prandtl numbers P>> 1 the
velocity boundary layer width exceeds that of the thermal
boundary layer considerably, whereas for P 44 1 the
* 4
reverse is true. In Section B of Chapter.L the ratio is
shown to be V . Close to the wall, the temperature
drop-off is almost linear and the velocity is sharply
rising, giving rise to a strongly "skew" profile.
Batchelor (1954) has attempted an analytic solution
for the two-dimensional convective flow that arises in
a tall vertical cavity in which the walls are held at
different but uniform temperatures. Both conducting and
insulating rigid horizontal boundaries were considered.
After non-dimensionalizing and introducing a stream function
y, he obtained the following set of equations:
2Y T -F -AT (4.7(a))
P A ~ix(4.7(b))
where x and z are coordinates normal to and along the vert-
ical walls, = - 7y is the vorticity, and A = 5T'c3  /1 P/m'a
is a Rayleigh number. Letting d be the width of the gap
I- '7r. -
and I its height, the geometric aspect ratio was defined
as 9/d. The walls are located at x = 0, 1 and the hori-
zontal surfaces at z = 0, Q./d. The boundary conditions
on system (4.7) became then
0
O
T -40
at x - 0
at x = 1
(4.8(a))
(4.8(b))
0
at z = 0, a/d (4.8(c))
For A 4 1000, a power series expansion in A for Y and T
was considered, which yielded the first order correction to
the Nusselt number, N, as
N ,k/ +I. A (4.9)
7 7n -
where X f Cv and symmetry in x for T was
i--8
assumed. The value of L was estimated to be ~,10-8 for
-/d not too different from unity, using Grashof's formula
for V4 Y"' = 1 (Love, 1927, Chapter 22) and given by
For t/d >> 1 difficulties arose due to the formation of
strong boundary layers on the vertical walls, since these
could not be described by the power series and Grashof's
formula no longer held. For a general value of A and
/d ->> 1 a more direct approach was used, making use of the
fact that for such tall cavities the boundary layers on the
side walls merge in the interior for a major part of the
flow. This allowed only horizontal variations to be con-
sidered throughout the gap, and corresponded to the case
of a purely vertical flow in which the rate of viscous
dissipation is just equal to the rate at which potential
energy is released. Horizontal heat flow occurred every-
where by conduction in the interior. The asymptotic sol-
utions in this case were
(4.11(a))
S A x ( x) (4.11(b))
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Since the convective heat transport occurs mostly near the
horizontal surfaces, the total heat flux through a vertical
surface due to convection is independent of the height, F,
and N becomes independent of ( . N was found to be given
by the relation
A + L1 (4.12)
'I720
using the condition that at any height z = z 0, the diff-
erence in heat flux through the walls is equal to the net
upward heat flux through the horizontal plane z = z 0 . For
- .709 -
A , , a single continuous boundary layer was assumed
to surround the cavity, with a thickness small compared to
or d. The asymptotic form of the transport equations
became
) ~T j (4.13(a))
-- T (4.13(b))P x -a -a "a x
The assumption of vanishing vorticity was made for the
interior of the flow to determine it uniquely. Pillow (1952)
has solved the system (4.13) and gave the solution in terms
of general integrands f and g, related to T and i by
T = f(y), 1 - PA zf'(Y) + g(4)- Assuming symmetry
about the lines z - 9/2d and x = 1/2, he determined them
to be f(V)) = 1/2, T = const. in the interior. The results
of constant vorticity and temperature in the interior dis-
agree strongly with the experimental findings of Elder
(1965) and of Bowden and Eden (1965), discussed in Chapter III.
Poots (1957) has also considered the problem of free
convection in a cavity for the same conditions as Batch-
elor did, and applied numerical methods based on the use
of orthogonal polynomials. Working with equations (4.7),
he expanded T and 4) as
0o 0
T C 9c
Y1=
(4.14(a))At OtS' C&,9'
(4.14(b))
and substituting into (4.7) obtained a set of simultaneous
*
algebraic equations determining A and B . They arepq pq-
(4.15(a))
C1 t/_ L'( _VL A CmC - A
P242 q.1P B D D:: (4. 15 (b) )
*The functions Xp q are solutions of a fourth-order Sturm-
Liouville equation, e.g., D4X, =/94XP and are orthogonal.
..........
BA Xe (I) X, q(I)
do
A 1201 qr 7. r'*#
- 00 -
where A/ , D and C are complicated expressions
mn pm ml
involving Fourier integrals. The results showed that for
A < 10 3, N is given by
\= 1 + 5EOS, o4 A z(4.16)A
in agreement with Batchelor's prediction. For A > 10 3 N
increased rapidly with A until A ~ 10 ; in this region
N = .16(Gr)1 . At A = 104 conduction accounted for 59%
of the horizontal heat transfer. He also found a moderate
size core having constant temperature and vorticity.
B. Free Convection Studies in the Presence of a
Magnetic Field
Sparrow and Cess (1961) have studied the convective
motion of an electrically conducting fluid about an iso-
thermal vertical plate, with a magnetic field superposed
normal to the 4W1. The equations of motion became
identical to (4.1(a) - (c)), with the term - CwB 2 added
to the right-hand side of (4.1(a)). Here 6~ is the
SAs qre k94Z tb1  c-"A is avt Z*.eP1"'q(Ae 01
t"Xr /4'o' Xte
electrical conductivity and B is the magnetic field
strength. They assumed B to remain unaffected by the0
flow, so that only the boundary conditions on T and (u, w)
were needed. Introducing the dimensionless variables 't,
f and 0 as given by (4.2) and (4.4), and the coordinate
(4.17)
9o c- VT3"
the equations of motion became
~+
+{ __~ ~(4.18(a))
Here i is the ordinary similarity variable and is
essentially a stretched coordinate, measuring the relative
importance of B 0 It may be noted that for . - 0 (4.18)
A1
.e a (4.19(a))
-+ 5 
- i
'f (4.19(b))
with boundary conditions
(4. 20(a))(0) -- 0 tO) 0
i oo) = , too) 1 0
(4.20(b))
reduces to (4.3). The boundary conditions were again
given by (4.6). Upon expanding f and 9 in power series
in IL(e.g., f, ) - f(t) + f1 () + tf 2 (1) + ... )
and substituting into (4.18), they obtained a set of
relations by equating powers of k . The zeroth order set
is just the ordinary free convection system (4.3), and the
first order system is given by
P * * =~~~ * 5f aI
-004,-
In formulating the conditions (4.20) we had to use the
following expressions for u A w
U.A C6 {4f &TI (4.21)
w as given by (4.5). Equations (4.19) were solved
numerically, utilizing the numerical solutions of Ostrach
for the zeroth-order set (i.e., the field-free case).
Truncating after the first-order set, the problem took on
the form of a basic free convection flow upon which the
effects of the magnetic field constituted a disturbance.
The results showed that the ratio 01 (0)/9 (0) varied
only slightly with P and that it had the small value of
V .1. Hence only for large (e.g. , 2) will the second
order terms be important. Defining the local rate of
heat transfer as
q~ -(4.22)
where X is thermal conductivity, we may use the defin-
itions of 0 and I from (4.4(b)) and (4.2), respectively,
to rephrase q as
AT
Introducing the series expansion in for 0, they
obtained
(4.23)
For = 0, (4.23) gives the heat transfer in absence of
B0, and this value was denoted by q0. Then
I = I +
9,
to) 4
,'<o) , a9 AT
where we used (4.17) for . Since 0 (0) was found to
be always 4 0 and 91 (0) > 0, the effect of B is seen to
be a reduction in heat transfer, as expected on physical
(4.24)
1 * AT. [- 0h ) -i&'t)--]
-%6-
grounds. The quantity 2 6 B 2/3e,( g & T must be I 1 for
this effect to be significant, since 9l (0)/99 (0) e .1.
Singh and Cowling (1963a) have considered a problem
similar to that of Sparrow and Cess, but with Prandtl
numbers P z4t 1 and magnetic fields B sufficiently high
that conduction dominated convection in heat transfer,
and magnetic drag dominated inertial and viscous forces in
momentum transfer. Nondimensionalizing the equations of
motion, they obtained
U4 .0) T (4.25(a))= pVT
k4 + [&rF M
where (Gr)K 
=
plate height.
reapectively,
-O V (4.25(b))
Sg ATL A2 }(/9) H 0L, and L is the
AK and MK are Grashof and Hartmann numbers,
with 10 replacing V . They also introduced
49 /aT 9,L
a- H.ID&t
(4.26)A = c .
M
which represents the ratio of buoyancy force to magnetic
drag. Using boundary layer analysis, they showed that
pressure is a function of z only, determined by conditions
outside the boundary layer. They found that approximate
similarity solutions could be found for z small and large.
Putting I = x/zs, Vg= zrf(Y) and T = T( ), the magnetic
drag is found to be unimportant for small z and s = 1/4,
and ordinary free convection results. This phenomenon is
also observed in the annulus, where the isotherms and
streamlines near the bottom of the hot cylinder resemble
the ordinary free convection layer, and rotational effects
are unimportant. For large z, they put s = 1/2, and found
that inertial and viscous forces could be neglected. The
equations of motion and heat transfer became
'fT =- (4.27(a))
(4.27(b))
T
where the primes denote differentiation with respect to
}. Letting f = fB F and j = (1/tB )-I (see above def-
initions of f and i ), equations (4.27) reduce to
f"'+ F F
d F
(4.28(a))
= 0
(4.28(b))
where the primes denote differentiation with respect to
' . The boundary conditions become
F= 0 . F' I C It ? (4.29(a))
F'=o a-d A= o (4.29(b))
These conditions express the facts that Y= 0 on the plate
and on the plane z = 0 (-t= oo), implying the presence of a
horizontal wall at the ambient fluid temperature there.
The condition of w = 0 on the plate had to be relaxed in
view of the inviscid flow that results in this approximation.
Equations (4.29) were integrated numerically to obtain the
final answer.
As an extension of the above work, Singh and Cowling
(1963b) studied the convection in a rectangular cavity with
a magnetic field superimposed normal to the walls. Using
the same notation as above, the equations of heat transfer
and motion become
. t =" '- T , (4.30(a))
a () (4.30(b))
Since no horizontal pressure gradient exists, IQ and 1.
are functions of z alone. This enabled them to define a
function ) (z) such that
-0013-
M Gca) (4.31)
In view of (4.30(b)), the vertical velocity, w, becomes
w = B ( T - ®)ca) (4.32)
Since the total flow w d6 across any horizontal cross-
section z = constant of the box must vanish, J (z) equals
the average value of T across this section. They deduced
the following circulation in the cavity: at an appropriate
level, an element of liquid enters the hot boundary layer
and rises until its temperature no longer exceeds the mean
temperature of the liquid in the interior at the same level.
Here it leaves the hot layer, travels horizontally across
to the cold boundary and sinks until its temperature is
again equal to that in the main body, repeating the cycle.
The visualized circulation is depicted below.®
Ir
0 redo
Although this reasoning does not explain why the fluid
moves horizontally across the interior, it gives a surpris-
ingly good agreement with the experimental results of
Eckert and Carlson (1961) with air, Elder (1965) and Bowden
and Eden (1965) with water, and the numerical experiments
for the low rotation case of this work. The flow was
assumed to transport heat mostly by convection in the int-
erior regions, which seemed to contradict the initial
assumptions regarding conduction made in this and the previous
work (Singh and Cowling, 1963a). The existence of thermal
and velocity boundary layers are also implied by these
assumptions. The principal problem that remained to be
solved was that of determining the width of the boundary
layers, S , on the walls, and the horizontally averaged
temperature, @ , as a function of z. The above arguments
indicated that hot fluid will accumulate near the top and
cold near the bottom, so that G) at z = 1 will be that of
the hot wall, namely 1, and at z = 0, that of the cold wall,
namely -1. The problem was solved using the condition that
the horizontal outflow from one boundary layer equals the
horizontal inflow into the other layer at the same level.
To solve for S , they used a Pohlhausen-type approximation
in the boundary layers. The equations of heat and momentum
transport in the vertical boundary layers became
- (Tu) + - T w) = (4.33(a)
(4.33(b))
where they used the equation of continuity and neglected
friction. Integrating (4.33) across the boundary layer
with respect to x, and using the conditions w - - -0
T - at the outer edge of the boundary layer, they obtained:
(4.34(a))
(4. 34 (b))
' (u w) t (2cw 2) = A, (T - )- w
a 4 W (T- A l * d j W A -A = - (' T )CA . fa d I fb 
-bY4 XWO
j W-& Joe v A (T \0 GL-
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Near the hot walls (x = 0) the approximation is to put
(4.35(a))\AC W [I -
T - ) ( - ) ( - (4.35(b))
where n 2. These expressions satisfy the above boundary
conditions, and upon substitution into (4.34) yielded
(4.36(a))\A h) V 13 (1 - G)(a))
idb) (1+0) C' ~ )9 [LI ) (4.36(b))
where N = (n-l)/n+l) and B is given by (4.26). The value
of u at the edge of the boundary layer, u., was found from
U= z 6
foI
(4.37)U c4r~
'3I141
Upon performing a similar analysis at the cold wall, and
utilizing their assumption about equal horizontal inflow
and outflow in the boundary layers at the same height,
. :(4.38)
and from (4.37) and a similar expression on the cold wall,
they obtained upon integrating
+ )(4.39)
the constant of integration vanishing since ) -1 and
0 at z = 0. Substitution for the respective S-s yielded
((4-40)
Equation (4.40) could be used to derive a differential
equation for 0). Upon multiplying by (1 + )-l -N and
differentiating,
-435 -
(4.41)
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On a further differentiation,
e.g (4.42)2 NO(I 
- G')
Equation (4.42) may be integrated twice to yield
ii' (I - 01-) d a) (4.43)
where C is given by
(4.44)
0,I M-I
using the conditions Q= -1 at z = 0, ) = 1 at z = 1.
A numerical evaluation of (4.43) yields the desired curve
representing variation of the horizontally averaged temp-
erature, ) , as a function of z in the interior of the flow.
They also considered the physically more significant "dis-
placement thickness", A , defined by
C12 (4.45)
where Wc-) is the maximum vertical velocity in the boundary
layer at a given height. Using the above expressions, and
assuming n - 3, the resulting expression for 4- became
(4.46)
Using the corresponding implicit expression for 6)
(4.47)
the displacement thickness, A , had the following variation
in the vertical:
-a t
a 3 A I of 5-5)
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C. Studies Concerned with Specific Geophysical Model
Experiments: The Rotating Dishpan and Annulus
In the last decade or so several works appeared on
the structure and stability of the flow that arises in
thermal convection of liquids in a rotating vessel. In
this study, we shall be concerned only with works on the
structure of these flows, and in particular on flows that
are symmetric about the axis of rotation.
Davies (1953) has studied the convective flow that
arises in a rotating dishpan whose bottom is differentially
heated in an axisymmetric manner, the hot part usually
being the edge. He assumed that heat was transported
strictly by conduction and that the pan was shallow, with
the height h z/. r0 , the radial boundary, thus allowing for
an expansion in the aspect ratio a = h/r . In the absence
of advection, his equations of motion and continuity in
cylindrical coordinates became
9 .2Vr-I1L+ 7'Q-2 ) (4.47(a))
(4.47(b))2Qu - p - .
o = Vg T, + W (4.47(c))
(4.47(d))
+ W( & :
(4.47(e))
Since (4.47) is a system of linear differential equations,
he introduced the following separation of variables:
It a). 3, (or)
T 4 tal .(tr)
(4.48)
W2 W C). 3(A3(r>
thus determining the radial variation of all quantities to
be similar, and to be Bessel's functions of order one or
zero, depending on the conditions on the respective quantity
at r = 0. Introducing nondimensional coordinates I = z/h
and a = h/r (= hP in view of (4.48)), he obtained the
following set of ordinary differential equations:
('a- 9)U 4 tV . P p
p
(4.49(a))
-2 RU * (w V-) \ = 0 (4.49(b))
ad + DW 0
(4.49(c))
(4.49(d))
Here D = d/dJ , R = , a "rotational Reynolds number",
better known as the inverse of the Ekman number (see '2.3(4)
or the square root of the Taylor number, and K = 9A~
The right-hand side of (4.49(c)) represents the temperature
distribution due to conduction, obtained by solving (4.47(e)).
From equations (4.49) a single differential equation for
W was derived, given by
(4.50)
-- q's )" W + 4 a 1' W o
with the boundary conditions
W = W 'Co a+ i 0
W V W" z 0
(4.51(a))
(4.51(b))
From V = 0 at I = 0 and V' = 0 at = 1 he obtained
(4.52(a))
(4.52(b))
W to> - W ) Ca
W Ms (0
sK 01
- too.
-1 - -
The second condition in (4.51(a)) follows from the equation
of continuity at a rigid bottom, and the second in (4.51(b))
and the condition V' = 0 follow from the vanishing stress
on a free surface.
2.
Expanding W in a yielded
and the equation for W became
w" . 4 R' ,' 0 (4-54)
with boundary conditions
We(0) ww W (I) wo) 0 (4.55)
W, "() =-C
Using the parameter = (R)i, the solution for small
rotation (or small R) obtained was
wojiA ) e ( ){(3-at )+ , C - is + 6+6 -(4.56)
-toz-
Since j 2 1, the second term in the curly brackets is
always negative and the first effect of a small rotation
rate is to decrease the vertical velocity at all points.
When the rotation, 52 , becomes large, the asymptotic form
for w was found to be
we~ (4.57)
which holds everywhere away from the horizontal surfaces.
Near the bottom the asymptotic relation became
-- KS , (4.58)
4
Hence the distance in which w reaches the free stream
value was found from (4.57) and (4.58) to be S =
known ase the non-dimensional Ekman depth by geophysicists.
A similar approach was wsed to find the radial velocity,
u,( ), and was found to be rapidly decreasing with decreas-
ing S ; for small S the form of ul .) became - e
in the interior of the flow. The exponential decrease of
u with , as compared to the algebraic variation of w,
may be interesting to note. The zonal velocity v ( ) was
found from the relation
(4.59)
For small rotation rates the expression for v0( ) became
which gave near the bottom v ( t) f , or a slow increase
of zonal velocity above the bottom. On the free surface,
with small values of 1/ , the expression for v0 became
.() {-1 (4.61)
where K is defined after (4.49) and S after (4.55). Since
w t/I. , (4.61) reveals the existence of a maximum vo
at some rotation rate. This maximum was found to occur at
1/3. A corresponding expression for u (I ) showed
*These results do not imply different boundary layer thick-
nesses for u and v, but only refer to their asymptotic
rate of increase away from the wall at S = 0.
A lo4 -
a monotonic decrease of radial motion with rotation. All
three components of velocity were found to approach zero
for increasing large rotation. The nonlinear term W
was considered by taking to be the zonal velocity
shear obtained from the geostrophic thermal wind relation-
ship, thus restricting the analysis to the large R case.
Furthermore, the operator M in V 2 was ignored. Intro-
ducing the parameter £ = 1 and expanding all variables
in E*, the resulting expressions for v in the interior
regions of the flow became
U c' 3,) rR -{ + E * R ( RR ) 1 (1)e 4.62)
with t - (3r. Equation (4.62) reveals that v now vanishes
also on the surface _ whose points ( , 4 ) obey the relation
~iK~-Ed~YA(~~~ (4.63)
indicating a reversal of zonal velocity direction in the
middle of the flow. Above this surface E v is positive
- to 
.
(i.e., in the direction of rotation, or "westerly"), and
below it is negative ("easterly"). The highest level of
e occurs at the side of the dishpan, with a gradual
lowering towards the interior. A similar treatment of
the term r) revealed an effect similar to that
of V it , and the combined effect led to a surface ,
defined by
, (4.64)
for (2.4 t ' 3.8), where v reverses. Consideration of
the term v2/r showed that it gives rise to an additional
inward radial flow, an additional vertical flow upwards
in the middle and downwards at the sides (with the edges
being heated), and a reduction of the zonal velocity in
the interior regions.
Lance and Deland (1955) extended Davies'work to
include larger depths in the fluid, but still neglecting
the advection of heat. Lance (1958) included the effects
of vertical heat advection by including ther'term w I.T in
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a linearized fashion, i.e., assuming Q) @ to be a
positive constant. This allewed for a separation of var-
iables in identical fashion to Davies' work (see (4.48)).
The final system of equations was similar to (4.49) but
with the pressure eliminated and the temperature distrib-
ution unsolved for.
- c'L4U' + ' R V' 4, q\W/".. - +aJ T , o (4.65(a))
(4.65(b))
V Is z ,
'. -CU (4.65(c))
T to" -- a' T S\W: A \l (4.65(d))
where P is the prandtl number, a = h/r and R = S7-zxv.
Equations (4.65) constitute a coupled system of four ordinary
LA i
differential equations in which may be solved numer-
ically, subject to the boundary conditions that all
velocities vanish at the bottom, all stresses vanish at
the top, the bottom is a thermal conductor and the top
free surface an insulator. Hence
W0 a Vr W 0 W(O) z 0 T(4.66(a))
1 -- V'I) ' WtO vT'(1) z 0 (4.66(b))
The computational results showed that
1) The reversal of the radial velocity occured below
the half-height point for all values of R, decreasing
with increasing rotation (increiing R);
2) The maximum radial inflow occurs slightly below
the surface for small rotation rates, but at the
surface for large rotation rates;
3) For the highest rotation rate (or R) considered,
the radial flow tended to be concentrated near the upper
and lower portions of the fluid);
- ot -
4) The reversal of zonal velocity occurred always
below I = .2, restricting the flow of "easterlies"
to a small region near the bottom, with the height
of reversal decreasing for increasing rotation;
5) The maximum zonal velocity continued to increase
with rotation (i.e., up to R = 64);
6) The vertical velocity tended to a constant value
in the interior regions as rotation increased.
The combined results showed that a positive vertical
lapse rate of temperature leads to a reduction of the
whole velocity field. This agrees with physical reasoning,
because, if the upper layers of the fluid are the warmest,
greater stability and consequently less convective motion
should occur.
Robinson (1959) has studied the convective flow that
arises in a rotating vertical cylindrical annulus whose
walls are kept at different but uniform temperatures. He
assumed the width of the annular gap to be negligible as
compared to the inner radius of the cylinder, so that
curvature effects could be neglected. Furthermore, he
assumed the height-to-width ratio of the gap to be 1, and
the top and bottom to be rigid surfaces. Introducing non-
dimensional variables (x', z') - L(x, z), T' = &T - T,
S= cr, p ' ,c2- p, choosing c = g( AT)/22. and
introducing the stream function Y U ()- - w),
he obtained the following system of equations:
.. 
(4.67(b))
-C 'T + .? [ Tx -x T, (4.67(c))
where E /2 G2 L' is the Ekman number (see (2.3(q)), (* -
o(g(AT)/4S22L is the thermal Rossby number (see (2.-?3(),
and the subscripts denote differentiation. We note that
the choice of the particular value for c allowed the
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coefficients of uz and T in (4.67(a)) to be unity, anti-
cipating the dominance of the geostrophic thermal wind
relationship uz = Tx over the main body of the liquid.
He proceeded then to expand I , v and T in power series
of P , restricting the analysis to small values of is
( < .1) that correspond to small temperature contrasts
(e.g., AT o .1C*), and large rotation rates (.1 2. 1 rad/sec).
Setting
** = E.n *A F, ( e Tn n)
nuo na nZ6
the relations involving zero-order quantities became
4 (0) 1) N(4.68(a))
-% Co) CO)
- V v + P 0 (4.68(b))
V2T)= 0 (4.68(c))
Each tp (n) = 0 on the walls, TIO) = ti and T(n) = 0
for n >0 at x = , and T =0 for all n. The zero-
order temperature is determined by conduction alone, so
that the isotherms are expected to consist mainly of
vertical parallel lines. This temperature distribution
then gives rise to a velocity field, which in turn mod-
ifies the temperature distribution, and so on. Since
C multiplies the highest-order differentiated terms, a
direct expression in G was not permissible. If this were
done, the order of the equations would be lowered and the
boundary conditions could not be satisfied. Hence singular
perturbation theory or boundary-layer analysis was emplpyed
in solving (4.68). The solution of (4.68(c)) obeying the
prescribed boundary conditions yields simply T(0 ) = 3
so that T(O) = 1. Then cross-differentiating (4.68(a)
x
and (b)) and eliminating v(0) yielded
E Co) () (4.69)(4) 4) --
Introducing stretched coordinates - 6 (x + ) near
x - -j and - 6 (z + J) near z - -}, with C/x - r6 lba
and / -* e4/, (4.69) became
Co) C')
+ = 0 near x - -} (4.70(a))
(Ca) , ) 0 near z = -} (4.70(b))
where the highest term of V (lowest order in 6) was
required to balance the rotational constraint Y (0). Thiszz
procedure yielded a = -1/3, b = -1/2; thus the width of the
side-wall boundary layers is of order 6 1/3 and is
greater than the width on the horizontal surfaces, of
order F 1/2. To determine the amplitude of the contributions
to the fields in the separate regions of the flow, the
following definitions were introduced:
) Ca. C) es0
- A( V - .+V c(.) in the interior
(4) C)) V ,
WV~ =At(W W Z z+ 8,CE near the vertical wall
-'/13-
(6) &) (6) (k)
" inAC to2 j vLAV (6) near the horizontal wall
Upon substitution of these expressions into the corresponding
asymptotic forms of (4.68(a) and (b)), obtained from using
the scaling information /x = 6 sh/ and 3/ba =
the following system of relations was found:
BV 
=)
Ly
A %P&= 0)is
(4.71(a))
(4.71(b))
(4.71(c))
A V)
-o0
03) v+ C Ba v
(4.71(d))
(4.71(e))Lk)
A + B, V O
F..A Ch)
E 2 gg 3 
-- I i -
ByZ 
IVA
ck)
-o (4.71(f))
Assuming that all the derivatives of 4) and v are of order
one ("smooth functions"), (4.71(c) and (d)) yield
A,- 8, (4.72(a))
(4.72(b))AI= e''' B,
The boundary conditions on v require that at least part of
v will be of order 1 near each wall; thus
3 = I , A =V3 (4.73(a))
8 z - I> AL -- (4.73(b))
The requirement that the boundary conditions be satisfied
by the boundary-layer contributions near each wall added
to the same interior solution caused certain difficulties,
since A1 was different from A2. The only way out of the
dilemma appeared when one of the boundary-layer contributions
to W satisfied the boundary conditions by itself, allowing
for the possibility of a boundary layer counter-current.
The solutions of (4.71(a) and (b)) became
V =f(x)
I C )
(4.74(a))
(4.74(b))
and that of (4.71(e) and (f)) became
4C = G (y)e, (4.75(a))
V )= -F Gc)e- (4.75(b))
The boundary conditions at the horizontal and vertical walls
gave
= 0(x)
(Sen lgs/o + ceS 5Z)
CAs (/ri)
K) = - x) MM (4. 76 (a))
=0 (4. 76(b))
which showed, in view of (4.74(a) and (b)), that the total
zero-order interior velocity is purely the geostrophic
thermal wind, and the interior stream function is a con-
stant. The solutions for the side-wall boundary layers
were found in terms of Fourier series in z, with the coeff-
icients being explicit functions of the boundary layer
coordinate , and showed that all the mass transport is
associated with the . 1/2 contribution. The 6 1/3 contrib-
ution represented a narrow circulating cell of velocity
confined to the side-wall boundary layers. The effect of
the zero-order velocities on the temperature field was found
to be small, making the vertical isotherms lean somewhat
near the horizontal surfaces. The limitations on the mag-
nitude of the parameters were estimated to be:
~3 e 3
-'I1-
In review, we may say that near rigid boundaries
where friction dominates, or in the case of low rotation
in the whole body of the fluid, the studies on free con-
vective flows near vertical walls have a strong bearing
on the annulus experiments, and the numerical results
have verified this. The convective flow in the presence
of a magnetic field, when the effects of the flow upon
the field are neglected, has some similar characteristics
to the convective flow in the presence of rotation; the
reduction of heat transfer with increasing field or with
increasing rotation is a good example. This was the
reasonsfor including a discussion of these works here,
in addition to the fact that they contain some very good
approaches to natural convection problems.
P A R T II
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CHAPTER I
INTRODUCTION
The second part of this thesis has been prepared to
appear as a laboratory report (HRF/SR6) for the Geophysical
Fluid Dynamics Laboratory, Department of Geology and Geo-
physics, M.I.T., and as such will form a separate entity
from the first part of the thesis. It is also being pre-
pared for publication. Thus, the first chapter in HRF/SR6
will contain a brief summary of Part I, but it is unnec-
essary for Part II of the thesis, and will be omitted
here. Only the transport equations in their final form
will be repeated below for easier reference. This made it
necessary for Chapter II of Part II to start on page 6,
in order to avoid much unnecessary work in the future.
The transport equations, and the equation of contin-
uity, given by (2.26(a) - (d)) of Part I, are:
3 L(S)- Ct ('') + (1.1(a)
(1.1(c))
(1.1(d))
where C, and 5S are given by (see equations
(d)) Part I)
a~ 9
(b A1J
r r
~vi
IS.
a lZI-W4r
(1. 2(a))
(1. 2(b))
(1.2(c))
Equation (1.1(d)) has been used to define a stream function,
V, as
(1.3)
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(2. 21(a)
(b-ej ~,
S-' (b If
T- tA-T] 0
A % ) %.-ft.. i a ICh
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CHAPTER IE
THE NUMERICAL EXPERIMENT
The efforts of the many theoreticians discussed in
Chapter IV, and the futility of his own attempts at
analytical approaches, have convinced the author that an
accurate description of the flow in the upper symmetric
regime is possible only through straightforward numerical
methods. The availability of detailed quantitative temp-
erature field and heat flow measurements on the one hand,
and of some visual and semi-quantitative studies of the
flow field structure on the other hand, have made such a
study very desirable. The numerical results could be
used to implement the poor velocity measurements, and,
conversely, the experimental temperature field and heat
flow data could be used to check the results predicted by
the calculations. Furthermore, the numerical experiments
were ideally suited to study the specific physical pro-
cesses taking place in each region of the convective flow,
providing an important link between observations and
theory. By yielding a knowledge of each of the separate
terms in the transport equations, the balancing forces in
each region and the mode of heat transport could be
deduced. Finally, by providing an accurate description
of the basic state of flow, they have laid the groundwork
for some improved studies of baroclinic instabilities which,
fortunately enough, can also be done by numerical methods.
Of course, the feasibility of such a formidable
numerical computation was not at all obvious in the beginning.
Limitations on the storage capacity of present-day computers
and on available operating time prevent a perfect approx-
imation of the continuous equations and field quantities
by finite difference analogues, simply because the finite
increments in space and time cannot be reduced below certain
limits. At the inception of this work, many of the tech-
niques utilized in the computations were only in the
development and testing stages, and even the well-proven
methods have not yet been applied to such a complex system
of equations. In fact, several of them were known to lead
to divergent solutions under certain conditions. The
derivation of the corresponding stability conditions turned
out to be impossible even with linearization, and one was
forced to apply an approximate condition together with
some trial-and-error approaches. The same approach applied
to the choice of grid point spacing, and to the formulation
of the boundary values of vorticity. Nevertheless, it was
felt that if the numerical solutions could resolve the
important details of the velocity and temperature fields,
and could predict with reasonable accuracy macroscopic
parameters such as the Nusselt number, they would have
sufficient validity and provide a valuable tool in studying
non-linear convection.
It has been known for some time that solutions to
the steady-state Navier-Stokes equations are best obtained
numerically by solving the corresponding time-dependent
equations as an initial-value problem. Encouragement was
received from the publication of several successful com-
putations on time-dependent incompressible fluid motions,
both barotropic and baroclinic. Fromm (1963) has calculated
numerically the flow structure in the wake of a rectangular
cylinder. Pearson (1964) has performed a basic study of
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several methods used in solving time-dependent viscous
flow problems, and described the difficulties encountered
in formulating the boundary values of vorticity. He
suggested a method to circumvent this difficulty for
implicit time iteration schemes. Bryan (1963) has solved
numerically a non-linear ocean circulation problem. His
finite difference scheme has conserved exactly the vortic-
ity and kinetic energy of the system, and he suggested a
method to formulate boundary vorticities for the explicit
time iteration scheme used in the problem. He also
studied the effect of grid point spacing on the boundary
layer resolution and its effect on energy balance in the
system.
Success in forecasting atmospheric motions over long
periods of time has also been reported in several papers.
Phillips (1956) has made a numerical forecast with a two-
level, quasi-geostrophic model, including friction and
heating effects. However, truncation errors have finally
terminated his forecast by producing a large fictitious
increase in energy. Mintz (1964) has used an improved
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scheme devised by Arakawa (1963) to make global integra-
tions of the primitive equations for periods up to 300
days. The total energy of the system reached a steady
state level about which it oscillated with varying ampli-
tude, but no blow-up occurred. The space-differencing
scheme used was inherently stable against non-linear
computational instabilities, such as those reported by
Phillips (1959) and recently by Lilly (1965). The scheme
conserved exactly the total kinetic energy, mean vorticity
and mean square vorticity of the system. Both Phillips
and Mintz have used the hydrostatic system of equations,
so that vertical motions due to buoyancy forces did not
appear explicitly.
Although the lack of considerable friction has
hampered forecasting calculations by allowing instabilities
to grow more freely, the resolution of thin diffusive
boundary layers was not important, since the driving
forces were obtained from internal heating sources (rad-
iation and condensation). This is in contrast to the
wind-driven ocean circulation studied by Bryan (1963),
where the driving forces are transmitted through a thin
boundary layer, the Ekman layer.
The baroclinic flow in an annulus is driven by heat
transferred to the liquid through thin thermal boundary
layers, and the resolution of these layers is expected to
be important if heat and energy balance is to occur. Sim-
ilarly, a resolution of viscous layers will prevent the
motion from running away. Although with water as working
fluid ( P = 7.2) there is enough friction present in the
annulus to damp out the nonlinear computational instabil-
ities (provided the grid-point spacing is sufficiently
small), the use of conserving type of space-differencing
schemes will be important to give a correct and accurate
description of the flow. A correct.formulation of the
boundary vorticities will also have to be achieved, other-
wise exponentially growing instabilities might appear.
In connection with the different time-differencing schemes,
the problem has been discussed by Platzmann (1954, 1958),
Smagorinsky (1959) and Pearson (1964). Finally, the
presence of the buoyancy force in all parts of the annulus
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as the main driving force will give rise to all modes of
internal gravity waves, unlike the atmospheric motions
modeled by the long-range forecasts discussed above.
Hence, a careful stability analysis including all possible
forms of linearization of the heat advection terms was
required to prevent the occurrence of run-away gravity
waves, which though balanced by friction terms led to
incorrect spurious solutions (e.g., almost rectangular
streamlines in interior regions).
The general procedure adopted, therefore, was to
follow carefully the principles and guidelines that have
led to the formulation of previously successful numerical
schemes, and to test all critical aspects of the scheme in
separate test programs.
Laboratory experiments indicate that the final state
of the flow in the annulus is independent of the manner in
which it was started. Hence, we may expect the steady-
state solutions of equations (2.26) also to be independent
of the initial conditions, and to be determined only by
the parameters () , ., f and P . The location of the
inner cylindrical boundary, i.e., the value of a' a/(b-a),
is also important in determining curvature effects.
Assuming that an initial state that approximates the final
steady state closely will lead to a quick convergence of
the time iteration, we can use the information derived
from experiments to specify initial temperature and velocity
fields. It is especially important to approximate the
total heat content and tempem ture field of the fluid as
closely as possible, for diffusion of heat is the slowest
process in the convective flow. Fortunately, the most
accurate quantitative measurements in the experiments were
done on the temperature field and total heat transfer.
The above considerations will be treated in detail now
in Sections A through H.
A. Choice of Parameters
The time-dependent non-dimensional form of the Navier-
Stokes equations, equations (2.26(a) - (c)), depends on
the non-dimensional parameters G) , 6 , (3 and F>. Their
definitions will be repeated below for convenience:
-thermal Rossby number = '__9 -
1 I 4 -.
OE Ekman number =
p3-.geometric aspect ratio = (b - a)/d
p - Prandtl number = __
where
- coefficient of thermal expansion
p - kinematic viscosity
PC - thermometric conductivity
AT - applied horizontal temperature difference
divided by 2
d - depth of liquid
a, b - inner and outer radius of the annulus, respectively
b - a - width of annulus
52 - rotation rate
g - gravitational acceleration
The specification of 0 , c , P and P will yield
a well-defined mathematical problem, together with the
following boundary conditions:
r a = a/Q>- a) 
at inner cylinder
b' = b/(b- a) = a' + 1 at outer cylinder
T
T =a
T b
WO
0 O
ii~
at r = a'
at r = b'
at z = 0, 1/
on all four surfaces
on all free surfaces present
(usually at z = l/p , in one
case also at z = 0)
at r = a', b'
on all horizontal viscous
surfaces present (at z = 0,
1/)
We have seen in Chapter III, however, that the boundaries
between the various flow regimes are described in a 1 - Oina 4 5
diagram. The boundary between the upper symmetric and wave
regimes is usually plotted in a 14 - r5 diagram, and
the boundary between the lower symmetric and wave regimes
in a 1O4 - 5 " F2 diagram, where T72 is identical with
3, I4 = 4@ and 5 2. Although a choice of
uniquely defines ', a given value of T5 corres-
ponds to an infinite number of combinations of 6 and
t3 values. We find that there is a one-to-one corres-
pondence between points in a 'i4 - 1~5 2 diagram and
points in a 0 - 1/2 diagram, but there exists no such
relation between points in a T - T5 diagram and points
in a l- 2 diagram. To make matters worse, a given
set of , E and (3 values may correspond to different
combinations of the physical quantities & T, 92 , (b - a)
and d, and thus to an infinite variety of experimental
conditions. To establish definite relations between the
numerical runs, laboratory experiments and points in the
flow regime diagram, the following procedure was adopted:
1) For the upper symmetric and wave regimes, the
coordinates V 4, T 5 of a point in the regime
diagram were chosen first, immediately yielding
= 4. Next, the shape of the annulus was
determined through a choice of 8 . From the
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relation F5  p/6 2 6 was then determined.
Before a' - a/(b-a) was picked to determine curvature
effects and to locate the cylindrical boundaries, a
and b were chosen so as to represent conditions found
in laboratory experiments. Then the four parameters
@ , ps , E and a' completely determined the sol-
ution of the equations, together with the boundary
conditions on (, 9Y , m and T.
2) For the lower symmetric regime, the coordinates
1 , 4 5/j6 of a point in the regime diagram were
chosen, immediately yielding T = '/4 and C=4
5 . Again p was chosen next, to determine
the geometric ratio of the annulus. Then a' was
picked as discussed above.
In addition to a and b, the physical quantities &T,5.
and d are needed to describe the laboratory experiments.
To find the values of these quantities that correspond to
the parameters specifying the numerical experiments, d was
found from the relation d = (b-a)/s , 52 from S2= J//2 6(b-a)2
and AT from AT =45 2 Q3 (b-a)/,cg. The physical
properties of the fluid, given by 4, V and K, were
taken to be those of water; hence, the Prandtl number, P
(= 7.2) did not enter into these considerations.
It must be noted that a' corresponds to an.infinite
number of combinations of a and (b-a), and hence the set
@ , 6 , P and a' correspond to an infinite number of
combinations of the physical parameters a, b, d, 5Z and
&T. The trouble lies in the fact that in the non-dimen-
sionalization process, the five characteristic quantities
have been reduced to four; the width of the annulus, (b-a),
has become simply 1.
B. Grid Point Spacing and Resolution of Boundary
Layers.
It is known from experimental observations that most
fluid flows exhibit boundary layer behavior; i.e., that
strong changes in the flow properties usually occur near
the boundaries of the fluid. This behavior has also been
verified for the convective flows observed in a rotating
annulus, but, in addition, such layers can also occur in
the interior regions in the annulus (e.g., the jet stream
in the wave regime).
Inspecting the governing equations, (2.26(a) - (c)),
we see that the highest-differentiated terms are multiplied
by the small number E (usually - 10 ), and thus can
contribute to the balance of terms only when they are large
enough to overcome the smallness of E . This occurs in a
region where there is a sharp variation in the velocity or
temperature, usually near the boundaries of the fluid.
Thus there is a boundary layer associated with each of
the diffusive-type terms involving E and C/p ; the width
of this layer depends on C or E/p, and also on the
magnitude of the terms with which the diffusion has to
compete.
The non-linear terms are also expected to become
important near the boundaries since they involve once-
differentiated factors. They are multiplied by ( , how-
ever, which ranges from .01 to 20, so there may or may not
be any boundary layer associated with them. The thickness
of such layers would be expected to exceed that of the
diffusive layers considerably.
The choice of a grid-point spacing equal to or
larger than the thickness of any of the diffusive boundary
layers leads to serious consequences. The absence of a
grid point in such a layer becomes equivalent to the
omission of that layer, i.e., to ignoring the twice-diff-
erentiated terms and hence lowering the order of the
equations. This implies that the boundary conditions
imposed on the system cannot be met; numerically this
shows up in incorrect heat transfer and stress computations,
leading to a blow-up of the solutions. This situation can
be prevented by placing a sufficient number of grid points
into and on the edge of such layers to describe accurately
the order of differentiation responsible for the layer;
for diffusion the relevant terms are all second derivatives.
They can be expressed by centered finite difference schemes
using three grid points (see Appendix A). Thus we may
expect an adequate representation of boundary layer behavior
if we locate one grid point in the center of the layer and
one on each edge of it, respectively. We can represent
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all boundary layers adequately, therefore, by making the
grid-point spacing, A , equal to one-half the width of
the thinnest boundary layer occurring in the problem.
Actually, the spacing in the horizontal and vertical
directions may be taken to be different, each being related
to boundary layer widths on the surfaces perpendicular to
its respective direction.
To obtain an estimate of the thickness of the various
boundary layers occurring in the annulus, we have considered
the asymptotic form of equations (2.26) near the boundaries:
1) Viscous and thermal boundary layers on the vert-
ical cylindrical walls:
We are concerned here with variations of the field
quantities over radial distances very small compared to
the radial distance from the cylinders' axis, and hence
we can safely neglect curvature effects. For the purpose
of this analysis, all three diffusion operators X, l
and 67 reduce to t -2. . Since m = 0 and T T a'
or T bb' at r' = a' and r' = b', respectively, both m and
T are constant in z on these walls. Then the variation
with z of these quantities in any thin adjacent layer must
be negligible in comparison to the variation with r (i.e.,
normal to the wall), so that the term may be
dropped in the operators P and S . Regarding the
operator 0C , however, one must proceed with care, for
vorticity is not defined explicitly on the boundaries,
and in fact is not constant with z, as the results show.
It is defined in terms of the stream function, Y , which
vanishes on both cylindrical walls, so that we must obtain
indirectly the behavior of in these boundary layers.
We have, then (in non-dimensional form),
or, neglecting curvature effects,
In view of the constancy of j on the walls, we may neglect
L and have J.. 4Y . Using the above assumptions,
the asymptotic form of the steady-state equations becomes:
VY
- N - I )]
Ir I i I r& '#I _r
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r~
(9) +-- rL'az 'a
- (C 1,
(2.1(a))
(2. 1(b))
(2. 1(c))
Here we have 2.neglected a term involving m in (2.1(a)).
We perform now a "boundary layer analysis" on equations
(2.1(a) - (c)) by considering the magnitude of the various
terms using characteristic changes in the field quantities
and the coordinates, similar to dimensional analysis.
a) Thermal boundary layer: We seek here the width
of that layer near the cylindrical walls in which conduction
+ IT
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of heat dominates advection, and denote it by &I. We
can find S' using the following argument: right at the
wall conduction dominates, i.e., = 0, and each of
the advective terms vanishes simply because and
.T vanish. Outside the conductive layer, the advective
terms vanish again, but now jointly, because A VT
has become negligible and they must balance each other.
In the transition region, I. ..T balances one or both of
the advective terms (the numerical results showed w Ir
to be important there). Hence we want to find the distance
from the wall at which the diffusive and vertical advective
terms balance in (2.1(c)). Expanding the right-hand side,
we have
(2.2)
Denoting a characteristic change in T by (T, in 4/ by
y , in r by Sr and in z by Sz, (2.2) reduces to
47 '0 441 1
In the thin vertical layer considered, %z may be taken
to be 1(the non-dimensional height); thus
(2.3)
~ 0@. (SY) P
In view of the large Prandtl number (P . 7.2), advection of
vorticity is not expected to be significant in a layer dom-
inated by heat conduction, so we can obtain an estimate
of Sy by assuming that friction and buoyancy forces
balance each other in (2.1(a)). Using the notations of
(2.3), we have
£T~
or
0' ST - ( (2.4)
Substitution into (2.3) yields
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The maximum possible value of ST = 2
temperature difference, so the minimum
the applied (o . lim.)
Sr is given by
S - (2.5)
b) Viscous boundary layer for vorticity: We seek
here the width of that layer in which frictional forces
dominate advection of vorticity and/or geostrophic motion,
and denote it by HO Expanding the right-hand side of
(2.1(a)), we have
Since (2.6) involves m, we must consider the transport
equation for w1 concurrently; from (2.1(b)) we get
G) r (2.7)
C = 2L j !_Y
P -6 r h R& 161 -a r
IT
ir -j r ,h r.,x (2. 6)
Sr X 
E %
P, (S-r) (St.)"
For P'n1, the thermal boundary layer in which most of
the temperature drop occurs is much thinner than the vis-
cous layer we seek here. While in the thermal boundary
layer buoyancy forces are balanced by friction effects,
in the interior regions they are balanced by the vert-
ical shear of the zonal velocity. In the transition
region, friction is balanced either by advection or by
the geostrophic terms ( ? and -. 'V), depending on
'br 
-ar1
the magnitude of G. Since the numerical computations
showed the existence of a geostrophic region for all values
of 6 and ) considered, balance by advection must occur
only in a transition layer.
For -;)7 1, we have in general from (2.7)
and from (2.6)
Y 45
Again considering characteristic variations in m,
Y. r and z as ISm, (W., Sr and Sz, we obtain
(S" ~ ~. W-S (2.8)
O~r)% t Sr
(3p) = Je (2.9)
where we noted that the variational form of the horizontal
and vertical advection is approximately the same (numerical
results revealed the horizontal advection of and m to
be more important). Both relations yield
V M C (2.10)( (Jr) P
where we have taken Sz = las before. To estimate S4,
we use (2.4). Upon substitution, we get
ST Or)" 3  T
~4s~ IJT®0
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Considering T = 2
minimum
as the maximum ST, we have for
Sr
It
I.a
P3
(2.11)
which may be compared with (2.5). We see that the width of
the thermal boundary layer is 1/rfP times that of the
friction layer, and that both are independent of 2 , for
>~ 1.
For ) -1, we have in general
T vi o f or4  
The variational forms of these relations are
OrV1
~t) *r2011' - 4
(2.12)
(2.13)
ST I
Sr Iftz
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The numerical results have shown that . ~ 0 in the
transition region (see the discussion of "humps" in the
isotherms in Chapter lIi.), so we retain only the second
term on the right-hand side of (2.12). We have from (2.13)
and on substitution into (2.12),
(e*
6 rL
Hence Sr is given by
sa (2.14)
The last quantity, , measures the thickness of the layer
within which friction forces dominate Coriolis forces.
c) Viscous layer for angular momentum: This is given
by or I of Section (b), and depends on the valueI III
of .
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Regarding the resolution of boundary layers on the
cylindrical walls, therefore, we may state that a good resol-
ution of the thermal boundary layer will also result in
a good resolution of the viscous layers III and I,
except when ) 441. In the latter case will be the
thinnest layer, and must be resolved.*
2) Viscous and thermal boundary layers on horizontal,
viscous surfaces:
We are concerned here with variations of the field quant-
ities over vertical distances, so that curvature effects can-
not be neglected a priori. Since V/ and m vanish on z = 0,
1, we can neglect their radial variations when compared to the
vertical variations in any thin layer near the horizontal sur-
faces. Thus the diffusion operators oC and become &-.
The asymptotic form of the steady-state equations becomes:
-6-4 -A r% (2.15(a))
Ta W (2.15(b))
*These conclusions hold for 13 of order 1, i.e., for a not
too tall or shallow annulus.
Regarding temperature, the boundary conditions are
that .T = 0 on these surfaces. This can be expressed
simply by requiring that on the boundary row of grid points
and on the neighboring row, the temperature values be the
same for each vertical pair. If the grid point spacing
is too large, this yields a somewhat exaggerated region
where the isotherms become vertical, but causes no diff-
iculty with the computations.
If ( 4.1, we may neglect the advective terms and
obtain from (2.15(a) and (b))
(34 .. _~ - 't _ . (2.16(a))
( 3 V1 1.(2.16(b))
Differentiating (2.16(a)) with respect to z yields
- 1 (2.17)
since I is the same at all radial points. Introducing
the variations &V , Sm and Sz as before (now Sr-! 1),
we have
1%0 SM
r- 16 -a)
' 
2.
(2. 18(a))
(2.18 (b))
Substituting from (2.18(b)) for 5m into (2.18(a)) yields
(3~)4 ~:?
(2.19)
The last quantity is recognized by geophysicists as the non-
dimensional Ekman layer thickness in the annulus.
For ) . 1, the procedure is more complicated, but
the numerical calculations showed that no boundary layer
thinner than the Ekman layer (2.19) arises.
~E. ~(Y
je .Jm
- 3 LI-
3) Boundary layers on free horizontal surfaces:
Here we have 4/ = 0 and I'1, -LT = 0 as boundary
conditions. The last two are treated as li = 0 was in
the case of a viscous surface, and the relevant discussion
on page 32 applies. Both the numerical results and the
work of Hide (1964) on the free top surface in the annulus
show that no layer thinner than the viscous Ekman layer
results.
The grid point spacing in the horizontal direction,
Ar, is chosen as
(2.20)
and in the vertical direction
(2.21)
We may note that all four S-s depend only on external
parameters and therefore can be found in advance. Other
Ar M; }di (S S )S
AZ
boundary layers, especially those due to nonlinear terms,
may also arise and may depend on the field quantities
themselves (e.g., 4 ), but these were not found to be
troublesome.
C. Conserving Property of Transport Equations and the
Corresponding Finite Difference Scheme:
A desirable property of the transport equations
(2.26(a) - (c)) as formulated in Chapter J1is the fact
that when they are integrated over the volume of the ann-
ulus, they reduce to well-known integral forms of the
energy and momentum conservation. The total time rate of
change of any quantity associated with the flow is governed
by the flux of that quantity through the bounding surfaces
of the annulus, and by the integrated mean volume sources
of that quantity. We shall discuss separately now the
conservation of vorticity, angular momentum and heat in
Sections 1 - 3 below.
1. Conservation of vorticity:
The equation for transport of vorticity is given
by (1.1(a)). Multiplying through by 21r dr dz and
-3' -
integrating from a' - r t b', 0 - z e d', we get
~ffo~k~S~. E = ff [c)ro h A-W
J'' 06 +I
(2.22)4 IAi,&,b4 - 'Tr t1-4 ff '3)
where we used
introduce now
quantity 9 :
2 ^0
the definitions of m = vr and T = Tr.
the following notations on averaging a
6! a
V ______Cal
0~I
where the last two quantities denote surface averages on
the respective boundaries of the annulus, and thefirst one
We
b' 
ci
or{l6 
e eado
(2.23)
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is a volume average or "mean" in the annulus. Carrying out
the integrations indicated in (2.22), and integrating by
parts whenever necessary, the resultant expression becomes
- < r ?I)>+ S_ _ __ _ 2
0)3
+ (Ip) - V  > >j:®+ < -6
Noting the fact that r is a constant on the walls r = a' and
b', the first two terms on the right-hand side become LI
and a'( >, , respectively. We factor now (b,2-a,2)/2
as (b'-a')(b'+a')/2 = r, since b'-a' = 1. Dividing through
by V = "(b, 2-a,2)d' = -d' and using d' = 1/p , we obtain
Q('4 ?~
- Z . , -_
+ IR 3
Lf W14a I -e
+ < K2 -> (2.24) RT
6E . e
:~ 2 4
C-< .) 5 > A
21 ) +
y1b
(2.24)
In steady state the mean horizontal temperature gradient
is given by
+ H) + (2.25)
Here the T- s denote total flux of vorticity through the
respective bounding surfaces r = a', b' and z = 0, d'; e.g.,
T b -, etc. Since E times the vorticity [
reduces to the corresponding stress - L w and 1- on
the vertical and horizontal surfaces, the T- s actually
represent a "diffusion" of stress into the system. The
second and third terms on the right-hand side arise because
of curvature, and represent the volume mean of vorticity
divided by the radius squared, and the volume mean of the
radial flux of vorticity divided by the radius. The last
two terms in (2.25) arise only when a free upper surface is
present, and represent the average centrifugal acceleration
and average zonal velocity on the top surface, respectively.
Since ( ,>d, and d, are both positive quantities
for T > Ta, we see from (2.25) that IT should beb a' a,
higher in the case of a free upper surface. In the absence
of curvature effects (a' , 0o ) and with a rigid top sur-
face, the "diffusion" of stress into the system is just
balanced by the "volume source" of vorticity 11 . This
is just what we expect in view of the buoyancy forces
giving rise to the motion, and friction to the balancing
dissipation. With a free upper surface, the buoyancy
forces also have to work against the vertical flux of
centrifugal forces and of angular momentum. This is some-
what surprising in view of the fact that constraining or
inertial forces do not do work on a system. However, the
meaning of this phenomenon becomes clear when we consider
(2.25) as expressing the balance between torques in the
azimuthal direction.
2. Conservation of angular momentum:
The equation for the transport of angular momentum r:
vr is given by (1.J.(b)). We note that the equation for v
has been multiplied by r 2, so that the cylindrical geometry
- 4 0 -
has already been taken into account. Hence we multiply
simply by dr dz and integrate as before. The resultant
expression becomes
'fm.t E ff C1M)oA J, - f[C um~)] 4rA a -
(2.26)
Using the previous notation, we obtain (wiU F = 'r )
L
r~ ~ imil
+ >A ( Y'. (2.27)
In steady state, we can write
(2.28)f 9. - S . SA, - S, } = o
where the S-s denote total flux of angular momentum F'
through the respective bounding surfaces r = a', b' and
2E
-41 -
z = 0, d'. Physically they represent force per unit
length, and (2.28) states that the sum of the stresses
acting on the boundaries must vanish, there being no vol-
ume source of angular momentum. With a free upper surface,
Sd, vanishes so the stresses on the remaining three
surfaces must readjust to make up for this loss. This is
indeed observed as the height of reversal of the zonal
velocity is lowered considerably with a free top surface.
We also note that the integral of the Coriolis forces
vanishes:
bi 6o
since Y (d') = Y(0) 0 irrespective of the upper sur-
face boundary condition.
3. Conservation of heat energy:
The equation for the transport of heat is given by
(1.1 (c)). We note that the equation for T has been multi-
plied by r, so that the cylindrical geometry has already
been taken into account. Hence we multiply simply by dr dz
and integrate as before.
-67wT) 4 ] 01.e(2.29)
Proceeding as before and using similar notation, the result-
ant expression becomes
6 -' ' " (2.30)
Equation (2.22) simply states that a change in the volume
average of the temperature or, equivalently, in the mean
heat content of the liquid, is determined by the net heat
flux into the annulus through the cylindrical walls. In
steady state, then, the fluxes on these walls must be
equal.
We must consider now the finite difference formulation
of the transport equations and see if these preserve the
conserving properties expressed in (2.24), (2.27) and (2.30).
We have seen that most terms in the transport equations
could be integrated, i.e., their integrals were reduced to
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expressions involving the boundary values only of the
respective quantities. All terms in (1.1(b)) and (1(<))
except the time derivatives obeyed this relation; that
was of course the reason for this particular formulation
of the zonal momentum and heat equations. Unfortunately,
several terms in the integrated vorticity equation
involved volume integrals and could not be reduced
further; no suitable function f(r) was found which, when
multiplying the vorticity equation, would render all its
terms integrable in r.
It has been known for some time (Arakawa, 1963)
that certain finite difference schemes for integrable
terms preserve the conserving property; i.e., a summation
over the discrete variable index reduces to a summation
over the boundary vqlues only. For rectangular geometries,
the conserving properties of the various differencing
schemes for the advective terms V.ug> have been treated
by Arakawa (1963) and by Lilly (1965). The latter has
shown that the scheme derived in this work (relation (A.10)
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of Appendix A when -+ 0) has the property of conserv-
ing vorticity and kinetic energy. It was used by Bryan
(1963) in ocean current calculations and by Lilly (1964)
and Deardorff (1964) in convective problems.
Considering the following expression
K X1f 11 '= / -. (2.31)
we see that the differencing u (ui+1 - u. )/Ax leads to
N-1
a summation "5u (ui+1 - u.)/ Ax which involves no
i=2
cancellation of terms, whereas the differencing
(u +" u iI2 x leads to a summation in which most terms
cancel, leaving
NLL ( - ) (2.32)
Lint. 1-+1 1-8 N W-! 2. I
The differencing u (ui+1 - ui/2Ax gives even better
results:
U.L (4. . U(. (2.33)
s. II
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For the expression
f j ttLv)jc LV.U V (2.34)
we have
- ~L (k(./4U V tjU.V -.. (2.35)
Thus we see that the integration of a continuous integrable
expression and the summation over its finite difference
analogue do not yield identical results, except in certain
special cases (e.g., uN1 = u2). To give definite values
to the sums in (2.32) and (2.35), we must prescribe add-
itional boundary conditions, namely the values of uN-1 and
u 2. The prescription of uN and ul corresponds to the
"physical" boundary conditions, and that of uN-1 and u2
to the "computational" boundary conditions. This problem
has been discussed by Smagornisky (1958), and attributed
to the use of multi-grid point formulae in the difference
scheme.
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We may expect, therefore, that in general the con-
servation properties of our transport equations will be
modified upon finite differencing the equations. To see
whether this is the case, we must inspect the integrable
terms and the boundary conditions.
1. Terms /bx(up) and /Zz(w(p), with p =P ,
m or T:
Using the stream function 4), the finite difference
analogue of these terms is shown in Appendix A (A.10) to
be (neglecting curvature, i.e., -> 0):
~~()ef! 41 q () .14 ) 1 .L. (2.36)
' (Wf$ -(..5- (2.37)
4 (AKVp
A summation over i for (2.36) yields
N-' r-.0
-a(m - ) . -q ( - . (2.38)
1, a j+ , I S, CP I
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The boundary conditions up to now have specified .N)jJ
0 for all j; hence further specifying WN-l,j =
2 - 0 for all j would render (2.38) compatible with2, J
the continuous result for m and T, i.e., expressions (2.27)
and (2.30). Similar considerations on the ~Z/'az(wP)
terms lead to the same conclusion.
If curvature effects are included, the summation in
(2.37) cannot be reduced to four terms only, as appear
in (2.38), but the discrepancy would be of order .
with S. - Ax/r.; in this case a direct formulation in
terms of the vertical velocity, w i, would be more advis-
able. Furthermore, the summation for vorticity corres-
ponding to (2.38) will not reduce to four terms, because
a multiplication by r. must precede the summation. The
discrepancy then would just be the finite difference
analogue of the ((u 5/r) term in (2.25).
oWe d 4 *his a01ous +o seliog fle 1orwicl oeriva+ive
oY 9) = O o a all W wlS 4ick is lr~eciseIg *ie looundA4c
o44;0& presortbie for W. TLkus, fo4ua+e1% +4ie
"pkssial*a "coi tional ~CObiaco;Ho& S coic; e
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2. Terms C$/r2 and the diffusion oper-
ators without curvature:
The finite difference analogue of these expressions
(2. 39(a))L+*, j .1-
(A X)
(2.39(b))Qz 6- - - 2Qj1
A summation over i for
yields, respectively,
(2.39(a)) and over j for (2.39(b))
(2.40(a))
Iii Zp'i
(2.40(b))
side of (2.40(a)) may be written
is
.-I
I~
32,
I
a~
waz 2-
32
(P -4t(D tN J 4_1 J3
The right-hand
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-_ -
--_ (2.41)
The expression in the brackets is just the difference of
the gradients at the two boundaries, and corresponds to
the results found in (2.24), (2.27) and (2.30). A similar
result holds for the summation in (2.40(b)).
In the presence of curvature effects, we have to
perform summations over i in the operators ., 6) and S
as given by expressions (A.1), (A.3) and (A.5) of Appendix
A. In general, the sums do not reduce to boundary values
only, but the error is only 1 & 9. , and in view of
the small value of t2 (%5 x 10-4) is not very serious.
The advantage of employing conserving-type difference
schemes lies in the fact that they a priori prevent non-
linear computational instabilities (Arakawa, 1963) that are
associated with the advective terms in the Navier-Stokes
equations (Phillips, 1959). The effect of such schemes is
to prevent the computational (or "unphysical") transfer of
-50-
energy from longer to shorter waves in the energy and
momentum spectrum.
With the considerable amount of friction that is
present in the annulus (as compared to the atmosphere),
there is sufficient damping in the equations that the non-
linear instabilities do not present such a problem. Never-
theless, the conserving-type difference schemes contribute
to the true numerical representation of the actual physical
processes occurring in the annulus.
Another property of the difference scheme employed
in the present work is their small truncation error, of
A3order A (Richtmeyer, 1963). This is also an important
factor to consider in attempting a close approximation of
the Navier-Stokes equations and their solutions. Diff-
erence schemes with poor truncation error (e.g.,%. A )
will distort a physical solution over a long period of
time iteration until it becomes no longer "physically"
recognizable; i.e., it will no longer correspond to a
physically correct state of the fluid.
* or st aveobve {-erre y ii of or4er- e'" ot 4 d
ithe dijfusive ter4is( *i-144eggr i1f57T)
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D. Time Iteration Scheme:
We use equations (1.1(a) - (c)) to describe the
development of the flow in time from some assumed initial
condition. Discretizing the time coordinate as t = t(At),
we can formulate a difference expression for the time
derivative of ( , m and T by the centered method: e.g.,
aj/-a t = ( - ')/2&t, etc. Thus values of f
at time step T+ 1 can be obtained from a knowledge of
at time step -c - 1 and the value of the right-hand side
of (1.1(a)) at some previous time step. A similar pro-
cedure applies to m and T in (1.1(b)) and (1.1(c)), res-
pectively.
In the scheme employed in the present work, we eval-
uate the advective terms at step 'T and the diffusive
terms at step T - 1. The ceatrifugal, Coriolis and buoy-
ancy terms in the vorticity equation are also evaluated
at time : , as is the Coriolis term in the angular momentum
equation. For a detailed presentation of the complete
difference scheme see Appendixes A and B; the latter con-
tains the conditions for the stability of the numerical
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procedure. Since the time iteration only gives improved
values of ( , m and T, we have to find the improved values
of V indirectly by solving the Poisson equation eL(Y) =
f, subject to the boundary conditions that Y- 0 on all
surfaces. For this procedure the optimum over-relaxation
method is employed. A derivation of this method can be
found in Appendix C.
We note that neither nor its normal derivative is
known at the rigid walls; furthermore, it cannot be fore-
cast there with the centered-difference expressions for
space derivatives employed in our scheme. Hence, we must
complete the forecasting of -values by extrapolating from
the improved stream function values. Fortunately, the
equation . (Y) = can be solved numerically when f
is known only on interior points. This problem is further
discussed in Section F of this chapter and in Appendix C.
E. Oscillations and Convergence:
An analysis based on linearization of the advective
terms (see Appendix B) has led to the following relations
for the frequency and damping of inertial-gravity oscill-
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ations, subject to friction (on the meridional circulation
only) and rotation:
+ (2.42)
("a i (2.43)
for the lowest mode (with wavelengths Ar = l and 7 =
1/P , respectively). For .3 . 1, this reduces to
-f (2.44)
(2.43) gives a rough estimate as to how long a time iter-
ation is necessary to damp out oscillations. A substitution
of E/P for E would yield a rough value for the heat
diffusion time, T H. The size of the time steps was deter-
mined using formulae (B.34) and (B.35) of Appendix B; they
are listed below for the various runs, together with the
length of time iterated (t c) in each case:
-54-
Run Tro- t 2&Vtd H c
1 12.5 90.0 24.5 .0100
2 17.8 128.0 47.8 .0125
3 10.2 73.5 21.4 .0050
4 23.2 167.0 46.3 .0125
The approach to steady state of the system was deter-
mined by computing the total absolute vorticity VO -
the total kinetic energy, KE - u;* +o. +w+) and theZi + ii
kinetic energy associated with the meridional and zonal
motion; the total heat content U . T-* and the total
heat transfer at each wall, H - . The behavior in
time of the total kinetic energy, KE, for runs 2 - 4 is
illustrated in Fig. 1. The iteration was continued until
convergence to three significant figures was obtained in
the case of total vorticity, and to two figures in the case
of kinetic energy, heat transfer and mean heat content
(except run 4). For t 2 3/2 Td almost no visible changes
occurred in the flow, only a slow increase in the mean heat
content of the fluid and in the kinetic energy of the zonal
motion (fed by the slow addition of net heat to the fluid).
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The principally advective nature of heat flow in most
parts of the fluid made the time, I'H, aomewhat irrelevant.
F. Initial and Boundary Conditions
To prescribe initial conditions which approximate
the expected steady state as closely as possible, the
experimentally found temperature field has been inserted
in a simplified fashion (e.g., straight isotherms sloping
at a proper angle in the interior, linear interpolation
in boundary layers between interior values and the wall).
This shortens the computed time considerably since diff-
usion of heat is the slowest process in the annulus. The
fluid is assumed to have no meridional component of moticn
initially.
The boundary conditions on Y,, m and T present no
problem in finite difference formulation, but the boundary
conditions on proved to be a little difficult. Actually
is not known at the walls (except at a free surface) and
must be found from a Taylor expansion of Y near the wall,
utilizing the definition of f as the normal second deri-
vative of Y/ on the wall and the fact that the normal
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derivative of 4) must also vanish. This is possible
since predictions in time of are done only on interior
lattice points. The second-order scheme gives b =
2 a/ " 2 wlere V is the value of the stream function
on an adjacent row of grid points. Higher-order schemes
were also tried but their results were not found to be too
sensitive to the particular form.
CHAPTER III
RESULTS AND DISCUSSION
The computational results will be discussed from the
following aspects:
a) Detailed behavior of the isolines of I) (stream-
lines, T (isotherms), and v (zonal velocity), as
displayed by Figures 4 - 7;
b) Dynamic balance and mode of heat transfer in
different regions of the flow, as inferred from the
computed values of all terms in the transport equations;
c) Integrated mean quantities characteristic of the
particular flow, such as Nusselt number for heat
transfer, mean temperature for mean heat content,
potential and kinetic energy of total flow volume, and
total vorticity;
d) Internal parameters characteristic of the part-
icular flow, such as Rossby number for interior regions,
R, vertical and horizontal temperature contrasts
outside the boundary layers, (AT)z and (AT)r'
respectively. - -
So that the dependence of the property groups (a) -
(d) on the parameters 9, e, A and a' can be followed,
the results will be grouped according to property dis-
cussed rather than according to the computer run for a
given set of parameters,
a. Isolines of 41, T, v and Flow Regions:
The specific values of the parameters 9, e, # and
a' for each run are given in Table I; they have the follow-
ing range:
.14 m5. 0 (3. 1(a))
1.6 x 10 -3 e :5 5.0 x 10- (3.1(b))
.50 A 0 t 1.0 (3.1(c))
.67 i a' 1.5 (3.1(d))
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An increasing value of E here corresponds to decreasing
rotation rate. Inspection of the streamlines in each of the
four figures (Figs. 4-7) leads to the following gross picture
of the convective (meridional) circulation: With a viscous*
top surface (Fig. 4), the flow consists of a primary convect-
ion cell confined to the boundaries of the fluid, and two
weak secondary cells in the interior regions. All three
cells had the same sense of circulation. A similar flow
structure has been observed for a square cavity by Elder
(1965; see Fig.j of this reference). With a free top
surface (Figs. 5, 6, 7), the flow consists of one or more
cells depending on rotation rate. Again, there is a prim-
ary convection cell consisting of the outermost streamlines
which is confined the the boundaries except at the free
surface. The tendency of the streamlines to avoid the
free surface increases with rotation rate (smaller d )
and appears in the form of "saddle"-shaped portions
in their curves. In Fig. 7 the "saddles" descend deeply
into the interior flow regions and additional cells
appear in the circulation, again all having the same sense
*and rigid; this is used in contrast to the frictionless
lid condition with which a free surface is approximated
in this work (no centtifugal effects on surface).
of circulation. The outer portion of each of the two
secondary cells forms a part of the respective boundary
layer, but the interior portion (at least for the cold
one) appears to be too far out to be considered as a
boundary layer counter-current (in Robinson's (1959) sense).
Figure 4b illustrates the radial profile of the vertical
velocity at z = .5 and the vertical profile of the radial
velocity at r = a' + .5. The presence of a geostrophic
interior with an almost complete exclusion of u and w is
apparent. The thickness of the horizontal and vertical
boundary layers is well defined and shows that the bottom
layer is thicker than the side wall layers, contrary to
Robinson's results and those of Section B, Chapter 2.. An
inspection of the magnitude of the various terms in the
transport equations reveals the existence of an "inertial"
boundary layer superposed on the Ekman layer. The same
result was found to hold for all four runs.
The thermal structure of the flow in all four cases
reveals the existence of three distinct regions. A well-
formed thermal boundary layer exists on each of the con-
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ducting vertical walls for parameter values for which
laboratory experiments show that axisymmetric flow
patterns occur (Figs. 4 - 6), but the absence of such a
layer on the hot wall is noted for parameter values for
which non-axisymmetric flow patterns (waves) have been
observed (Fig. 7). A well-formed interior region also
appears, where the isotherms form regularly spaced,
almost straight lines that traverse the gap at various
slopes depending on rotation (up towards the cold wall).
For the lowest rotation rate considered (6a - 5 x 10-3)
the isotherms are almost horizontal in the interior (Fig.
6), agreeing with the results of Bowden and Eden (1965)
and Eden and Piacsek (1964) for low rotation rates. For
increasing rotation rates the slopes increased signifi-
cantly in a monotonic fashion, again agreeing with the
laboratory measurements of the abve authors. Finally,
a transition region occurs in the flow where the isotherms
suffer strong reversals of slope, ferming "humps" in their
curves. Near the top of the hot wall and the bottom of the
cold wall, the humps coincide with a similar behavior
of the streamlines. For the viscous top surface case,
these humps consist merely of points of inflection; for
the free top surface cases, the humps decrease with in-
creasing rotation andudisappear in Fig. 7, corresponding
to the wave regime. This again agrees with the laboratory
observations (Fig. 3).
The structure of the zonal flow was similar in all
cases, except for the boundary layer on the viscous to$
surface. The approximately equal spacing of the isolines
in the interior regions indicates a uniform shear in the
zonal velocity and an approximately geostrophic behavior.
The regions of strong zonal velocity shear reported by
Bowden and Eden (1965) have not been observed, but the
parameters do not exactly coincide between this work and
theirs; in particular, only square geometries were con-
sidered for the lower values of 6. In Fig. 4b the
radial profile at z = .2 and .8, and the vertical profile
at r = a' + .5, are illustrated, showing the horizontal
boundary layers of v to be much thicker than that of
the radial velocity, u, in agreement with
Lance's numerical results for the
dishpan experiment. The height at which the zonal velocity
reverses direction is always below the line z = .5, and
is found to decrease strongly with rotation. The maximum
zonal velocity always occurs at the top and near the cold
wall in the case of a free top surface. The general
increase of zonal velocity with decreasing radius is
clearly illustrated, particularly for the free top surface
runs; this is expected, of course, on the basis of angular
momentum considerations. The maximum "westerly" (in the
direction of rotation) zonal velocity exceeds the maximum
"easterly" by a factor that varies from 1.5 in the viscous
top surface case to 3.7 in the free surface case.
b. Dynamic Balance and Heat Transfer:
The results on the magnitude of the terms in the
transport equations will be presented in a qualitative
and semi-quantitative fashion, since the division of the
flow into interior and boundary regions is too arbitrary
a criterion to allow quantitative flux calculations to
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be performed. The results can be summarized under the
following points:
1. There exists a quasi-geostrophic region in all
cases, where the thermal wind relationship is modified to
include centrifugal effects. Thus the relation
.6 + ((3. 2)
is found to be satisfied to within .17. in this region.
Since both Tr and U are of order 1, the magnitude of the
centrifugal term represents the effective Rossby number
of the interior region. The average values of R and the
average fractional extent of this region in the horizontal
and vertical dimensions is given 6n gagfe TS.
2. There exists a region on each vertical cylindrical
surface where the meridional motion occurs only under the
influence of viscous and buoyancy forces, with a gradually
increasing importance of inertial effects away from the
walls. However, in no case do the advective terms exceed
the viscous terms over a considerable region of the flow.
3. In the regions where the temperature gradient
becomes negative (i.e., under the "humps"), the diffusion
of vorticity is negative near both the hot and cold walls
and balance occurs with -Tr + vz + 60 (5) = 0* The presence
of positive diffusion in this region for Run #7 (wave
regime) is seen to be accompanied by a notable lack of
the "humps".
4. Near the free top surface, the diffusion of
vorticity increases from its interior values by a factor
of %^10, but is still smaller than at the bottom by a
factor of %^10.
5. In the quasi-geostrophic region, the transport
of angular momentum occurs by diffusion and advection, the
ratio between the effectiveness of the two processes depend-
ing on . and ( . Friction dominates advection
in the ratio -l (for G)= 5, - 5 x 10-3) to "'5 (for @=
.1, = 2.8 x 10' ).
6. Heat is transported predominantly by convection
in the quasi-geostrophic region, and by conduction in the
- I
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thin thermal boundary layers on the cylindrical walls. In
the Ekman layer on the bottorp, conduction slightly exceeds
convection of heat.* The latter result agrees with the
findings of Emery (1963) in his work on convection in the
presence of a magnetic field.
c. Integrated Mean Quantities
The following quantities have been obtained from a
corresponding summation over the bounding surfaces or the
flow volume of the annulus.
1. Nusselt Number: We define the Nusselt number, N,
as follows:
N - (3.3)C
where H is the combined heat transfer due to convection
and conduction, and C is that due to conduction if the fluid
were still. In the annulus, C is given by (Hide 95, 1 %):
C =. (3.4)
*The horizontally and vertically averaged heat flow, along
with that in the center regions only, is shown in Fig. 12
and discussed in part 4 of Section D (p. 76).
where Ok is heat conductivity. The heat is transferred
from the flow to the walls strictly by conduction, so H
can be found from the relation
* Zr6 -&L. at r = b
O. f r:I.
0
at r = a (3.5(b))
The finite difference analogue of (,.5) is
(3.6(a))
T T
-1') ''- 24r d
doA
(3.6(b))JI
For the axisymmetric flow regimes considered in this study,
no average in the azimuthal (zonal) direction is required.
Only the values of H a will be used in the Nusselt number
calculations, although both Hb and Ha are calculated in
AN (3. 5(a) )
H -- .j"ai
T'. T
.j " -&>i. zI-r b.ALL
Axc
the numerical experiments. Substituting the expression
for H a into (3.3), we have (neglecting the minus sign,
since we are only interested in magnitudes)
1~ (3.7)
where T = T-r. The values of N for the different runs are
given in Table I . To compare them with experimental values
is extremely difficult since, as it was pointed out in
Section A of Chapter Z, the parameter set 69, e, A and
a' corresponds to an infinite set of combinations of AT,
-0, d, a and b. To afford some comparison, however, the
values of a and b are picked to correspond to experimental
conditions for which G), E and (3 were of comparable
value. Since N is independent to a large degree of the
depth, d, we have only to pick a and b valus that were
used is the heat transfer measurements of Hide et al.
(1961), in particular Fig. 3.3 of Part 1 of that refer-
ence. The differences in applied temperature can be
taken into account by assuming N a (IT) 11 ; this law is
R44 $ bq 4e~ s4ote.
proper to most laminar free convective flows, and has been
shown to hold in the annulus, too. The values of the
assumed experimental parameters, together with the numer-
ical parameters, are given in Table I..
2. Vertical Sta We define the vertical
stability ' ZAT as the ratio of the (stable) vertical
temperature difference set up by the convective flow, eval-
uated between the midpoints of each horizontal boundary
layer, and the applied temperature contrast. Thus
/1/, (3.8)
where the horizontal and vertical differencing indexes
have ranges 1 e i - I and 1 4 j - 1, respectively. The
values of C- are tabulated in Table I for the various
runs. The value C- was predicted by Hide (1965) to be
close-to1, and is found
to be in surprisingly good agreement with it, as the
table shows.
- tol -
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3. Mean Temperature
In Section C of Chapter II the mean temperature, T,
was defined as
J2/(b- CL(3.9)
The corresponding finite difference summation becomes
T' - T (3.10)
The values of this quantity are also given in Table I.
4. Mean Potential Energy
A fluid particle with mass m =.f dV in the annulus
has potential energy 0 m = f dV.gz, where z is the dis-
tance above the bottom surface. The whole flow volume
then has potential energy
(3.11)
Expanding as before, =90f1 -o(T - To) and substituting,
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& * (3.12)
The first term in (3.12) represents the potential energy
of a fluid with homogeneous density equal to the average
density f 0; since this term is the same in all the num-
erical experiments, we will not be concerned with it
here, and will concentrate, rather, on the second term
representing the "mean relative potential energy" of the
flow.
Introducing dimensionless variables, we obtain
~~4?b-G) 2 o ff rj rc (3.13)
We note now that the integral in (3.13) is similar to the
one in (3.9) defining the mean temperature except for the
coordinate z in the integrand. Thus (3.13) expresses
information on both the mean heat content and the distrib-
ution of heat in the vertical. To extract information on
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the distribution only, we will normalize by the expression
= 2I. 30 AT(b - a)2d2ff r dr dz (T). Thus we
obtain
6' cJ
ff (3.14)
The quantity 1) is given in Table I for the various exper-
iments.
An inspection of Table I reveals the following results:
a) The Nusselt number, N, is in fairly good agree-
ment with the experimental values, except for run 1 with
a rigid top surface. The particularly low value of N for
run 4 (wave regime) is significant, since the waves are
known to increase heat transport when developing from a
symmetric state (deduced from hysteresis effects, Hide + al,
1961). The variation of N with & and C. is difficult
to assess, since all runs involve a change in both Q) and
. . Hence the corresponding values of a, b, d, &T and
are considered, and the experimentally found variation
of N with AT and (b - a) is used (see footnotes, Table 1)
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to normalize the results; these are presented on the
second page of Table I. From these it appears that N is
a linear function of 1/Q , for .2 /52  - 1.25 and
N(2)/N - 1.26; a(2) (3) 1.25 and N (3 /N(2) - 1.28.
Run 1 with the rigid lid does not fit into these results,
but since the numerical result disagrees with the exper-
imental value, no conclusion can be drawn as to the effect
of the rigid lid. On the other hand, N appears to be
independent of d, since Run 3 fits exactly into the pattern.
(This agrees with experimental findings of Hide et al. 1961).
b) The vertical stability, 3 , is found to be in
close agreement with the quantity 2/3, a result predicted
by Hide (1965), except for run 4. Since instabilities are
known to exist for those values of the parameters, the
occurrence of a low vertical stability is not surprising.
The presence of a viscous lid (run 1) increases the vertical
stability as compared to the free surface results. A sur-
prising feature of the results is that all values for the
stable cases (runs 1 to 3) cluster around the same value
(G- = .77) .
+I"e pjer;*iei.4od1 value give," ;s 4ko A-
f"'100 SUr4ctce, k@&ice 4e~ qf c4 4 a r 1cao ;4 ofH~d
IC~~4 ~rI'03 GCiVe-e t4e41 *v iSfe (crp eXpeaC4j
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c) The mean temperature of the fluid, T, is found to
depend strongly on £, increasing with increasing E . An
interesting fact is noted in the same ratio of the C- s
and the Ts for runs 2 and 3, namely 1.78 - C(3)/E=(2)
The same does not hold for run 4, although the
discrepancy is not too large. Unfortunately, T and 1A
were not computed for run 1 before information on the com-
puter tape got damaged, and thus the effect of a rigid lid
on T cannot be assessed. Since runs 2 and 4, with widely
differing values of (factor of 26) but with = 1
each, have almost the same T, the almost two times larger
value of T in run 3 must be due to the geometric factor
? . Thus the flow increases its mean heat content in a
tall cylindrical cavity; this can be understood in terms
of the large growth of the hot thermal boundary layer (on
the large outside wall) into the interior of the fluid with
larger cavity heights.
d) The mean relative potential temperature,t,
has a behavior similar to that of T. We may note that
the ratio of
between runs
' for runs 2
(3) (2)
1.28.
the 6 s and the I-s are almost identical
2, 3 and 4; this was noted in the case of
and 3 only. Thus C / C - 1.78 and
- 1.82, whereas E (3) C(4) - 2.27 and
- 2.35; and C( (4) = 1.27 and ( (4)
-73b-
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D. Internal Parameters of the Flow
In Chapter II of Part I and Chapter II of Part II
we have used characteristic magnitudes of temperature
and velocity, and also length scales of their character-
istic variations, to define dimensionless parameters and
boundary layer thicknesses, respectively. However, most
of these were based either on externally applied quantities
or on a reasonable picture of the circulation, supposing
the existence of boundary layers, etc. In this section we
give precise, locally defined values of all the physical
parameters as extracted from the computations and valid
in a given region of the flow.
1. Rossby Number of Interior Flow: Having found that
a quasi-geostrophic region of flow exists, our interest
centers in the ratio of the nonlinear terms to the Coriolis
terms. In the vorticity equation, this involves the
2
ratio ( ( 2 ) /u , and in the zonal velocity equation ther z z
ratioG(d. )v/u. Denoting the two ratios by RI and R2
respectively, we have the following results for the
internal Rossby numbers:
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Run 
-R 
-2
2 .20 .15
3 .17 .33
4 .08 .30
We must remark here, though, that in some cases (runi.)
diffusion of angular momentum is predominant throughout
the annulus, and the quantity R2 becomes meaningless.
2. Boundary Layer Thicknesses: We seek here first
the distances from the four bounding surfaces in which geo-
strophic flow is set up. Denoting the average distance
from the vertical walls by V and that from the horizontal
by 6 H' we have the following results:
RunV dH
2 .20 .15 .07
3 .25 .12 .11
4 .15 .16 .07
Here . _ewes the width of the layer on the vertical sur-
faces in which friction and buoyancy forces are present
only.
A general remark that can be made about the boundary
layer thicknesses is that they are all larger than the
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theoretical values predicted by II through SI (equ-
ations (2.11), (2.14) and (2.19) in Part II).
3. Horizontal Temperature Contrast: If we consider
the region where the isotherms leave the "humps" and tra-
verse the gap (see Section A), we have the following
computed values of ~r', where Gr ( t appl*
r (3r &T) it / &)appV
Run
1 .22
2 .21
3 .06
4 .42
We may note the very large value of G' for run 4, whichr
gives us some understanding of the instability of the
corresponding physical situation.
4. Heat Transfer Results in the Interior Region:
The advective heat transfer in the quasi-geostrophic
region for Run 2 is presented in Fig. 12a and 12b. The
radially averaged vertical heat transport as a function
of height (<wT>r (z)) shows that on the whole heat transfer
is upward (positive) in the interior, although in some
-76a-
regions near the center (see curve of wT(z) at r = a'+.5)
the heat transfer is downward (negative). The vertically
averaged vertical heat transport as a function of radius
(<wT>z(r)) shows that most of the heat advection takes
place in the side wall boundary layers. Both the vertically
and horizontally averaged radial heat transport (<uT>)
results show that radial heat advection is everywhere
inward, constant in the radial direction, and concentrated
mostly in a layer above the bottom which has a width con-
siderably exceeding that of the Ekman layer.
-77-
CHAPTER IV
CONCLUSIONS
The numerical experiments have demonstrated that the
time-dependent Navier-Stokes equations describing thermal
convection in a rotating annulus possess axisymmetric
solutions that converge to a steady state for parameters
for which stable axisymmetric flow patterns were observed
in the laboratory. On the other hand, the solutions
indicated divergence for parameters for which instability,
in the form of waves, is observed in the laboratory. Both
the detailed temperature field and the Nusselt number for
heat transfer agreed well with experimental observations.
For all cases of parameters considered, the existence
of a quasi-geostrophic region was found in which the
thermal wind relationship was modified to include centri-
fugal effects; that is,
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The diffusion of angular momentum equaled or exceeded
advection. The transport of angular momentum plays a
secondary role as compared to the transport of vorticity.
The width of both horizontal and vertical boundary layers
was greater than that found from boundary layer analysis,
and the differences could be traced to diffusion of
vorticity.
Another general conclusion that could be reached was
that the integrated mean flow fields depended much more
strongly on C than on (E . (One must remember, of
course, that C was always 2.2 x 10- 3.) This is a
significant result for rotating fluids, since 6 is pro-
portional to 1/52 and ® is proportional to 1/Q2 2. It
appears that in the parameter ranges considered, the effect
of ® on the equations of motion is still very small,
although it is very important in determining heat transport.
The effect of geometry is also important, with the tall
annulus possessing a much higher mean temperature and
potential energy. The Nusselt number can be shown to be
a linear function of 1/6Z for free surface cases, and to
be independent of height.
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No obvious correlation exists between the vertical
stability parameter and the integrated mean temperature
and potential energy. One fact that emerges, however, is
that the run corresponding to the wave regime had the
lowest vertical stability and the lowest potential energy.
The mean temperature can only be shown to vary with geometry
( 0) from the present results, and such effects have
already been observed by engineers working with tall cav-
ities (see Part I, Chapter III). The mean potential
energy, ) , is a monotonic function of ) and a linear
function of S . The theoretical interpretation of the
dependence of z i and 'CA on E can be gained from
the recent work by Hide (1965), in which the integrated
mean quantities of the total flow are shown to be deter-
mined by the flow in the boundary layers and the properties
characterizing these layers.
Finally, an interesting conclusion can be reached
regarding the onset of instabilities in the annulus, based
both on experimental and numerical results. An analysis
of the isotherms in Fig. 3 shows that near the onset of
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instability, the slope of the isotherms approximates that
of a diagonal across the cross-section of the annulus.
Furthermore, the transition between wave and upper sym-
metric regimes depends on (3 (see Fowlis and Hide, 1965).
In Fig. 7, the numerical results show that the isotherms,
at the time integration stopped, are slightly steeper than
the diagonal. An understanding of this phenomenon! an be
gained from relation (2.42) for the frequency of gravity
waves subject to rotation. For 2 4< 1 (tall annuli)
this shows that Tr > T z, i.e., (UE/ar)T > d/(b-a),
implying complex frequencies and growing instabilities.
For " = 1 and ® 4< 1 (run 4), it implies that for no
values of ( Tr > 0 can the frequency be real; thus the
numerical results, which show monotonic increase of the
kinetic energy for t > 15, are not surprising.
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Run Eb a x T
1 .50
2 2.60
3 5.00
4 .10
4.0 x 10
2.80 x 10-3
5.00 x 10-3
2.20 x 10 -3
1 1.50
1 0.67
.50 1.40
1 0.67
3.0
2.0
3.5
2.0
5.0
5.0
6.0
5.0
.025
.020
5.4
.033 (4.2)*
.025 7.2(7.1)
.020 .020 5.8(5.3)
.025 .025 2.9(3.1)
.80
('.80)*
.75
(.70)
.76
(.79)
.55
(.70)
.26 1.01
.46 1.84
.28 .79
* The inumdoers im pare~nteses refer. +o +ke
vagl4es det+erb1i"eol from Fig. 3.3, -. c a.%4
correspo";g
3.7
exeri*sentqI
in recenheses refer. to +le valueo e1 (b+cYao
of idAe e4- 4l (156t)
TABLE I
Summary of parameters for the four numerical experiments, and a list of results
on the integrated mean quantities. Parameters are as defined on p. 29, Part I:
N = Nusselt number, qz = vertical stability pagameter, T = mean temperature,
'CL = mean relative potential energy.
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Figure 1. Cross-section of a typical annulus as used
in laboratory experiments.
Figure 2. Flow regime diagram for the annulus, indic-
ating transition line between waves and
upper symmetric regime in a " - V diagram.
Figure 3.
Figure 4.
Experimentally determined isotherms (Eden
and Piacsek, 1964) near the hot outer wall
in an annulus with S = .4, (9 = .80,
1 = 7 x 10-4, a' - .25.
(a) Top left: streamlines for run 1.
Top right: isotherms for run 1.
Bottom: isolines of zonal velocity:
49 .5, E-= 4 x 10-3, #= 1,
a' = 1.50, rigid top surface.
(b) Yeocity profiles for run 1 (see
Figure 4a).
Top left: radial profile of zonal
velocity, Q(r), at z = .2 and .8.
Top right: radial profile of
vertical velocity, w(r), at
z - .5.
Bottom left: vertical profile of
radial velocity, u(z), at r =
a' + .5.
Bottom right: vertical profile of
zonal velocity, O(z), at r =
a' + .5.
Figure 5. Top left: streamlines for run 2.
Top right: isotherms forrun 2.
Bottom: isolines of zonal velocity:
G= - 2.6, e = 2.8 x 10-, = 1,
a' = .67. fee 'op surfue,3 e J I- S
List of Figures
Figure 6.
Figure 7.
Figure 8.
Figure 9.
Figure 10.
Figure 11.
Figure 12a.
Top left: streamlines for run 3.
Top right: isotherms for run 3.
Bottom: isolines of zonal velocity:
= 5.0, = 5 x 10-3, = .5,
a' = 1.40; free top surface.
Top left: streamlines for run 4.
Top right: isotherms for run 4.
Bottom: isolines of zonal velocity:
= .10, = 2.2 x l0-3, = 1,
a' = .67; free top surface.
Top left: streamlines for run 1.
Top right: streamlines for run 2.
Bottom left: streamlines for run 3.
Bottom right: streamlines for run 4.
Top left: isotherms for run 1.
Top right: isotherms for run 2.
Bottom left: isotherms for run 3.
Bottom right: isotherms for run 4.
Top left: isolines of zonal velocity for run 1.
Top right: isolines of zonal velocity for run 2.
Bottom left: isolines of zonal velocity for run 3.
Bottom right: isolines of zonal velocity for run 4.
Plot of the total kinetic energy of the system
versus time.
Top: Run 2.
Center: Run 3.
Bottom: Run 4.
Top left: horizontally averaged vertical heat
transfer vs. height in the quasi-geostrophic
interior region of the annulus.
Top right: horizontally averaged radial heat
transfer vs. height in the interior.
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Figure 12b.
Bottom left: vertical heat transfer at the
radial center-line vs. height.
Bottom right: horizontally averaged temper-
ature vs. height in the interior.
Left top: vertically averaged vertical heat
transfer vs. radius.
Left bottom: vertically averaged radial heat
transfer vs. radius.
R : vertically averaged temperature vs.
radius.
Figure 13. N' vs. 1/0l.
Figure 14. 3/2N'-1 vs. 1/Xt
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Appendix A
THE FINITE DIFFERENCE SCHEME
We present in this section a detailed derivation of
the finite difference scheme given in (8.4 (a)-(d)), and
corresponding to the non-dimensional Navier-Stokes equations
(2.26(a)-(d)). To begin with, we need the finite diff-
erence analog of the operators . and $ defined
in (2.15(a)-(c)).
1. The operator ( r ) + s a
The $ part is obtained in the usual way, by eval-
uating at the points ( Z t i ) and using these
-Jt
values calculating ' () at (i, J).
Thus
- f.a.L
-J4!, at
AX
and
ILr I af\
--- U ~ II - -'2f
-A z-
f.-
-'I
(&x)'L
The radial part is obtained by using a similar approach.
We evaluate 24 frf)
and A (- 2-rf) at (i,
subscript j is omitted.
'a-..
at the points ( ;+t,
j).
'a
-
'-
In the analysis below the
;+I
; + /a
Thus
f;
A1X
at
at
r;
r :X
and
r f
r-L- (r. V.1:\ I.(r.f ~~~V.. 'tt .41' ~ ..- S 1 f;) (6x)?
40
r
-br f AXIa. % ( fL I
We write now , + AX rf(it 5) with S : 1.
Similarly, re. :r (i.) , etc. Then
-a -r f 1 k a 
-: 4 .M
Expanding the denominators as series
and collecting terms up to order , we get
( / -2 / ., - - /q)-f., -2( i/;-
(Ax) a
(t. -4.
Since S is of order 10 in all the runs performed,
further accuracy in this parameter would be inconsistent
with the truncation errors due to approximation of deriv-
atives (see Appendix E). The finite difference corres-
ponding to L , therefore, is
4.(f) Y. + -VV 4 /f (A.1)
- A 4 -
where
'4$~*. ~/LeJ
YCal
(A. 2)
'A4
2. The operator r ~(r r3 ) 2 :
Using the procedure described in Section 1 for VC
we get
)- + - (A.3)
- a f,,;)
where
(5)
(&X) (1 -73/aJ + /
(A. 4)
!- + / -
y (S) I
(If
tax)
(c) 0) M
Y + Y. +y
- A S -
3. The operator $ - a (r +
Again by the procedure of Section 1, we have
where
Y"z +
(A.6)
We proceed now to derive the finite difference
formulation corresponding to the non-linear terms O 4.] )
where (P = , m or T, respectively. We have from (2.I4) the
relation
By using centered differences, we get
%x
(AX) - ~
Before we can proceed further, we must find the required
finite difference formulations for u and w. From (1.3)
___________
e
- . (r;,, 1 , ,
As before, let r. = r.(I t $.) with ; then we get
(A.8(a))
-a l : .
--> -fvy - Z I
~ .3
(l+)
eja ci-c
(A. 7)
Al
where
I4
-Aa() (A.8(b))
(A.9)
\A/ 2 - i. '.) rr --ar
- Al -
Then (A.7) can be written in final form as
-A .L. 1 y
4 (&XI1
--t (A.10)
'~ ( b
Finally, we have to consider terms that are first
derivatives in time t, and coordinates r, z. Their eval-
uation is straightforward and will not be given here.
The complete system of difference equations becomes,
therefore:
i'+ Tr-T
+ ( I)I- t14)Y.
.(~.. 1~*
-(V.6* - '4 'U
~u1jj~I) b
4 (Z~"~2 -v
~J) ~
2jII -Ir
CLI
- ~ 4
2~ab~ V~
(A. 11(a))
-% 0 o 
-- S '
?A A2 v~
(P' 
- Wi i_ ;-via; -1.0; -1). (P
-A8-
(6)
K%.w + (I
- ~
- ~m ZNS*I1l4
L4g) -A. ... (A-ll(b))
(toXj. Y;in)411 -"
+ 'Y T.
2t)
- d -;... ) -
I 
~ 
Io
4'..
+~ ~l
(A. 11(d))
+ Y -(1)
+~i~
where the - s are quantities defined in (A.2), (A.4) and
(A.6), respectively, and the superscripts T,
M ,, -WH-
-~ 4 , (r)
'liv
iJ ~41 -
-* -'-V % - r I
~d ~1'~iit
~,
;4
(:) -- - ( Y
4 &'9 az ;.V Si't
-41 ) M . . -Q Ow it I d
- ( -Z (1) 41 -6
03 .
T
Ako(T.0431VI 4
A.ll11(c))
-21 tZ.1 Y; 
Ofto ;it .41)i .I). T -al
etc., denote
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the time step at which the respective quantities are
evaluated. Z1), Z 2) are given in (A.9), and Z ,
Z4 are as follows:I
(A. 12(a))
, S. ~. S:)
(A. 12(b))
Appendix B
STABILITY CONDITIONS
An attempt is made in this section to derive rigor-
ously the stability criteria governing the solution of
the system of difference equations (A. 11(a)-(d)).d
An exact finding of the eigenvalues is precluded by
the three-time-level nature of the applied scheme, the
non-constant coefficients due to curvature, and the pre-
sence of non-linear terms. Nevertheless, by neglecting
certain curvature effects, linearizing the system and
omitting various terms in succession, a smallest critical
time step can be obtained which approximates the exper-
imentally determined value to within 10%. Furthermore,
in all the runs performed, the derived step turned out to
be the smaller one, and it was found useful and safe to
incorporate this into the computer programs.
Neglect of curvature: The only extra term due to
curvature in the final difference scheme is the centrifugal
term (@/2.AX-r-).(m; 1 . ) appearing in the vor-
ticity equation. This may be written as ( / r- ).
-- 13 Z -
+ rArax.r and( 441+ Lu- j1Ji+9 . 41'#
compared with the Coriolis term in the same equation.
The latter is just the factor in the square brackets,
so whenever (G /rv ) ( vl;gn -vM ,) e 1, we must
consider the centrifugal term.
The only other effect of curvature is to multiply
the constant coefficients (corresponding to absence of
curvature) by factors of the type I+; where ;
Since S; never exceeds .05 and usually is much less in
the runs performed, it may be set equal to zero in the
stability analysis.
Linearization: Since stability analysis is based on
an examination of the growth in time of the amplitude of
Fourier components, we must deal with a linearized system.
Considering the nonlinear advective terms, we may write
their general form as
Ir
Using the equation of continuity (2.1(0), we get
V- 1(p) : IA +.w .4._ (B.1)
where$ = , WI or T, respectively.
We proceed now with the 'linearization' by success-
ively considering one of the factors in each term of (B.1)
constant and solving for the eigenvalues of the resultant
systems. Four possible combinations of factors that can
arise from (B.1) and will be considered in this analysis
are
mw sonstant ; ,varale
a. W, f
IVI
The combination that yields the smallest critical
time step will be used in the stability criteria.
The finite difference analogue of the advective terms
is
'A, . i.A - we
To write (B.2) in the form of (B.1), we need the
finite difference analogue of the differentiation
- We have+- (C
(U
C&0)
Write
(4'. +
'Ix
Then
9 ( qg*$ U6.;,-
2 ( -x)
If we let 4;4,1 + 4..M' :
Q .~.44E1 6
d1P')~4
, then we have finally:
*4 A P. (;.
-a (ax)
tA'
-A
U (Ax)
(B.2)
10 cp ( U ,, -
U 9
&ll
Uo-+,- 16 - u:.,-(P..
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We will consider only systems for which the char-
acteristic frequencies could be found in an explicit form,
since only for these can direct estimates for the allowed
time step be made. The numerical experiments verified
the adequacy of these criteria. Only one case will be
discussed in detail: the case of gravity waves coupled
with rotation and friction on the meridional circulation.
Heat conduction was neglected, both because of its large
time scale compared to that of other processes and because
of the large Prandtl number, 0' . As we shall see from the
resultant expressions, the additive nature of the contrib-
utions from the various terms to the critical time step
allows the friction terms alone to represent(-diffusive
effects quite adequately.
-B6-
Gravity waves coupled with rotation and diffusion
of vorticity.
Consider the complete system of finite difference
equations (A.ll(a)-(d)), and let . - 0 in the coeff-
icients. Also, let (D -p 0 in (A.11(a)) and (A.ll(b))
(neglecting advection of vorticity and angular momentum),
and let C-, 0 in (A.ll(b)) and (A.ll(c)) (neglecting
'zonal' friction and heat conduction). We then obtain
the following system:
* 61 M 6J,IJ. + i
* C11 T-14i)
(B.4(a))
T% I T-iT-
*1..vq(.I, (B.4(b))
7 T 
_
C C~ .[( ?
*1r 
r
Ir I . .'r 
.4 (c))
"p
(Y.
'to,) +. Y YVi-
QS1 I - a,14
(AX)& a
do .AT Ie:)
AX
GC14 Z
h~ (r')E
In the case of the definition of
becomes
-Y)
.~jJ-s
Using the operations (B.2) and B.3) derived in our discuss-
ion of linearization, we can rewrite the third term on the
right-hand side of
T') ....--Th
V
I
where
(B.4(d))
101
w..
%I
(B.5)
u.. and
, w.. jb
~c'x)
(B.6)
to
(B.1(a)) as
rr I
r ~ 1.06.( '4t n*;- (B. 7)
and the second term on the right-hand side of (B.l(c)) as
where
CS Cr. (B.9)
For the purpose of analyzing gravity waves, we shall con-
sider the factors [6,,s 4 6T of (B.7) , and -
.l'; and ('IT of (B.8), as constant coefficients
for the dependent variables rvV- and , respectively.
In the final inequality derived, however, their variation
in time and space will be taken into account.
Consider now linearized solutions of the system
(B.l(a)-(c)), with the expressions (B.7) and (B.8) substi-
tuted into their respective terms. In the present
- B3-
analysis, we will neglect the end conditions and substitute
only terms of the form e , e , since
the real solutions (satisfying the end conditions) are
made up of a linear combination of such terms. Instab-
ility, when it develops, usually shows up in the small
wave-length components, and for these the end conditions
are not so important. Hence we may write
T 7 Ik~x T taxj
. 8. e (B.10(a))
1-l (B.10(b))
Ti "IV 1. #V I OLT tax 10) e to taxi)
1%0 Co-- (B.10(c))
where I Note that the time-dependence here is
implicitly expressed through the coefficients Aje , etc.
Upon substitution of (B.10(a)) into (B.l(d)) we get a
relation between the Fourier components of Y and :
- 1310-
(B.11)
(&x) a
with r
(B.10)
= itio* and r2 Qe'b)-
into (B.l(a)-(c)),
-4)
On substituting (B.11) and
we have the following system of
relations between the amplitudes for a given mode
and at a given time T :
= - + P 1 ( s C g , t coS e.) +
( +6,, - ) oaT Sin e)
fC r,,rs)
PC# .I .co oin r,)
f cr., r.,
(ke ),
(B. 12(a))
(B. 12(b))
T.I
t
1, -1
ULA.
or I's
ra I
+ A&I-{,, - (-ar snr,).
(B. 12(c) )
- tarC,.CaTSAf" k. v
Ag
o,#%F4 Se
where
T'
Apq 40-41 -al $;#I
- all -
r, . r, + cos ra 
C ex a
(B.13)
We may also write
t~
A we
1w-I IV
o. OAve io.. B,,, +1 .. (B.- 14 (a))
o0. A.1 + 0.- Ace + . etce t.--.--- (B. 14(b))
.
C e
Then the
(B.14) may be
A
A
B4
1
B"
C
C
car
4 
-. + i.C K
combined system of equat
written in matrix-vector
0
1
c
0
e
0
a2
0
0
0
0
0
a3
0
0
1
0
0
a5
0
0
0
0
1
+ 0o
ions (B.12)
notation as
Ir
Ate
A
B
B
C
C I
rt
(B. 14(c))
and
follows:
(B.15)
V 'r-I
rO
or (VT. UM ( VI(C
Here is called the "solution vector" at time
and the "amplification matrix". The elements of M
are defined as follows:
clo *ogl EEe (C-ose,- + Cosea.)
f 4 e, rr
4 = ',.-r) (B.16)
fcir,,r,)
c, e a l SiA ra)
where a11 , a 14 , bi, b1 2, Ci, a21 are defined in (B.5),
c"3 6 in (B.9), r1 , r2 in (B.11) and f(r1 , r2) in (B.13).
The solution of the time-dependent Navier-Stokes
equations then corresponds to a successive application of
the matrix M to an initial solution vector VO, so that the
solution at any time t = n.&? is given by
-11?-
It is clear that if we want solutions that are phys-
ically realizable, we must have solution vectors V
that are bounded in time. Richtmeyer (1957) has shown
that for properly posed initial-value problems, this
imposes the requirement on the matrix M that it be
uniformly bounded for all wave numbers k, , . Von Neumann
(1944) has constructed the following necessary condition
for stability:
/\,I 0 | + OCar> (B-17)
where A (i = 1,2,..6) are the eigenvalues of M, and O(at)
is a term of order &t. The latter term allows for solutions
growing exponentially with time; since we do not look for
such solutions in our system, we will require simply that
IT\'~I ~ I (B.18)(B.-18)
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It must be noted that this condition is not sufficient,
i.e., it does not guarantee stability. As is discussed
by Richtmeyer (1957, pp. 71-72), for complicated fluid
motions involving heat transfer the sufficient condition
is not known. However, experience gained with simpler
systems indicated that the Von Neumann condition (B.17)
turned out to be also sufficient. The results of the
present numerical analysis verify this expectation.
Finally, the dependence of the coefficients in the diff-
erential equations on r, and also on the solution obtained
for 4) in the non-linear terms, requivs us to apply the
Von Neumann condition as local conditions. The program
was set up to test it at every grid point, and for all
time steps of the iteration.
We want to find the eigenvalues, therefore, of the
matrix defined in (B.15). We can do this by solving
the secular equation that results from letting the deter-
minant of the matrix
1 M - A I = (B-19)
where I is the unit matrix and 71 is one of the eigen-
values of M . This can be written as
a2  a3 0 a5 0
1 -A 0 0 0 0
c -A 1 0 0
0 0 1 -A 0 0
0 0 0 -r 0
0 0 0 0 1 -A
= 0 (B.20)
The corresponding secular equation becomes
A...(Ii c,+ +geise,) N+ =0 (B.21)
Let
B = I + CL + cCI + Cise, (B.22)
Then
S=B 
-
4 , (B.23)
are
Now B and a2 ereal, - - ou
the elements of M, are complex in general. A substi-
tution of the proper coefficients from (B.5) and (B.16)
into (B.22) gives for B and a2 the explicit expressions
= - a (2-cosr, -cosr.) +
b 
-= 
-i -- 4 
1'T
? are " (Z 
-cosr, 
- cos r(6a)
(B. 24)
(B.25)
In (B.24) we neglected the term in comparison to
; in accordance with the definitions of u and w
in (B.6), we let &-y O in the cylindrical operator
V1 - (I -S;) f;..,
r -r (
?. (M)
- 81 -
so that in the equation of continuity the term f/r dis-
appears. Thus we see that B and a2 are real. The stab-
ility condition (B.18) requires now that
or
I t /I4 '4,"a (0.26)
We must proceed now according as B2 - 4a2 : 0 or 4 0.
Case a: B2 - 4a2 > 0
In this case B2 -4a2 is real and positive, and
the inequality (B.26) becomes
Squaring both sides and transposing terms, we get
IBI z ( I t C3 (B. 27)
(B.22) that B may be written
+ aa +
-
.
&x)fcr,, rs)
(B.28(a))
1~.
sn r,.sin ra (B.28(b))
Two cases must be considered now:
1. B 4 0: In this case IBI = -1 - a 2 - C and (B.27)
becomes
(B.29)
We see from (B.13), (B.25) and (B.28(b))
(B.30)
mm 6 fcr,r.) 4S(*X)z
where
K4-___
that
in the formWe note from
5iA I r.
-- 012ar' CT
- 4 ,&T C li ,
,Ar Ia V
L-T 4 (IT-
C ~
e I&44~)
r~t
+2LT(B. 32)
Since we are interested in the (negative) minimums
of a2 and C in our inequality
(6x) t
(B.29), we have
Ax 2i a r+
31 r; i-r + UL
Solving the quadratic relationships for WT
C - ( - A + \ A1+4
IC ax C
(at'; t i
16 I (B. 31)
(B.33)
we have
(B. 34)
4(tr it I IAW ) .4,g a
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where
yr a ( hx a ) +
(1 R:T I- VIAr
2. B > 0: In this case I BI = 1 + a2 + C,
(B. 35(a))
(B. 35(b))
and (B.27)
a (I t Qa)
.-q. C
We are interested in a2 4 0,
from (B.31)
C > 0; substituting
and (B.32) the respective minimum and
maximum we get
4X)E
a. i tKI)
(B.37)
1rz
becomes
(B.36)
I C + E)a
f T +(I T a. V t1 2-jiO t 3 re
+4(A (111lor I.. t
-B21-
Case b: B - 4a < 0
In this case B 4a2 is imaginary, and (B.26)
becomes
Since B and the expression are real, this gives
4-(II
or
s1
But in view of (B.25), this condition is always satisfied
and no new restriction arises on A.
13 t I
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Appendix C
THE RELAXATION PROCEDURE
From (A.ll(d)) we have the following expression for
the stream function value 4j/.. at a point
13
i,j:
(1) Cl
-\/~ '4~~ -~ + 
-
(C.1)
Utilizing the definitions of the
4 5~~
Qj 4ti)Q
+(,-L -
~s, this becomes
For optimum over-relaxation, we obtain improved values of
the stream function at each cycle of the iteration by
adding to the current value of . . a multiple of
13
error obtained in expression (C.2). Thus
YAi 0"
1'.
4 ~si
the
(C.3)
Y.i
(C. 2)
2
+ all,
+ C, tj?4 0, 4, QZ t i V . V 0
q3 ( Y;" i +4)._ ) 4,
The quantity R varies between 1 and 2 and can be found
by the calculus of finite differences for rectangular
systems (Appendix A, Pearson (1964)). For the finite
difference analogue of the cylindrical operator o( explicit
expressions for R are not known; however, the value for
rectangular systems gives an excellent first approximation
from which test programs on the computer can quickly find
the optimum value.
We have seen in Section D of Chapter II (Part 2)
that the values of Yf are found after forecasting the
vorticity values, so that the values ( appear in (C.3)
and values of Y at time step T , , are used as a
first guess in iterating (C.3).
It is clear that as the system approaches steady
state, the values of vary little from time step to time
step, and correspondingly the Y - s satisfying (C.3) will
differ very little. Thus we start with very good initial
values if we use as first guess for q), and few cycles
of iterations are needed to obtain the correct .
-C3-
In the beginning of the time iteration, a certain
fixed number of iterations were used ~ 3/[ X C ax (T3)]
which has been found by test programs to give sufficient
accuracy, e.g., maximum error decrease by a factor of
5 x 104 , percent error at each point by a factor of 10-2
or less. Further accuracy at this point was not found
necessary, since the transient solutions were not studied
per se. Later, when the changes in f became smaller and
no negative values appeared (i.e., V 7 0 in the interior),
the convergence criterion applied was that the percent
error at each point be less than 0.1%, i.e.
.. L I (C.4)
The optimum over-relaxation was chosen over the Fourier-
inversion method because of the mixed boundary conditions
on the system when the top surface was free.
