This paper introduces a novel method for the efficient and accurate computation of the volume of a domain whose boundary is given by an orientable hypersurface which is implicitly given as the iso-contour of a sufficiently smooth level-set function. After spatial discretization, local approximation of the hypersurface and application of the Gaussian divergence theorem, the volume integrals are transformed to surface integrals. Application of the surface divergence theorem allows for a further reduction to line integrals which are advantageous for numerical quadrature. We discuss the theoretical foundations and provide details of the numerical algorithm. Finally, we present numerical results for convex and non-convex hypersurfaces embedded in cuboidal domains, showing both high accuracy and thrid-to fourth-order convergence in space.
Introduction
In the context of a two-phase flow problem in some bounded domain K ⊂ R d with d ∈ {2, 3}, the spatial regions K ± occupied by the respective phases, which are separated by an embedded hypersurface Σ ⊂ K, need to be easily identified. One way to achieve this consists in introducing a phase marker f which, say, is 0 for x ∈ K + and 1 for x ∈ K − , respectively. A spatial decomposition of the domain into pairwise disjoint cells K i allows to assign to each of those a fraction f i := |K i | −1 Ki f dx occupied by the first phase. While cells entirely confined in K ± exhibit a marker value of one or zero, respectively, those intersected by the embedded hypersurface admit 0 < f i < 1. This representation provides the conceptual foundation of the well-known Volume-of-Fluid (VOF) method introduced by Hirt and Nichols [1981] . To solve an initial value two-phase flow problem, the above mentioned volume fractions f i need to be computed for a given domain and hypersurface. If accurate initial values are required, this task becomes particularly challenging for curved hypersurfaces, but also for seemingly simple 1 ones like ellipsoids. Thus, the objective of this work is to develop a numerical method for the accurate computation of those volume fractions.
We first provide some relevant notation needed to precisely formulate the problem under consideration and to sketch the approach proposed in this work. The hypersurface Σ ⊂ K induces a pairwise disjoint decomposition K = Σ ∩ K + ∩ K − , where we call K − and K + the interior and exterior subdomain, respectively. For the numerical approximation, the embedding domain K is decomposed into a set of pairwise disjoint cells K i , some of which are intersected by Σ, i.e. they contain patches Σ i := Σ ∩ K i of the hypersurface. Note that Σ = Σ i . Any intersected cell again admits a disjoint decomposition into the hypersurface patch Σ i , as well as an interior (K − i ) and exterior (K + i ) segment. The allocation property is inherited from the global decomposition of the embedding space, implying that, in a global sense, any x ∈ K i \ Σ i ⊂ K \ Σ is either interior or exterior. It is important to note that, locally, ∂Σ i = ∅, even if the hypersurface is globally closed, i.e. ∂Σ = ∅. Figure 1 exemplifies the notation.
Henceforth we are concerned with a single intersected cell K i which is why we drop the cell index i for ease of notation. The hypersurface patch Σ ⊂ K ⊂ R d , with d ∈ {2, 3} denoting the spatial dimension, is assumed to be twice continuously differentiable with a simply connected, piecewise smooth boundary ∂Σ = ∅. Furthermore, the following assumptions are imposed: ii. Both the interior and exterior segment contain at least one of the vertices of K, i.e. the hypersurface boundary ∂Σ is not entirely contained in a single face F k .
iii. The division induced by the hypersurface yields simply connected sets K ± and Σ, implying that K contains a single patch of the hypersurface. This assumption resembles a resolution constraint to the underlying spatial discretization.
iv. For the principal curvatures κ i it holds that κ i d K 10 −2 , where d K is a characteristic length of the cell K, e.g. the smallest edge length if K is a cuboid. Note that this assumption actually is a resolution requirement. We are interested in the evaluation of
and employ the Gaussian divergence theorem to get
where a, b := a T b is the standard inner product for a, b ∈ R d and n Σ denotes the unit normal to Σ, pointing towards the exterior. Note that, by assumption, ∂K − \ Σ is a piecewise planar domain which considerably simplifies the numerical approximation of the associated integral. In contrast, the evaluation of the surface integral features some difficulties, one being the implicit definition of the integration domain itself. The key idea of the presented approach is the exploitation of the surface divergence theorem associated to Σ. For this purpose, assume for the moment that u ∈ H 2 (Σ) is a given solution of Laplace-Beltrami equation
where ∆ Σ denotes the Laplace-Beltrami operator; cf. subsection 2.3. The existence and regularity of the solution u can be proven by application of the according theorems of elliptic partial differential equations. At this point, it is worth noting that the regularity of u crucially depends on the regularity of the underlying hypersurface Σ. However, since we only consider hypersurfaces of class C ∞ within this work, u exhibits maximal regularity. Then application to the rightmost expression in eq. (2) yields
where ∇ Σ and n ∂Σ denote the surface gradient associated to Σ and the outward-pointing boundary normal, respectively. Note that n ∂Σ is in the tangent space of Σ at x 0 , i.e. n ∂Σ ∈ T Σ (x 0 ). The introduction of appropriate boundary conditions for eq. (3) and properties of the sought solution are deferred to subsection 2.1. An analytical solution to eq. (3) cannot be found for general hypersurfaces Σ. For the numerical solution within this work, we approximate the hypersurface locally and apply two different approaches: (i) a variational formulation of eq. (3), using a Petrov-Galerkin approach. While the test functions are chosen to be Legendre polynomials, the choice of the ansatz functions has to be in accordance with the structure of the right-hand side, i.e. x, n Σ .
(ii) A comparison of polynomial coefficients. The meaning and motivation for this choice will become clear below.
Literature review on volume computation
The computation of volumes emerging from the intersection of curved hypersurfaces and polygonally bounded domains (e.g., polyhedra and cuboids) has been addressed in several publications up to this date. Some of the presented approaches exploit the application of appropriate divergence theorems in order to reduce the integral dimension, while others employ direct quadrature. The approach of Bna et al. [2015] involves direct computation of integrals with discontinuous integrands by means of quadrature, where the boundaries of the integration domain are computed by a root finding algorithm. While their algorithm involves quite some computational effort, it is able to handle non-smooth hypersurfaces. Min and Gibou [2007] develop an algorithm for geometric integration over irregular domains. To obtain the hypersurface position of an intersected polyhedron, the level-set function is evaluated at the corners, allowing for a linear approximation of its respective roots on the edges. Subsequent decomposition of the polyhedron into simplices allows for straightforward evaluation of the desired integrals. Smereka [2006] and the series of papers by Wen [2007 Wen [ , 2009 Wen [ , 2010 are concerned with the numerical evaluation of delta-function integrals in three spatial dimensions. Considering a cuboid intersected by a hypersurface, the concept of Wen is to rewrite the integral over a three-dimensional delta-function as an integral over one of the cell faces, where the integrand is a one-dimensional delta function. All of the above approaches however imply considerable computational effort and complex case-dependent implementations.
Despite covering a different set of applications, namely the computation of integrals over implicitly given hypersurfaces, the work of Müller et al. [2013] is close in spirit to the present paper. The concept underlying their approach is the construction of quadrature nodes and weights from a given level-set function, where the computation of a divergence-free basis of polynomials allows to reduce the spatial problem dimension by one. By recursive application of this concept, integrals over implicitly defined domains and hypersurfaces in R 3 are transformed to line-integrals. While the method of Müller et al. [2013] is computationally highly efficient and exhibits high accuracy, the numerical tests shown by the authors only cover level-set functions of low polynomial order, i.e. hypersurfaces with few geometric details and exclusively globally convex ones. In section 4, we provide results for both locally and globally non-convex hypersurfaces.
Overall strategy
The strategy of the presented algorithm consists of two parts. At first, the hypersurface Σ, being defined implicitly as the zero iso-contour of a level-set function φ ∈ C 2 (K), is locally represented as the graph of a (height) function h Σ over some parameter set
and parameters t := {t i , . . . , t d−1 }. The coordinate system based in x 0 ∈ Σ is spanned by the unit normal and the d − 1 eigenvectors τ i of the associated Weingarten map, i.e. the directions of the principal curvatures. The associated eigenvalues are the principal curvatures κ i , corresponding to the reciprocal radii of the osculating circles. A local approximation yields a purely quadratic height function h Γ . For the remainder of this work, the approximated hypersurface will be denoted by Γ, where quantities and operators introduced for Σ are defined analogously. Subsection 2.2 covers the mathematical details of the approximation. However, in what follows we assume the base point x 0 , the coordinate system {τ i , n Σ } and the principal curvatures κ i to be given. Exploiting the graph description of the interface allows to transform the integration domain to the associated parameter set S Σ , i.e.
with DF(g Σ ) := det J T gΣ J gΣ the functional determinant of g Σ , where J gΣ denotes the Jacobian. To facilitate the numerical treatment, the parameter set is approximated by a polygon which, in general, is neither a super-nor a subset of the true parameter set, cf. figure 6. We will discuss the implications of this property in subsection 2.4. The second part of the strategy is a numerical solution of the surface Laplace-Beltrami equation. The first concept comprises the application of a Petrov-Galerkin approach on the variational formulation, i.e. ∆ Γ u = x, n Γ is replaced by
where ϕ t i and ϕ a j are the test and ansatz functions, respectively. The derivation of eq. (7) along with a sketch of the solution strategy are the subject of subsection 2.4. The second concept involves the comparison of coefficients of a polynomial expression, allowing to restrict the deviation of the exact and numerical solution to polynomials of higher order, which become negligible for sufficiently small parameter sets. Subsection 2.5 provides the details.
Outline
Section 2 introduces the notation and derives mathematical details for two and three spatial dimensions, where basic facts from differential geometry are placed to A. Since the representation of hypersurfaces is of key importance, subsection 2.2 comprises the introduction of local coordinates, as well as an approximation using the Weingarten map. Subsequently, we introduce the Laplace-Beltrami operator, both in local coordinates and in a comprehensible level-set notation. For certain classes of hypersurfaces, eq. (3) admits analytical solutions, which will be presented and employed to discuss the admissibility of boundary conditions for eq. (3). Finally, this section comprises the numerical solution approaches, namely the comparison of coefficients of polynomials as well as the Petrov-Galerkin approach, with a focus on the parameter set S Γ of the graph representation of Γ. Section 3 introduces the numerical algorithm, where details of the implementation are provided both for the approximation of the hypersurface and the assembly and solution of the linear system of equations resulting from the variational formulation. Moreover, we provide some details of the coefficient comparison. Section 4 is concerned with several numerical experiments for d = 3 spatial dimensions and discusses the results. Finally, section 5 concludes the presented work and formulates a further outlook.
2 Mathematical concept of the approach
Boundary conditions
Note that the application of the divergence theorem, cf. eq. (4), does not require any boundary conditions for the sought function u. In order to facilitate numerical treatment by exploitation of divergence theorems, it is favorable to either prescribe Dirichlet or Neumann boundary conditions. While in theory, the problem at hand does admit solutions 2 fulfilling Dirichlet conditions, say, e.g., u |∂Σ = 0, the desired application of the surface divergence theorem, cf. eq. (4), obviously prohibits homogeneous Neumann boundary conditions, because ∂Σ ∇ Σ u, n ∂Σ dl = 0 for ∇ Σ u |∂Σ = 0. In the context of the numerical algorithm presented here, however, we are only interested in the approximation of any regular solution u, whose surface gradient is evaluated on ∂Σ. With an appropriate ansatz space ensuring regularity, both the variational formulation and the comparison of coefficients provide a unique solution. Hence, the presented approach does not require to specify particular boundary conditions. The admissibility of Dirichlet boundary conditions is deferred to the last paragraph in subsection 2.3.
Approximation of hypersurfaces in local coordinates
As shown in the appendix, cf. eq. (49), under the general assumptions formulated above, the hypersurface patch Γ can be parametrized as the graph of a height function, i.e.
where {τ i , n 0 } forms an orthonormal system for fixed x 0 . Also, an appropriate shift of coordinates ensures x 0 = 0. The computation of the height function h Σ = h Σ (t; x 0 ) requires to solve the nonlinear implicit equation φ Σ (x 0 + t i τ i + h Σ n 0 ) = 0. Since this may be cumbersome, we choose to approximate the hypersurface around x 0 by the graph of an approximated height function, based on the principal curvatures provided by the Weingarten map. We obtain
where the height function reads
Note that in general, as mentioned above, the respective parameter sets do not coincide, i.e. S Σ = S Γ . However, the parameter set deviation figure 3 for an illustration.
(a) hypersurface patches [1, 1, 1]. In general, it holds that S Γ ⊃ S Σ , i.e. the parameter set of the approximation does not contain the true parameter set.
Furthermore, the graph representation of Σ, cf. eq. (9), allows to assign to any f :
Representations of the Laplace-Beltrami operator
On a curved manifold Σ the correspondent to the Laplace operator ∆u = ∂ ii u in Euclidean space, being defined as the divergence of the gradient of a scalar function is the Laplace-Beltrami operator (associated to Σ), defined as
In what follows, we derive the concrete form of the Laplace-Beltrami operator for implicitly (in terms of a level-set) and explicitly (as the graph of a function) defined hypersurfaces. For the level-set case, the authors could not find the specific representations in the literature. Furthermore, we present specific analytical solutions of the Laplace-Beltrami equation emerging from the computation of volumes, cf. eq. (3). In the sequel, Γ represents a member of the class of hypersurfaces given by eq. (9).
Level-set representation For a hypersurface Σ ⊂ R d defined by the iso-contour of a smooth level-set φ ∈ C 2 (R d ), one obtains
where P Σ := I − n Σ ⊗ n Σ , ∇ 2 f := ∂ ij f e i ⊗ e j and A : B := tr A T B denote the tangential projection, Hessian matrix and real tensor contraction, respectively. Here, we would like to emphasize the relation to the mean curvature
Graph representation (d = 2) If the hypersurface is given as the graph of a function h Σ (t) :
The above form is easily derived from eq. (11) with φ(t) = t 2 − h Σ (t 1 ) and u(t) = u(t 1 ). For height functions of purely quadratic form, i.e.
2 , cf. eq. (9), eq. (13) becomes
The right-hand sides become
Graph representation (d = 3) By arguments analogous to those given above, for the case of three spatial dimensions we have φ(t) = t 3 − h Σ (t 1 , t 2 ), yielding
which in the purely quadratic case, i.e. with h Γ = , simplifies to
Note that the application of the operator given in eq. (17) to a function preserves the following symmetry:
Analogously to the case above, the right-hand sides become
Analytical solutions for ∆ Γ u = x, n Γ For non-planar hypersurfaces Γ in two spatial dimensions with arbitrary but constant κ ∈ R, combining eq. (14) and eq. (15), we obtain the family of solutions
where choosing u 0 = − 1 45κ 3 ensures u(0; κ) = 0. For planar hypersurfaces, the solution becomes trivial, since lim κ→0 u(t 1 ; κ) = 0. The existence of an analytical solution implies that the computation of the volume (i.e. the area, since we consider d = 2 here) only requires to compute the two intersections, denoted t ± 1 , of the approximated hypersurface Γ with the cell boundary ∂K, e.g. by a simple Newton algorithm. The t ± 1 are plugged then into eq. (20) to obtain the surface gradient ∇ Σ u| t1=t
, which is then used to evaluate the inner product with the boundary normal n ∂Σ . Figure 4 illustrates the relevant quantities. Also, an advantage of our approach becomes evident in figure 4(a): for d = 2, the approximated hypersurface is not required to be the graph of a function whose independent variable varies along one of the cell edges. 
In three spatial dimensions, cf. eq. (17) and eq. (19), a family of analytical solutions can be given for coinciding and constant principal curvatures κ 1 = κ 2 = κ, yielding
By choosing u 0 = − 1 60κ 3 , one obtains u(0; κ) = 0. For the non-trivial case κ = 0, the iso-contours of the analytical solution, i.e. I(u; α) := {t ∈ R 2 : u(t; κ) = α}, are circles. This implies that for α = 0 on a polygonal parameter set S Γ , which is preferable for numerical implementation, the function u |∂SΓ cannot be constant, especially u| ∂SΓ = 0; cf. figure 5. This imposes crucial restrictions on the numerical algorithm for the solution of the variational problem, if, e.g., one seeks to exploit partial integration; cf. eq. (56). For the general case κ 1 = κ 2 , an analytical solution could not be found by the authors. Hence, we transform the problem into its variational formulation, in order to make it accessible for numerical treatment.
Variational formulation and Petrov-Galerkin ansatz
The present subsection is devoted to the variational formulation of ∆ Γ u = x, n Γ for hypersurfaces Γ ⊂ R 3 defined by eq. (9), following a standard approach: we multiply by a test function ϕ t i ∈ F t N , approximate the sought solution u by a series of N ansatz functions ϕ a j ∈ F a N and numerically integrate over Γ. Note that because the properties of the analytical solution given in eq. (21), which is desired to be an element of the ansatz function space, prohibit application of Dirichlet boundary conditions on polygonally bounded parameter sets, and Neumann boundary conditions are incompatible within our approach, we do not apply partial integration. The details of the function spaces are provided below. As stated in subsection 2.2, due to the explicit parametrization, any function f mapping from the hypersurface Γ may be expressed as
Exploiting the integral transformation from eq. (6), one obtains
with the functional determinant DF(g Γ ) := ∇φ Γ , ∇φ Γ 1 2 = 1 + κ 2 1 t 2 1 + κ 2 2 t 2 2 corresponding to the area of an infinitesimal hypersurface element; cf. subsection 2.3.
Approximation of the parameter set: A direct numerical quadrature of eq. (22) is difficult due to the potentially non-polygonal shape of the parameter set S Γ . Therefore we approximate the parameter set by a polygon spanned by the projection of the intersections of the hypersurface with the cell edges; cf. figure 6(b). [1, 1, 1]) with true (shaded) and triangulated (dashed lines) parameter set, where S ∂K is the projection of the cell boundary. Note that the polygon spanned by the projections of the edge intersections (•) does not contain the true parameter set, nor vice versa, i.e. k T k ⊃ S Γ and k T k ⊂ S Γ , in general.
The integration over the approximated parameter set S Γ ≈ k T k can then be performed by transformation of the respective triangles to the referential square S 0 := [0, 1] 2 (via the referential triangle T 0 ) and standard GaussLegendre quadrature, i.e.
wheret i,k ∈ T k are the quadrature nodes with associated weights ω Γ k,i ; cf. figure 7 for an illustration. Although it would be more convenient to approximate the parameter set by the projection of the cell boundary S ∂K , say, our numerical experiments have shown that the quality of the parameter set approximation is crucial for the overall accuracy of the algorithm. The accuracy especially suffers from a coarse parameter set approximation for κ 1 = κ 2 , rapidly decreasing for increasing ||κ 1 | − |κ 2 ||. 
This choice also ensures that the analytical solution for the volume computation case (f = x, n Γ ) given in eq. (21) is an element of span(F a N ), which is not possible by choosing polynomial ansatz functions. Also, we would like to emphasize that the above mentioned symmetry properties of the Laplace-Beltrami operator, cf. eq. (18), for purely quadratic hypersurfaces allows to remove those Legendre polynomials with odd order, since their contributions cancel during the integration.
Equating polynomial coefficients
Within this subsection, let g := 1 + κ 2 1 t 2 1 + κ 2 2 t 2 2 for ease of notation and assume that u : R 2 → R is polynomial. Note that for the gradient and Hessian matrix, respectively, one obtains
where the expressions in parentheses are also polynomial. Inserting the above into the definition of the surface Laplace-Beltrami operator, cf. eq. (17), and comparing the result with the right-hand side, cf. eq. (19), it becomes evident that the left-hand side of
is a polynomial expression. In fact, one obtains
Furthermore, the symmetry of x, n Γ implies that any solution u of eq. (26) can only contain even powers of t i , hence we choose the ansatz
where the (N + 1)(M + 1) coefficientsû := {û ij } are obtained from comparison of polynomial coefficients. As can be seen from eq. (27), the modified Laplace-Beltrami operator∆ Γ u := √ g∆ Γ (u g 3 ) expands the polynomial span of its argument, implying that the system of equations governing the coefficientsû ij will be overdetermined for general
Solving eq. (26) exactly is equivalent to findingû such that β(û; κ 1 , κ 2 ) = 0. Since β is linear inû, we may write
where the number of rows K is a function of maximum polynomial oders N, M with K ≥ (N + 1)(M + 1). Numerical experiments for 1 ≤ N, M ≤ 6 indicate that (i) the matrix B Γ does not have full rank, i.e. rank(B Γ ) < K, and (ii) the rank of B Γ is (N + 1)(M + 1), cf. table 1. Assume that the elements in β (corresponding to the rows in B Γ ) are sorted in ascending order with respect to the corresponding powers of t. Looping over all K rows in B Γ , the m-th row is discarded if it is linear dependent on the m − 1 previous rows. The polynomials whose coefficients cannot be eliminated are of higher order, i.e. O( t 2N +2 ). In the limiting case κ 1 = κ 2 , this approach produces the analytical solution given in eq. (21). We would like to emphasze that due to rank(B Γ ) = (N + 1)(M + 1), the reduced form of eq. (30) can be solved exactly. B contains the full expansion of the first three entries of the coefficient vector. The intersections x ∂Σ,k of the true hypersurface Σ with the cell edges are computed by Newton iteration. The level-set function is approximated by a third-order polynomial based on the values of the level-set function φ Σ and its gradient ∇φ Σ , evaluated at the cell corners. If the hypersurface is parameterizable over some parameter set S Σ , i.e. Σ = {g Σ (t) : t ∈ S Σ }, the centroid of the polygon spanned by the edge intersections is projected onto S Σ to obtaint ∂Σ := g
The base point is then obtained as x 0 = g Σ (t ∂Σ ). For hypersurfaces that are not parameterizable in the above sense, a metric projection dependent on the class of the respective hypersurface is applied. The principal curvatures κ i and associated directions τ i define the approximated hypersurface Γ, whose intersections x ∂Γ,k with the cell edges, after projection onto the tangential plane via
T (x − x 0 ), provide the vertices t k of the parameter set polygon S Γ ≈ k T k ; cf. again figure 6. Due to the polynomial character of the underlying equation, cf. subsection 2.5, it is possible to approximate the solution either by a variational formulation or by comparison of polynomial coefficients. In the latter case, the coefficients associated to the ansatz functions ϕ a k can be evaluated directly. The first case, i.e. the application of Petrov-Galerkin approach, however requires to assemble a linear system, which is solved employing the LAPACK routines DGETRF and DGETRS. Numerical experiments have shown that for very small hypersurface patches (|Γ| ≤ 10 −7 ) 5 , the system may become ill-posed. For those non-invertible matrices A Γ , the principal curvatures κ i are set to zero, corresponding to a planar approximation, and the edge intersections x ∂Γ,k are recomputed. After assembling the solution u, the rightmost expression of eq. (2) can be evaluated. The integral over the hypersurface is evaluated using eq. (4) on ∂Γ = k ∂Γ k , where the details are given in subsection 3.1. A cell face F k with a non-zero contribution to eq. (2) is either intersected by Γ or interior (i.e., φ Γ (x) < 0 ∀x ∈ F k ), where in the first case the area is computed by standard quadrature. If the computed volume is negative or exceeds the volume of the containing cell, the curvatures κ i are set to zero, an the edge intersections x ∂Γ,k are recomputed as in the case of a non-invertible A Γ . This case will be referred to as out of bounds below.
Compute edge intersections x ∂Σ,k
Compute base point x 0 ∈ Σ Compute edge intersections x ∂Γ,k , project to tangent space t k = P Γ (x ∂Γ,k ) and triangulate polygon, i.e. get T k = tria(t 1 , t k+1 , t k+2 ) Obtain {τ i , n 0 , κ i } from the Weingarten map Apply quadrature?
Assemble Petrov-Galerkin system, i.e. get A Γ and b Γ Evaluateû planar Γ:
Compute result: 
Numerical quadrature of curve integrals
The present subsection is concerned with the evaluation of integrals of the form ∂Γ ∇ Γ u, n ∂Γ dl, where u : Γ → R is the numerical solution of eq. (22). As stated above, cf. figure 2, a boundary curve segment ∂Γ k = ∂Γ ∩ F k contained in the rectangular face F k can be parameterized in two ways. Firstly, in terms of a height function over one of the edges of the face F k , i.e.
where S ∂Γ,k is the simply connected parameter domain of the height function. Alternatively, polar coordinates can be applied, yielding
where e r |µ=0 = b k and e r |µ=π = n k . The latter representation is chosen if two adjacent edges of a face are intersected, whereas the height function is used in the case of opposing intersected edges. The polar representation is required to cover the case where ∂Γ k is not the graph of a function whose independent variable varies along an edge, cf. figure 4(a).
Since we ultimately wish to perform quadrature operations on ∂Γ k , the quadrature nodes µ k,i need to be chosen carefully to ensure good approximation for strongly varying r ∂Γ,k . The standard Gauss-Legendre nodes µ i,k ∈ [0, π /2] are transformed viã
where α k denotes the ratio of the distances of the interface intersection x 0,k to the base point x ∂Γ,k ; cf. figure 9 for an illustration. The upcoming transformations are derived for the first case, their polar pendants can be obtained by analogous manner. First, note that the choice of the local coordinate system {b k , n k } is not unique, in general. By equating the expressions in eq. (31) and eq. (9) and computing the appropriate inner products for i ∈ {1, 2}, one obtains
Inserting eq. (34) in eq. (35) and rearranging yields the implicit quadratic relation
with coefficients
Despite the possibility of explicitly calculating the roots of eq. (36), we prefer to apply a Newton algorithm. Also, the derivative of the height function h ∂Γ,k with respect to µ, which is required in eq. (40) below for the integral transformation, can be computed by differentiating eq. (36) and rearranging, i.e.
The boundary normal emerges from the projection of the face normal n F ,k onto the tangent space, i.e.
Finally, the curve integral is transformed as
where the numerical evaluation is, once again, carried out by standard Gauss-Legendre quadrature. Figure 10 illustrates the relevant quantities.
Numerical results
The present section gathers some numerical results for three classes of hypersurfaces, which are commonly encountered in the initial configuration of two-phase flow simulation: (i) ellipsoids with distinct and identical semi-axes (a, b, c), (ii) hypersurfaces with rotational symmetry along the z-axis, whose radius is a quadratic function of the z-coordinate and (iii) perturbed spheres with base radius R 0 and variance σ 0 .
Since the numerical evaluation of the original equation, cf. eq. (3), involves two significant distinguishable error sources, namely the approximation of the hypersurface and the numerical approximation of the variational problem, the convergence with increasing resolution is bounded by the approximation accuracy. Hence, due to the symmetry of local quadratic approximation of the hypersurface, one can obtain fourth-order convergence in space at most. The number of cells K i intersected by the hypersurface Σ is denoted N Σ , which is not an input parameter. In figures 12 and 13, the computation of the referential error employs a discretization of the hypersurface parameter set S Σ into N 2 S subdomains. In order to achieve comparability in terms of resolution, the errors produced by our algorithm are 
Numerical setup
The domain K = [−1, 1] 3 under consideration is evenly discretized by N K cells per spatial dimension, where the center of volume coincides with the center of the domain. For both the Petrov-Galerkin (PG) and the polynomial comparison (PC) approach, the number of ansatz functions is N ∈ {4, 9}, corresponding to products of even Legendre polynomials up to and including second (M = 2) and fourth order (M = 4), respectively; cf. eq. (24). The GaussLegendre quadrature of eq. (22) is carried out using (2M + 2) 2 nodes per triangle, cf. eq. (23). For the quadrature on the boundary curve segments ∂Γ k , cf. eq. (40), 2M + 6 nodes are used. For all cases investigated below, there are no cells for which the coefficient matrix A Γ is non-invertible; cf. eq. (30) and the flowchart in figure 8. Moreover, for ellipsoids and hyperboloids of rotation no occurrences of out-of-bounds are detected, while table 3 provides the numbers for perturbed spheres.
Referential volumes
In order to separately analyze the error contribution of the local surface approximation, we compute the theoretical minimum error of the volume computation. The referential volumes are obtained as follows: the rectangular parameter
The approximate interface patch Γ ij is obtained by Taylor expansion of the height function h Σ around the respective center of S ij , providing {κ i , τ i , n 0 }. Next, we explicitly compute a set of N 2 quad = 64 quadrature weights and nodes {(ω k , x k )} ij with x k ∈ Σ ij which is projected to the approximate parameter set space, yielding {(ω k , b k )} ij . Finally, the approximate volume V Γ ij is computed by evaluating the approximate height functions, while the true volume V Σ ij is computed from the true height function, analytically where possible. For the hypersurfaces under consideration here, table 2 gathers the relevant quantities. The global volume error then can be cast as
i.e. eq. (42) resembles an "upper bound" for the accuracy of the numerical implementation. Table 2 : Analytical volume segments for hypersurfaces under consideration for the numerical experiments, where the evaluation is carried out analytically for ellipsoids and hyperboloids of rotation. Figure 12 gathers the global numerical volume error for ellipsoids with different semi-axes, where the black and orange full circles denote the referential error of eq. (42) and the error obtained by linear approximation of the hypersurface, respectively. In general, the relative error decreases with increasing spatial resolution, commencing from between 10 −3 and 10 −4 for the lowest resolution of N K = 10 and reaching 10 −8 for spheres and 10 −7 for true ellipsoids, i.e. those with different semi-axes, respectively. For the latter the experimental order of convergence varies between 3.00 and 4.36, where in the cases presented here larger variations of curvatures do not necessarily produce lower orders of convergence; cf. figure 11.
Ellipsoids
For all cases considered here, the absolute error of the Petrov-Galerkin approach lies approx. two orders of magnitude below the error induced by linear approximation, indicating the benefits of exploiting local curvature information. Also, the Petrov-Galerkin approach outperforms the polynomial comparison for N = 4 ansatz functions. As figure 12 indicates, the polynomial comparison requires N = 9 ansatz functions (PC9) to produce results equivalent to (PG4). Polynomial comparison with N = 4 ansatz functions (PC4) in general exhibits second order convergence in space, with the absolute error being roughly one order of magnitude below the linear approximation. This is due to the non-local character of the weak formulation underlying the Petrov-Galerkin approach, allowing for partial compensation of the higher order terms, which are neglected within the polynomial comparison. Moreover, increasing the number of ansatz functions to N = 9 (PG9) does not improve the accuracy of the Petrov-Galerkin approach, implying that terms of fourth order in t i do not contribute significantly to the solution u(t; κ i ), irrespective of the sign and value of the principal curvatures; in fact, the observations of this paragraph extend to all classes of hypersurfaces investigated in this section, see figures 13 and 15.
For the spherical case, cf. figure 12(d), the Petrov-Galerkin approach produces the expected fourth order convergence. Also, there is virtually no difference between the Petrov-Galerkin approach and the polynomial comparison, both for N = 4 and N = 9 ansatz functions. This is to be expected because the ansatz space F a 4 already contains the analytical solution for κ 1 = κ 2 = κ, hence an expansion cannot increase accuracy, since F a 9 ⊃ F a 4 . Let β := c /a be the ratio of the smallest and largest semi-axis. Figure 11 depicts the experimental order of convergence as a function of β ∈ [ 1 /2, 95 /100], comparing the uniform variation of one (oblate) and two (prolate) semi-axes. For both oblate and prolate ellipsoids, the experimental order of convergence is approx. four, virtually independent of β. For the oblate ellipsoid with β = 3 /5, cf. figure 12(a) , the experimental order of convergence for PG4 drops to 3 due to sporadic increments in the absolute error magnitude. However, since we obtain forth order convergence in space for both smaller and larger values of β, we can deduce that this is caused by disadvantageous cancellation of local errors. An advantageous pronouncement of the aforementioned effect occurs for N K = 20 in PC9, where obtain an absolute error of approx. 10 −8 , as compared to approx. 10 −6 for N K = 30.
Hyperboloids of revolution
Hyperboloids of revolution can be described by level-set functions of type φ Σ (x; r 0 , ∆r) = x 2 + y 2 − r 0 + ∆r z Figure 13 shows the referential, cf. eq. (42), and numerical global volume error for hyperboloids of revolution with different radius variations. The observations concerning the evolution of the global error basically correspond to those of the ellipsoids. At this point, it is worth noting that we obtain fourth order convergence for (globally) non-convex hypersurfaces, cf. figures 13(b) and (d).
Perturbed spheres
Perturbed spheres can be described by level-set functions in spherical coordinates r := [r, ϕ, θ] T of type
where the description of the radius R employs tesseral spherical harmonics up to and including order L ∈ N, i.e.
The reason for expanding the third power of the radius instead of the radius itself is that the computation of the enclosed volume is considerably simplified, because |dom(Σ)| = c 
In general, the observations concerning convergence and absolute error magnitude which have been established in 4.3 hold for the perturbed spheres as well. However, there are two characteristic differences. First, it is worth noting that the referential errors, cf. eq. (42), obtained from direct quadrature with N quad = 64 nodes (see figures 15(a), (c) and (e)) are larger than those obtained by application of our approach (excluding PC4), indicating its performance for locally non-convex hypersurfaces. If the deviation from the sphere is small, which is the case for L = 3, the polynomial comparison performs better in terms of absolute error. Second, while there were no cells whose volume fractions were out of bounds in 4.3 to 4.4, this phenomenon occurs for perturbed spheres; cf. table 3. However, in the cases investigated here, the maximum number of those cells is three (obtained for L = 9 with PC9), corresponding to 0.01% of the intersected cells; the affected cells share the property of having volume fractions close to 1 or 0 6 ; cf. figure 14 for details. This exceedance can be explained as follows: if all intersection points x Σ are located in the very vicinity of corners, as illustrated in figure 14 , even small values of d K κ i can cause ∂Γ ∈ K. In other words, evan small relative curvatures of the boundary curve potentially cause the latter to leave the cell under consideration. However, due to the aforementioned prerequisites concerning the intersection, this effect is expected to occur relatively rarely; cf. again table 3.
Conclusion
We have introduced an algorithm capable of computing volumes of domains which emerge from the intersection of cuboids and implicitly given hypersurfaces, where the novelty of the approach consists in the explicit exploitation of curvature information, i.e. principal curvatures and axes, in combination with the application of surface divergence theorem, where the solution of the emerging PDE is approximated by means of a Petrov-Glaerkin ansatz. The following main conclusions are drawn:
1. The local approximation of second order, exploiting geometrical (i.e. principal curvature) information from the Weingarten map, allows to obtain fourth-order convergence with spatial resolution. For all cases considered here, the absolute error is approximately three orders of magnitude below the error obtained by linear approximation of the hypersurface.
2. Fourth-order convergence is obtained for both convex and (globally and locally) non-convex hypersurfaces.
3. The proposed Petrov-Galerkin approach outperforms the polynomial comparison for an equal number of ansatz functions in terms of the absolute error, on average by one order of magnitude. Moreover, the results are robust with respect to the size of hypersurface patches, corresponding to the size of the parameter domains of the quadrature; cf. figure 17 for an illustration. In an upcoming paper, the authors will extend the numerical methods presented above for other right-hand sides of eq. (3), especially for polynomials and constants, including the computation of surface area as an important special case. A A brief review of basic facts from differential geometry Prüss and Simonett [2013] give a survey on smooth closed hypersurfaces embedded in R N , including rigorous mathematical statements on the associated operators, fundamental forms and other geometrical properties. The present subsection heavily draws from their work. Here, however, we only reproduce those results needed within the scope of this work. For further mathematical details, the interested reader is referred to, e.g., the book of Kühnel [2005] .
Let Σ be a hypersurface patch of class C 2 confined by K ⊂ R d with d ∈ {2, 3}, which is given via the zero iso-contour of a level-set φ, i.e. Σ = {x ∈ K : φ(x) = 0} with normal n Σ := ∇φ ∇φ .
Recall that we have ∂K ⊃ ∂Σ = ∅, by assumption; cf. figure 2.
Curvatures, first & second fundamental form For any point x 0 ∈ Σ with outer unit normal n Σ , there is a ball B R (x 0 ) ⊂ R d with radius R and a diffeomorphism Φ : B R (x 0 ) → U ⊂ R d , such that U Φ(x 0 ) = 0 and
The implication of eq. (48) is that in the vicinity of x 0 , i.e. for x − x 0 ≤ R, the hypersurface can be parametrized over some (open) parameter set S Σ ⊂ R d−1 , i.e.
Σ ∩ B R (x 0 ) = g(S Σ ; x 0 ) with g(t; x 0 ) := Φ −1 (t, 0) and
cf. figure 18 for an illustration. The (covariant) tangent space T Σ attached to x 0 is spanned by ν i := ∂g ∂t i (t; x 0 ) for
where ν i , n Σ ≡ 0, but, in general, ν i = 1 and ν i , ν j = 0. Analogously, ν ij denotes the second derivatives. Employing the Einstein summation convention, the first and second fundamental form, respectively, can be written as G(x 0 ) := ν i , ν j e i ⊗ e j and L(x 0 ) := n Σ , ν ij e i ⊗ e j .
The eigenvalues {κ i } ⊂ R i , e k ν k and normalization. Note that τ i , τ j = δ ij as well as τ i , n Σ = 0, i.e. {τ i , n Σ }(x 0 ) forms an orthonormal system and T Σ (x 0 ) = span(τ i ).
Surface gradient & surface divergence Let f : Σ → R be a continuously differentiable field. Assume for the moment that the full gradient ∇f exists. Then, the surface gradient can be understood as the projection of ∇f onto the tangent space T Σ (x 0 ), i.e.
Note that left multiplication with P Σ := I − n Σ ⊗ n Σ corresponds to a projection onto the tangent plane T Σ (x 0 ). Following Gilbarg and Trudinger [2001] , the lack of definition of the normal component can be eliminated by an extension of the definition, i.e. f (x ± n Σ ) = f (x) for x ∈ Σ and R 1. Hence, within a tubular neighborhood of thickness 2 , the function value is extended to be constant along a normal deviation from the hypersurface. In the remainder of this paper, we assume any function mapping from the hypersurface Σ to be extensible in this way. Then, the derivative in normal direction indeed becomes zero, since
By analogous arguments, one obtains the surface divergence of a vector field f :
i.e. the surface divergence is the trace of tangential projection of the full gradient. For a differentiable tangential vector field f : Σ → T Σ , especially including the case f = ∇ Σ f , the (surface) divergence theorem reads
For later application within the variational formulation, note that two scalar functions f, g : Σ → R fulfill
where the Laplace-Beltrami operator ∆ Σ is introduced in subsection 2.3.
B Comparison of polynomials
The first three elements of the coefficient vectorû, whereû ij corresponds to t
