Generalized linear models (GLMs) are increasingly being used in daily data analysis. However, model checking for GLMs with correlated discrete response data remains di cult. In this paper, through a case study on marginal logistic regression using a real data set, we illustrate the exibility and e ectiveness of using conditional moment tests (CMTs), along with other graphical methods, to do model checking for generalized estimation equation (GEE) analyses. Although CMTs provide an array o f p o werful diagnostic tests for model checking, they were originally proposed in the econometrics literature and, to our knowledge, have never been applied to GEE analyses. CMTs cover many existing tests, including the (generalized) score test for an omitted covariate, as special cases. In summary, w e believe t h a t C M T s p r o vide a class of useful model checking tools.
Introduction
Generalized linear models (GLMs) (e.g., McCullagh and Nelder 1989) have become widely used in biomedical sciences and other elds. However, model checking for GLMs with discrete response data remains di cult, especially for marginal regression analysis in GEE (Liang and Zeger 1986) .
GEE is an important extension of GLMs to analyzing correlated response data, which does not impose strong distributional assumptions on the model. Ironically, this makes model checking even harder, and few model checking techniques are available for GEE analyses (see, e.g. Diggle et al. 1994 ).
We propose applying conditional moment tests (CMTs) to GLMs for model checking. CMTs in their original forms were proposed in the econometrics literature (Newey 1985 Tauchen 1985 . Cameron and Trivedi (1998) described the use of CMTs for uncorrelated count data. An important feature of CMTs is that they are not restricted to a speci c statistical modeling technique, say linear regression or logistic regression. In our view, it could be applied whenever model parameters are estimated through estimating equations, including the least-square normal equations, the likelihood or quasi-likelihood score equations and GEE. Unfortunately, CMTs seem to be unknown to many biostatisticians. In particular, CMTs have never been applied to GEE. In this article, we focus on CMTs' application to GEE with correlated data, though their application to GLMs with uncorrelated data is similar and straightforward.
In the following we rst review CMTs and then propose their application to GEE. We conduct a case study using data drawn from the Wisconsin Epidemic Study of Diabetic Retinopathy (WESDR), combining the use of CMTs with some graphical methods (Hastie and Tibshirani 1990) to reach a credible regression model.
Methods

Conditional Moment Tests
Given n iid observations (y i x i ), it is of interest to estimate an unknown q 1 parameter vector . Suppose under a speci ed model, can be estimated using^ , which is obtained by solving the following estimating equation: P n i=1 g i (y i x i ^ ) = 0 where each g i is a q 1 v ector function. In practice, for^ to be consistent, we n e e d E g i (y i x i ) ] = 0 f o r i = 1 : : : n , where the expectation E is taken with respect to the conditional distribution of y i given x i . The speci ed model usually implies some population moment conditions other than the above estimating equation. Suppose E m i (y i x i )] = 0 for i = 1 : : : n , where m i () is an r 1 v ector function. Then the correctness of the speci ed model can be checked by testing the closeness to zero of the corresponding sample moment m(^ ) = P n i=1 m i (y i x i ^ ): Under mild regularity conditions (Newey 1985), n ;1=2 m(^ ) h a s an asymptotically normal distribution, N(0 V m ) where V m c a n b e c o n s i s t e n tly estimated.
GEE and CMT
Now suppose we h a ve correlated data with the response variable y i = ( y i1 : : : y in i ) 0 and covariates x i = ( x 0 i1 : : : x 0 in i ) 0 . W e assume that conditional on the covariates x i 's, the components of y i may be correlated, whereas di erent y i 's are independent. The marginal regression model is speci ed as: ( i ) = x i , where i = E(y i jx i ), is a given link function, and = ( 1 ::: k ) 0 is a q 1 v ector of unknown regression coe cients to be estimated. It is also assumed that V a r (y ij jx ij ) = V( ij ), where is a scale parameter, and V () is a given function. The GEE approach estimates by solving the following so-called generalized estimating equations (Liang and Zeger 1986) where f i () is a given n i 1 function vector (which can be also easily generalized to be an n i r matrix), and z i is a covariate not included in x i . In particular, z i may include higher order terms of those in x i . Under the correct model speci cation, E(m i ) = 0, and n ;1=2 m(^ ) has an asymptotically Normal distribution N(0 V m ). Also, V m can be consistently estimated by the sandwich estimator V m =ĤĴĤ 0 , w h e r eĴ 
Based on this Normal distribution, one can calculate the P-value for a CMT statistic m(^ ).
In our experience, we h a ve found that the following special cases are useful: a) f i (
]z i for s = 1 2 and 3, where diag v] t a k es a vector v to create a diagonal matrix with diagonal elements as v. Using a) or c) in (1) corresponds to using raw residuals r i = y i ;^ i , whereas using b) or d) corresponds to Pearson's residuals i = diag V (^ i ) ;1=2 ](y i ;^ i ). We w i l l s h o w that b) is often preferred over a), whereas c) or d) gives similar results. However, we prefer c) because, with a canonical link function , using c) corresponds to the generalized score test for the covariate z i (Rotnitzky and Jewell 1990 Lefkopoulou and Ryan 1993) .
In addition to the generalized score test, CMTs cover a number of other tests proposed earlier in the literature. For instance, if f(x i z i i ) is de ned as an indicator function for a partition of the covariates space x i , or of the response space i , then the CMTs are similar to the tests proposed by Barnhart and Williamson (1998) and by Horton et al (1999) , respectively. I f m i is constructed as g i but using a di erent w orking covariance structure V i , then the resulting test can be regarded as comparing two consistent estimators of with di erent w orking covariance structures when the model holds. This type of test is analogous to Lin's (1991) goodness-of-t test for the proportional hazards model. Our experience has been that its power is often low, due to the well known fact that the GEE estimate^ is often not sensitive to the choice of the working covariance structure (Zeger 1988) . However, it may be useful for the partly conditional modeling of longitudinal data (Pepe and Anderson 1994), where it is valid to use a diagonal working covariance matrix but not a non-diagonal one.
An Example
We conduct a case study using the Wisconsin Epidemiologic Study of Diabetic Retinopathy (WESDR) data. One of the goals of the WESDR was to determine risk factors for diabetic retinopathy. W e take the presence/absence of diabetic retinopathy i n e a c h o f t wo e y es of a participant as the binary response variable. There are total 720 participants with complete information. Since the outcomes for the two e y es of the same subject are likely to be correlated, we use GEE to t marginal logistic regression models. Barnhart and Williamson (1998) where p = E(y) is the probability o f h a ving diabetic retinopathy. W e n o w use CMTs to test the validity of this model. We constructed CMTs based on the various implementations of f i in (1). We used s = 1, 2 and 3 for a) and b), whilst for c) we u s e d z i 's as the main e ects of the four risk factors omitted in model M 1 , plus two quadratic terms for hemo and dbp. The results, which are presented in Table 1 , give some evidence of the model inadequacy. In particular, the P-values from the three CMTs based on the moment restriction E(p s ) = 0 all are smaller than 0.05. An examination of the generalized score tests reveals that the covariate prot appears to be an Fitting the model shows that all the covariates, including prot, are signi cant at the usual 5% level.
However, applying the above C M T s , w e nd that the adequacy of the model is still questionable due to the small P-values resulting from the CMTs based on E(p s ) = 0, although the other ve CMTs based on E(z ) = 0, the generalized score tests, do not reveal any need for the corresponding ve v ariables. Since the e ects of duration and bmi are non-linear, we considered three additional generalized score tests by using z as durbmi = duration bmi, duration 3 and bmi 3 . It turns out that the rst two yield signi cant P-values.
The above analysis suggests adding durbmi and duration 3 into model M 2 . Before doing that, we tackle the problem from a di erent angle. To gain an empirical feeling about the proper functional forms of covariates, we t the following GAM: M 3a : logit(p) = 0 + h 1 (duration) + h 2 (hemo) + h 3 (dbp) + h 4 (bmi) + h 5 (durbmi) + 6 prot where the h i 's are unspeci ed smooth functions. Since prot is binary, there is no need to consider its transformation. The loess (Cleveland and Delvin 1988) estimates lo() of the h i 's are presented in Figure 1 . Although tting a GAM for correlated data has been discussed before (Wild and Yee 1996) , the corresponding software is not publicly available. However, under the working independence model, the GAM can be tted using the standard Splus program written for independent data. The resulting h i estimates are asymptotically valid and may e v en be more e cient than those obtained by considering the within-subject correlation (Lin and Carroll 2000) . Valid standard error estimates could be obtained using the bootstrap (Pan et al. 2001) . In Figure 1 , we simply present plus/minus twice the nominal standard error bars under the working independence model to give a rough sense of the variability of the h i estimates. Figure 1 also demonstrates the following two p o i n ts: i) the functional form for duration is likely to be cubic, whereas ii) that for dbp is quadratic. Point i) is in agreement w i t h the generalized score test in Table 1 , however, Point ii) is not supported by the generalized score test. To be cautious, we apply another graphical method, the partial residual plot, which has been shown to be very useful for GLMs with independent data (see, e.g. Collett 1991 Cook 1993 The partial residuals are de ned as (e.g. Collett, 1991, p.135) e(duration) ij = r w ij +^ 1 duration ij +^ 5 duration 2 ij e(dbp) ij = r w ij +^ 3 dbp ij r w ij = ( y ij ;p ij )= p ij (1 ;p ij )] where all the estimates are obtained from tting model M 3 . T h e r w 's are the so-called working residuals, which are di erent from the deviance residuals used in GAM. Partial residual plots are obtained by plotting the partial residuals against the two c o variates (Figure 2) . A standard loess smoother is also superimposed in each plot. For dbp, this does not show a n y strong non-linear e ect, whereas for duration, the loess smoother appears to be quadratic. However, since a cubic term of duration is signi cant if added into model M 3 , w e consider tting a least-square quadratic curve and a least-square cubic curve in the partial residual plot for duration (Figure 2 ). It can be seen that the quadratic and cubic curves are both essentially identical to the loess smoother for duration < 45, but di er slightly for duration > 45. Since the di erence is so minor, we decided for simplicity not to add the cubic term of duration to the model. Hence, model M 3 is our nal model.
Simulations
Set-ups
We conducted a small simulation study to assess the nite sample performance of CMTs. As noted earlier, an advantage of CMTs is their applicability t o c heck a possibly misspeci ed regression model. This includes many aspects of modeling, such as the use of the covariates, link function and variance function. Here we simplify our discussion by restricting our attention to testing for misspeci ed covariates. The two s i m ulation set-ups are similar to those in Barnhart and Williamson (1998) . In the rst set-up we i n tend to detect an omitted quadratic term. The true model is logit(p ij ) = 0 + 1 x i + 2 x 2 i where i = 1 ::: n and j = 1 2 x i is a continuous covariate generated from a uniform distribution U(;3 3). Within-subject association is de ned as a constant odds ratio OR = 2 as in Barnhart and Williamson (1998) (see also Diggle et al 1994, p.150 In the second set-up we consider detecting an omitted interaction term. The correct model is logit(p ij ) = 0 + 1 x 1 i + 2 x 2 ij + 3 x 1 i x 2 ij where i = 1 : : : n and j = 1 2 x 1 i and x 2 ij are all independently drawn from U(;2 2) and 0 = 0 , 1 = ; 2 = 0 :5, and various values of 3 will be used. The constant within-subject odds ratio is OR = 2. The null model is H 0 : logit(p ij ) = 0 + 1 x 1 i + 2 x 2 ij :
All the simulated data were generated in S-plus, and our computer program was also implemented in S-plus. In particular, we used the gee() function to t a GEE model.
Results
The simulation results are presented in Tables 2 and 3 . If the empirical size/power of a CMT is not 0 o r 1 , w e g i v e the normal-based two-sided 95% con dence interval for the size and power. If the empirical size/power is 0 or 1, we g i v e Louis' (1981) one-sided con dence interval. In most cases, the con dence interval for the actual size of the CMT includes the speci ed nominal level. For power properties, in general CMTs based on the moment restriction E(p s ) = 0 are preferred over those based on E(p s r) = 0. In particular, the CMT based on E(p r) = 0 h a s a v ery low power. The performance of the CMT based on E(z ) = 0 is close to that based on E(z r) = 0 . In addition, as 3 or the sample size n increases, the power of each test except the two generalized score tests for x 2 1 and x 2 2 improves.
It is not surprising that in detecting an omitted covariate z, the corresponding generalized score test (i.e. CMT based on E(z r) = 0) often has the highest power. However, if the functional form of z is misspeci ed in the test, the power of the test may b e l o w. For instance, in detecting an omitted interaction term x 1 x 2 , the two CMTs based on E(x 2 1 r) = 0 and E(x 2 2 r) = 0 h a ve low p o wer. On the other hand, the CMTs based on E(p s ) = 0 a l w ays have reasonable power. Thus, we recommend using the CMTs based on E(p s ) = 0, in addition to the generalized score tests, as an overall model check.
Conclusions
We h a ve shown that CMTs provide a wide class of diagnostic tests that are exible to use as well as easy to implement. They are useful in checking the adequacy of GLMs, particularly in GEE analyses with correlated response data, where few other goodness-of-t tests are available. It also appears feasible to apply CMTs to other modi cations of GEE (e.g. Qu et al 2000) . For an overall model check, we recommend using the CMTs based on moment restrictions E( s ) = 0 a n d E(z r) = 0, where z may b e a n y c o variate not included in the candidate model. The idea parallels that in residual analysis in linear regression. E ectively we are testing for whether some power of the estimated mean function or an omitted covariate is correlated with some residuals. If it is suspected that a covariate z may h a ve a non-linear e ect, then the CMT based on E(z s r) = 0 w i t h an appropriate s can be also constructed. Note that an advantage of CMTs is their applicability to test many aspects of the adequacy of a speci ed model, not necessarily restricted to checking functional forms of covariates. Since usually model checking is a complex and iterative process, we recommend a combined use of the formal CMTs, other goodness-of-t tests and other graphical methods, such as GAM plots and partial residual plots. The use of graphical methods can help suggest alternative models. However, due to random variation, it may be di cult to assess whether any modeling departure detected by a graphical method is genuine or not. CMTs can help provide a more objective assessment. 23, 939-951. Rotnitzky, A. and Jewell, N.P. (1990) . Hypothesis testing of regression parameters in semiparametric generalized linear models for clustered data. Biometrika 77, 485-97. Tauchen, G. (1985) . Diagnostic testing and evaluation of maximum likelihood models. Journal of Econometrics 30, 415-443. Wild, C.J. and Yee, T.W. (1996) . Additive extension to generalized estimating equation methods. 
