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Abstract
Dans sa the`se C. Lehr vient d’exhiber un algorithme pour de´crire la re´duction stable des
reveˆtements p-cycliques de la droite projective sur un corps p-adique dans le cas ou` le lieu
de branchement de cardinal m + 1 a la ge´ome´trie e´quidistante et sous l’hypothe`se ou` m < p.
Dans cette note toujours dans le cas ou` le lieu de branchement a la ge´ome´trie e´quidistante
nous proposons un algorithme sans condition sur m; en particulier nous pouvons e´tudier la
re´duction en 2 des courbes hyperelliptiques ayant un lieu de branchement e´quidistant.
Abstract
In his Ph. D. thesis, C. Lehr offers an algorithm which gives the stable model for p-cyclic
covers of the projective line over a p-adic field under the conditions that the branch locus whose
cardinal is m + 1 has the so called equidistant geometry and m < p. In this note we give an
algorithm also in the equidistant geometry case but without condition on m. In particular we
are able to study the reduction at 2 of hyperelliptic curves with equidistant branch locus.
0 Introduction
Par corps p-adique nous entendons un corps K d’ine´gale caracte´ristique p > 0 qui est complet
pour une valuation discre`te note´e v. On note R l’anneau des entiers de K, π une uniformisante
et k son corps re´siduel que l’on supposera par soucis de commodite´ alge´briquement clos. Nous
supposerons de plus que R contient ζ une racine primitive p-ie`me de l’unite´ et noterons λ = ζ − 1.
Les arithme´ticiens savent bien qu’il est de´licat d’e´tudier la re´duction en 2 d’une courbe elliptique
ou plus ge´ne´ralement d’une courbe hyperelliptique. C’est la` un avatar d’un proble`me bien connu
des ge´ome`tres, a` savoir le “mauvais comportement” en p du groupe fondamental alge´brique. Nous
nous proposons d’examiner plus pre´cise´ment la ge´ome´trie des reveˆtements p-cycliques de la droite
projective sur K; par ge´ome´trie nous entendons l’e´tude du mode`le stable.
Une premie`re tentative dans ce sens se trouve dans un expose´ de se´minaire de Coleman ([Co], §6);
cette approche s’est de´veloppe´e initialement en vue de comprendre la re´duction stable des courbes de
Fermat Fn : X
n+Y n = Zn lorsque p|n; et avec succe`s dans ce cas parce que l’on se rame`ne a` l’e´tude
des reveˆtements cycliques de P1 ramifie´s au-dessus de 3 points. Re´cemment il y a eu un regain
d’inte´reˆt sur cette question principalement apre`s les travaux de M. Raynaud qui a introduit dans
[Ra 1] des me´thodes nouvelles combinant the´orie de Galois, ge´ome´trie semi-stable et de´ge´ne´rescence
des sche´mas en groupes. Divers auteurs ont depuis contribue´ a` une description qualitative en termes
combinatoires et diffe´rentiels de la ge´ome´trie p-adique de ces reveˆtements (cf. [Gr-Ma], [He], [Sa
1,2,3],...), la complexite´ de la re´ponse de´pendant de la ge´ome´trie du lieu de branchement. Un retour
sur l’aspect algorithmique a e´te´ ope´re´ tre`s re´cemment dans sa the`se par C. Lehr. Soit C → P1 un
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reveˆtement p-cyclique de la droite projective ramifie´ en m + 1 ≥ 3 points. Il e´tudie le cas ou` la
ge´ome´trie du lieu de branchement est la plus simple d’un point de vue p-adique: lesm+1 points sont
e´quidistants i.e. pour un choix convenable de coordonne´es sur P1, ils sont dans des classes distinctes
modulo π. Pour cette ge´ome´trie et sous les conditions supple´mentaires (m, p) = 1 et (m− 1, p) = 1,
C. Lehr donne un crite`re de potentielle bonne re´duction et, sous la condition m < p, un algorithme
qui de´crit le mode`le stable. Ces conditions sont tre`s restrictives pour p petit et en particulier si
p = 2, elles e´liminent toutes les courbes hyperelliptiques.
Dans cette note, toujours sous l’hypothe`se que le lieu de branchement a la ge´ome´trie e´quidistante,
nous proposons un algorithme qui fonctionne sans condition.
Passons a` une description de la note. Nous espe´rons que le lecteur partagera le choix de la
terminologie et des notations.
Dans la partie 1, nous rappelons les proprie´te´s essentielles a` notre propos concernant la de´ge´ne´re-
scence des µp-torseurs et la ge´ome´trie semi-stable. Nous pre´sentons brie`vement les algorithmes de
Coleman et de Lehr afin de pre´parer le lecteur a` l’introduction dans la partie 2 d’une ge´ne´ralisation
des de´veloppements de Taylor des polynoˆmes sur un corps p-adique. Brie`vement, pour un entier
m donne´, pour F (X) ∈ R[X ] et y ∈ Ralg, on de´veloppe F (X + y) ∈ R[y][X ] sous la forme d’une
approximation dans Ralg[X ] a` presque p
p−1
v(p) pre`s par la puissance p-ie`me d’un polynoˆme de
manie`re que les coefficients des monoˆmes restant de degre´ ≤ m et multiple de p aient une taille
ne´gligeable dans le sens de l’approximation. Le coefficient F [1](y) du monoˆme X est une “fonction
multiforme de y” dont la norme Nm(F
[1](y)) est une fonction polynoˆme de y qui modulo p est une
puissance F ′(y)p
r(m)
de la de´rive´e usuelle, pour r(m) convenable.
Soit Br, le lieu de branchement du reveˆtement suppose´ de cardinal m+ 1 ≥ 3, et Zp = F (X) ∈
R[X ] une e´quation du µp-torseur au-dessus de P
1−Br. Dans ([Le 2], Th. 4.1) Lehr a montre´, sous
l’hypothe`se m < p, que certains ze´ros de F ′(Y ) donnent des centres pour les disques ferme´s de P1K
qui induisent des composantes de genre non nul dans le mode`le stable du reveˆtement. La preuve
n’est pas difficile et vient d’une comparaison des polygones de Newton de F (X + y) et F ′(X + y).
Dans le cas ge´ne´ral F ′(Y ) est remplace´ par Nm(F
[1](Y )) et l’analyse des ze´ros se fait graˆce a` une
e´tude fine de la de´ge´ne´rescence du µp-torseur; nous renvoyons le lecteur au the´ore`me 3.2.2 pour un
e´nonce´ pre´cis.
La partie 4 est consacre´e aux exemples et en premier lieu a` la situation ou` les points de branche-
ment sont en position e´quidistante et leurs classes modulo π en position ge´ne´rale. Puis le cas des
courbes hyperelliptiques (p = 2) est plus pre´cise´ment e´tudie´ pour m petit.
La partie 5 donne une ge´ne´ralisation dans le cas des reveˆtements p-cycliques d’une courbe ayant
bonne re´duction.
1 Ge´ne´ralite´s
1.1 Re´duction des µp-torseurs et la diffe´rente
On reprend les notations de l’introductions. La proposition qui suit est un re´sume´ commode
pour les applications que nous avons en vue; elle se retrouve dans les travaux de divers auteurs;
nous renvoyons a` ([He], ou [Sa 3]) pour un expose´ complet. Nous devons rappeler la de´finition du
sche´ma en groupe Hn.
Pour tout entier n > 0, on note Gn := SpecR[X,
1
πnX+1
] dont la fibre ge´ne´rique est isomorphe
au groupe multiplicatif et la fibre spe´ciale s’identifie au groupe additif. Pour 0 < n ≤ vK(λ), le
polynoˆme (π
nX+1)p−1
πpn
est a` coefficients dans R; l’homomorphisme
Ψn : R[Y,
1
πpnY + 1
]→ R[X,
1
πnX + 1
],
de´fini par Ψn(Y ) =
(πnX+1)p−1
πpn
est une isoge´nie de degre´ p; on noteHn le noyau de Ψn. Le sche´ma Hn
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est fini plat sur R, de degre´ p. Sa fibre ge´ne´rique est isomorphe au groupe µp,K. Si 0 < n < vK(λ),
sa fibre spe´ciale est le groupe radiciel additif αp et si n = vK(λ), sa fibre spe´ciale est le groupe e´tale
isomorphe a` Z/pZ.
Proposition 1.1.1 ([He], prop. 1.6).— Soit X := SpecA un sche´ma affine plat sur R, dont les
fibres sont inte`gres et de dimension 1; on suppose que A est une R-alge`bre factorielle et comple`te
pour la topologie π-adique. Soit YK → XK un µp-torseur e´tale non trivial, donne´ par une e´quation
yp = f , ou` f est inversible dans AK, et Y le normalise´ de X dans YK; on suppose que la fibre
spe´ciale de Y est inte`gre. Soit η (resp. η′) le point ge´ne´rique de la fibre spe´ciale de X (resp. Y ).
Les anneaux locaux OX,η et OY,η′ sont alors des anneaux de valuation discre`te d’uniformisante π.
Notons δ la valuation de la diffe´rente de OY,η′/OX,η. On distingue alors deux cas suivant la valeur
de δ.
- Si δ = vK(p), Y est un µp,R-torseur pour la topologie fppf, donc Y = SpecB, avec B :=
A[Y ]
(Y p−u)
,
ou` u est une unite´ de A, unique a` la multiplication d’une puissance p-ie`me d’une unite´ de A pre`s.
On dit que le torseur a re´duction multiplicative.
- Si 0 ≤ δ < vK(p), on a δ = vK(p) − n(p − 1), ou` n est un entier tel que 0 ≤ δ < vK(λ), et
Y → X est un torseur sous Hn pour la topologie fppf, donc donne´ par B :=
A[W ]
(pinW+1)p−1
pipn
−u
, ou`
u est un e´le´ment de A. De plus, si B est isomorphe a` A[W ](pinW+1)p−1
pipn
−u′
, il existe v ∈ A tel que
u′ = u(πnv + 1)p + (π
nv+1)p−1
πpn
.
Si 0 ≤ δ < vK(p) (resp. δ = 0), on dit que le torseur Y → X a re´duction additive (resp.
re´duction e´tale).
1.2 Mode`le stable
Nous adoptons la terminologie de [Li] a` savoir qu’une R-courbe propre est semi-stable (resp.
stable) si ses fibres ge´ome´triques sont des courbes semi-stables (resp. stables), i.e. sont projectives
re´duites et connexes et ont pour seules singularite´s des points doubles ordinaires (resp. semi-stables,
de genre arithme´tique ≥ 2 et chacune de leurs composantes irre´ductibles isomorphe a` P1 rencontre
les autres composantes en au moins 3 points).
Une R-courbe propre est appele´e mode`le de sa fibre ge´ne´rique.
On e´tend la notion de mode`le stable au contexte des courbes lisses propres sur K pointe´es par
un ensemble fini S ⊂ C(K). On appelle mode`le stable de la courbe pointe´e (C, S) un mode`le C/R
de C tel que les points de S se spe´cialisent en des points distincts S¯ (i.e. la cloˆture sche´matique
de S est lisse sur R) du lieu lisses de Cs et tel que les fibres sont semi-stables et chacune de leurs
composantes irre´ductibles isomorphe a` P1 contient au moins 3 points parmi les points de S¯ ou les
points d’intersection.
Il suit du the´ore`me de re´duction semi-stable que si C, resp. (C, S) est une courbe (resp. pointe´e)
propre, lisse et ge´ome´triquement irre´ductible surK, de genre ≥ 2 (resp. de genre g avec 2g+|S|−1 ≥
2) il existe une extension finie K ′/K telle que CK ′ := C×KK
′ admet un mode`le stable sur la cloˆture
inte´grale R′ de R dans K ′ (voir [Ab] ou [Li], pour une de´monstration du the´ore`me de re´duction semi-
stable).
Dans ce qui suit (C,G) de´signe une courbe C/K munie d’une action par un groupe de K-
automorphismes G; on note Ram (resp. Br) le lieu de ramification (resp. branchement) de f :
C → C/G; nous dirons que (C,G) admet un mode`le stable sur R si Ram ⊂ C(K) et si la courbe
pointe´e (C,Ram) admet un mode`le stable sur R; nous appelerons alors mode`le stable de (C,G)
le mode`le stable de la courbe pointe´e (C,Ram). Supposons pour simplifier que ce mode`le
stable est de´fini sur R; alors par l’unicite´ il est e´quivariant et le morphisme f : C → C/G s’e´tend en
un morphisme fini de R-courbes f : C → C/G ou` C/G est semi-stable et s’obtient a` partir du mode`le
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stable de C/G pointe´e par Br en e´clatant des points ferme´s de la fibre spe´ciale; en particulier sa
fibre spe´ciale ne diffe`re de celle du mode`le stable que par des P1k ([Ra 1]).
De´finition 1.2.1 .— Nous dirons que le lieu de branchement Br a la ge´ome´trie e´quidistante si le
mode´le stable de la courbe pointe´e (C/G,Br) est de´fini et lisse sur R i.e. C/G admet un mode`le
lisse sur R et les points de Br se spe´cialisent dans ce mode`le en des points distincts.
1.3 L’algorithme de Coleman
Soit C une courbe propre et lisse sur K. Soit n > 2 un entier diffe´rent de p, on sait (c.f. [Ab],
prop. 5.10) que C a un mode`le stable sur l’extension Kn de K obtenue en adjoignant les points
de n-torsion de sa jacobienne pour un n entier diffe´rent de p. Malheureusement e´tant donne´e une
e´quation de C il n’est pas facile de trouver Kn et donc de trouver le mode`le stable de C. Dans ([Co],
§6) Coleman dit: “It would be desirable to have some efficient algorithm for computing the stable
reduction of a curve.”
Coleman est principalement interesse´ par les reveˆtements galoisien de P1 et constate que le cas
difficile est celui ou` p divise l’ordre du groupe. Il de´veloppe un algorithme dans le cas p-cyclique qui
marche dans certains cas. Pre´cise´ment, il conside`re une e´quation Zp = F (X) ∈ K[X ] avec degF = n
et V/K la varie´te´ affine sur K, Spec
K[Y,ai,bj , 0≤i≤[
n
p
],0<j≤n, (j,p)=1]
I
, ou` l’ide´al I des e´quations est code´
par l’identite´
(∗) F (X + Y ) = (
∑
0≤i≤[n
p
]
aiX
i)p +
∑
0<i≤n, (i,p)=1
biX
i.
Meˆme si ce syste`me a trivialement une solution modulo p, il n’est pas suˆr qu’il a des solutions; en effet
un de´compte montre que la dimension de V surK est en ge´ne´ral e´gale a` 1. Si l’on impose la condition
supple´mentaire b1 = 0; on obtient un ensemble e´ventuellement vide et au plus fini de valeurs de Y
pour lesquelles l’e´quation (*) permet parfois d’exhiber un mode`le entier de la courbe Zp = F (X)
qui est propice a` donner des composantes de genre non nul en re´duction; ces composantes induisent
des disques ferme´s de la droite projective quotient et les ze´ros de b1 en fournissent des centres. La
recherche de centres de ces disques est un proble`me de nature analytique et la me´thode de Coleman
en propose une attaque alge´brique (recherche d’une varie´te´ de dimension 0 et e´ventuellement vide)
aussi cette me´thode doit eˆtre modifie´e pour pouvoir espe´rer aboutir dans le cas ge´ne´ral. Nous
renvoyons le lecteur a` 4.2 pour des exemples traite´s par la me´thode de Coleman.
1.4 L’algorithme de Lehr
Dans sa the`se C. Lehr a e´tudie´ la re´duction stable des reveˆtements p-cycliques de la droite
projective sur un corps p-adique dans le cas ou` le lieu de branchement a la ge´ome´trie e´quidistante.
Soit Zp = F (X) une e´quation normalise´e du reveˆtement C → P1 i.e. F (X) =
∏
1≤i≤m
(X − xi)
ei ∈
R[X ] de degre´ N avec (N, p) = 1 et (ei, p) = 1 pour 1 ≤ i ≤ m. On suppose de plus que
v(xi) = v(xi − xj) = 0 pour tout i 6= j. Ainsi le lieu de branchement Br = {∞, x1, .., xm} a la
ge´ome´trie e´quidistante. Dans le cas ou` m < p, C. Lehr montre que le de´veloppement de Taylor
F (X + y) = F (y) + F ′(y)X + ... pour y ∈ Ralg un ze´ro de F ′(Y ) avec v(F (y)) = 0 donne naissance
aux composantes du mode`le stable de C qui sont de genre non nul (cf. [Le 2], Th. 4.1).
2 p-de´veloppements de Taylor
Les champs respectifs de succe`s des algorithmes de Coleman et Lehr nous ame`nent a` ge´ne´raliser
la notion de de´veloppement de Taylor qui approche dans un sens p-adique le de´veloppement ide´al
de Coleman et pre´sente l’avantage de ne pas eˆtre sensible au petites variations des coefficients.
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2.1 De´finition
De´finition 2.1.1 .— On fixe K(Y )alg une cloˆture alge´brique de K(Y ) munie d’une valuation vY
qui prolonge la valuation de Gauss de K(Y ) relative a` Y et R[Y ]alg de´signe la cloˆture inte´grale de
R[Y ]. Soit m,n deux entiers; on note cn := 1 + 1/p + ... + 1/p
n et Im,n l’ide´al (p
cnX,Xm+1) de
R[Y ]alg[X ]. Un p-de´veloppement de Taylor d’ordre m et de niveau n de F (X) ∈ R[X ] est la donne´e
d’un couple (Am,n(X, Y ), Bm,n(X, Y )) de polynoˆmes ∈ R[Y ]
alg[X ] avec
Am,n(X, Y ) =
∑
0≤i≤m/p
ai(Y )X
i, Bm,n(X, Y ) =
∑
1≤j≤m, (j,p)=1
bj(Y )X
j
tels que
F (X + Y )− (Am,n(X, Y ))
p − Bm,n(X, Y ) ∈ Im,n.
Remarque 2.1.2 .—
i) Si m < p le de´veloppement de Taylor classique induit un p- de´veloppement de Taylor d’ordre
m et de niveau n pour tout n.
ii) Notez que cnv(p) = (1 − 1/p
n+1)v(λp); ainsi la formule pre´ce´dente donne modulo Xm+1 une
approximation de F (X + Y ) par une puissance p-ie`me a` presque v(λp) = p
p−1
v(p) pre`s.
2.2 Existence
Si L est un corps alge´briquement clos et si x ∈ L, on notera x1/p une racine p-ie`me de x. On a la
proposition suivante:
Proposition 2.2.1 .— On fixe l’entier m, notons Fm(X+Y ) = s0(Y )+s1(Y )X+....+sm(Y )X
m ∈
R[Y ][X ] le de´veloppement de Taylor a` l’ordre m de F (X) ∈ R[X ]. On de´finit une suite de polynoˆmes
∈ R[Y ]alg[X ], (Am,n(X, Y ), Bm,n(X, Y )) par les relations de re´currence suivantes:
(rang 0) (A0(X, Y ), B0(X, Y )) = (
∑
0≤i≤m/p
sip(Y )
1/pX i,
∑
1≤j≤m, (j,p)=1
sj(Y )X
j).
Pour de´finir la suite au rang (n + 1), on conside`re le reste au rang n, Rn(X, Y ) := Fm(X + Y ) −
(Am,n(X, Y ))
p − Bm,n(X, Y ) = p
cn(r1(Y )X + ... + rm(Y )X
m) ou` ri(Y ) ∈ R[Y ]
alg. Soit ARn :=
pcn/p
∑
1≤i≤m/p
rip(Y )
1/pX i et BRn := p
cn
∑
1≤j≤m, (j,p)=1
rj(Y )X
j, alors:
(Am,n+1(X, Y ), Bm,n+1(X, Y )) := (Am,n(X, Y ) + ARn, Bm,n(X, Y ) +BRn).
Les polynoˆmes (Am,n(X, Y ), Bm,n(X, Y )) de´finissent un p-de´veloppement de Taylor d’ordre m et de
niveau n de F (X).
Preuve. Avant de passer a` la preuve remarquons que la suite pre´ce´dente de´pend a` chaque e´tape du
choix de racines p-ie`mes et l’e´nonce´ vaut donc pour un choix quelconque. L’e´tape 0 est une e´galite´
en caracte´ristique p. Les polynoˆmes mis en jeu a` chaque e´tape sont a` coefficients dans l’anneau
R[Y ]alg muni de la valuation de Gauss vY . Il reste a` voir qu’au rang n+ 1 on a une approximation
modulo pcn+1 . On calcule le reste Rn+1(X, Y ) = Fm(X + Y ) − (Am,n+1(X, Y ))
p − Bm,n+1(X, Y ) =
Fm(X+Y )− (Am,n(X, Y )+ARn)
p−Bm,n(X, Y )−BRn = S1+S2 ou` S1 := Rn(X, Y )−AR
p
n−BRn
et S2 = Am,n(X, Y )
p +ARpn − (Am,n(X, Y ) +ARn)
p. Puisque vY (Rn(X, Y )) ≥ cnv(p) la divisibilite´
par p des coefficients binomiaux implique que vY (A) ≥ (cn + 1)v(p). De meˆme vY (B) ≥ v(p) +
max(vY (Am,n), vY (ARn)) ≥ (1 + cn/p)v(p) = cn+1v(p).
///
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Remarque 2.2.2 .— Puisque les coefficients des polynoˆmes (Am,n, Bm,n) sont obtenus par ex-
traction de racines p-ie`mes, ils vivent dans une extension Ln/K(Y ) galoisienne de groupe Gn, un
p-groupe. Si τ ∈ Gn, on note (A
τ
m,n, B
τ
m,n) les polynoˆmes obtenus par l’action de τ sur les coef-
ficients; ils donnent donc naissance a` un p-de´veloppement de Taylor d’ordre m et de niveau n de
F (X).
2.3 Unicite´
Afin de comparer les p-de´veloppements de Taylor d’un polynoˆme nous e´tablissons un lemme:
Lemme 2.3.1 .— Soit R, un anneau local dominant Ralg. Soient ai, a
′
i, bj, b
′
j ∈ R alors
(
∑
1≤i≤[m/p]
aiX
i)p +
∑
1≤j≤m, (j,p)=1
bjX
j = (
∑
1≤i≤[m/p]
a′iX
i)p +
∑
1≤j≤m, (j,p)=1
b′jX
j mod (pcn)
si et seulement si a′i = ai mod (p
cn/p) et b′j = bj mod (p
cn).
Preuve. Supposons que a′i = ai + p
cn/pa′′i et b
′
j = bj + p
cnb′′j , on a
(
∑
1≤i≤[m/p]
a′iX
i)p +
∑
1≤j≤m, (j,p)=1
b′jX
j = (
∑
1≤i≤[m/p]
(ai + p
cn/pa′′i )X
i)p +
∑
1≤j≤m, (j,p)=1
(bj + p
cnb′′j )X
j =
= (
∑
1≤i≤[m/p]
aiX
i + pcn/p(
∑
1≤i≤[m/p]
a′′iX
i))p +
∑
1≤j≤m, (j,p)=1
bjX
j mod (pcn) =
= (
∑
1≤i≤[m/p]
aiX
i)p +
∑
1≤j≤m, (j,p)=1
bjX
j mod (pcn)
puisque ppcn/p = pcn+1 ∈ (pcn).
L’implication re´ciproque se fait par re´currence sur n. Si n = 0, on a une e´galite´ modulo p.
Supposons donc avoir une e´galite´
(
∑
1≤i≤[m/p]
aiX
i)p +
∑
1≤j≤m, (j,p)=1
bjX
j = (
∑
1≤i≤[m/p]
a′iX
i)p +
∑
1≤j≤m, (j,p)=1
b′jX
j mod (pcn+1)
la re´currence permet d’e´crire a′i = ai + p
cn/pa′′i et b
′
j = bj + p
cnb′′j ; et le calcul pre´ce´dent donne la
congruence
(
∑
1≤i≤[m/p]
a′iX
i)p +
∑
1≤j≤m, (j,p)=1
b′jX
j =
= (
∑
1≤i≤[m/p]
aiX
i)p + pcn(
∑
1≤i≤[m/p]
a′′iX
i)p +
∑
1≤j≤m, (j,p)=1
bjX
j + pcn
∑
1≤j≤m, (j,p)=1
b′′jX
j mod (pcn+1)
et donc
pcn(
∑
1≤i≤[m/p]
a′′iX
i)p + pcn
∑
1≤j≤m, (j,p)=1
b′′jX
j = 0 mod (pcn+1)
autrement dit
(
∑
1≤i≤[m/p]
a′′iX
i)p +
∑
1≤j≤m, (j,p)=1
b′′jX
j = 0 mod (p1/p
n+1
)
et donc ∑
1≤i≤[m/p]
a′′i
p
X ip +
∑
1≤j≤m, (j,p)=1
b′′jX
j = 0 mod (p1/p
n+1
)
ainsi a′′i = 0 mod (p
1/pn+2) et b′′j = 0 mod (p
1/pn+1). ///
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De´finition 2.3.2 .— Soit m,n deux entiers. On dit que 2 couples de polynoˆmes ∈ R[Y ]alg[X ]
(Am,n(X, Y ) =
∑
0≤i≤m/p
ai(Y )X
i, Bm,n(X, Y ) =
∑
1≤j≤m, (j,p)=1
bj(Y )X
j),
(A′m,n(X, Y ) =
∑
0≤i≤m/p
a′i(Y )X
i, B′m,n(X, Y ) =
∑
1≤j≤m, (j,p)=1
b′j(Y )X
j),
sont e´quivalents si et seulement si
(Am,n(X, Y ))
p +Bm,n(X, Y ) = (A
′
m,n(X, Y ))
p +B′m,n(X, Y ) mod (p
cn).
Remarque 2.3.3 .— Revenons a` la remarque 2.2.2, les couples (Am,n, Bm,n) et (A
τ
m,n, B
τ
m,n) sont
donc e´quivalents. On peut montrer en revenant a` la construction que vY (Am,n − A
τ
m,n) ≥
cn
p
v(p) +
1
p
v(λ) et vY (Bm,n − B
τ
m,n) ≥ cnv(p) + v(λ).
Soit F (X) ∈ R[X ]; par le lemme 2.3.1, deux couples de polynoˆmes ∈ R[Y ]alg[X ] de´finissant un
p-de´veloppement de Taylor d’ordre m et de niveau n de F (X) ∈ R[X ] sont donc e´quivalents; nous
sommes ainsi amene´s a` la
De´finition 2.3.4 .— Soit m,n deux entiers, on appelle p-de´veloppement de Taylor spe´cial d’ordre
m et de niveau n de F (X) ∈ R[X ] un couple (Am,n, Bm,n) construit comme dans la proposition
2.2.1, en particulier le terme constant dans Am,n vaut F (Y )
1/p. Par analogie avec le de´veloppement
de Taylor classique nous e´crirons
(∗)F (X + Y ) = E(X, Y )p +
∑
1≤j≤m, (j,p)=1
F [j](Y )Xj mod (pcnX,Xm+1)
ou` E(X, Y ) ∈ (R[Y ])alg[X ], degX E(X, Y ) ≤ [m/p] et F
[j](Y ) ∈ (R[Y ])alg (notez que la congruence
impose l’e´galite´ E(0, Y )p = F (Y )).
On appelle groupe de Galois attache´ au p-de´veloppement de Taylor (*) le groupe de Galois Gn de
la p-extension Ln de K(Y ) obtenue en adjoignant les racines p-ie`mes ne´cessaires au p-de´veloppement
de Taylor (cf. remarque 2.2.2).
2.4 Spe´cialisation
Nous serons amene´s a` spe´cialiser la formule (∗); pre´cise´ment si y ∈ Ralg on peut tester sur
F (X+y) l’algorithme de la proposition 2.2.1, l’interpe´tation que l’on doit donner au de´veloppement
ainsi construit est la suivante: quitte a` faire une extension finie on peut supposer que y ∈ R; soit P
une place au-dessus de (Y − y) du corps de fonctions Ln/K , on peut regarder l’image de la formule
(∗) dans le corps re´siduel K(P); on a une congruence
(∗∗)F (X + y) = E(X, Y )p(P) +
∑
1≤j≤m, (j,p)=1
F [j](Y )(P)Xj mod (pcnX,Xm+1)
que par abus de notation compatible avec la stabilite´ par conjugaison nous e´crirons
(∗ ∗ ∗)F (X + y) = E(X, y)p +
∑
1≤j≤m, (j,p)=1
F [j](y)Xj mod (pcnX,Xm+1).
Les ze´ros de F [1](Y ) ∈ (R[Y ])alg[X ] vont jouer un roˆle de´terminant dans l’e´tude de la re´duction
stable des torseurs Zp = F (X). Puisque F [1](Y ) n’est bien de´fini que modulo l’action du groupe
Gn (cf. remarque 2.2.2) nous introduisons la norme NLn/K(Y )(F
[1](Y )) ∈ R[Y ] qui modulo p est une
puissance |Gn|-ie`me de la de´rive´e F
′(Y ); en fait, m sera de´termine´ par le lieu de branchement du
torseur et n sera l’entier tel que pn ≤ m < pn+1. Ainsi on est amene´ a` de´finir:
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De´finition 2.4.1 .— Soitm un entier naturel et n, l’entier tel que pn ≤ m < pn+1. Nous appellerons
p-de´veloppement de Taylor spe´cial d’ordre m de F (X) ∈ R[X ] un p-de´veloppement de Taylor spe´cial
d’ordre m et de niveau n
(∗)F (X + Y ) = E(X, Y )p +
∑
1≤j≤m, (j,p)=1
F [j](Y )Xj mod (pcnX,Xm+1)
et nous appellerons p-de´rive´e de niveau m de F (X) ∈ R[X ], le polynoˆme
Nm(F
[1](Y )) := NLn/K(Y )(F
[1](Y )) ∈ R[Y ].
3 p-de´veloppements de Taylor et re´duction stable
Dans cette partie on fixe un reveˆtement p-cyclique C → P1 de la droite projective sur K
ramifie´ en au moins 3 points (i.e. g(C) > 0). Nous nous proposons de de´crire le mode`le stable de
(C,G = Z/pZ) dans le cas ou` le lieu de branchement a la ge´ome´trie e´quidistante (cf. 1.2.1). Fixons
les notations.
3.1 Notations
i) Si P (X) ∈ R[X ] on note P¯ [X ] son image dans k[X ].
ii) Soit Zp = F (X) une e´quation normalise´e du reveˆtement C → P1 i.e. F (X) =
∏
1≤i≤m
(X−xi)
ei ∈
R[X ] de degre´ N avec (N, p) = 1 et (ei, p) = 1 pour 1 ≤ i ≤ m. On suppose de plus que xi ∈ R
et que v(xi) = v(xi−xj) = 0 pour tout i 6= j. Ainsi le lieu de branchement Br = {∞, x1, .., xm}
a la ge´ome´trie e´quidistante. On note B¯r = {∞, x¯1, .., x¯m} la spe´cialisation de Br.
iii) Soit n, l’entier tel que pn ≤ m < pn+1 et cn := 1 + 1/p + ... + 1/p
n, enfin Nm(F
[1](Y )) =∏
τ∈Gn
F [1]
τ
(Y ) de´signe la p-de´rive´e de niveau m de F (X) (cf. 2.4.1) ou` Gn est de´fini dans 2.3.4
et |Gn| = p
r(m).
Proposition 3.1.1 .— La p-de´rive´e de niveau m de F (X), Nm(F
[1](Y )) appartient a` R[Y ]; de plus
Nm(F
[1](Y )) = F¯ ′(Y )p
r(m)
mod p et degNm(F
[1](Y )) = deg F¯ ′(Y )p
r(m)
.
Preuve. Montrons l’ine´galite´ degNm(F
[1](Y )) ≤ deg F¯ ′(Y )p
r(m)
. L’ide´e est d’introduire un poids
dans R[Y ]alg qui ge´ne´ralise le degre´ dans R[Y ] et de suivre dans l’algorithme qui donne le p-
de´veloppement de Taylor spe´cial d’ordre m et de niveau n le poids du coefficient b1(Y ) de X dans
Bm,n(X, Y ).
Pre´cise´ment − degY est la valuation discre`te de K(Y ) au point ∞; cette valuation s’e´tend sur
K(Y )alg en une semi-norme w: si f ∈ K(Y )alg, soit Pf (X) :=
∑
0≤i≤N
aiX
i le polynoˆme irre´ductible
unitaire de f sur K(Y ); alors w(f) := inf i
1
N−i
(− degY ai). On reprend les notations de la prop.
2.2.1. On a Fm(X+Y ) = s0(Y )+s1(Y )X+ ...; on remarque que w(si(Y )) ≥ (i−N) ou` N = degX F
est premier a` p, ainsi i−w(si(Y )) ≤ N . Conside´rons les formules au rang 0. On a w((sip(Y ))
1/p) =
(ip−N)/p = i−N/p et donc i− w((sip(Y ))
1/p) ≤ N/p. Plus ge´ne´ralement si
(Am,n(X, Y ) =
∑
0≤i≤m/p
ai(Y )X
i, Bm,n(X, Y ) =
∑
1≤j≤m, (j,p)=1
bj(Y )X
j),
8
on montre par re´currence sur n que i − w(ai(Y )) ≤ N/p et que j − w(bj(Y )) ≤ N . Ainsi
− degY (Nm(F
[1](Y )) = w(Nm(F
[1](Y )) =
∑
τ∈Gn
w(F [1]
τ
(Y )) ≥ (1−N)pr(m) et donc degY (Nm(F
[1](Y )) ≤
(N − 1)pr(m) = deg F¯ ′(Y )p
r(m)
puisque (N, p) = 1. L’autre ine´galite´ est e´vidente.
///
3.2 Re´duction stable
Lemme 3.2.1 .— Le mode`le C′ de C, obtenu par normalisation de ProjR[X0, X1], le mode`le de
P1 avec X = X1
X0
, a une fibre spe´ciale re´duite qui est un reveˆtement radiciel de P1k; les singularite´s
sont des cusps et se trouvent au-dessus des ze´ros ∈ P1k d’une forme diffe´rentielle logarithmique ω
re´gulie`re en dehors de B¯r. Le graphe d’intersection de la fibre spe´ciale Cs du mode`le stable C de la
courbe pointe´e (C,Br) est un arbre et le mode`le de P1 obtenu par quotient de l’action de Z/pZ sur C
a une fibre spe´ciale qui est un arbre de droites projectives attache´es a` P1k en les points de B¯r ⊂ P
1
k.
fig. 1
V {Ram }
ze´ro de ω
V {Br}
C′/GC′
Preuve. On conside`re le mode`le C′ de C obtenu par cloˆture inte´grale dans K(C) du mode`le
minimal de P1 qui de´ploie le lieu de branchement; ici c’est le mode`le lisse de P1 correspondant a`
la coordonne´e X de l’e´quation normalise´e Zp = F (X). La fibre spe´ciale C′s est home´omorphe a` P
1
k;
les singularite´s sont des cusps. Il reste a` faire une e´tude locale: l’e´quation Zp = F (X) induit en
re´duction une e´quation Z¯p = F¯ (X); il suit par le crite`re Jacobien que les cusps sont concentre´s
au-dessus des ze´ros de F¯ ′(X). Soit x1 ∈ Br et x¯1 sa spe´cialisation; une e´quation locale de C
′ dans
la fibre formelle en x¯1 est Z
′p = (X − x1)
∏
2≤i≤m
(X − xi)
u1ei ou` u1e1 = 1 mod p. Cette e´quation
induit un mode`le lisse au-dessus de x¯1. On a donc montre´ que les cusps ne sont pas au-dessus de
{∞, x¯1, ..., x¯m} et se trouvent au-dessus de ze´ros de F¯
′(X); plus simplement dit ils sont au-dessus
des ze´ros de ω = dF¯
F¯
(cf. fig. 1). Notons (ω0) (resp. (ω∞)) le diviseur des ze´ros (resp. poˆles) de ω,
alors deg(ω0) = deg(ω∞) − 2 = m − 1). Ainsi le mode`le stable est lisse au-dessus de P
1 en dehors
des ze´ros de ω. Soit x un tel ze´ro, apre`s localisation en x on se retrouve dans la situation locale
de´crite par Raynaud dans ([Ra1], de´monstration du the´ore`me 1 p. 182), le lemme suit.
Ce lemme montre que dans la situation ou` le lieu de branchement est e´quidistant on aura un
algorithme pour trouver la re´duction stable de`s que l’on saura de´tecter les composantes de genre
non nul. Le the´ore`me suivant donne un tel algorithme.
The´ore`me 3.2.2 Chaque composante de genre non nul du mode`le stable correspond a` une valuation
de Gauss sur un disque ferme´ de P1 qui peut eˆtre ainsi de´finie. Pour d¯ un ze´ro de F¯ ′(X) qui n’est pas
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un ze´ro de F¯ (X), soit m(d¯)− 1 ≤ m− 1, son ordre et soient d1, ..., dϕ(d¯) les ze´ros qui se spe´cialisent
dans d¯ de Nm(F
[1](Y )), la p-de´rive´e, de F (X) de niveau m, alors ϕ(d¯) = pr(m)(m(d¯) − 1) (on a
Nm(F [1](Y )) = F¯
′(Y )p
r(m)
). Pour di avec 1 ≤ i ≤ ϕ(d¯), conside´rons τi ∈ Gn tel que F
[1]τi(di) = 0,
alors
F (X) = Eτi(X − di, di)
p +
∑
2≤j≤m, (j,p)=1
F [j]
τi
(di)(X − di)
j mod (pcn(X − di), (X − di)
m+1).
Soit ρi ∈ K
alg tel que
(∗) v(ρi) = max
2≤j≤m(d¯), (j,p)=1
1
j
v(
λp
F [j]
τi(di)
),
alors la valuation de Gauss relative au disque v(X − di) ≥ v(ρi) induit dans le mode`le stable une
composante de genre non nul; de plus toutes les composantes de genre non nul sont ainsi obtenues.
Soit P1, le mode`le semi-stable minimal de (P1,Br) qui induit ces valuations , alors le mode`le stable
C de (C,G) est la cloˆture inte´grale de P1; les bouts de l’arbre d’intersection repre´sentent les com-
posantes de genre non nul et l’origine correspond a` la composante induite par le disque v(X) ≥ 0.
Enfin les composantes de genre non nul sont des reveˆtements e´tales de la droite affine; en particulier
la jacobienne de C a potentiellement bonne re´duction supersingulie`re.
Preuve.
A.— Avant de passer a` la preuve il faut remarquer que dans le cas ou` m < p, le de´veloppement de
Taylor classique suffit (2.1.2.i)); le the´ore`me est alors mot pour mot le the´ore`me 4.1 de Lehr
([Le 2]). Passons a` la preuve dans le cas ge´ne´ral; elle pre´sente des difficulte´s nouvelles a` cause
de la complexite´ des p-de´veloppements de Taylor lorsque m ≥ p.
B.— Voyons que les valuations de Gauss relatives au disque v(X − di) ≥ v(ρi) induisent une
composante de genre non nul dans le mode`le stable.
Soitmi ≥ 2, (mi, p) = 1, le maximum des entiers j, 2 ≤ j ≤ m(d¯)+1 qui satisfont l’e´galite´ dans
la relation (∗) du the´ore`me. Notons que le p-de´veloppement de Taylor spe´cial induit modulo (p)
le de´veloppement de Taylor classique; ainsi par de´finition dem(d¯) on a v(m(d¯)F [m(d¯)]
τi
(di)) = 0
et donc v(ρi) ≥
1
m(d¯)
v(λp) ≥ 1
m
v(λp) > 0. On pose X − di = ρiT ; l’e´quation du reveˆtement
devient
Zp = F (X) = Eτi(ρiT, di)
p +
∑
2≤j≤m, (j,p)=1
F [j]
τi
(di)ρi
jT j mod (pcnρiT, (ρiT )
m+1).
Puisque v(pcnρi) ≥ cnv(p) +
1
m
v(λp) = (1− 1/pn+1 + 1/m)v(λp) > v(λp) (c’est la`, la justifi-
cation de l’approximation modulo pcn dans les p-de´veloppements de Taylor d’ordre
m), le changement Z = λpW +E(ρiT, di) donne une e´quation entie`re qui en re´duction induit
une e´quation se´parable
W¯ p − W¯ =
∑
2≤j≤m, (j,p)=1
F [j]
τi(di)ρij/λpT¯
j = u2T¯ + ... + umiT¯
mi
ou` umi 6= 0. On a ainsi exhibe´ une composante de Cs de genre (mi− 1)(p− 1)/2 et d’invariant
de Hasse-Witt nul. ///
C.— Passons au point le plus de´licat a` savoir que l’on obtient bien ainsi toutes les valuations qui
donnent un genre non nul dans le mode`le stable; il nous faut montrer que la somme des genres
des composantes produites par l’algorithme comme au-dessus est g(C) = (m − 1)(p − 1)/2.
Il n’est a` priori pas garanti que ce soit le cas car la condition d’annulation de Nm(F
[1](Y ))
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impose´e dans l’algorithme est certainement restrictive; on pourrait trouver la meˆme valuation
de Gauss trop souvent et ainsi oublier des composantes. Nous allons voir qu’il n’en est rien.
Soit N(di) le nombre (avec multiplicite´) de ze´ros d de Nm(F
[1](Y )) tels que v(d − di) ≥
v(ρi); nous allons montrer que N(di) = p
r(m)(mi − 1). La strate´gie est la suivante: puisque
Nm(F
[1](Y )) ∈ K[Y ] alors pour y ∈ Ralg avec v(y − di) < v(ρi) et proche de v(ρi), il existe
C(di) ∈ Q tel que v(Nm(F
[1](y))) = N(di)v(y) + C(di), une fonction line´aire affine de v(y).
Nous allons utiliser deux p-de´veloppements de Taylor spe´ciaux d’ordre m de F (X). L’un
centre´ en di et l’autre en y; ces deux de´veloppements donnent un mode`le pour l’extension
value´e au-dessus de la valuation de Gauss sur le disque ferme´ v(X − di) ≥ v(y − di); sur
chacun de ces mode`les on peut lire la diffe´rente dans l’extension value´e (de´ge´ne´rescence de µp
a` αp) et la comparaison des αp-torseurs induits par chaque mode`le permet de conclure (cf.
1.1).
Puisque pour j ≤ m(d¯), v(F [j]
τi
(di))+jv(ρi) ≥ v(F
[mi]τi(di))+miv(ρi) = pv(λ), avec l’ine´galite´
sticte pour mi < j ≤ m(d¯); il suit que pour ρ avec 0 < v(ρi/ρ) < ǫ et ǫ suffisament petit on
conserve les meˆmes ine´galite´s si on remplace ρi par ρ. Quitte a` faire une extension des scalaires
d’uniformisante encore note´e π, on peut supposer que v(F [mi]
τi
(di))+miv(ρ) = ptv(π) < pv(λ).
Soit Z = πtW +E(X− di, di) et X − di = ρT , puisque v(λ/π
t) > 0 alors W p = uTmi mod π,
et si wX−di
ρ
de´signe la valuation de Gauss associe´e au disque v(X − di) ≥ v(ρ), la valuation de
la diffe´rente dans l’extension value´e correspondante est vπ(p)− (p− 1)t (cf. 1.1.1).
Pour y avec v(y − di) = v(ρ) et τ ∈ Gn, on a un p-de´veloppement de Taylor spe´cial
F (X = X − y+ y) = Eτ (X − y, y)p +
∑
(j,p)=1
F [j]
τ
(y)(X − y)j mod (pcn(X − y), (X − y)m+1).
Comme pre´ce´demment on e´crit infj(v(F
[j]τ (y)) + jv(ρ)) = pt′v(π). Puisque y est dans le
disque v(X − di) ≥ v(ρ); la valuation de la diffe´rente dans l’extension value´e par wX−di
ρ
est
aussi vπ(p)−(p−1)t
′ (cf. 1.1); ainsi t = t′. D’autre part si l’on pose Z = πtW ′+E(X−y, y)τ et
X−y = ρS, il suit que W ′p ≡ c0+c1S+... mod π qui est a` comparer a`W
p ≡ uTmi mod π.
On aW−W ′ = E
τ (X−y,y)−E(X−di,di)
πt
ainsi W¯ p−W¯ ′
p
∈ (k[S])p et donc uTmi ≡ u(S+(y−di)/ρ)
mi
mod (π, Sp). Puisque (mi, p) = 1 et que v((y − di)/ρ) = 0, il suit que v(c1) = 0 (comparer
avec 1.1.1). Ainsi v(F [1]
τ
(y))+ v(ρ) = ptv(π) = miv(ρ)+ v(F
[mi]τi(di)); et donc il existe C(di)
avec v(Nm(F
[1](y)) = (mi − 1)p
r(m)v(ρ) + C(di); ainsi N(di) = p
r(m)(mi − 1). ///
D.— Soit d¯, un ze´ro de ω = dF¯/F¯ de multiplicite´ m(d¯)− 1 et di, dj deux ze´ros de Nm(F
[1](Y )) qui
se spe´cialisent en d¯.
Remarquons que la relation v(di − dj) ≥ v(ρi) implique que v(ρi) = v(ρj); en effet supposons
que v(di − dj) ≥ v(ρi) > v(ρj); on peut alors conside´rer le p-de´veloppement de Taylor spe´cial
d’ordre m de F (X) centre´ en di. Puisque v(ρi) > v(ρj) > v(λ
p), le changement de variable
X − di = ρjT induit un αp torseur en re´duction alors que par de´finition de di et ρi on a un
Z/pZ-torseur! Contradiction.
Nous pouvons donc de´finir une partition indexe´e par I(d¯) des ϕ(d¯) ze´ros de Nm(F
[1](Y )) qui
se spe´cialisent en d¯ de la manie`re suivante: di et dj seront e´quivalents si et seulement si
v(di − dj) ≥ v(ρi) = v(ρj). Notons que cette relation d’e´quivalence est la meˆme que celle
qui range les di suivant la valuation de Gauss induite par le disque ferme´ v(X − di) ≥ v(ρi).
Chaque sous-ensemble de cette partition a un cardinal de la forme pr(m)(mi − 1) et induit
une meˆme composante dans le mode`le stable de genre (mi − 1)(p − 1)/2. Puisque ϕ(d¯) =
pr(m)(m(d¯) − 1) =
∑
i∈I(d¯)
pr(m)(mi − 1), on obtient pour chaque d¯ une contribution au genre
dans le mode`le stable e´gale a`
∑
i∈I(d¯)
(mi − 1)(p − 1)/2 = (m(d¯) − 1)(p − 1)/2. Enfin puisque
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deg(ω)0 = m− 1,
∑
d¯∈(ω)0
(m(d¯)− 1) = m− 1; ainsi la somme des contributions au genre de Cs
est (m− 1)(p− 1)/2 = g(C).
///
E.— Puisque deux disques v(X − di) ≥ v(ρi) qui sont en inclusion sont confondus il suit qu’ils
correspondent a` des bouts dans l’arbre d’intersection (voir fig.2); ce dernier point est conforme
a` [Ra 1], exemple (1) p. 186. Enfin la jacobienne de C a potentiellement bonne re´duction
supersingulie`re par ([Ra 2]).
///
Remarque 3.2.3 .—
i) Soit y ∈ Ralg tel que v(Nm(F
[1](y)) ≥ pr(m)cnv(p), il existe τ ∈ Gn avec v(F
[1](y)) ≥ cnv(p),
alors le p-de´veloppement de Taylor de F (X+y) correspondant induit une composante de genre
non nul en re´duction (meˆme preuve que dans l’e´tape B); ainsi il existe un ze´ro d de Nm(F
[1](Y ))
avec v(d− y) ≥ v(ρi).
ii) La preuve montre que le nombre de composantes de genre non nul de la fibre spe´ciale Cs du
mode`le stable est majore´ par m − 1. Le polynoˆme Nm(F
[1](Y )) est de degre´ deg F¯ ′(Y )p
r(m)
=
(N − 1)pr(m) qui peut eˆtre tre`s e´leve´ puisque pr(m) est le cardinal du groupe de Galois de
l’extension de K(Y ) engendre´e par les coefficients mis en jeu dans l’algorithme. Dans le cas ou`
m < p, on a vu en (2.1.2.i)) que F ′(Y ) convient et puisque les seuls ze´ros a` retenir sont ceux qui
se spe´cialisent dans les ze´ros de ω = dF¯/F¯ , C. Lehr a introduit le polynoˆme N(Y ) nume´rateur
de la fraction irre´ductible F ′(Y )/F (Y ); ainsi N(Y ) divise F ′(Y ), il est de degre´ m − 1 et ses
ze´ros donnent des centres pour les valuations correspondant aux composantes de genre non nul
de la fibre spe´ciale Cs du mode`le stable. Dans le cas ge´ne´ral il serait souhaitable d’exhiber un
polynoˆme de degre´ minimal sur K ayant cette proprie´te´.
Remarque 3.2.4 .— Il est possible de donner (cf. [He], [Sa 1,2,3]), des conditions combinatoires
et diffe´rentielles qui sont des conditions ne´cessaires et suffisantes pour qu’une courbe stable sur k
soit de la forme Cs comme dans le the´ore`me (cf. fig. 2) .
fig. 2
ze´ro de ω
V {Br}V {Ram }
genre > 0 genre 0
C C/G
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3.3 Bonne re´duction
Il suit facilement du the´ore`me 3.2.2 un crite`re de potentielle bonne re´duction.
The´ore`me 3.3.1 .— La courbe C a potentiellement bonne re´duction si et seulement si le mode`le
stable C de (C,G) a 2 composantes a` savoir une composante de genre g(C) et une droite projective
sur laquelle se spe´cialise le lieu de branchement en m + 1 points distincts lisses. C’est le cas si et
seulement si les ze´ros yi de Nm(F
[1](Y )), la p-de´rive´e de niveau m de F (X), qui ne se spe´cialisent
pas dans les ze´ros de F (X) sont tels que v(yi − yj) ≥
1
m
v(λp).
Preuve. En effet il suffit de reprendre le de´but de la preuve du the´ore`me 3.2.2. On a potentiellement
bonne re´duction si et seulement un ze´ro de Nm(F
[1](Y )) qui ne se spe´cialisent pas dans un ze´ro de
F (X) donne naissance a` une composante de genre (m − 1)(p − 1)/2; i.e. de conducteur mi = m.
Ceci ne se produit que si v(ρi) =
1
m
v(λp) et si les racines de Nm(F
[1](Y )) donnent naissance a` la
meˆme valuation. ///
Ce crite`re ne´cessite le calcul de Nm(F
[1](Y )) et une localisation non triviale de ses racines. Dans
un cas particulier C. Lehr a donne´ un crite`re simple, nous allons rappeler ce crite`re et voir qu’il
de´coule facilement de notre algorithme.
The´ore`me 3.3.2 ([Le 2], the´ore`me 3.1).— Soit F (X) comme au-dessus. Ecrivons F
′(X)
F (X)
= N(X)
D(X)
ou` N(X) est unitaire et (N(X), D(X)) = 1.
i) Si C a potentiellement bonne re´duction, alors (m, p) = 1 et il existe d ∈ R˜ tel que N(X) =
(X − d)m−1 mod (λp/m).
ii) Si (m− 1, p) = 1, si C a bonne re´duction, alors la congruence ci-dessus de´termine la classe de
d mod λp; precise´ment −(m− 1)d = −
∑
i
xi+
1∑
i
ei
∑
i
eixi ∈ R et la valuation de Gauss relative
a` X−d
λp/m
induit le mode`le lisse sur R[f(d)1/p].
Preuve. Nous remontrons la congruence en utilisant notre algorithme. Le torseur en re´duction
relativement a` vX , la valuation de Gauss associe´e a` X , ne pre´sente qu’un cusp (cf. lemme 3.2.1);
ainsi F¯ ′(X)/F¯ (X) n’a qu’une racine qui est donc d’ordre m − 1; en particulier (m, p) = 1. Soit
y une racine de Nm(F
[1](Y )), alors v(F [m](y)) = 0 et donc ρ = λp/m. Le p-de´veloppement de
Taylor spe´cial d’ordre m donne F (X) = E(X − y, y)p + F [1](y)(X − y) + ... + F [m](y)(X − y)m
mod (pcn(X − y), (X − y)m+1) et v(ρ) ≥ 1
j
(v(λp)− v(F [j](y))) pour (j, p) = 1 et j ≤ m, avec e´galite´
pour j = m; ainsi v(F [j](y)) ≥ (1 − j/m)v(λp) ≥ v(λp/m) pour j < m et premier a` p. On a
F (X) =
∏
1≤i≤m
(X − xi)
ei et donc avec N =
∑
ei
N(X) =
1
N
F ′(X)
F (X)
∏
1≤i≤m
(X − xi);
ainsi
N(X + y) =
=
1
N
[pE(X, y)p−1E ′(X, y)+
∑
(j,p)=1
F [j](y)jXj−1+λp−1/p
n
C(X)+XmD(X)]
∏
1≤i≤m
(y−xi+X)
−ei+1 =
= Xm−1
∏
1≤i≤m
(1 +X/(y − xi))
−ei+1 mod (λp/m, Xm)R[[X ]]
qui donne la congruence du the´ore`me puisque N(X) est un polynoˆme de degre m− 1.
Le reste de la preuve est imme´diat.
///
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Remarque 3.3.3 .—
i) Si on a un centre y et un rayon candidats il est facile de tester la bonne re´duction; cf. la
proposition 2.5 de [Le 2].
ii) La condition (m − 1, p) = 1 est tre`s restrictive en particulier pour les petits p et si p = 2; le
crite`re de Lehr est vide.
iii) On peut se demander si il n’y a pas d’autres cas ou` apparait un bon candidat pour le centre
par exemple on aimerait preciser un centre pour chaque composante de la re´duction stable de
conducteur mi avec (mi − 1, p) = 1? Supposons que F
′ a un seul ze´ro en y d’ordre my − 1
avec (my − 1, p) = 1; on veut alors tester si il n’y a qu’une composante dans la re´duction
stable au dessus du cusp correspondant a y. Dans ce cas il n’y a qu’un rayon candidat qui
est v(λp/my); la preuve pre´ce´dente montre alors si l’on appelle y˜ un ze´ro de Nm(F
[1](Y )) qui
se spe´cialise en y on a la congruence N(X) = (X − y˜)my−1A(X) mod (λp/my) pour A(X) =
Xm−my + α1X
m−my−1 + ... ∈ R[X ]. Il suit que −(my − 1)y + α1 est connu modulo λ
p/my ; mais
c’est insuffisant pour conclure...
4 Exemples
Nous reprenons les notations de la partie 3.
Dans cette partie nous illustrons les the´ore`mes pre´ce´dents. Comme dans ([Ra1]), la question de
la situation ge´ne´rale se pose. Nous passerons ensuite a` des exemples plus spe´cifiques.
4.1 Le cas de ramification ge´ne´rale
Nous imposons des conditions ge´ne´rales au lieu de branchement (toujours sous l’hypothe`se
d’e´quidistance); en fait la condition est que la spe´cialisation du lieu de branchement est en position
ge´ne´rale; la proposition suivante est de ce point de vue un analogue facile de ([Ra1], cor. 4 p. 194).
Proposition 4.1.1 .— Soit Zp = F (X) =
∏
1≤i≤m
(X − xi)
ei avec (ei, p) = 1 et (degF, p) = 1. On
suppose que v(xi − xj) = v(xi) = 0 pour tout i 6= j. Alors il existe un polynoˆme ∆(X1, ..., Xm) ∈
k[X1, ..., Xm] − {0} tel que la condition ∆(x¯1, ..., x¯m) 6= 0 implique que la forme diffe´rentielle ω =
dF¯ (X)/F¯ (X) n’a que des ze´ros simples z1, ..., zm−1. Ainsi la fibre spe´ciale du mode`le stable C de
(C,G) qui de´ploie le lieu de branchement est constitue´e d’une part d’une droite projective sur k
contenant les m+ 1 spe´cialisations du lieu de branchement et les m− 1 ze´ros de ω; et d’autre part
de m − 1 composantes de genre (p − 1)/2 si p > 2 et de genre 1 si p = 2 intersectant la droite
projective dans les ze´ros de ω.
Preuve. Afin de montrer l’existence de ∆ nous montrons 2 lemmes suivant que p > 2 ou que
p = 2.
Lemme 4.1.2 .— Soit p > 2, m ≥ 3 et f(X) :=
∏
1≤i≤m
(X − xi)
ei ∈ k[X ] ou` (ei, p) = 1
et (N =
∑
i
ei, p) = 1. Soit Sm(xi, ei)(X) :=
∑
1≤i≤m
ei
∏
1≤j≤m,j 6=i
(X − xj) alors son discriminant
Disc (Sm(xi, ei)(X)) ∈ Fp[x1, x2, ..., xm] n’est pas identiquement nul.
Preuve. Nous faisons une preuve par re´currence sur m. Si m = 3, x1 = 0, x2 = 1, alors
S3(xi, ei)(X) = e3X(X − 1) + e2X(X − x3) + e1(X − 1)(X − x3) =
= (e1 + e2 + e3)X
2 + (−e3 − e2x3 − e1 − e1x3)X + e1x3
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son discriminant est
(−e3 − e2x3 − e1 − e1x3)
2 − 4(e1 + e2 + e3)e1x3 =
= (e1 + e2)
2x23 + (2(e1 + e3)(e1 + e2)− 4e1(e1 + e2 + e3)x3 + (e1 + e3)
2
qui n’est pas identiquement nul.
Pour m > 3 nous utilisons un argument de spe´cialisation: soit f(X) comme dans le lemme, on
peut supposer que em−1 + em 6= 0 mod p, alors
Sm(xi, ei)(xm = xm−1)(X) = (X − xm−1)Sm−1((x1, e1), ..., (xm−2, em−2), (xm−1, em−1 + em))(X);
de plus
Sm−1((x1, e1), ..., (xm−2, em−2), (xm−1, em−1 + em))(X = xm−1) = (em−1 + em)
∏
1≤i≤m−2
(xm−1 − xi)
et par re´currence, pour x1, ..., xm−1 en position ge´ne´rale Sm(xi, ei)(xm = xm−1)(X) est de degre´
m− 1 et n’a que des racines simples; ainsi Disc (Sm(xi, ei)(X)), n’est pas identiquement nul. ///
Lemme 4.1.3 .— Si p = 2, soit f(X) :=
∏
1≤i≤2m+1
(X − xi) ∈ k[X ], avec x1, ..., x2m+1 ∈ k
2m+1,
alors f ′(X) = S(X)2 et Disc f(X)DiscS(X) ∈ F2[x1, x2, ..., xm] n’est pas identiquement nul.
Preuve. Soit S(X) =
∏
1≤i≤m
(X − yi) ∈ k[X ] avec yi 6= yj si i < j. Soit f(X) = 1+S(X)
2+XS(X)2
alors f ′(X) = S(X)2. Ainsi Disc f(X)DiscS(X) 6= 0. ///
Nous passons a` la preuve de la proposition.
Si p > 2, le lemme 4.1.2 montre qu’il existe ∆(X1, ..., Xm) ∈ k[X1, ..., Xm]− {0} tel que la con-
dition ∆(x¯1, ..., x¯m) 6= 0 implique que la forme diffe´rentielle ω = dF¯ (X)/F¯ (X) dont le nume´rateur
vaut Sm(xi, ei)(X) n’a que des ze´ros simples z1, ..., zm−1; on se retrouve localement avec un conduc-
teur < p. Conforme´ment a` [Le 2], les ze´ros y de la de´rive´e F ′ tels que F (y) est une unite´ fournissent
des centres des disques qui induisent un genre non nul dans le mode`le stable. Alors pour un tel ze´ro
on a F (X + y) = F (y) + F”(y)
2
X2 + ..., il suit du lemme 4.1.2 que v(F”(y)) = 0. Soit X = λp/2T
alors F (y + λp/2T )− F (y) ∈ λpRalg[T ] induit un reveˆtement e´tale de la droite affine de conducteur
mi = 2 < p comme annonce´ (cf. fig. 3)
fig. 3
V {Ram } V {Br}
ze´ro de ω
genre p−1
2
C C/G
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Si p = 2, le lemme 4.1.3. montre qu’il existe ∆(X1, ..., Xm) ∈ k[X1, ..., Xm] − {0} tel que
la condition ∆(x¯1, ..., x¯m) 6= 0 implique que la forme diffe´rentielle ω = dF¯ (X)/F¯ (X) n’a que
des ze´ros z1, ..., z(m−1)/2 de multiplicite´ 2; contrairement au cas pre´ce´dent on se retrouve locale-
ment avec un conducteur > p = 2. Nous appliquons l’algorithme du the´ore`me 3.2.2. Con-
side´rons y ∈ R˜ tel que y¯ soit racine de F¯ ′(X); nous la choisirons plus pre´cise´ment plus tard.
Ecrivons le 2-de´veloppement de Taylor spe´cial de F de niveau 3, on a F (X + Y ) = s0(Y ) +
s1(Y )X + s2(Y )X
2 + s3(Y )X
3... = (s0(Y )
1/2 + s2(Y )
1/2X)2 + (s1(Y ) − 2s0(Y )
1/2s2(Y )
1/2)X +
s3(Y )X
3...; la norme du coefficient de X donne N3(F
[1](Y )) = s1(Y )
2−4s0(Y )s2(Y ) = F
′2−2FF”.
Soit y une racine de N3(F
[1](Y )) qui se re´duit sur une racine ω = dF¯/F¯ ; alors s0(y) = f(y)
et s3(y) sont des unite´s et pour un choix convenable de la racine y on obtient: f(X + y) =
(s0(y)
1/2 + s2(y)
1/2X)2 + s3(y)X
3.... Soit X = λ2/3T et Z = λW + (s0(y)
1/2 + s2(y)
1/2X), alors en
re´duction on obtient l’e´quation W 2 −W = s¯3(y)T
3. Pour conclure il n’est nul besoin d’invoquer
le the´ore`me 3.2.2 puisque chaque ze´ro de ω = dF¯ (X)/F¯ (X) donne naissance a` une (seule) com-
posante; il est alors imme´diat de ve´rifier que l’on a le bon genre a` la fibre spe´ciale. (cf. fig. 4)
fig. 4
V {Ram } V {Br}
ze´ro de ω
genre 1
C C/G
4.2 Les courbes hyperelliptiques en p = 2
On a donc F (X) = s0 + s1X + ....+X
m avec (m, 2) = 1 et Disc F¯ 6= 0. Nous allons examiner le
cas ou` m est petit.
4.2.1 L’algorithme de Coleman revisite´
Dans le cas de petites valeurs de m on peut tenter d’obtenir un 2-de´veloppement de Taylor exact
de F (X) de niveau m (cf. 2.4.1). Pour m ≤ 7, nous e´crivons les e´quations de la varie´te´ de dimension
0 correspondante et calculons la 2-de´rive´e qui lui est attache´e en calculant comme dans le cas des
de´veloppements spe´ciaux. Enfin nous suivons notre algorithme pour calculer la 2-de´rive´e de niveau
m; les deux me´thodes donnent des 2-de´rive´es comparables. Pour m > 9, la me´thode de Coleman
donne naissance a` une varie´te´ dont nous ne connaissons pas la non vacuite´ et les calculs via notre
algorithme deviennent vite complique´s.
A. m = 3 i.e. g = 1.
On a donc F (X + Y ) = s0(Y ) + s1(Y )X + s2(Y )X
2 + X3 = (a0 + a1X)
2 + b1X + X
3 que
l’on re´sout en a0, a1, b1; on a a
2
0 = s0(Y ), a
2
1 = s2(Y ), b1 = s1(Y ) ± 2s0(Y )
1/2s2(Y )
1/2, ainsi
la norme dans un sens e´vident de b1 est N3(b1) = s1(Y )
2 − 4s0(Y )s2(Y ) = F
′2 − 2FF” =
−3Y 4 − 4s2Y
3 − 6s1Y
2 − 12s0Y + s
2
1 − 4s0s2 = F
′(Y )2 mod 2.
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Appliquons l’algorithme: F (X+Y ) = (s0(Y )
1/2+s2(Y )
1/2X)2+(s1(Y )−2s0(Y )
1/2s2(Y )
1/2)X+
X3; c’est un de´veloppement exact; ainsi la 2-de´rive´e de niveau m est aussi N3(F
[1](Y )) =
F ′2 − 2FF”.
Soit y une racine de N3(F
[1](Y )) alors la valuation de Gauss relative au disque v(X−y) ≥ 2
3
v(2)
induit une courbe elliptique en re´duction. On a potentiellement bonne re´duction.
B. m = 5 i.e. g = 2. On a cette fois (∗) F (X + Y ) = s0(Y ) + s1(Y )X + s2(Y )X
2 + s3(Y )X
3 +
s4(Y )X
4 +X5 = (a0 + a1X + a2X
2)2 + b1X + b3X
3 +X5
que l’on re´sout en a0, a1, a2, b1, b3. On a
s0(Y ) = a
2
0
s1(Y ) = 2a0a1 + b1
s2(Y ) = 2a0a2 + a
2
1
s3(Y ) = 2a1a2 + b3
s4(Y ) = a
2
2
On utilise le syte`me de calcul Maple:
b1 := s1−2∗RootOf(t
2−s0, t)∗RootOf(t2−(s2−2∗RootOf(u2−s0, u)∗RootOf(u2−s4, u)), t);
la commande evala(Norm(b1)); donne
N(b1) = (−64s4s
3
0 + 16s
2
0s
2
2 − 8s0s2s
2
1 + s
4
1)
2 = ((s1(Y )
2 − 4s0(Y )s2(Y ))
2 − 64s0(Y )
3s4(Y ))
2, (le
carre´ vient du passage a` une cloˆture galoisienne).
Appliquons l’algorithme, on a cette fois-ci
F (X + Y ) = (s0(Y )
1/2 + s2(Y )
1/2X + s4(Y )
1/2X2)2 + (s1(Y ) − 2s0(Y )
1/2s2(Y )
1/2)X
− 2s0(Y )
1/2s4(Y )
1/2X2 − 2s2(Y )
1/2s4(Y )
1/2X3 +X5;
ce n’est pas un 2-de´veloppement de niveau 5; cependant l’e´tape suivante modifie le coefficient de
X par −2s0(Y )
1/2(−2s0(Y )
1/2s4(Y )
1/2)1/2. Ainsi la 2-de´rive´e de niveau 5 est N5(F
[1](Y )) =
Norm((s1(Y ) − 2s0(Y )
1/2s2(Y )
1/2 − 2s0(Y )
1/2(−2s0(Y )
1/2s4(Y )
1/2)1/2) que l’on calcule avec
Maple
N5(F
[1](Y )) := (−3072s4s
4
0s2s
2
1 + 4096s
2
4s
6
0 − 2048s
2
2s4s
5
0 − 128s4s
3
0s
4
1 + 256s
4
0s
4
2 − 256s
3
0s
3
2s
2
1 +
96s41s
2
2s
2
0 − 16s
6
1s2s0 + s
8
1)
2
Cette norme est tre`s proche du carre´ de la pre´ce´dente. Ceci illustre le fait que parmi les 2-
de´veloppements de niveau donne´ les spe´ciaux ne sont pas ne´cessairement les meilleurs. Dans le
cas pre´sent la me´thode de Coleman est plus avantageuse.
Le the´ore`me 3.2.2 s’applique au 2-de´veloppement (*); ainsi soit y ∈ Ralg une racine de N(b1) qui
re´siduellement est racine de ω = dF¯ /F¯ ou ce qui revient au meˆme de F¯ ′(Y ) (puisque p = 2).
En particulier s0(y) est une unite´; on peut supposer que F
[1](y) = 0. Suivant le the´ore`me II. 2.2
on calcule
(∗∗) v(ρ) = max(
1
3
v(
22
b3(y)
),
1
5
v(22)).
On distingue alors 3 cas de figure:
1.— F¯ ′(Y ) a un seul ze´ro qui est d’ordre 4 et C a potentiellement bonne re´duction.
Ce cas se produit si et seulement si l’e´galite´ dans la formule (**) est re´alise´e pour j = 5
i.e. v(ρ) = 1
5
v(22). Par exemple c’est le cas pour F (X) = 1 + X5 (e´vident) ou pour
F (X) = 1+ 2X +X5 et dans ce n’est pas e´vident (on peut ve´rifier que c’est bien le cas en
calculant les invariants d’Igusa avec l’algorithme de Liu, cf. [Li 2]). On calcule N(b1(y)) =
17
−320∗y+1600∗y6−320∗y3−1600∗y7−2000∗y11+16+160∗y4+600∗y8+1000∗y12+625∗y16,
un algorithme utilisant le syste`me de calcul PARI montre que inf v(yi − yj) = (2/5)v(2).
On a donc potentielle bonne re´duction.
2.— F¯ ′(Y ) a un seul ze´ro qui est d’ordre 4 et C n’a pas potentiellement bonne
re´duction. L’existence d’une telle configuration (cf. fig. 5) est garantie par le recollement
formel de`s que les conditions diffe´rentielles e´voque´es en 3.2.4 sont satisfaites: dans la figure 5
conside´rons la composante P1k horizontale; le torseur de´ge´ne`re en α2 sur cette composante
et les 2 courbes elliptiques E et E ′ intersectent cette droite en deux points p et p′ qui
correspondent aux ze´ros de la forme diffe´rentielle additive ω1 = t
2(1+ t)2dt dont le poˆle est
le point d’intersection avec la composante initiale.
Ce cas de figure se produit par exemple pour F (X) = 1+21/2X3+X5 puisque le changement
X = 21/2T induit une composante de genre 1. D’autre part le changement X = 21/4T
donne Y 2 = 1 + 25/4(T 3 + T 5) qui induit un α2 torseur Y
2 = t3 + t5 := f et df = t2(1 +
t)2dt. La de´termination de l’autre composante de genre 1 ne´cessite l’algorithme: on calcule
N(b1(y)) = −95∗Y 16−300∗21/2∗Y 14−772∗Y 12+240∗Y 11−376∗21/2∗Y 10+200∗21/2∗Y 9+
36∗Y 8−384∗Y 7+640∗Y 6+144∗21/2∗Y 5+288∗Y 2−320∗Y = Y 16+4∗21/2∗Y 14+4∗Y 12+4∗Y 8
mod 23; ainsi si y est une racine de valuation (1/4)v(2), puisque b3(y) = 2
1/2 mod 2 il suit
que le changement X = y + ρT avec v(ρ) = (1/2)v(2) induit la deuxie`me composante de
genre 1.
Conside´rons maintenant le cas de F (X) = 1 + 2X + 21/2X3 +X5 . Contrairement au cas
pre´ce´dent il n’y a pas de ze´ro e´vident pourN(b1(y)) = (3084∗y
8+1600∗y6−4480∗y7−2000∗
y11+3700∗y12+625∗y16−96∗21/2∗y+96∗21/2∗y2+16−1872∗21/2∗y5+960∗21/2∗y4−3000∗
21/2∗y9+1152∗21/2∗y6+2880∗21/2∗y10+1500∗21/2∗y14−320∗y+592∗y4−896∗y3+288∗y2)2
cependant l’analyse du polygone de Newton montre que les racines du polynoˆme sont de
valuation 1
4
v(2) qui se re´partissent en 2 classes modulo 21/4; ainsi on peut trouver 2 racines
y1 et y2 avec v(y1 − y2) = v(y1) =
1
4
v(2) < 2
5
v(2) ce qui contredit le crite`re de bonne
re´duction (cf. Th. 3.3.1).
fig.5
ze´ro de ω
V {Br}V {Ram }
C C/G
F (X) = 1 + 2X + 21/2X3 +X5
E E ′
poles deω1
pole de ω
3.— F¯ ′(Y ) a deux ze´ros qui sont d’ordre 2. On trouve 2 composantes de genre 1 mais
contrairement au cas pre´ce´dent c’est la configuration ge´ne´rique (cf. fig. 4).
C. m = 7 i.e. g = 3. On distingue alors 6 cas de figure qui sont nume´rote´s en fonction de la
ge´ome´trie diffe´rentielle sous-jacente en respectant l’application de spe´cialisation dans un certain
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espace de modules. Par exemple ∆0 correspond au cas ou` la forme diffe´rentielle logarithmique
ω a 3 zeros de multiplicite´ 2 (c’est le cas ge´ne´ral vu en 4.1). Le cas ∆010 correspond au cas
ou` la forme diffe´rentielle logarithmique ω a 2 zeros dont l’un est de multiplicite´ 2 et l’autre de
multiplicite´ 4. Ce dernier cas se spe´cialise en ∆010 et correspond au cas ou` la forme diffe´rentielle
additive sur la droite projective sur laquelle s’appuient les 2 courbes elliptiques a 2 poles d’ordre
2; ce cas lui-meˆme se spe´cialisant dans ∆011.
On peut verifier que les conditions diffe´rentielles sont re´alisables et donc via le recollement formel
on peut construire des exemples correspondant a` chacune des 6 situations (cf. fig. 6). Nous
allons donner un exemple nume´rique sous la forme d’une e´quation globale Y 2 = F (X) dans
chacun des cas. Comme dans le cas du genre 1 on se simplifie la vie en choisissant un exemple
pour lequel une valuation qui induit une composante de genre non nulle correspond a` un disque
ferme´ centre´ en X = 0; on a ainsi Y = 0 qui est un ze´ro e´vident de la 7-de´rive´e.
On applique la me´thode de Coleman; cette fois
F (X + Y ) = s0(Y ) + s1(Y )X + s2(Y )X
2 + s3(Y )X
3 + s4(Y )X
4 + s5(Y )X
5 + s6(Y )X
6 +X7 =
(a0 + a1X + a2X
2 + a3X
3)2 + b1X + b3X
3 + b5X
5 +X7
que l’on re´sout en a0, a1, a2, a3, b1, b3, b5. On a
s0(Y ) = a
2
0, s1(Y ) = 2a0a1 + b1, s2(Y ) = 2a0a2 + a
2
1, s3(Y ) = 2a0a3 + 2a1a2 + b3, s4(Y ) =
2a1a3 + a
2
2, s5(Y ) = 2a2a3 + b5, s6(Y ) = a
2
3.
En utilisant le syte`me de calcul Maple on obtient
N(b1) := (−4096 ∗ s6 ∗ s0
5 ∗ s12+256 ∗ s04 ∗ s24−2048 ∗ s05 ∗ s22 ∗ s4−256 ∗ s03 ∗ s23 ∗ s12+96 ∗
s02∗s22∗s14+4096∗s06∗s42+1024∗s04∗s4∗s12∗s2−128∗s03∗s4∗s14−16∗s0∗s16∗s2+s18)2
Nous utilisons l’algorithme pour exhiber N7(F
[1](Y )), la 2-de´rive´e de niveau 7. Suivant le meˆme
principe que pour m = 5, apre`s 2 e´tapes on obtient comme coefficient de X ; s1(Y )−2∗ (−2)
1/2 ∗
((s0(Y ))
1/2 ∗ (s4(Y ))
1/2)1/2 ∗ (s0(Y ))
1/2 − 2 ∗ (s0(Y ))
1/2 ∗ (s2(Y ))
1/2; l’e´tape suivante le modifie
par un terme de taille 21+1/2+1/4 et puisque 1 + 1/2 + 1/4 + 2/7 > 2 on peut le ne´gliger pour
exprimer la 2-de´rive´ de niveau 7; ainsi
N7(F
[1](Y )) = (4096 ∗ s06 ∗ s42 − 128 ∗ s03 ∗ s4 ∗ s14 − 3072 ∗ s04 ∗ s4 ∗ s12 ∗ s2 − 2048 ∗ s05 ∗
s4 ∗ s22 + s18 − 16 ∗ s16 ∗ s2 ∗ s0 + 96 ∗ s14 ∗ s22 ∗ s02 − 256 ∗ s12 ∗ s23 ∗ s03 + 256 ∗ s24 ∗ s04)8
les radicaux de N(b1) et N7(F
[1](Y )) sont de degre´ 48 en Y et sont e´gaux modulo 212.
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1.— ∆0
On prend F (X) = 1 + X3 + X5 + X7; alors F¯ ′(X) = (X + X2 + X3)2 et X + X2 + X3
a trois racines simples. C’est la situation ge´ne´rale. On calcule N := N7(F
[1](Y )) d’ou`
les congruences rem(N, y9, y) mod 211 = 1024 ∗ y6 + 256 ∗ y7 + 256 ∗ y4 et Nmod2 =
y32 + y16 + y48; les racines sont regroupe´es dans 3 classes modulo 2 et si y est une racine
on a F [3](y) = 1 + y4 mod 2 ainsi v(F [3](y)) = 0 et le changement X = y + 22/3T induit
une courbe de genre 1.
2.— ∆010
On part du polynoˆme F¯ (X) = 1 +X5 +X7 dont la diffe´renrielle X4(1 +X)2dX a 2 ze´ros
d’ordre respectifs 4 et 2; on va montrer que F (X) = 1+21/2X3+X5+X7 convient. Remar-
quons que le changement X = 21/4T induit une equation Y 2 = 1+25/4(T 3+T 5)+27/4T 7 qui
induit un α2-torseur Y
2 = T 3+T 5 := f et df = (T +T 2)2dT a 2 racines doubles; on trouve
(certainement) ainsi la composante qui croise les 2 courbes elliptiques. Pour confirmer cela,
on calcule la 7-de´rive´e N := N7(F
[1](Y )) et on analyse son polygone de Newton, quelques
congruences permettent de conclure: N = Y 32+Y 48 mod 2, rem(N, Y 33, Y ) mod 2 = Y 32
rem(N, Y 3, Y ) mod 213 = 4096 ∗ Y 2, rem(N, Y 17, Y ) mod 25 = 16 ∗ Y 16; ainsi il y a 16
racines de valuation ≥ (4/7)v(2); 16 autres de valuation (1/4)v(2) et enfin les 16 autres de
valuation nulle. Le premier lot correspond a` la valuation sur le disque v(X − y) ≥ 1/2 qui
induit une courbe elliptique (notez que (4/7)v(2) > (1/2)v(2)).
3.— ∆011
On prend F (X) = 1 +X5 +X7; alors (F¯ (X))′ = X4(1 +X)2. Le changement X = 22/5T
induit en re´duction une composante de genre 2. On calcule N := N7(F
[1](Y ) = Y 48 + Y 32
mod 2; puisque (F [3](Y ) = Y 4 mod 2; il suit que la composante de genre 1 est induite par
le changement X = y + ρT ou` y = 1 mod 2 est racine de N7(F
[1](Y ) et v(ρ) = (2/3)v(2).
4.— ∆020
On va montrer que F (X) = 1 + 2X3 + 21/2X5 +X7 convient. Notons que (F¯ (X))′ = X6
et que le changement X = 22/3T induit en re´duction une composante de genre 1; enfin
le changement X = 21/4T induit une e´quation Y 2 = 1 + 27/4(T 3 + T 5 + T 7) et donc un
α2 torseur Y
2 = T 3 + T 5 + T 7 = f et puisque df = T 2(1 + T + T 2)2dT on pre´voit que
l’on a la` la composante qui supporte les 3 composantes elliptiques: prouvons cela. On
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calcule la 7-de´rive´e N := N7(F
[1](Y )) et on analyse son polygone de Newton, quelques
congruences permettent de conclure: N = y48 mod 2, rem(N, y33, y) = 16 ∗ y32 mod 25,
rem(N, y3, y) = 8192 ∗ y2 mod 214, rem(N, y17, y) = 256 ∗ y16 mod 29. Il suit que les
racines se re´partissent en 16 de valuation ≥ 5/14 puis 16+16 en 2 classes modulo 21/4.
5.— ∆021
On prend F (X) = 1 + 21/2X5 + X7; alors (F¯ (X))′ = X6. Le changement X = 23/10T
induit en re´duction une composante de genre 2. Le changement X = 21/4T induit une
e´quation Y 2 = 1 + 27/4(T 5 + T 7) et donc un α2 torseur Y
2 = T 5 + T 7 = f et puisque
df = T 4(1 + T )2dT ; comme pre´ce´demment on ve´rifie que l’on a ainsi la composante qui
supporte les 2 composantes de genre respectif 1 et 2.
6.— ∆022
F (X) = 1 +X7 convient!
4.2.2 Illustrations dans le cas p > 2.
A. Un exemple instructif.
Dans cet exemple p = 3, F (X) = 1 + cX3 + X4; pour c ∈ R. Notons que le discriminant
DiscF (X) = 256− 27c4 = 1 mod 3; ainsi la ge´ome´trie du lieu de branchement est e´quidistante.
Dans ce cas nous avons m− 1 = p et nous allons voir que le crite`re de bonne re´duction de [Le 2]
est insuffisant (cf. th. 3.3.2). Nous remarquons que F ′(X) = X2(3c+ 4X); suivant le the´ore`me
3.3.2, si la courbe Y p = F (X) a bonne re´duction il existe d ∈ R tel que
A′(X) = (X − d)3 mod λ3/4
Comme 3 ∼= λ2 il suit que la condition de [Le 2] est e´quivalente a` d3 = 0 mod λ3/4 et donc d = 0
mod λ1/4. On doit donc tester si il y a bonne re´duction pour λ
3/4
X−d
et dλ−1/4 = 0 mod λ1/2 i.e.
v(d− d′) ≥ (3/8)v(3).
Appliquons l’algorithme.
F (X + Y ) = X4 + (c+ 4Y )X3 + (3cY + 6Y 2)X2 + (3cY 2 + 4Y 3)X + 1 + cY 3 + Y 4
la 3-de´rive´e de niveau 4 vaut
N4(F
[1](Y )) = −33s0(Y )
2s3(Y )+s1(Y )
3 = −44Y 9−99cY 8−54c2Y 7−216Y 5−270cY 4−54c2Y 3−
108Y − 27c
Soit y = d ∈ R′ une racine de N4(F
[1](Y ), alors v(d) > 0 et donc s0(y) est une unite´. Alors
F (X + d) = X4 + (−3s0(y)
1/3s3(y)
2/3 + s2(y))X
2+ (−3s0(y)
2/3s3(y)
1/3 + s1(y)
3)X + (s0(y)
1/3 +
s3(y)
1/3X)3 = (s0(y)
1/3 + s3(y)
1/3X)3 + (−3s0(y)
1/3s3(y)
2/3 + s2(y))X
2 +X4.
Notons que s2(y) = (3cd + 6d
2) est divisible par 3; il suit que l’on a bonne re´duction pour
X = λ3/4T .
///
B. Des limites de l’algorithme.
Dans [Ma], on montre que pour a1, a2, ..., an ∈ Z
nr
2 suffisament ge´ne´raux et
F (X) :=
∏
(ǫ1,..,ǫn)∈{0,1}n
(1 + (
∑
1≤i≤n
ǫiai)
2X)
il existe b0, b1, ..., bn−1 ∈ Z
nr
2 tels que
F (X) = (1 +
∑
1≤i≤n−1
biX
2n−1−2i−1)2 + b20X
2n−1 mod 4Znr2 .
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Cette dernie`re congruence fournit un 2-de´veloppement de Taylor de F (X) a` l’ordre m = 2n − 1
et de niveau quelconque (cf. De´f. 2.4.4).
Soit R := Znr2 [π] avec π
2n−1 = 22, alors l’e´quation Y 2 = F (X) de´finit une courbe hyperelliptique
ayant bonne re´duction sur R relativement a` la valuation de Gauss en S := (2)−2/(2
n−1)X avec
m = 2n − 1.
Il doit eˆtre clair dans l’esprit du lecteur que l’algorithme propose´ dans cette note ne permet pas
de montrer la congruence qui pre´ce`de.
5 Re´duction stable des reveˆtements p-cycliques d’une courbe
de genre > 0 qui a bonne re´duction en p; cas d’un lieu de
branchement a` ge´ome´trie e´quidistante.
On conside´re un reveˆtement p-cyclique C → D := C/G tel que la courbe quotient D admet un
mode`le lisse D′ et que le lieu de branchement Br se spe´cialise en des points distincts B¯r ⊂ D′s. Dans
ce cadre, le lemme 3.2.1 se ge´ne´ralise en:
Lemme 5.0.1 .— Apre`s extension finie de K, le mode`le C′ de C, obtenu par normalisation du
mode`le lisse D′ de D a une fibre spe´ciale re´duite qui est un reveˆtement radiciel de D′s; les singularite´s
sont des cusps et se trouvent au-dessus des ze´ros ∈ D′s d’une forme diffe´rentielle logarithmique ω
re´gulie`re en dehors de B¯r. Le graphe d’intersection de la fibre spe´ciale Cs du mode`le stable C de la
courbe pointe´e (C,Br) est un arbre (il n’y a pas de cycles) et le mode`le D de D obtenu par quotient
de l’action de Z/pZ sur C a une fibre spe´ciale qui est un arbre de droites projectives attache´es a` D′s
en les points de B¯r ⊂ D′s.
Preuve. Conside´rons l’anneau local de D′ au point ge´ne´rique de la fibre spe´ciale; c’est un anneau
de valuation discre`te; soit v la valuation correspondante. Soit C′, le mode`le de C, obtenu par
normalisation du mode`le lisse D′ de D. Par [Ep], apre`s une extension finie de K, on peut supposer
que la fibre spe´ciale de C′ est re´duite.
Nous allons voir qu’elle est inte`gre et que le µp-torseur au-dessus de D
′−Br induit un µp-torseur
au-dessus de D′s − B¯r.
Une e´quation du reveˆtement est Zp = F ∈ K(D) ou` v(F ) = 0; alors F de´finit un diviseur
principal de la R-courbe D′, (F ) :=
∑
1≤i≤m+1
eiV ({xi}) + p(D0) ou` Br = {xi, 1 ≤ i ≤ m + 1} et
V ({xi}) de´signe la fermeture sche´matique de {xi}, enfin ei ∈ N avec (ei, p) = 1 et (D0) est un
diviseur horizontal. On a donc modulo π; (F¯ ) =
∑
1≤i≤m+1
eix¯i + p(D0s) (cf. [Li] Lemma 7.1.29);
ainsi F¯ n’est pas une puissance p-ie`me dans k(D′s) et donc l’e´quation Z¯
p = F¯ ∈ k(D′s) de´finit un
µp-torseur au-dessus de D
′
s − B¯r. La forme diffe´rentielle logarithmique ω := dF¯ /F¯ est une forme
diffe´rentielle sur D′s (inde´pendante de F ) qui est re´gulie`re en dehors de B¯r; c’est la forme diffe´rentielle
associe´e au torseur.
La fibre spe´ciale C′s est alors home´omorphe a` D
′
s et puisque le diviseur de F¯ a une multiplicite´
en x¯1 premie`re a` p; une modification de l’e´quation du torseur va donner la multiplicite´ 1 et induire
un mode`le lisse en x¯1. Ainsi les singularite´s de la courbe C
′
s sont des cusps situe´s dans les ze´ros de
ω et en dehors des x¯i.
Si x est un ze´ro de ω, apre`s localisation en x on se retrouve dans la situation locale de´crite par
Raynaud dans ([Ra1], de´monstration du the´ore`me 1 p. 182)), le lemme suit. ///
Le the´ore`me 3.3.1 a une ge´ne´ralisation que nous de´crivons brie`vement.
Soit d¯ ∈ D′s, un ze´ro de ω d’ordre m − 1 = m(d¯) − 1. Une e´quation du torseur au-dessus de
la fibre formelle en d¯ est Zp = F (X) ∈ R[[X ]]; ou` F (X) est une unite´ modulo π. Dans le se´pare´
comple´te´ du module de diffe´rentielle ΩR[[X]]/R on a alors l’e´galite´ dF¯/F¯ = u(X)X
m−1dX mod π ou`
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u(X) est une unite´ modulo π . Comme dans le cas des polynoˆmes, on fait un p-de´veloppement de
Taylor spe´cial a` l’ordre m et de niveau n avec pn < m < pn+1 (cf. 2.5.1),
F (X + Y ) = E(X, Y )p +
∑
1≤j≤m, (j,p)=1
F [j](Y )Xj mod (pcnX,Xm+1)
ou` E(X, Y ) ∈ (R[[Y ]])alg[X ], degX E(X, Y ) = [m/p] et F
[j](Y ) ∈ (R[[Y ]])alg (notez que la congru-
ence impose l’e´galite´ E(0, Y )p = F (Y )). De manie`re analogue a` III.4.1, on de´finit la p-de´rive´e de
niveau m,
Nm(F
[1](Y )) := NLn/K(Y )(F
[1](Y )) ∈ R[[Y ]].
Par le the´ore`me de pre´paration de Weierstrass Nm(F
[1](Y )) = Pm(Y )Um(Y ) ou` Pm(Y ) ∈ R[Y ] est
un polynoˆme distingue´, Pm(Y ) = Y
(m−1)pr(m) mod π, et Um(Y ) ∈ R[[Y ]] est une unite´. Les ze´ros de
Pm(Y ) donnent des centres des disques ferme´s de la droite projective qui induisent une composante
de genre non nul dans la fibre spe´ciale Cs du mode`le stable C de la courbe pointe´e (C,Br) au-dessus
du ze´ro d¯ ∈ Ds de ω.
Si D n’est pas la droite projective, il y a plusieurs obstacles pour rendre les arguments pre´ce´dents
algorithmiques.
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