l probes in turbocharged diesel engines are usually located downstream of the turbine, exhibiting a good dynamic response but a significant delay because of the exhaust line transport and the hardware itself. With the introduction of after-treatment systems, new sensors that can measure the exhaust concentrations are required for optimal control and diagnosis. Zirconia-based potentiometric sensors permit the measurement of nitrogen oxides and oxygen with the same hardware. However, their dynamic response is slower and more filtered than that of traditional l probes and, in addition, the sensor location downstream of the after-treatment systems increases this problem. The paper uses a Kalman filter for online dynamic estimation of the relative fuel-to-air ratio l 21 in a turbocharged diesel engine. The combination of a fast drifted fuel-to-air ratio model with a slow but accurate zirconia sensor permits the model bias to be corrected. This bias is modelled with a look-up table depending on the engine operating point and is integrated online on the basis of the Kalman filter output. The calculation burden is alleviated by using the converged gain of the steady-state Kalman filter, precalculated offline. Finally, robustness conditions for stopping the bias updating are included in order to account for the sensor and model uncertainties. The proposed algorithm and sensor layout are successfully proved in a turbocharged diesel engine. Experimental and simulation results are included to support validation of the algorithm.
Introduction
Three decades ago, the introduction of narrow-band or exhaust gas oxygen sensors 1 was the key for the implantation of three-way catalysts. Subsequently, universal exhaust gas oxygen (UEGO) or wide-band l sensors were implemented in diesel engines. l measurement in diesel engines is used for obtaining the bounded values for fuel injection and for correcting the injector drift. In the case of low-temperature combustion processes, 2 the intake charge composition, and hence l, has a key influence on the combustion stability and control. 3, 4 In the last 15 years, zirconia (ZrO 2 )-based potentiometric nitrogen oxide (NO x ) sensors [5] [6] [7] have undergone major development because of the special attention paid to NO x emissions in turbocharged diesel engines (see 2007 Regulation (EC) No 715/2007 8 ). These sensors can measure the NO x concentration and l in the exhaust.
The implantation conditions for exhaust concentration sensors depend significantly on the after-treatment configuration. A wide variety of solutions can be implemented downstream of the turbine in turbocharged diesel engines, such as a selective catalyst reduction (SCR) and a de-NO x catalyst for NO x reduction, a diesel particulate filter for soot and particulate matter reduction, and a diesel oxidation catalyst for hydrocarbon and carbon monoxide oxidation. Manufacturers are struggling to find a configuration for the systems and sensors that optimises the trade-off between low emissions, efficient torque production, low cost and robustness. The usual position for the UEGO sensor when determining the air-to-fuel ratio is directly downstream of the turbine; in this way the sensor is near the source but avoids the large pressure variation that exists in the exhaust manifold. However, if SCR or a de-NO x catalyst is used, a NO x sensor is needed to control them. This type of sensor must be placed downstream of the after-treatment devices in order to measure the tail-pipe emissions, as sketched in options 1, 2 and 3 of Figure 1 . Current NO x sensors are based on planar ZrO 2 technology and consist of two ion current pumps, the first of these providing a measurement of the oxygen concentration in the gas (a good explanation of this has been given by Riegel et al. 6 ). Hence, it seems possible to avoid a UEGO sensor and to rely on only the NO x sensor information, as depicted in exhaust line 3 of Figure  1 .
However, because the NO x sensor is located far from the engine, the sensor performance must be examined, since the sensor responses are not always sufficient for control or real-time purposes. The UEGO sensors exhibit fast response times of around 70 ms with sufficient accuracy; 9 this can be improved, as proposed by Alberer and del Re, 10 by moving the oxygen sensor upstream of the turbine and using a Kalman filter (KF) 11 to take into account the pressure effect on the output signal. The NO x sensor response time is about 500 ms but, if placed downstream of the aftertreatment systems, its response is affected by considerable transport delay and filtering. Figure 2 compares l 21 signals for a UEGO sensor located upstream of the after-treatment systems, and for an NO x sensor located downstream of the after-treatment systems in a turbocharged diesel engine. The NO x signal is significantly slower and more filtered than is the UEGO sensor signal, although the steady-state accuracy seems to be sufficiently accurate at a glance.
The sensor response can be evaluated when a step variation in the injected fuel mass is applied, as shown in Figure 3 , where a sharp variation in the fuel injection from 6 mg/stroke to 3 mg/stroke was made. The signal l À1 s from the NO x sensor is compared with the expected variation in l 21 . Because of the location and sensor characteristics, the sensor is not able to reproduce the step.
Models and virtual sensoring techniques 12-15 may be used as an alternative to sensors, since they provide fast dynamic responses and offline prediction capabilities. However, models suffer from a bias that varies with the time and the operating conditions. The inability of standard models to deal with engine drift is one of the main problems that challenges modelling researchers. With respect to Figure 3 Figure 3 . l À1 s , l À1 m and expected actual l 21 signals during an injection step from 6 mg/stroke to 3 mg/stroke at 1500 r/min. based on the injected fuel mass m f estimated by the electronic control unit (ECU) and the air mass flow m a determined using a hot-wire anemometer, is also represented. In comparison with the sensor, the model is faster and non-delayed but presents a bias with respect to the steady-state value obtained with the sensor. Furthermore, this bias may vary before and after the step.
This paper presents a methodology for combining data from models and sensors applied to the oxygen estimation in the exhaust line of a turbocharged diesel engine. To achieve this, an NO x sensor is located downstream of the after-treatment systems and a fast simple model is calculated by using the available signals of the intake air mass flow and the injected fuel quantity in a series turbocharged diesel engine with after-treatment systems. A look-up table, containing the injected fuel mass and the engine speed, is added to the model for correcting the bias and a KF observer is used for tracking the bias evolution. The fuel-to-air ratio l 21 is estimated instead of l because it presents a bounded value (ranging from 0 to 1, although slightly higher values can be reached during engine load transients). The algorithm does not require special knowledge of the modelling of the after-treatment systems as the proposed model is considered sufficiently fast to represent the actual l 21 dynamics.
The paper is structured as follows. The second section describes the experimental set-up and the two main possibilities for inferring l in diesel engines, i.e. from sensors and models. The third section depicts the l estimation problem, proposing a drift correction algorithm using a KF and introducing some robustness conditions for taking into account signal uncertainties and the use of look-up tables for modelling the dependence of drift on the engine's operating point. The fourth section shows the experimental validation of the proposed algorithm in a turbocharged diesel engine. More concretely, the results on the fuel injection steps and the New European Driving Cycle (NEDC) are shown. Finally, the fifth section gives the conclusions.
Experimental set-up and available information on l

Experimental set-up
Tests were performed on a common-rail diesel engine with exhaust line 3 presented in Figure 1 and with the main characteristics shown in Table 1 . The engine is installed on an engine test bench and is coupled to a variable-frequency eddy current dynamometer which allows dynamic tests to be carried out. An open ECU permits the injection parameters, such as the injection pressure, the start of injection and the injection duration, to be varied. The boost pressure and exhaust gas recirculation control set points can also be calibrated.
A real-time hardware system is connected via a controller area network with a rapid prototyping system, capable of sending to and receiving from ECU channels, both via ETK connections. A commercial NO x ZrO 2 sensor is used to measuring the oxygen concentration downstream of the after-treatment systems (from which l 21 was derived). Additionally, a UEGO sensor is installed at the turbine outlet for comparison. To provide a reference signal, an exhaust gas analyser, the measurement capability of which is based on the nondispersive infrared method, is used. The air mass flow signal m a comes from a hot-wire sensor installed upstream of the compressor, and the injected fuel quantity m f is estimated by the ECU. 354 steady-state tests are carried out for the static calibration, while a set of injection steps and homologation cycles are performed for dynamic calibration and algorithm verification.
Sensor measurement
The NO x sensor provides very accurate information on l 21 in steady-state operation. The static measurements l À1 s from the sensor are compared with the measurements l À1 g from the gas analyser in Figure 4 . The slow dynamic response of the sensor, which is shown in Figure 3 for an injection step, is explained by several reasons: the fact that the distance and gas volumes (for the after-treatment systems, turbine and manifolds) between the engine exhaust and the sensor location affect the transport delay and distort the signal; the measurement principle of the sensor and the sensor hardware itself; the acquisition chain. Although slow, the sensor is quite precise, since several repetitions of the same test provide similar results. This is illustrated in Figure 5 , where two repetitions of the same fuel step are depicted for two different engine speeds. Figure 5 According to the sensor's steady-state accuracy, the measured value l À1 s can be related to the actual value of l 21 by the application of a pure transport delay and a filter given by
where z À1 represents the unit delay of the discrete representation and T is the sampling period. Although other model structures could be used, a delayed linear first-order discrete model is chosen, where the main important parameters are the filtering quantity a and the sensor-to-model pure delay t. A noise v has been added to the delayed and filtered value l À1 f in order to represent the measurement noise and other uncontrolled effects.
Dynamic characterisation of the sensor is mandatory for identifying equation (1) . Procedures based on provoking step transitions in the gas concentration may be employed, 17, 18 although these add complexity and cannot be easily carried out during normal engine operation. Another option, which is suitable for online purposes, is applying step-like transitions in the measured variables by modifying fast actuators such as the injection profile, which are electronically driven parameters and thus no more than a cycle delay is expected. 19 Then, sharp variations in l 21 can be easily made in current engines during their normal operation by applying injection steps, and least-squares fitting may be used to fit equation (1) (although robust recursive identification techniques could also be used 20 ) . Figure 6 shows the evolution of the measured l À1 s and the identified sensor model l À1 f for two different operating conditions. Figure 6 (a) is used for identification while validation is provided by Figure 6 (b). The fit is good, even in Figure 6 (b), although a slight error can be appreciated, which suggests that the dependence of the sensor dynamics on the engine operating point may be neglected in a first approach. l 21 modelling Different l 21 models can be found in the literature, such as those presented by Nyberg and Stutte 21 and Cesario et al. 22 In this paper, a simple model is judged to be sufficient to track the dynamic behaviour of l 21 . The proposed model is where m f is the injected fuel mass as estimated by the ECU, m a is the air mass as measured using the series hot-wire anemometer and 14.5 represents the stoichiometric air-to-fuel ratio. Both m f and m a can be expressed as flows (kg/s) or on a cylinder and cycle basis (mg/stroke). The model neglects mass accumulation effects along the intake and the exhaust lines.
l À1 m presents a significant bias that strongly depends on the operating conditions for the following reasons.
1. m f is obtained from internal calculations of the ECU, and the response is fast and non-delayed but is based on tabulated values which rely on the rail pressure measurement and the injection duration. The errors in these tables can be significant when short injections or split-injection strategies are applied. On the other hand, the manufacturing discrepancies in the injector and ageing can create a significant unit-to-unit (and cylinder-to-cylinder [23] [24] [25] ) dispersion in the actual injected quantity. 2. While the m a sensor response is judged to be sufficiently fast and non-delayed to be directly used as a model input, the accuracy of the sensor is not very high (e.g. in the paper by Desantes et al. 26 the nonsystematic error of the air mass flow sensor was quantified with a standard deviation of 3.229%, in part owing to flow pulsations in the intake line associated with the engine speed). On the other hand, during transient processes in which a significant variation in the air mass accumulated in the manifolds exists, the air mass flow measured in the intake line is different from that entering the engine. 27 This can be corrected by taking into account the pressure variations in the m a estimation, although this is not considered in the current paper. Figure 7 compares the model steady-state results with the gas analyser measurements. As can be easily seen, the model provides a lower accuracy than that of the sensor (shown in Figure 4 ). Regarding the transient behaviour, the model has a fast response as shown in Figure 3 for an injection step, although a bias is clearly noticed.
With this scenario, the model output l À1 m can be related to the actual value of l 21 considering a bias u by
The model bias is not constant and varies with the operating condition, since the error in m a depends significantly on the engine speed, and the error in m f is affected by the injection profile (and hence the torque). Figure 8 (a) and (b) shows the bias estimation for the measured steady-state points and its variations with the engine speed and the torque respectively.
Additionally, the bias varies slowly with time owing to the system drift. The model drift may be associated with injection soiling, the air mass flow sensor drift or the variations in the leakage in the intake manifold and blow-by. In order to model this, both effects, namely the dependence on the operative conditions, and the drift, must be considered according to Figure 7 . l À1 m and l À1 g values for different steady-state operating conditions; the linear fit and the correlation coefficients are represented.
Although the variation ∂u=∂t in the bias associated with the system drift is expected to be slow, the actual variation in the bias may be very fast, because of the ability of the engine to perform a fast transition between operating conditions (defined by n and m f ).
Fast l 21 estimation
Problem set-up and methodology
The goal is to provide an estimationl À1 of the actual value of l 21 combining the information l À1 s provided by the sensor and the information l À1 m provided by the model. The basic idea is to keep the model dynamics while correcting the model bias (and its drift), which benefits the sensor's steady-state performance. Figure 9 summarises a schematic representation of the proposed structure. All calculations and equations are set up in discrete form where T represents the sampling period, which corresponds to 20 ms for the results shown in this paper. The main inputs are the injected fuel mass m f , the air mass flow m a , the speed n and the sensor signal l À1 s . Because of the strong bias dependence with the operative conditions, a two-dimensional (2D) look-up table value H is used to account for this variation depending on the engine speed and the load. Hence the current bias value may be represented as
where a noise w is added to the tabulated value H k (n k , m f, k ) in order to consider the modelling errors, and to deal with the system drift.
Through the combination of the sensor and the model information (conveniently delayed to be comparable), a KF is used to track the values of the bias and of the filtered value of l 21 , thus providing the estimates û andl À1 f . The 'freezing' conditions block adds robustness to the algorithm, stopping the integration when the sensor signals or model are not reliable.
In order to deal with the system drift, the look-up table value H is updated on the basis of an adaptive algorithm that uses the estimateû according to
Finally, the estimationl À1 is built up from the current model output l À1 m and the tabulated value of the bias.
Observer design
The proper combination of equations (2) and (1) allows to write the system in the linear discrete time state space representation according to
with the system state x k , measurement y k and input u k defined as
The matrices for the system (7) are
The optimal solution of the estimation problem (i.e. estimating the state x of the system from the evolution of y and u) was addressed by Kalman 11 and has been applied by different researchers to the automotive domain (see, for example, the papers by Schilling et al. 9, 28 , Alberer and del Re and Desantes et al. 29 ). In the first step, the state is estimated by considering the system input and their expected dynamic characteristicŝ
and in the second step the a priori estimate of the statê x kjkÀ1 is updated using the error calculation e k and the KF gain K k given by e k = y k À Cx kjkÀ1 ð11aÞ
The Kalman gain K k is calculated recursively by solving the Ricatti equation that minimises the estimation error according to
where the matrix P defines the estimation error variance. Since the current application considers a linear time-invariant (LTI) and a fully observable system, the filter is steady state. 30 A constant Kalman gain matrix K ' is then considered and calculated offline from
The use of a constant K ' leads to a suboptimal filter, neglecting K updating. 31 However, for the considered case, this fact does not really matter because the initial P matrix is unknown and convergence is obtained after a few iterations. Then the use of K ' alleviates the computational burden and online implementation, and this could be utilised in commercial ECUs. In any case, if a more complex sensor model (including the effect of the operating conditions on the sensor dynamics) were employed, the Kalman gain would vary with time, and then K k should be calculated online.
Observer tuning
KF tuning consists in adequately selecting the noises s 2 w and s 2 v , which affect the process and the sensor. Then, the optimal K k is calculated from these noises. Figure 10 shows the different values of the two elements of K ' for different values of s 2 w =s 2 v . The bias gain is the first element of the K ' vector and the sensor model gain is the last element of the K ' vector. Note that, the lower the sensor noise considered (i.e. the higher the s 2 w =s 2 v considered), the faster the estimations of the states are updated (because the sensor measurement is propagated to the states).
Hence, the gain selection defines how fast the bias is cancelled, but the following two issues must be considered.
1. The filter also rejects the sensor noise. Using a very high Kalman gain implies that the measurement noise is not filtered. 2. If the dynamic characteristics of the sensor are not perfectly known, a high value of the gain causes the system to rely on incorrect information, and then peaks appear inl À1 . To illustrate the latter issue, synthetic signals of a first-order model such as equation (1) are used. A step transition in l 21 is simulated, but using a9 = a6s a , t9 = 6s t , the initial bias value u 0 and the final bias value u 1 . Since synthetic signals are used, the filter performance can be evaluated through the comparison of l À1 with the actual l 21 . The results can be seen in Figure 11 . The basic cases correspond to the following.
1. Sensor perfectly known (a9 = a; t9 = t) with a step in the bias (u 0 6 ¼ u 1 ). In this case, the higher K ' , the faster is the bias corrected, as depicted in Figure 11 (a). 2. Constant bias and uncertainty in the sensor description (a9 6 ¼ a; t9 6 ¼ t). In this case, high K ' values rely excessively on the poorly known sensor dynamics, creating artificial peaks, as shown in Figure 11 (b).
The general error case in the sensor modelling is a (non-linear) superposition of the previous cases, and it is clear that a trade-off in the selection of the K ' must be considered according to the uncertainties in the signals and the required convergence speed. For the considered application, the sensor exhibits a significant variation in its dynamic properties and a consistent model was not derived for the whole engine operating range. This would force a low value of K ' (and hence a slow correction of the model bias), but several modifications are proposed next.
Data-based methods could be used to estimate the appropriate noise trade-off. 32 Here, filter tuning is carried out by a Monte Carlo method application presented by Payri et al., 33 where the uncertainties in the sensor knowledge, the expected working points (the n and m f values) and the different expected u values are used to evaluate the filter performance for different s 2 w =s 2 v values. These variations are considered with statistical distributions, and the configuration which minimises the total error is selected.
Robustness against signals uncertainties
Three main circumstances affect the correct algorithm performance.
1. Sensor saturation. NO x sensors exhibit saturation problems for high oxygen partial pressures (low l 21 ). Figure 12 shows the saturation pointfor the tested NO x sensor, where two units of this model are located downstream of the turbocharger and downstream of the after-treatment systems. If the KF is active, integration would be incorrect in these situations as long as l À1 s is not reliable. 2. Sensor and model uncertainties during highly dynamic transients. The sensor behaviour, defined by a and t, varies with the time, the boundary conditions and the system conditions and because of ageing and unit-to-unit dispersion. In order to avoid incorrect integrations, these must be considered. Furthermore, the sensor model considered in equation (1) could not be sufficiently complex to account for the actual sensor performance. An incorrect sensor model leads to peak errors, especially when a sharp transient occurs.
3. Spurious measurements. The signals involved can present outliers or errors that could be fatal for the algorithm.
When these occur, integration must stop. A set of deactivation IF-THEN or freezing rules were programmed for this. If some of the conditions
(where equations (14a) to (14c) deactivate the filter in highly dynamic transients or in the case of spurious measurements, equation (14d) holds if sensor saturation occurs, equation (14e) holds if measurement outliers are detected and, finally, equations (14f) and (14g) are included to provide robustness to the estimation) are true, then e k = 0. These conditions make the table update highly insensitive to errors in the sensor model, in the sensor output and in the model output.
Setting this kind of rule allows use of a much higher Kalman gain because the integration during areas where u is not correctly estimated is avoided. The definition of the rules and thresholds needs to be made according to the level of uncertainty in the sensor knowledge, the noise level in the signals, the reliability of the model and the assumptions concerning the dynamic characteristics of the l 21 evolution. Figure 13 showsl À1 in injection steps when using the freezing rules. Figure 14 compares thel À1 curves obtained with two different freezing conditions for one sharp injection transient, the l 21 value is drastically varied and the bias is affected by the operating conditions (it varies from 0 at the beginning of the test to 0.1 after the fuel step). In all cases, a significant error in the sensor model is assumed (a9 6 ¼ a and t9 6 ¼ t). It can also be seen that including freezing mitigates the overshoot in the correction; however, excessive freezing will result in completely deactivating the integration of the filter, and then no bias correction would be made during engine operation. The Monte Carlo calibration method presented by Payri et al. 33 can also be used to tune the freezing thresholds F 1 to F 7 .
Look-up table adaptation and l 21 estimation
The look-up table in Figure 9 is used to include the dependence of the bias on the operative conditions. The look-up table interpolation principle is based on a 2D bilinear interpolation considering the four neighbours. If some point is beyond the defined table Figure 13 .l À1 values obtained (a) without the table and (b) using the adaptive table, which changes the operating point condition of the engine, repeating twice a cycle using simulation data: black curves, l À1 s ; dashed black lines, l À1 m ; grey curves, l À1 . Deactivation freezing rules are applied. Figure 14 .l À1 values obtained for two different freezing conditions for an injection step at 2250 r/min. The thin solid curves representsl À1 , with the lighter to darker grey colours indicating less to more severe freezing condition. l À1 f models for eachl À1 are also included.
scheduling points, the value is saturated to the closest value to avoid incorrect calculations. At every iteration, the initial estimation of the bias is interpolated from the H value in the table according tô
where the table scheduling inputs, namely the engine speed n and the injected fuel mass m f , are conveniently delayed in order to consider the sensor delay. The KF provides an updated value of the bias (at the delayed input conditions) which is used to update the table with a learning method. There are several possibilities for adaptation of the table in the literature; [34] [35] [36] here the method explained by Guardiola et al., 37 a KF-based algorithm for updating look-up tables, is used. While considering the table as an independent block, the system remains simple. At every iteration, only equation (11b) must be solved as long as K k has been precalculated offline. The main benefit of this is that the converged K ' obtained for the filter remains constant although the table changes its elements, without affecting the calculation burden.
Once the table has been adapted, an updated value of the bias is obtained for the current operative conditions, which is used for obtaining the final estimation, as given bŷ
where the current values of the inputs and the model are used, in order to provide information which is more updated.
To illustrate the look-up table performance, Figure  13 shows the simulation of l 21 for a repetition of the same profile. In case at hand, t is zero and a has a certain error. Figure 13(a) represents the evolution if the adaptive table is not used. In the case when the adaptive table is used (Figure 13(b) ), the first part of the cycle serves for bias identification (initially all the elements of the table are set to zero), and in the second part of the cycle the estimation is significantly improved because of the stored values. Note that, during integration of the transients, error integration starts slightly after the step because of deactivation of the freezing rules.
Different tables may also be used in the cases when different combustion modes (split injection and exhaust system regeneration) or coolant temperatures are used, in order to account for the different bias in the m f estimate when the injection settings change. Each table is updated only when the mode is activated and can add more accuracy to the estimate although increasing the programming burden.
Experimental validation
This section covers the experimental validation of the algorithm. In order to provide a reference signal for assessing the algorithm, the injection steps are performed in the engine andl À1 is calculated. Since injection is a fast-acting control variable, the actual l 21 response is judged to be instantaneous and no more than one engine cycle delay is expected; therefore, a reference can be generated for comparison. Furthermore, this signal is available online, enabling the algorithm to Figure 16 .l À1 values obtained performing injection steps at 1500 r/min using a look-up table: thick black curve, l À1 s ; thin black curve, l À1 m ; grey curves,l À1 . The value for KF tuning is
be tuned and proved without a specific test rig beyond the engine and the ECU itself.
The layout is the same as in the second section; the parameters of the sensor model are identified beforehand as in the section on sensor measurement, with the values a = 0:96 and t = 0:4 s. K ' is precalculated offline for all cases as the KF is steady state. The sample frequency is 50 Hz. Figure 15 shows the results for a set of different injection steps for a constant engine speed n = 1500 r/min. The ZrO 2 sensor is located downstream of the after-treatment systems and a significant bias of 0.05 times its own value was added to exaggerate the correction, i.e. l À1 m, drifted = 1:05l À1 m . Furthermore, l À1 m presents a significant variable bias depending on the operating point with respect to l À1 s . The drift correction algorithm is employed to estimate l 21 . The freezing conditions are relaxed because the sensor model is well known. Figure 15(a) shows an example with a small correction where integration is quite slow. Figure 15(b) shows the opposite situation where integration is quite fast, producing some peaks but still before the steadystate value of the sensor. Here, no model or table is used for the bias. This demonstrates that, after every step, the bias must be integrated in order to account for its variation.
The bias is modelled using an adaptive look-up table (equation (16)) depending on the operating point conditions. This smoothes bias integration when the operating point changes once the table learned the bias. Then, Figure 16 shows the same situation as Figure 15 but now using a look-up table. The table grid has a density for n of one point every 500 r/min between 500 r/min and 5000 r/min and for m f of one point every 1 mg/ stroke. Figure 17 shows the final results for three different injection steps of the previous cycle once the bias was perfectly learned and for the actual l À1 m (no extra bias is added).l À1 keeps its fast dynamics but converges to the steady-state value of l À1 m , in contrast with the biased model and the slow sensor.
Finally, the algorithm is proven with the NEDC and shown in Figure 18 for a part of the cycle. The described conditions and data for previous tests are still valid here.l À1 keeps the model dynamics but evolves by correcting the drift which relies on the steady-state value of the sensor. This test is representative of real driving conditions, and the procedure demonstrates its feasibility for being used in commercial vehicles.
Conclusions
The fast estimation of l 21 in a turbocharged diesel engine is addressed. For that, two different information sources are used: first, a fast model based on the fuelto-air ratio calculation, the dynamic performance of which is good but suffers from a bias; second, a slow NO x sensor that provides l 21 with a deficient dynamic response but good steady-state accuracy. The model and sensor are combined to construct a bias model by means of an LTI linear state space model. State estimation is carried out by means of a KF. Three main modifications are made to the classical KF solution.
1. In order to include sensor uncertainties (because the sensor behaviour is non-linear and depends on the operating conditions, and it is also affected by ageing and manufacturing discrepancies), some deactivating conditions, referred to in this paper as freezing conditions, are used. These rules literally freeze the integration of the KF, rejecting the bias integration in the cases where some signal information cannot be trusted. 2. The bias is modelled by using an adaptive look-up table for taking into account with the operating point dependence. The table output acts as a prepositioning input for the KF, avoiding integration work and improving the estimate. The table parameters are identified with a KF-based method. 3. In order to alleviate the computational cost, and because the system is time invariant, the steadystate Kalman gain is computed beforehand.
The system is tested on a turbocharged diesel engine with good results, obtaining a reliable and fastl À1 estimation. Although the algorithm is directly applied to the l 21 estimation with a certain model, this can be easily applied to other variables with similar characteristics, such as NO x and other models could also be utilised.
