Novel applications of the dispersive optical model by Dickhoff, W. H. et al.
ar
X
iv
:1
60
6.
08
82
2v
1 
 [n
uc
l-t
h]
  2
8 J
un
 20
16
Novel applications of the dispersive optical model
W. H. Dickhoff1, R. J. Charity2, and M. H. Mahzoon1,3
1Department of Physics, Washington University, St. Louis, MO 63130, USA
E-mail: wimd@wuphys.wustl.edu
2Department of Chemistry, Washington University, St. Louis, MO 63130, USA
E-mail: charity@wustl.edu
3Department of Physics and Astronomy, Michigan State University, East Lansing, MI
48824, USA
E-mail: hossein@pa.msu.edu
June 2016
Abstract. A review of recent developments of the dispersive optical model (DOM)
is presented. Starting from the original work of Mahaux and Sartor, several necessary
steps are developed and illustrated which increase the scope of the DOM allowing
its interpretation as generating an experimentally constrained functional form of the
nucleon self-energy. The method could therefore be renamed as the dispersive self-
energy method.
The aforementioned steps include the introduction of simultaneous fits of data for
chains of isotopes or isotones allowing a data-driven extrapolation for the prediction
of scattering cross sections and level properties in the direction of the respective drip
lines. In addition, the energy domain for data was enlarged to include results up to
200 MeV where available.
An important application of this work was implemented by employing these
DOM potentials to the analysis of the (d,p) transfer reaction using the adiabatic
distorted wave approximation (ADWA). We review these calculations which suggest
that physically meaningful results are easier to obtain by employing DOM ingredients
as compared to the traditional approach which relies on a phenomenologically-adjusted
bound-state wave function combined with a global (nondispersive) optical-model
potential. Application to the exotic 132Sn nucleus also shows great promise for the
extrapolation of DOM potentials towards the drip line with attendant relevance for
the physics of FRIB. We note that the DOM method combines structure and reaction
information on the same footing providing a unique approach to the analysis of exotic
nuclei.
We illustrate the importance of abandoning the custom of representing the non-
local HF potential in the DOM by an energy-dependent local potential as it impedes
the proper normalization of the solution of the Dyson equation. This important step
allows for the interpretation of the DOM potential as representing the nucleon self-
energy permitting the calculations of spectral amplitudes and spectral functions above
and below the Fermi energy. The latter feature provides access to quantities like the
momentum distribution, charge density, and particle number which were not available
in the original work of Mahaux and Sartor.
When employing a non-local HF potential, but local dispersive contributions (as
originally proposed by Mahaux and Sartor), we illustrate that it is impossible to
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reproduce the particle number and the measured charge density. Indeed, the use
of local absorptive potentials leads to a substantial overestimate of particle number.
However from detailed comparisons with self-energies calculated with ab initio many-
body methods that include both short- and long-range correlations, we demonstrate
that it is essential to introduce non-local absorptive potentials in order to remediate
these deficiencies.
We review the fully non-local DOM potential fitted to 40Ca where elastic-scattering
data, level information, particle number, charge density and high-momentum-removal
(e, e′p) cross sections obtained at Jefferson Lab were included in the analysis. All these
quantities are accurately described by assuming more or less traditional functional
forms for the potentials but allowing for non-locality and the abandonment of complete
symmetry around the Fermi energy for surface absorption which is suggested by ab
initio theory. An important consequence of this new analysis is the finding that the
spectroscopic factor for the removal of valence protons in this nucleus comes out larger
by about 0.15 than the results obtained from the NIKHEF analysis of their (e, e′p)
data. This issue is discussed in detail and its implications clarified. Another important
consequence of this analysis is that it can shed light on the relative importance of two-
body and three-body interactions as far as their contribution to the energy of the
ground state is concerned through application of the energy sum rule.
1. Introduction
How do the properties of protons and neutrons in the nucleus change from the valley
of stability to the respective drip lines? By simultaneously studying the propagation of
nucleons through the nucleus at positive energies for instance in elastic scattering, as
well as the movement of nucleons in the ground state at negative energies, it is possible
to shed light on this fundamental question relevant for the study of rare isotopes. The
latter information constrains the density distribution of both protons and neutrons
relevant for clarifying properties of neutron stars. In addition, a detailed knowledge of
this propagation at positive energies allows for an improved description of other hadronic
reactions, including those that purport to extract structure information, like transfer
or knockout reactions. Structure information associated with the removal of nucleons
from the target nucleus, is therefore subject of these studies and must be supplemented
by the appropriate description of the hadronic reaction. Consequently, a much tighter
link between reaction and structure studies than is commonly practiced is an important
goal of the research reported in this review.
The properties of a nucleon that is strongly influenced by the presence of other
nucleons have traditionally been studied in separate energy domains. Positive-energy
nucleons are described by fitted optical-model potentials mostly in local form [1, 2].
Bound nucleons have been analyzed in static potentials that lead to an independent-
particle model (IPM) modified by the interaction between valence nucleons as in
traditional shell-model calculations [3, 4]. The link between nuclear reactions and
nuclear structure is provided by considering these potentials as representing different
energy domains of one underlying nucleon self-energy. To implement such a framework
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we have revived the seminal work of Mahaux and Sartor who emphasized the link
between these traditionally separate fields in nuclear physics [5, 6]. The main idea
behind the resulting dispersive optical model (DOM) approach is to employ the concepts
of the Green’s function formulation of the many-body problem [7] to allow experimental
data to constrain the static and dynamic content of the nucleon self-energy through the
use of dispersion relations. By employing dispersion relations, the method provides a
critical link between the physics above and below the Fermi energy with each side being
influenced by the absorptive potentials on both sides. Since the self-energy determines
both the properties of the system when a nucleon is removed as well as when one is added
to the ground state (of a target), a unique link between structure and elastic-scattering
information can be forged. Most applications of the DOM method have been limited
to a single nucleus at a time [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
Our initial foray into this project extended the application to a simultaneous analysis of
different nuclei belonging to an isotope chain like the calcium isotopes [24, 25, 26, 27, 28].
Such an approach is therefore ideally suited to study rare isotopes by providing data-
constrained extrapolations into unknown territory which can subsequently be probed
by new experiments in inverse kinematics.
Further insights into this approach are provided by ab initio Green’s function
calculations or other many-body techniques that clarify the appropriate functionals
that are needed to describe the essential features of the nucleon self-energy [29, 30].
The essential new step that has been motivated by these ab initio calculations is the
introduction of non-local absorptive potentials [31]. When these are included it was
possible to make substantial progress in describing ground-state properties as will be
discussed in detail in the present review. Predictions of nucleon elastic cross sections
and ground-state properties at larger nucleon asymmetries can then be made after
data at smaller asymmetries constrain the potentials that represent the nucleon self-
energy. While microscopic calculations of the nucleon self-energy have made substantial
progress [32, 33, 34, 35], accurate representations of elastic-scattering data are not yet
within reach, particular for heavier nuclei. Even for light nuclei, ab initio methods
face severe limitations when higher-energy scattering processes are considered [36]. The
present approach can therefore provide an intermediate step by putting optical-model
potentials on a more solid theoretical footing by insisting on a proper treatment of
non-locality and causality through the use of dispersion relations.
We present in Sec. 2.1 a review of the relevant elements of Green’s function theory
that provide the basis of the DOM. Equations for applications of the DOM to the analysis
of data related to the single-particle (sp) properties of nucleons in nuclei are collected in
Sec. 2.2. In Sec. 3, the approach introduced by Mahaux and Sartor is extended to higher
energies and to sequences of isotopes and isotones, including in Sec. 3.1 a presentation
of the functionals that have been employed. A comparison of the results using this
original approach with elastic-scattering data is presented in Sec. 3.2. Wider application
of these DOM results is presented in Sec. 4 where DOM ingredients are employed to
describe transfer reactions. Insight into the functional forms relevant for representing
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the nucleon self-energy in finite nuclei are provided by ab initio calculations. We review
the implications of the Faddeev random-phase approximation (FRPA) results which
emphasize the coupling of nucleons to excitations near the Fermi energy in Sec. 5.1.
These correlations describe mostly the coupling to surface excitations of the nucleus
and can therefore be associated with long-range correlations (LRC). A method that is
tailored to treat short-range correlations (SRC) in calculating the nucleon self-energy
and its implications are discussed in Sec. 5.2.
The recent development of the DOM to include non-local potentials in the analysis
of nuclear structure and reactions is presented in Sec. 6. Initially, the non-locality of
just the real HF-like term was reinstated as discussed in Sec. 6.1. Finally nonlocality
was also restored to the imaginary parts of the self-energy and the corresponding results
are discussed in Sec. 6.2 with special attention to nucleon spectral functions in Sec. 6.3.
A discussion of the energy of the ground state based on knowledge of the experimentally
constrained spectral functions is presented in Sec. 6.4 which provides insight into the
relative contributions of two- and three-body interactions. Finally, conclusions and an
outlook are formulated in Sec. 7.
2. Single-particle Green’s function and the self-energy
2.1. Summary of general results
We start with a brief summary of relevant results from the Green’s function formulation
of the many-body problem [7]. The single-particle (sp) propagator in a many-particle
system is defined as
G(α, β; t− t′) = − i
~
〈
ΨA0
∣∣ T [aαH (t)a†βH(t′)] ∣∣ΨA0 〉 . (1)
The expectation value with respect to the exact ground state of the system of A particles,
samples an operator that represents both particle as well as hole propagation. The state∣∣ΨA0 〉 is the normalized, nondegenerate Heisenberg ground state for the A-particle system
and EA0 the corresponding eigenvalue
Hˆ
∣∣ΨA0 〉 = EA0 ∣∣ΨA0 〉 . (2)
The particle addition and removal operators in the definition of the sp propagator are
given in the Heisenberg picture by
aαH (t) = e
i
~
Hˆtaαe
− i
~
Hˆt (3)
and
a†αH (t) = e
i
~
Hˆta†αe
− i
~
Hˆt, (4)
respectively and the labels α or β refer to an appropriate complete set of quantum
numbers associated with a sp basis. The time-ordering operation T is defined here to
include a sign change when two fermion operators are interchanged and can be written,
using step functions, as
T [aαH (t)a†βH (t′)] = θ(t− t′)aαH (t)a
†
βH
(t′)− θ(t′ − t)a†βH(t′)aαH (t). (5)
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The propagator depends only on the time difference t− t′. In the following we employ
the completeness of the exact eigenstates of Hˆ for both the A + 1 as well as the A− 1
system, together with
Hˆ
∣∣ΨA+1m 〉 = EA+1m ∣∣ΨA+1m 〉 (6)
and
Hˆ
∣∣ΨA−1n 〉 = EA−1n ∣∣ΨA−1n 〉 . (7)
It is convenient to introduce the Fourier transform of the sp propagator which is more
appropriate for practical calculations, but also brings out more clearly the information
that is contained in the propagator
G(α, β;E) =
∫ ∞
−∞
d(t− t′) e i~E(t−t′) G(α, β; t− t′). (8)
Using the integral representation of the step function, this Fourier transform can be
expressed as:
G(α, β;E) =
∑
m
〈
ΨA0
∣∣ aα ∣∣ΨA+1m 〉 〈ΨA+1m ∣∣ a†β ∣∣ΨA0 〉
E − (EA+1m −EA0 ) + iη
+
∑
n
〈
ΨA0
∣∣ a†β ∣∣ΨA−1n 〉 〈ΨA−1n ∣∣ aα ∣∣ΨA0 〉
E − (EA0 −EA−1n )− iη
. (9)
This expression is known as the Lehmann representation [37] of the sp propagator.
Note that any sp basis can be used in this formulation of the propagator. Continuum
solutions in the A ± 1 systems are also implied in the completeness relations but are
not explicitly included to simplify the notation. At this point one assumes that a
meaningful nuclear Hamiltonian Hˆ exists which contains a two-body component that
describes nucleon-nucleon scattering and bound-state data up to a chosen energy, usually
the pion-production threshold. There is sufficient experimental evidence and theoretical
insight suggesting that at least a three-body component should also be present in the
Hamiltonian. We will address this issue when the energy of the ground state is considered
for which useful sum rules exist.
Maintaining the present general notation with regard to the sp quantum numbers,
we introduce the spectral functions associated with particle and hole propagation. At
an energy E, the hole spectral function represents the combined probability density for
removing a particle with quantum numbers α from the ground state, while leaving the
remaining A− 1 system at an energy EA−1n = EA0 − E. This quantity, which is related
to the imaginary part of the diagonal element of the sp propagator, is given by
Sh(α,E) =
1
π
Im G(α, α;E) E ≤ ε−F
=
∑
n
∣∣∣〈ΨA−1n ∣∣ aα ∣∣ΨA0 〉∣∣∣2δ(E − (EA0 −EA−1n )). (10)
Similarly, the probability density for the addition of a particle with quantum numbers α,
leaving the A+1 system at energy EA+1m = E
A
0 +E , i.e., the particle spectral function,
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has the form
Sp(α,E) = − 1
π
Im G(α, α;E) E ≥ ε+F
=
∑
m
∣∣∣〈ΨA+1m ∣∣ a†α ∣∣ΨA0 〉∣∣∣2δ(E − (EA+1m −EA0 )). (11)
The Fermi energies introduced in Eqs. (10) and (11) are given by
ε−F = E
A
0 −EA−10 (12)
and
ε+F = E
A+1
0 − EA0 , (13)
respectively.
The occupation number of a sp state α can be generated from the hole part of the
spectral function by evaluating
n(α) =
〈
ΨA0
∣∣ a†αaα ∣∣ΨA0 〉 =∑
n
∣∣∣〈ΨA−1n ∣∣ aα ∣∣ΨA0 〉∣∣∣2
=
∫ ε−F
−∞
dE
∑
n
∣∣∣〈ΨA−1n ∣∣ aα ∣∣ΨA0 〉∣∣∣2δ(E − (EA0 − EA−1n ))
=
∫ ε−F
−∞
dE Sh(α,E). (14)
The depletion (or emptiness) number is determined by the particle part of the spectral
function
d(α) =
〈
ΨA0
∣∣ aαa†α ∣∣ΨA0 〉 =∑
m
∣∣∣〈ΨA+1m ∣∣ a†α ∣∣ΨA0 〉∣∣∣2
=
∫ ∞
ε+F
dE
∑
m
∣∣∣〈ΨA+1m ∣∣ a†α ∣∣ΨA0 〉∣∣∣2δ(E − (EA+1m − EA0 ))
=
∫ ∞
ε+F
dE Sp(α,E). (15)
An important sum rule exists for n(α) and d(α) which can be deduced by employing
the anticommutation relation for aα and a
†
α
n(α) + d(α) =
〈
ΨA0
∣∣ a†αaα ∣∣ΨA0 〉+ 〈ΨA0 ∣∣ aαa†α ∣∣ΨA0 〉 = 〈ΨA0 |ΨA0 〉 = 1. (16)
The partition between the occupation and emptiness of a sp orbital in the correlated
ground state is a sensitive measure of the strength of correlations, provided a suitable
sp basis is chosen.
The sp propagator generates the expectation value of any one-body operator in the
ground state 〈
ΨA0
∣∣ Oˆ ∣∣ΨA0 〉 =∑
α,β
〈α|O |β〉 〈ΨA0 ∣∣ a†αaβ ∣∣ΨA0 〉 =∑
α,β
〈α|O |β〉nαβ . (17)
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Here, nαβ is the one-body density matrix element which can be be obtained from the
sp propagator using the Lehmann representation
nβα =
∫
dE
2πi
eiEη G(α, β;E) (18)
=
∑
n
〈
ΨA0
∣∣ a†β ∣∣ΨA−1n 〉 〈ΨA−1n ∣∣ aα ∣∣ΨA0 〉 = 〈ΨA0 ∣∣ a†βaα ∣∣ΨA0 〉 .
Note the convergence factor in the integral with an infinitesimal (positive) η which
requires closing the contour in the upper half of the complex E-plane. Consequently,
only the (nondiagonal) hole part of the spectral amplitude contributes. Knowledge of G
in terms of nβα, therefore yields the expectation value of any one-body operator in the
correlated ground state according to Eq. (17). An important recent application of this
result concerns the nuclear charge density which is measured in detail for stable closed-
shell nuclei, providing important constraints on the properties of the sp propagator.
If neutron properties related to scattering are constrained and isospin symmetry is
invoked, it is also be possible to make predictions for the neutron distribution and as a
consequence the neutron skin.
Surprisingly, the energy of the ground state can also be determined from the sp
propagator provided that there are only two-body interactions between the particles.
We will assume this for now and discuss the influence of three-body interactions when
results for the ground-state energy are discussed. Two-body forces usually dominate in
most systems, but the consideration of at least three-body forces is required to account
for all experimental details. The energy sum rule for two-body interactions was first
clarified in Ref. [38] and later applied to finite systems in Refs. [39, 40]. It also requires
only the hole part of the propagator. Employing the one-body density matrix and the
hole spectral function, it is straightforward to demonstrate [7] that the desired result
can be expressed as
EA0 =
〈
ΨA0
∣∣ Hˆ ∣∣ΨA0 〉
=
1
2
∑
α,β
〈α|T |β〉nαβ + 1
2
∑
α
∫ ε−F
−∞
dE E Sh(α,E). (19)
The perturbation expansion of the sp propagator is discussed in various textbooks
(see e.g. Refs. [41, 7]). It is necessary to order the expansion into the so-called Dyson
equation to obtain a meaningful nonperturbative link between the in-medium potential
experienced by a nucleon, the so-called irreducible self-energy, and the propagator. The
resulting equation is given by
G(α, β;E) = G(0)(α, β;E) +
∑
γ,δ
G(0)(α, γ;E)Σ(γ, δ;E)G(δ, β;E). (20)
The noninteracting propagator G(0) can be chosen arbitrarily [34, 7] and most
often incorporates global conservation laws especially those associated with rotational
symmetry and parity in nuclear applications. When performing approximate
calculations of the nucleon self-energy, a noninteracting propagator is often chosen
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that corresponds to localized nucleons [34]. This is accomplished by a corresponding
term in the irreducible self-energy so that its effect is ultimately eliminated, at least in
principle. For applications to the DOM, it is more convenient to work in a coordinate or
momentum-space sp basis suitably accompanied by conserved quantum numbers. The
corresponding quantum numbers are the orbital and total angular momentum of the
nucleon which can therefore also be employed to label the propagator and the irreducible
self-energy.
2.2. Relevant equations for applications of the dispersive optical model in nuclei
The nucleon propagator for the A-body ground state expressed in the sp basis with good
radial position, orbital angular momentum (parity) and total angular momentum while
suppressing the projection of the total angular momentum and the isospin quantum
numbers can be obtained from Eq. (9) as
Gℓj(r, r
′;E) =
∑
m
〈
ΨA0
∣∣ arℓj ∣∣ΨA+1m 〉 〈ΨA+1m ∣∣ a†r′ℓj ∣∣ΨA0 〉
E − (EA+1m − EA0 ) + iη
+
∑
n
〈
ΨA0
∣∣ a†r′ℓj ∣∣ΨA−1n 〉 〈ΨA−1n ∣∣ arℓj ∣∣ΨA0 〉
E − (EA0 − EA−1n )− iη
, (21)
where the continuum solutions in the A±1 systems are also implied in the completeness
relations. The numerators of the particle and hole components of the propagator
represent the products of overlap functions associated with adding or removing a nucleon
from the A-body ground state. The resulting Dyson equation [see Eq. (20)] then has
the following form
Gℓj(r, r
′;E) = G
(0)
ℓj (r, r
′;E) (22)
+
∫
dr˜ r˜2
∫
dr˜′ r˜′2G
(0)
ℓj (r, r˜;E)Σℓj(r˜, r˜
′;E)Gℓj(r˜
′, r′;E).
For the present discussion, the noninteracting propagator involves just the kinetic energy
contributions. The nucleon self-energy contains all linked diagrammatic contributions
that are irreducible with respect to propagation represented by G(0). All contributions
to the propagator are then generated by the Dyson equation itself. The solution of
the Dyson equation generates all discrete poles corresponding to bound A ± 1 states
explicitly given by Eq. (21) that can be reached by adding or removing a particle with
quantum numbers rℓj. The hole spectral function is obtained from
Sℓj(r;E) =
1
π
Im Gℓj(r, r;E) (23)
for energies in the A − 1-continuum. For a given ℓj combination, the total spectral
strength per unit of energy at E is
Sℓj(E) =
∫ ∞
0
dr r2 Sℓj(r;E), (24)
Novel applications of the dispersive optical model 9
For discrete energies, overlap functions for the addition or removal of a particle are
generated as well. For discrete states in the A−1 system, one can show that the overlap
function obeys a Schro¨dinger-like equation [7]. Introducing the notation
ψnℓj(r) =
〈
ΨA−1n
∣∣ arℓj ∣∣ΨA0 〉 , (25)
for the overlap function for the removal of a nucleon at r with discrete quantum numbers
ℓ and j, one finds[
p2r
2m
+
~
2ℓ(ℓ+ 1)
2mr2
]
ψnℓj(r) +
∫
dr′ r′2Σℓj(r, r
′; ε−n )ψ
n
ℓj(r
′) = ε−nψ
n
ℓj(r), (26)
where
ε−n = E
A
0 −EA−1n (27)
and, in coordinate space, the radial momentum operator is given by pr = −i~( ∂∂r + 1r ).
Discrete solutions to Eq. (26) exist in the domain where the self-energy has no imaginary
part. These solutions are normalized by utilizing the inhomogeneous term in the Dyson
equation. For these so-called quasihole solutions the normalization or spectroscopic
factor is given by [7]
Snℓj =
(
1− ∂Σℓj(αqh, αqh;E)
∂E
∣∣∣
ε−n
)−1
, (28)
which is the discrete equivalent of Eq. (24). Discrete solutions in the domain where
the self-energy has no imaginary part can therefore be obtained by expressing Eq. (26)
on a grid in coordinate space and performing the corresponding matrix diagonalization.
Likewise, the solution of the Dyson equation [Eq. (22)] for continuum energies in the
domain below the Fermi energy, can be formulated as a complex matrix inversion
in coordinate space. This is advantageous in the case of a non-local self-energy
representative of all microscopic approximations that include at least the Hartree-Fock
(HF) approximation. For particle removal below the Fermi energy ε−F , the corresponding
discretization is limited by the size of the nucleus as can be inferred from the removal
amplitude given in Eq. (25), which demonstrates that only coordinates inside the nucleus
need to be considered. Such a finite interval therefore presents no numerical difficulty.
The particle spectral function for a finite system can be generated by the calculation
of the reducible self-energy T . In some applications relevant for elucidating correlation
effects, a momentum-space scattering code [30] to calculate T was employed. In an
angular-momentum basis, iterating the irreducible self-energy Σ to all orders, yields
Tℓj(k, k′;E) = Σℓj(k, k′;E) (29)
+
∫
dq q2 Σℓj(k, q;E) G
(0)(q;E) Tℓj(q, k′;E),
where G(0)(q;E) = (E−~2q2/2m+ iη)−1 is the free propagator. The propagator is then
obtained from an alternative form of the Dyson equation [7]
Gℓj(k, k
′;E) =
δ(k − k′)
k2
G(0)(k;E) +G(0)(k;E)Tℓj(k, k′;E)G(0)(k′;E). (30)
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The on-shell matrix elements of the reducible self-energy in Eq. (29) are sufficient
to describe all aspects of elastic scattering including differential, reaction, and total
cross sections as well as polarization data [30]. The connection between the nucleon
propagator and elastic-scattering data can therefore be made explicit by identifying the
nucleon elastic-scattering T -matrix with the reducible self-energy obtained by iterating
the irreducible one to all orders with G(0) [42, 43, 44, 7].
The spectral representation of the particle part of the propagator, referring to the
A+1 system, appropriate for the treatment of the continuum and possible open channels
can be generalized from the discrete formulation of Eq. (21) [6], i.e.,
Gpℓj(k, k
′;E) =
∑
n
φn+ℓj (k)
[
φn+ℓj (k
′)
]∗
E − E∗A+1n + iη
+
∑
c
∫ ∞
Tc
dE ′
χcE
′
ℓj (k)
[
χcE
′
ℓj (k
′)
]∗
E − E ′ + iη , (31)
where now the formalism is in momentum rather than coordinate space. Overlap
functions for bound A + 1 states are given by φn+ℓj (k) =
〈
ΨA0
∣∣ akℓj ∣∣ΨA+1n 〉, whereas
those in the continuum are given by χcEℓj (k) =
〈
ΨA0
∣∣ akℓj ∣∣ΨA+1cE 〉 indicating the relevant
channel by c and the energy by E. Excitation energies in the A + 1 system are with
respect to the A-body ground state E∗A+1n = E
A+1
n − EA0 . Each channel c has an
appropriate threshold indicated by Tc which is the experimental threshold with respect
to the ground-state energy of the A-body system. The overlap function for the elastic
channel can be explicitly calculated by solving the Dyson equation and it is also possible
to obtain the complete spectral density for E > 0
Spℓj(k, k
′;E) =
∑
c
χcEℓj (k)
[
χcEℓj (k
′)
]∗
. (32)
In practice, this requires solving the scattering problem twice at each energy so that
one may employ
Spℓj(k, k
′;E) =
i
2π
[
Gpℓj(k, k
′;E+)−Gpℓj(k, k′;E−)
]
(33)
with E± = E ± iη, and only the elastic-channel contribution to Eq. (32) is explicitly
known. Equivalent expressions pertain to the hole part of the propagator Ghℓj [6].
The calculations are performed in momentum space according to Eq. (29) to
generate the off-shell reducible self-energy and thus the spectral density by employing
Eqs. (30) and (33). Because the momentum-space spectral density contains a delta-
function associated with the free propagator, it is convenient for visualization purposes
to also consider the Fourier transform back to coordinate space
Spℓj(r, r
′;E) =
2
π
∫
dkk2
∫
dk′k′2jℓ(kr)S
p
ℓj(k, k
′;E)jℓ(k
′r′), (34)
which has the physical interpretation for r = r′ as the probability density Sℓj(r;E) for
adding a nucleon with energy E at a distance r from the origin for a given ℓj combination.
By employing the asymptotic analysis to the propagator in coordinate space following
e.g. Ref. [7], one may express the elastic-scattering wave function that contributes to
Eq. (34) in terms of the half on-shell reducible self-energy obtained according to
χelEℓj (r) =
[
2mk0
π~2
]1/2 {
jℓ(k0r) +
∫
dkk2jℓ(kr)G
(0)(k;E)Tℓj(k, k0;E)
}
, (35)
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where k0 =
√
2mE/~ is related to the scattering energy in the usual way.
The depleted strength in the continuum of mostly-occupied orbits (or at negative
energies for mostly-empty orbits) is obtained by double folding the spectral density in
Eq. (34) in the following way
Sn+ℓj (E) =
∫
drr2
∫
dr′r′2φn−ℓj (r)S
p
ℓj(r, r
′;E)φn−ℓj (r
′), (36)
using an overlap function√
Snℓjφ
n−
ℓj (r) =
〈
ΨA−1n
∣∣ arℓj ∣∣ΨA0 〉 , (37)
corresponding to a bound orbit with Snℓj, the relevant spectroscopic factor, and φ
n−
ℓj (r)
normalized to 1 [30].
The occupation number of an orbit is given by an integral over a corresponding
folding of the hole spectral density
Sn−ℓj (E) =
∫
drr2
∫
dr′r′2φn−ℓj (r)S
h
ℓj(r, r
′;E)φn−ℓj (r
′), (38)
where Shℓj(r, r
′;E) provides equivalent information below the Fermi energy as Spℓj(r, r
′;E)
above. An important sum rule is valid for the sum of the occupation number nnℓj for
the orbit characterized by nℓj
nnℓj =
∫ εF
−∞
dE Sn−ℓj (E) (39)
and its corresponding depletion number dnℓj
dnℓj =
∫ ∞
εF
dE Sn+ℓj (E), (40)
as discussed in general terms in Sec. 2.1. It is simply given by [7]
1 = nnℓj + dnℓj=
〈
ΨA0
∣∣ a†nℓjanℓj + anℓja†nℓj ∣∣ΨA0 〉 , (41)
reflecting the properties of the corresponding anticommutator of the operators a†nℓj and
anℓj. It is convenient to employ the average Fermi energy
εF ≡ 1
2
[
ε+F − ε−F
]
=
1
2
[
(EA+10 −EA0 ) + (EA0 −EA−10 )
]
(42)
in Eqs. (39) and (40) [6].
Strength above εF , as expressed by Eq. (36), reflects the presence of the imaginary
self-energy at positive energies. Without it, the only contribution to the spectral
function comes from the elastic channel. The folding in Eq. (36) then involves integrals
of orthogonal wave functions and yields zero. Because it is essential to describe elastic
scattering with an imaginary potential, it automatically ensures that the elastic channel
does not exhaust the spectral density and therefore some spectral strength associated
with IPM bound orbits also occurs in the continuum.
For completeness we include here the relation between the reducible on-shell self-
energy for neutrons and relevant data pertaining to elastic scattering. In the language of
many-body theory, the elastic nucleon-nucleus scattering is determined by the on-shell
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matrix element of the reducible self-energy Tℓj(k, k′;E), since it is directly related to
the S-matrix by [7]
〈k0| Sℓj(E) |k0〉 ≡ e2iδℓj (43)
= 1− 2πi
(
mk0
~2
)
〈k0| Tℓj(E) |k0〉 ,
where E is the energy relative to the center-of-mass. The phase shift, δℓj, defined by
Eq. (43) is in general a complex number. Its real part yields the usual phase shift and its
imaginary part is associated with the inelasticity of the scattering process and denoted
by
ηℓj = e
−2Im(δℓj). (44)
In general, the coupling to more complicated excitations in the self-energy implies a
complex potential responsible for the loss of flux in the elastic channel, characterized by
the inelasticities ηℓj.
Because self-energy calculations at positive energy are rare, it is perhaps useful to
include some relevant results in terms of the phase shifts δℓj for the quantities that will
be discussed later . The scattering amplitude for initial and final spin projections m′s
and ms is
fm′s,ms(θ, φ) = −
4mπ2
~2
〈k′m′s|T (E)|kms〉, (45)
with wave vectors of magnitude k0. The matrix structure is usually represented by
[f(θ, φ)] = F(θ)I + σ · nˆG(θ), (46)
based on rotational invariance and parity conservation. Here I is the unity matrix,
nˆ = k × k′/|k × k′|, and σ is the Pauli spin matrix. From Eq. (43), one can show
F(θ) = 1
2ik
∞∑
ℓ=0
[
(ℓ+ 1)
{
e2iδℓ+ − 1}+ ℓ{e2iδℓ− − 1}]Pℓ(cos θ) (47)
and
G(θ) = sin θ
2k
∞∑
ℓ=1
[
e2iδℓ+ − e2iδℓ−]P ′ℓ(cos θ). (48)
We employ the notation δℓ± ≡ δℓj=ℓ± 1
2
and P ′ℓ denotes the derivative of the Legendre
polynomial with respect to cos θ. The unpolarized cross section is(
dσ
dΩ
)
unpol
= |F|2 + |G|2. (49)
For polarization measurements with an initially unpolarized beam one obtains a
polarization along nˆ, i.e. perpendicular to the scattering plane characterized by
P (θ) =
2Re{F(θ)G∗(θ)}
|F|2 + |G|2 . (50)
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It is also common to denote this quantity as the analyzing power Ay. A third
independent observable called the spin-rotation parameter was introduced in Ref. [45]
Q(θ) =
2Im{F(θ)G∗(θ)}
|F|2 + |G|2 . (51)
Employing the partial wave expansions (47) and (48) and the orthogonality of the
Legendre polynomials, the total elastic cross section is
σeltot =
π
k2
∞∑
ℓ=0
∣∣(ℓ+ 1){e2iδℓ+ − 1}+ ℓ{e2iδℓ− − 1}∣∣2
2ℓ+ 1
+
π
k2
∞∑
ℓ=0
ℓ(ℓ+ 1)
∣∣e2iδℓ+ − e2iδℓ−∣∣2
2ℓ+ 1
. (52)
We can define partial elastic cross sections σelℓ such that
σeltot =
∞∑
ℓ=0
σelℓ , (53)
where
σelℓ =
π
k2
[
(ℓ+ 1)
∣∣e2iδℓ+ − 1∣∣2 + ℓ ∣∣e2iδℓ− − 1∣∣2] . (54)
With complex potentials, and therefore complex phase shifts, it is possible to calculate
the total reaction cross section
σrtot =
∞∑
ℓ=0
σrℓ , (55)
with
σrℓ =
π
k2
[
(2ℓ+ 1)− (ℓ+ 1) ∣∣e2iδℓ+∣∣2 − ℓ ∣∣e2iδℓ−∣∣2] . (56)
These results are derived by using the optical theorem that yields the total cross section
from the imaginary part of the forward scattering amplitude [46]
σT = σ
el
tot + σ
r
tot. (57)
Both σT and σel are infinite for proton scattering as the Coulomb contribution to the
self-energy has an infinite range.
It is clear that at positive energies the problem is completely reduced to solving the
integral equation for the reducible self-energy given in Eq. (29). It should be noted that
the solution in momentum space automatically treats the non-locality of the reducible
self-energy in coordinate space. In practice, the integral equation is solved in two steps.
First the integral equation is solved by only including the principal value part of the
noninteracting propagator. Subsequently, it is straightforward to employ the resulting
reaction matrix to take into account the contribution of the δ-function associated with
the imaginary part of the noninteracting propagator. The analysis for protons includes
the Coulomb potential which must be treated in coordinate space and requires the
solution of the corresponding differential equation with appropriate matching, outside
the range of the nuclear potential, to regular and irregular Coulomb functions [47].
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The (irreducible) nucleon self-energy in general obeys a dispersion relation between
its real and imaginary parts given by [7]
Re Σℓj(r, r
′;E)=Σsℓj(r, r
′) (58)
−P
∫ ∞
ε+T
dE ′
π
Im Σℓj(r, r
′;E ′)
E − E ′ + P
∫ ε−T
−∞
dE ′
π
Im Σℓj(r, r
′;E ′)
E −E ′ ,
where P represents the principal value. The static contribution Σsℓj arises from the
correlated HF term involving the exact one-body density matrix and the dynamic parts
start and end at corresponding thresholds in the A ± 1 systems that have a larger
separation than the corresponding difference between the Fermi energies for addition
ε+F and removal ε
−
F of a particle. The latter feature is particular to a finite system and
generates possibly several discrete quasiparticle and hole-like solutions of the Dyson
equation in Eq. (26) in the domain where the imaginary part of the self-energy vanishes.
The standard definition of the self-energy requires that its imaginary part is
negative, at least on the diagonal, in the domain that represents the coupling to
excitations in the A+1 system, while it is positive for the coupling to A−1 excitations.
This translates into an absorptive potential for elastic scattering at positive energy,
where the imaginary part is responsible for the loss of flux in the elastic channel. The
energy-independent part of the self energy Σsℓj(r, r
′) can be eliminated by calculating
Eq. (58) at E = εF and subtracting the result from Eq. (58). After some rearranging
we thus obtain the so-called subtracted dispersion relation,
Re Σℓj(r, r
′;E)=Re Σℓj(r, r
′; εF ) (59)
−P
∫ ∞
ε+T
dE ′
π
Im Σℓj(r, r
′;E ′)
[
1
E − E ′ −
1
εF − E ′
]
+ P
∫ ε−T
−∞
dE ′
π
Im Σℓj(r, r
′;E ′)
[
1
E − E ′ −
1
εF − E ′
]
.
The beauty of this representation was recognized by Mahaux and Sartor [5, 6] since it
allows for a link with empirical information both at the level of the real part of the non-
local self-energy at the Fermi energy (probed by a multitude of HF calculations) and
also through empirical knowledge of the imaginary part of the optical-model potential
(constrained by experimental data) that consequently yields a dynamic contribution to
the real part by means of Eq. (59). In addition, the subtracted form of the dispersion
relation emphasizes contributions to the integrals from the energy domain nearest to
the Fermi energy on account of the E ′-dependence of the integrands of Eq. (59). Recent
DOM applications reviewed in this paper include experimental data up to 200 MeV of
scattering energy and are therefore capable of determining the nucleon propagator in a
wide energy domain as well as all negative energies.
3. DOM implementation based on the Mahaux and Sartor approach
The presentation of the self-energy in the previous section requires further assumptions
before experimental data can be employed to constrain it. While a considerable
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Figure 1. Comparison of experimental (exp) and fitted (DOM) sp-level energies for
protons in 40Ca and 48Ca taken from Ref. [25]. The levels with solid dots were included
in the fits. The dashed lines indicate the Fermi energy.
collection of experimental data related to elastic nucleon-nucleus scattering exists,
relevant knowledge of the imaginary part of the self-energy below the Fermi energy
apart from the level structure of valence nucleons, has mostly been probed with electron-
induced proton knockout reactions [48, 49] and (p, 2p) reactions [50, 51].
Since the empirical knowledge has relied on local representations of the imaginary
part of the optical-model potential, it is natural to make a similar assumption for the
DOM version as was proposed by Mahaux and Sartor [6]. In addition, a separation
in terms of surface (low-energy) and volume (higher-energy) absorption has been
incorporated in accordance with standard practice of global optical-model fits [52, 1, 2].
The seminal work of Mahaux and Sartor emphasized the double-closed-shell nuclei 40Ca
and 208Pb [5, 9, 11, 6]. A limited energy window of scattering energies was included in
the fit. The more recent work of our St. Louis group [25, 26] extended this domain to
200 MeV. By implementing a simultaneous fit to 40Ca and 48Ca it became possible to
extrapolate the potentials towards N and Z closer to the drip lines thereby transforming
the DOM framework to a tool of relevance for FRIB-related physics. We illustrate this
point in Fig. 1 from Ref. [25] where the fit to the levels of the closed-shell Ca nuclei
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implies a prediction of a further compression of the proton levels in 60Ca near the Fermi
energy based on the extrapolated potential. Such a compression suggests that proton
pairing in exotic Ca nuclei near the neutron drip line may become relevant.
Following Perey and Buck [53], the central part of the non-local energy-independent
term of the subtracted dispersion relation of Eq. (59) given by Re Σ (r, r′; εF ) can be
approximated by a local energy-dependent term which Mahaux and Sartor designate as
the HF potential VHF (r, E). Strictly this is not a HF potential, but it does describe
the effects of the mean field. The energy derivative of VHF is a measure of non-locality,
which is related to the momentum-dependent effective mass
m˜ (r, E)
m
= 1− dVHF (r, E)
dE
, (60)
where m is the nucleon mass.
A consequence of the local approximation is that one needs to use a scaled imaginary
potential
W = m˜ (r, E)
m
ImΣ (61)
and a similarly scaled dispersive correction [6, 7]. The imaginary part of the self-energy
is also approximated by a local potential and thus the dispersive correction denoted
by ∆V, is correspondingly local. Mahaux and Sartor argue that this modifies ∆V by
a smooth function of energy can easily be compensated by correspondingly smooth
modification of VHF . In addition to the momentum-dependent effective mass, two other
effective masses can be defined. The total effective mass is given by
m∗(r, E)
m
= 1− d
dE
[VHF (r, E) + ∆V(r, E)] , (62)
while the energy-dependent effective mass is
m (r, E)
m
= 1− m
m˜ (r, E)
d∆V(r, E)
dE
. (63)
At the highest energies considered, relativistic effects become relevant. We have
included a corresponding lowest-order correction in solving the radial wave equation [54][
d2
dρ2
+
(
1− Σ˜ (ρ, E)
Etot −M −m −
ℓ (ℓ+ 1)
ρ2
)]
u (ρ) = 0 (64)
with ρ = k r, where k = M
Etot
√
T (T + 2m), T is the laboratory kinetic energy, Etot is
the total energy in the center-of-mass frame, and M is the target mass. The scaled
potential is
Σ˜ = γ Σ, γ =
2 (Etot −M)
Etot −M −m. (65)
If unℓj (r) are bound-state solutions to the radial wave equation with energy εnℓj, then
the normalized wave functions corrected for non-locality are given by
unℓj (r) =
√
m˜ (r, εnℓj)
m
unℓj (r) . (66)
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Mahaux and Sartor [6] developed the following approximations to determine bound-
state properties. For valence states, the spectroscopic factor, relative to the IPM value,
is given by
Snℓj =
∫ ∞
0
u2nℓj (r)
m
m(r, εnℓj)
dr. (67)
For hole states, the occupation probability is approximated by
nnℓj =
∫ ∞
0
u2nℓj (r) (68)
×
[
1 +
m
m˜ (r, εnℓj)
1
π
∫ ∞
εF
W(r, E ′)
(E ′ − εnℓj)2
dE ′
]
dr, (69)
while for bound particle states, the same approximation gives
nnℓj = −
∫ ∞
0
u2nℓj (r) (70)
×
[
m
m˜ (r, εnℓj)
1
π
∫ εF
−∞
W(r, E ′)
(E ′ − εnℓj)2
dE ′
]
dr. (71)
A comparison of these approximations with results obtained from Eqs. (28) and (39) will
be made when results from a non-local implementation of the DOM are discussed. We
note however that a full treatment of the self-energy in the Dyson equation as discussed
in Sec. 2.2 allows one to extract the full spectral distribution of bound orbits both
above and below the Fermi energy without any approximation for a given choice of the
dispersive self-energy.
3.1. Parametrization of the potentials
The parametrization of the real and imaginary optical-model potentials is the central
aspect of a DOM analysis. We will now consider the essential ingredients of a local
DOM representation of the relevant potentials as employed recently in Ref. [27]. We
note again that this comprises a fit which contains only local potentials as is common
in the usage of optical-model potentials. The number of free parameters in the fits
must be sufficient to allow one to describe the important physics but not too large or
fitting becomes impractical in term of CPU usage. The functional forms have their
origin in empirical knowledge used by Mahaux and Sartor and implemented in previous
studies [25, 26]. These functional forms are partly based on theoretical expectations but
also on confrontation with data.
The imaginary potential is composed of the sum of volume, surface, and imaginary
spin-orbit components,
W (r, E) = −W vol (E, r)
+ 4asurW sur (E)
d
dr
f(r; rsur, asur) +Wso (r, E) . (72)
with Woods-Saxon form factors:
f(r;Ri, ai) =
[
1 + exp
(
r −Ri
ai
)]−1
. (73)
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Standard optical-model fits to elastic-scattering data at a single energy require a
surface-type absorption at low bombarding energies E ≪50 MeV and a volume-type
absorption at high bombarding energies E ≫ 50 MeV. However, fits encompassing a
large range of energies often have a significant, but small, surface absorption component
extending to energies much larger than 50 MeV [13, 2, 26]. One can reconcile these
statements by noting that the addition of a small surface component to a volume-type
component acts to increase the radius of the volume component. If the radius of the
volume potential is increased by δR, we find, after a Taylor expansion, that
f(r;R+ δR, a) ∼ f(r, R, a) + df
dR
δR (74)
∼ f(r;R, a)− df
dr
δR (75)
and thus the first-order correction is a surface-type component.
Thus a gradually decaying surface term above E=50 MeV can be understood as
being associated with a volume-type component whose radius decreases with energy.
Such a feature is found in the JLM potential [55, 56] which is derived from infinite-
matter calculations coupled with the local-density approximation to get the potential
in the surface region. We have assumed the radius of the imaginary volume potential
to decay with energy as
Rvol(E) = Rvol0 + δR exp
(
−|E − εF |
ER
)
. (76)
However, an energy dependence of the radius was not used in the fits as it would require
the dispersive correction to be calculated for each r value which would be very CPU
intensive. Instead we make use of the expansion of Eq. (75) to obtain
W vol(E, r) =W vol0 (E)f(r;R
vol
0 , a
vol)− 4avolW volsc (E)
d
dr
f(r;Rvolsc , a
vol) (77)
where W vol0 (E) is the energy dependence of the depth of the volume component and the
surface-correction, which accounts for the energy dependence of the radius, is
W volsc (E) =W
vol
0 (E)
δR
4avol
exp
(
−|E − εF |
ER
)
. (78)
In the work reported in Ref. [27] we also have a surface component that extents
well beyond E=50 MeV, however unlike other studies it is not tied to the “real”
surface component at lower energies which is important if we are going to separate
the asymmetry dependencies of the surface and volume components. It is also useful
to maintain a distinction between the “real” surface potential at low energies which is
associated with LRC and the surface-correction at high energies associated with SRC.
The phase space of particle states for E ≫ εF is significantly larger than that of
hole levels for E ≪ εF . Therefore the contributions from two-particle-one-hole states
(and more complicated states) for E ≫ εF to the self-energy will be larger than that for
two-hole-one-particle states (and more complicated states) at E ≪ εF . Thus at energies
well removed from εF , the form of the imaginary volume potential should no longer be
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symmetric about εF . Hence the following form was assumed for the depth of volume
potential
W vol0 (E) = ∆WNM (E) (79)
+
 0 |E − εF | < E
vol
p
Avol
(
1± Cvol N−Z
A
) (|E−εF |−Evolp )4
(|E−εF |−Evolp )
4
+(Bvol)4
|E − εF | > Evolp
where ∆WNM (E) is the energy-asymmetric correction modeled after nuclear-matter
calculations. Apart from this correction, the parametrization is similar to the Jeukenne
and Mahaux form [57] used in many DOM analyses. For the asymmetry term, the +
and - values refer to protons and neutrons respectively. This form of the asymmetry
potential is consistent with the Lane potential [58] and for SRC can be justified based
on the difference between the n-p and the n-n or p-p in-medium nucleon-nucleon cross
sections [26]. Nuclear-matter calculations of occupation probabilities which should be
closely associated with the volume component, also suggest that this form is valid except
for extreme asymmetry values [59, 60, 61].
We set the parameter Evolp =11 MeV to force the imaginary potential to be zero
just in the vicinity of the Fermi energy (see later). The radii of the volume and surface
correction components W vol0 and W
vol
sc in Eq. (77) are taken to be identical:
Rvol0 = r
vol
0 A
1/3. (80)
The energy-asymmetric correction was taken as :
∆WNM(E) =

αAvol
[√
E + (εF+Ea)
3/2
2E
− 3
2
√
εF + Ea
]
E − εF > Ea
−Avol (εF−E−Ea)2
(εF−E−Ea)2+(Ea)2
E − εF < −Ea
0 otherwise
(81)
which is similar to the form suggested by Mahaux and Sartor [6]. Following an earlier
study [26], we have taken α=0.08 MeV−1/2 and Ea=60 MeV.
The “true” imaginary surface potential is taken to have the form
W sur(E) =

0 |E − εF | < Esurp
Asur
1+exp
(
|E−εF |−C
sur
Dsur
) exp
(
|E−εF |−E
sur
p
Bsur
)
−1
exp
(
|E−εF |−E
sur
p
Bsur
)
+1
|E − εF | > Esurp
(82)
where for protons and neutrons (i = n, p) the Esurp parameter is related to the
experimental particle-hole energy gaps ∆i via
Esur(i)p = f∆
[
∆i
2
+ min (∆p,∆n)
]
∆i = ε
(i)+
F − ε(i)−F (83)
In the IPM, f∆=1 and E
sur
p represents the minimum particle energy above the Fermi
value, for which a particle can couple to a two-particle-one-hole excitation. Similarly
it also the maximum energy, relative to the Fermi value, for which a hole can couple
to a two-hole-one-particle excitation. Thus between these two limits, damping of sp
states is not possible and the imaginary potential should exhibit a region of width 2Esurp
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where it is exactly zero. Many-body correlations reduce the width of this gap and thus
we include the fitting parameter f∆. Mahaux and Sartor had also explored imaginary
potentials which were zero in the immediate vicinity of the Fermi energy [6], however,
they assumed a somewhat different energy dependence.
The mass dependence was taken as
Rsur = rsur0 A
1/3 (84)
and the parameter Asur of Eq. (82) individually fit for each nucleus and nucleon type.
The HF potential is parametrized in the following way
VHF (r, E) = − V V olHF (E) f(r; rHF , aHF )
+ 4V surHF
d
dr
f(r; rHF , aHF ) + Vc (r) + Vso(r, E), (85)
where the Coulomb VC and real spin-orbit Vso terms have been separated from
the volume and surface components. The volume component contains the energy-
dependence representing non-locality, which is approximated by the cubic equation
V HFvol (E) = V
HF
0 − αvol (E − εF )− βvol (E − εF )2 − γvol (E − εF )3 . (86)
The value of V HF0 is constrained for each nucleus and nucleon type by obtaining the
correct Fermi energy. This is essentially independent of the imaginary potential and their
dispersive corrections, i.e., the dispersive corrections have equal but opposite effects on
ε+F and ε
−
F and so cancel in the calculation of the Fermi energy in Eq. (42).
The HF surface component was found necessary to fit high-energy elastic-scattering
data [26] and was parametrized as
V surHF (E) =
{
0 if x < 0
αsur x
2
x2+(γsur)2
if x > 0
(87)
where
x = E − εF − βsur. (88)
The mass and asymmetry dependence were taken as
αvol = αvol0 ± αvolNZ
N − Z
A
Rvol = rvolA1/3. (89)
The Coulomb potential was assumed to have a sharp-surface sphere with radius
RC = rCA
1/3. (90)
At high energies, optical-model potentials generally include an imaginary spin-orbit
potential [62]. Given that this term is usually assumed to be zero for lower energies,
this implies that the imaginary spin-orbit term is energy dependent. As such, it should
give rise to a dispersive correction to the real component. Given these considerations,
the total spin-orbit potential was taken as
Uso(r, E) = Vso(r, E) + iWso(r, E) (91)
= ∆Vso (r, E) +
(
h
mπc
)2
[V so + iW so(E)]
1
r
d
dr
f(r;Rso, aso)
ℓ · s
2
,
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where (~/mπc)
2=2.0 fm2 and ∆Vso is the dispersive correction determined from the
imaginary component Wso. As the imaginary spin-orbit component is generally needed
only at high energies, we chose the form
W so(E) = Aso
(E − εF )4
(E − εF )4 + (Bso)4 . (92)
The dispersive correction ∆Vso(E) associated with this component gives an
approximately linear decrease in magnitude of the total real spin-orbit strength over
the energy region of interest. The mass and asymmetry dependence of the spin orbit
was taken as
V so = V so0 ± V soNZ
N − Z
A
Rso = rsoA1/3. (93)
We refer to Ref. [27] for a detailed list of the parameters that were obtained in different
regions of the chart of nuclides. Some representative results are summarized in the next
section.
3.2. Results for local DOM potentials applied to chains of isotopes and isotones
Global fits to the data were performed for four regions: 1) Ca, Ni isotopes and N = 28
isotones, 2) N = 50 isotones, 3) Sn isotopes, and 4) 208Pb. References to experimental
data can be found in Ref. [27]. The fitted elastic-scattering differential cross sections
are shown in Figs. 2 to 4.
In many cases parameters like diffuseness and those related to spin-orbit potentials
are kept the same in all regions. Parameters related to volume absorption are also kept
fixed for all regions. Other parameters reveal a consistency between fits to the different
regions. Fitting data from semi-magic nuclei as far as elastic scattering cross sections is
concerned, appears just as successful as for double-closed shell systems.
Results for the fitted analyzing powers are displayed in Figs. 5 and 6. The quality
of the description is comparable to that obtained with global optical-model potentials
that are not dispersive. This holds also for spin-rotation parameters that are not shown
here but given in Ref. [26].
Fitted reaction cross sections for protons are shown in Fig. 7 while fitted reaction
and total cross sections for neutrons can be found in Fig. 8. The availability of total
neutron cross sections out to high energy is particularly helpful as neutron elastic
differential cross sections at such energies are only widely available for 208Pb. The
quality of the fits are at least as good, if not better, than other global optical-model fits.
In most DOM analyses until recently, a comparison with level energies,
spectroscopic factors [see Eq. (67)], occupation numbers [see Eqs. (69) and (71)] is
presented [25, 26, 27] based on the approximations introduced by Mahaux and Sartor [6].
Since the more recent applications of the DOM no longer need these approximations, we
will discuss results for spectroscopic factors and occupation numbers when we present
the introduction of non-local ingredients in subsequent sections. In addition, results for
observables like the nuclear charge density can then be presented as well.
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Figure 2. Fitted proton elastic-scattering differential cross sections expressed as a
ratio to the Rutherford scattering value. Data from each energy is offset along the
vertical axis for clarity. Lowest energy on the bottom and highest energy on the top
for each frame. Individual energies can be obtained from tables given in Ref. [27].
Results for different ranges of energies are plotted with different colors as indicated in
figure.
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Figure 3. Fitted neutron elastic-scattering differential cross sections for reactions
of Ca, Ni isotopes and 54Fe and 92Mo. Data from each energy is offset along the
vertical axis for clarity. Lowest energy on the bottom and highest energy on the top
for each frame. Individual energies can be obtained from tables in Ref. [27]. The color
convention is the same as employed in Fig. 2.
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Figure 4. Fitted elastic-scattering differential cross sections for proton and neutron
reactions on Sn isotopes and 208Pb. The color convention is the same as employed in
Fig. 2.
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Figure 5. Fitted analyzing powers for proton and neutron reactions on Z=20, 28
and N=28, 50 target nuclei. For clarity, successively larger energies have been shifted
further up along the vertical axis. The dashed lines indicate zero analyzing power for
each energy. The color convention is the same as employed in Fig. 2.
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Figure 6. As for Fig. 5, but reactions on Sn isotopes and 208Pb.
4. Application of DOM ingredients to the analysis of transfer reactions
Transfer reactions provide an important tool to study the properties of exotic nuclei.
Impinging a radioactive beam on a deuteron or proton target permits us to study neutron
addition or removal from the beam nucleus. Analyses of the corresponding cross sections
has recently started to employ the ingredients of the DOM [63]. In these cases, the
reaction theory is based on the adiabatic-wave approximation (ADWA) with inclusion
of finite-range effects [64] which is capable of treating deuteron breakup in a practical
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Figure 7. Fits to proton total reaction cross sections. For clarity, data and curves
have been progressively shifted up along the vertical axis.
way.
We discuss here the case of the 48Ca(d, p)49Ca reaction at Ed = 2, 13, 19.3 and
56 MeV, as well as the 132Sn(d, p)133Sn reaction at Ed = 9.46 MeV. The traditional
method of analyzing these reactions employs global optical-model potentials for both
the protons and neutrons. For example the Chapel-Hill parametrization CH89 [1]
is commonly used. In addition, the overlap function is obtained from solving the
Schro¨dinger equation for a Woods-Saxon (WS) potential whose depth is suitably
adjusted to obtained the correct binding energy for the added neutron. A spectroscopic
factor is then extracted by rescaling the cross section such that the maximum is
adequately described. Such an approach can yield useful information on relative
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Figure 8. Comparison of experimental (data points) and fitted (curves) cross sections
for the indicated neutron-induced reactions. The solid and dashed curves are for the
total and reaction cross section, respectively. For clarity, some of the experimental
points for the total reaction cross sections have been suppressed.
spectroscopic factors [65, 66]. Nevertheless, for these reactions and energies the
traditional approach often yields inconsistent results with regard to the probabilistic
nature of a spectroscopic factor as defined in Sec. 2.2 which should strictly generate a
value between 0 and 1. We illustrate this point in Table 1 which reports on finite-range
ADWA calculations performed for three interaction models: optical-model potentials
from CH89 [1] and the neutron overlap function from an adjusted Woods-Saxon potential
(CH89+WS); optical-model potentials from DOM but the neutron overlap function
as before (DOM+WS); and finally both the optical-model potentials and the neutron
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Figure 9. Angular distributions for the 132Sn(d, p)133Sn reaction at a deuteron energy
of Ed = 9.46 MeV are shown normalized at the peak of the experimental cross section.
The curves for the DOM+WS and DOM calculations largely overlap and are difficult
to separate.
overlap function from this local approximation of the DOM corrected for non-locality
(DOM) (see Ref. [63]). Note that the normalizations are calculated with an overlap
function normalized to unity.
The first thing to note is that fits with the DOM ingredients are able to describe
the experimental cross sections as illustrated in Ref. [63] and Fig. 9. In fact there is
essentially no difference between the angular distributions predicted with the DOM,
DOM+WS and CH89+WS ingredients for the 48Ca(d, p) reactions whereas for the
132Sn(d, p) case as illustrated in Fig. 9, the DOM and DOM+WS cases differ somewhat
from the standard calculation, but still follow the experimental data quite well. While
the angular distributions predicted using the DOM do not differ considerably from those
using CH89, the normalization of the cross sections do. An experimental spectroscopic
Table 1. Spectroscopic factors obtained from the finite-range ADWA analysis. The
deuteron kinetic energy Ed (lab. frame) is in MeV. References to experimental data
can be found in Ref. [63]
Nucleus Ed CH89+WS DOM+WS DOM
48Ca 2 0.94 0.72 0.66
13 0.82 0.67 0.61
19.3 0.77 0.68 0.62
56 1.1 0.70 0.62
132Sn 9.46 1.1 1.0 0.72
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factor is then determined by taking the ratio of dσ/dΩ(exp) over dσ/dΩ(theory) at
the first peak of the angular distribution for all but sub-barrier energies where the
normalization is determined at backward angles. If one focuses first on the traditional
CH89+WS approach, one sees that a wide range of spectroscopic factors can be obtained
depending on the beam energy. For example with 48Ca, the spectroscopic factors range
from S = 0.77 to 1.1. However, this range is significantly reduced when DOM optical
potentials are used. The consistency of the extracted spectroscopic factors employing
DOM ingredients is therefore very encouraging. The extrapolation of traditional non-
dispersive potentials like CH89 towards the drip line therefore generates a different result
than the corresponding extrapolation of the dispersive DOM potential generated with
the ingredients of Sec. 3.1. Further extensions of combining finite-range ADWA reaction
theory with DOM potentials that include a full treatment of non-locality are in progress
and a first analysis is reported in Ref. [67].
5. Comparison with ab initio calculations of the nucleon self-energy
Further progress in gaining insights into the character of DOM potentials has come from
studies of ab initio calculations of the nucleon self-energy. We report here on two types
of calculations with very different emphasis published in Refs. [29] and [30]. In Ref. [29]
an analysis is made of self-energies calculated for 40Ca, 48Ca, and 60Ca using the Faddeev
random-phase approximation (FRPA) developed and applied in Refs. [32, 33, 34].
Such calculations first proceed by constructing an effective interaction calculated in a
configuration space that is large enough to accommodate most of the effects of low-lying
collective excitations on the motion of individual particles. This interaction is a standard
version of the G-matrix which propagates noninteracting particles outside the chosen
configuration space to all orders and therefore adequately treats SRC. Subsequently,
calculated phonons in the random-phase approximation in both the combined particle-
particle and hole-hole space as well as particle-hole space are then employed in a Faddeev
summation to all orders to generate a suitable treatment of the effect of collective motion
in the nucleon self-energy. Due to computational restrictions, the configuration space is
limited to 8 or 10 major shells and therefore ceases to provide meaningful results beyond
energies that are further removed from the Fermi energy than about 60-80 MeV. The
emphasis of these FRPA calculations for the Ca isotopes is therefore on the effect of
low-energy or LRC.
Contrary to this approach, the results of Ref. [30] focus on volume effects that are
usually studied in the treatment of SRC. Also here a G-matrix is first constructed
but in nuclear matter at some suitably chosen density and starting energy. This
interaction is then corrected for the propagation of two-particle-one-hole (2p1h) and one-
particle-two-hole (1p2h) states in the finite system (40Ca) by propagating the difference
between the finite-nucleus and nuclear-matter propagators in second order. Since these
intermediate states do not contain additional interactions at low energy, the resulting
self-energy only contains the dynamical effects associated with SRC and therefore
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provides complementary information to the results of Ref. [29] which emphasize LRC.
5.1. Self-energy calculations for LRC
For a J = 0 target nucleus, all partial waves (ℓ, j, τ) are decoupled, were ℓ,j label the
projectile nucleon’s orbital and total angular momentum and τ represents its isospin.
The irreducible self-energy in coordinate space (for either a proton or a neutron) can
be written in terms of the harmonic-oscillator basis used in the FRPA calculation, as
follows:
Σ(x,x′;E) =
∑
ℓjmjτ
Iℓjmj (Ω, σ)
[∑
na,nb
Rnaℓ(r)Σ
⋆
ab(E)Rnbℓ(r
′)
]
(Iℓjmj (Ω′, σ′))∗, (94)
where x ≡ r, σ, τ . The spin variable is represented by σ, n is the principal quantum
number of the harmonic oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nucleus the
self-energy is independent of mj). The standard harmonic-oscillator function is denoted
by Rnℓ(r), while Iℓjmj (Ω, σ) represent the j-coupled angular-spin function.
In Ref. [29] the harmonic oscillator projection of the self-energy was calculated
directly as
Σab(E) = Σ
∞
ab(E) + Σ˜ab(E) = Σ
∞
ab(E) +
∑
r
mra(m
r
b)
∗
E − εr ± iη . (95)
The term with the tilde is the dynamic part of the self-energy due to LRC calculated
in FRPA [32, 33, 34, 68, 35], and Σ∞ab(E) is the correlated HF term which acquires an
energy dependence through the energy dependence of the G-matrix effective interaction.
Σ∞ab(E) is the sum of the strict-correlated HF diagram (which is energy independent) and
the dynamical contributions due to short-range interactions outside the chosen model
space. The self-energy was further decomposed in a central (0) part and a spin-orbit
(ls) part according to
Σℓj> = Σℓ0 +
ℓ
2
Σℓℓs , (96)
Σℓj< = Σℓ0 −
ℓ+ 1
2
Σℓℓs , (97)
with j>,< ≡ ℓ± 12 . The corresponding static terms are denoted by Σ∞,ℓ0 and Σ∞,ℓℓs , and
the corresponding dynamic terms are denoted by Σ˜ℓ0 and Σ˜
ℓ
ℓs.
The FRPA calculation employs a discrete sp basis in a large model space which
results in a large number of poles in the self-energy given in Eq. (95). For a comparison
with optical-model potentials at positive energies, it is appropriate to smooth out
these contributions by employing a finite width for these poles as the optical-model
potential was always intended to represent an average smooth behavior of the nucleon
self-energy [6]. In addition, it makes physical sense to at least partly represent the
escape width of the continuum states by this procedure. Finally, further spreading of
the intermediate states to more complicated states (3p2h and higher excitations that are
not included in the calculation) can also be accounted for by this procedure. Thus, before
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comparing to the DOM potentials, the dynamic part of the microscopic self-energy was
smoothed out using a finite, energy-dependent width for the poles
Σ˜ℓjna,nb(E) =
∑
r
mrnam
r
nb
E − εr ± iη −→
∑
r
mrnam
r
nb
E − εr ± iΓ(E) . (98)
Solving for the real and imaginary parts we obtain
Σ˜ℓjna,nb(E) =
∑
r
(E − εr)
(E − εr)2 + [Γ(E)]2m
r
nam
r
nb
(99)
+ i
[
θ(εF −E)
∑
h
Γ
(E − εh)2 + Γ(E)2m
h
nam
h
nb
− θ(E − εF )
∑
p
Γ
(E − εp)2 + [Γ(E)]2m
p
nam
p
nb
]
,
where, r implies a sum over both particle and hole states, h denotes a sum over the hole
states only, and p a sum over the particle states only. For the width, the following form
was used [69]:
Γ(E) =
1
π
A (E − εF )2
(E − εF )2 − B2
with A=12MeV and B=22.36 MeV. This generates a narrow width near εF that increases
as the energy moves away from the Fermi surface, in accordance with observations.
In the DOM representation of the optical-model potential, the self-energy is recast
in a subtracted form as
Σ⋆ab(E) = Σ
∞
ab, S + Σ˜ab(E)S, (100)
where
Σ∞ab S = Σ
⋆
ab(εF ) , (101)
Σ˜ab(E)S = Σ
⋆
ab(E)− Σ⋆ab(εF ) . (102)
We reiterate that the (real) Σ∞ab, S and the imaginary part of Σ˜ab(E)S are parametrized
in the DOM potential. The real part of Σ˜ab(E)S is then fixed by the dispersion relation.
The imaginary potentials of the DOM are defined in the same way as the self-energies
in Eq. (95) and the potentials can therefore be compared directly apart from the non-
locality correction of Eq. (61) for the DOM.
In fitting optical potentials, it is usually found that volume integrals are better
constrained by the experimental data [6, 70]. For this reason, they have been considered
as a reliable measure of the total strength of a potential. For a non-local and ℓ-dependent
potential of the form (94) it is convenient to consider separate integrals for each angular
momentum component, Σℓ0(r, r
′) and Σℓℓs(r, r
′), which correspond to the square brackets
in Eq. (94) and decomposed according to Eqs. (96) and (97). Denoting the central
real part of the optical potential by V , and the central imaginary part by W , we then
calculate:
J ℓW (E) = 4π
∫
drr2
∫
dr′r′2Im Σℓ0(r, r
′;E) (103)
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J ℓV (E) = 4π
∫
drr2
∫
dr′r′2Re Σℓ0(r, r
′;E). (104)
The correspondence between the above definitions and the volume integrals used
for the (local) DOM potential in Refs. [25, 26] can be seen by casting a spherical
local potential U(r) into a non-local form U(r, r′) = U(r)δ(r − r′). Expanding this
in spherical harmonics gives
U(r, r′) =
∑
lm
U ℓ(r, r′)Y ∗ℓm(Ω
′)Yℓm(Ω) , (105)
with the ℓ component
U ℓ(r, r′) =
U(r)
r2
δ(r − r′) , (106)
which does not depend on ℓ. The definition in Eqs. (103) and (104) for the volume
integrals lead to
J ℓU = 4π
∫
drr2
∫
dr′r′2U ℓ(r, r′) (107)
= 4π
∫
U(r)r2dr =
∫
U(r)dr , for any ℓ
and reduces to the usual definition of volume integral for local potentials. Thus, FRPA
results can be compared directly to the corresponding quantities determined in previous
studies of the DOM.
Figure 10 gives an overall example of the features of the real part of the self-
energy (J ℓV ). These results are shown for neutrons in
40Ca, employing the AV18
interaction [71] and are separated in partial waves up to ℓ=5. In this figure, the difference
between J ℓV and J
ℓ
F , the volume integral of Σ
∞,ℓ
0 (εF ), decreases with increasing ℓ which
reflects a similar reduction of the imaginary parts, J ℓW , to which J
ℓ
V are linked through
the dispersion relation. The effect may be partly explained by the truncated model
space, since the higher ℓ-channels also have fewer orbits. However, most of this decrease
must arise from the ℓ-dependence implied by the non-locality of the potential. This ℓ-
dependence suggests the importance of including non-local features in DOM potentials.
The simplifying assumptions of a symmetric absorption around εF [6, 25, 26, 27]
and locality (and therefore ℓ-independence) in the DOM generates unrealistic occupation
of higher ℓ-values below the Fermi energy [72]. Such features are not obtained in the
FRPA as illustrated in Fig. 11, where for ℓ-values up to 5, the volume integrals of the
FRPA calculation are displayed by the dashed lines. A subtantial ℓ-dependence below
the Fermi energy as documented by the FRPA results suggests that a substantial non-
local absorption is at work which should be incorporated in the DOM. In Fig. 11, we
also include the result of the non-local fit discussed in Sec. 6.2 as the solid lines which
confirms this assessment. Higher ℓ-values are less relevant below the Fermi energy and
this is clearly illustrated by the FRPA results in this figure. Since the absorption above
the Fermi energy is strongly constrained by elastic-scattering data, it is encouraging that
the ℓ-dependent FRPA result is reasonably close to the DOM fit in the domain where
the FRPA is expected to be relevant on account of the size of the chosen configuration
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Figure 10. Volume integrals of Re Σℓ0 for neutrons in
40Ca. The horizontal, dashed
lines are JℓF , the volume integrals of Σ
∞,ℓ
0
(εF ).
space. Note that the calculated JW decreases quickly at energies E − εF >100 MeV
due to the truncation the model space. Instead, the DOM result correctly shows that
it remains sizable even at higher energies. Also at negative energies, the FRPA results
do not adequately describe the admixture of high-momentum components that occur at
large missing energies [see Sec. 6.2].
Improving the DOM analysis of elastic-scattering data above the Fermi energy
and observables related to quantities below the Fermi energy requires sensitively to the
treatment of non-locality in the imaginary part of the self-energy [72]. To gain some
insight into the properties of the FRPA self-energy, a few simple fits were performed to
represent the central part of the imaginary part of the FRPA self-energy in coordinate
space at a given energy assuming the following form of the potential
WNL(r, r
′) = W0
√
f(r)
√
f(r′)H
(
r − r′
β
)
. (108)
We deviate from the standard Perey prescription for non-locality by employing square-
root factors of the function f(r) which is still represented by the conventional Woods-
Saxon form factor. The function H determines the degree of non-locality and is assumed
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Figure 11. Imaginary volume integrals JℓW from Eq. (103) of the
40Ca self-energy for
neutrons. The dashed curves represent the FRPA results. The results of the non-local
DOM fit discussed in Sec. 6.2 is shown by the solid lines.
to be a Gaussian following Ref. [53]
H
(
r− r′
β
)
=
1
π3/2β3
exp
( |r− r′|2
β2
)
. (109)
When the angular dependence in H is projected out, an analytic solution is obtained
for each orbital angular momentum ℓ as
W ℓNL(r, r
′) =W0
√
f(r)
√
f(r′)
4
π1/2β3
exp
(
−r
2 + r′2
β2
)
iℓ(−1)ℓjℓ(iz), (110)
where z = 2rr′/β2 and jℓ is a spherical Bessel function with a purely imaginary
argument. The fact that an analytic projection is possible provided the motivation
of the choice of Eq. (108).
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Table 2. Parameters from non-local fits to the imaginary part of the proton self-
energy at E − εF=44 MeV for 40Ca, 48Ca, and 60Ca using Eq. (108). r0 and a0 are
standard parameters of the Wood-Saxon form factor f(r).
Isotope W0 r0 a0 β |JW/A| |JW/A|FRPA
[MeV] [fm] [fm] [fm] [Mev fm3] [MeV fm3]
40Ca 14.1 1.23 1.23 1.54 187 188
48Ca 16.1 1.32 1.30 1.54 242 241
60Ca 13.6 1.50 1.50 1.49 266 268
We have chosen to fit the imaginary part of the FRPA self-energy at an energy of
E − εF=44 MeV, where surface physics dominates. In practice, we consider only a fit
to the ℓ = 0 self-energy since it represents the partial wave with the best convergence
properties associated with the limited model space considered. In Fig. 12, the diagonals
of the central imaginary part of the FRPA self-energy in coordinate space with ℓ = 0 for
40Ca, 48Ca, and 60Ca are displayed by solid lines. Results for the heavier isotopes are
offset on the y axis for clarity. The corresponding ℓ = 0 projections of Eq. (108) given
by Eq. (110) are shown by the dashed curves. The fit according to Eq. (108) appears
to be quite satisfactory suggesting that a reasonable representation of the microscopic
self-energy is possible and may provide a useful starting point for DOM functionals.
Novel applications of the dispersive optical model 37
The properties of the imaginary part of the FRPA self-energy in terms of its
non-locality content are summarized in Table 2 for the three different nuclei. The
parameters are fitted to reproduce the essential properties of the self-energy including
the volume integral for ℓ = 0. We observe that the values for the diffuseness are
larger than standard ones and increase with neutron number. The radius parameter
exhibits a similar nonstandard trend. The value of the non-locality parameter β is also
substantially larger than typically assumed for real non-local potentials.
5.2. Self-energy calculation for SRC in 40Ca
Following Refs. [73, 74, 75], the calculation of the nucleon self-energy with emphasis
on SRC proceeds in two steps. A diagrammatic treatment of SRC always involves the
summation of ladder diagrams. When only particle-particle (pp) intermediate states are
included, the resulting effective interaction is the so-called G-matrix. The corresponding
calculation for a finite nucleus (FN) can be represented in operator form by
GFN(E) = V + V GppFN(E)GFN(E), (111)
where the noninteracting propagator GppFN(E) represents two particles above the Fermi
sea of the finite nucleus taking into account the Pauli principle. The simplest
implementation ofGppFN involves plane-wave intermediate states (possibly orthogonalized
to the bound states). Even such a simple assumption leads to a prohibitive calculation
to solve Eq. (111) and generate the relevant real and imaginary part of the self-energy
over a wide range of energies both above and below the Fermi energy. Such a direct
solution has not yet been attempted, confining the use of the G-matrix as an effective
interaction at negative energy. For our purpose the appropriate strategy was developed
in Refs. [76, 77] which first calculates a G-matrix in nuclear matter at a fixed density
and fixed energy according to
GNM(ENM) = V + V GppNM(ENM)GNM(ENM ). (112)
The energy ENM is chosen below twice the Fermi energy of nuclear matter for a kinetic
energy sp spectrum and the resulting GNM is therefore real. Formally solving Eq. (111)
in terms of GNM can be accomplished by
GFN(E) = GNM + GNM {GppFN(E)−GppNM} GFN(E), (113)
where the explicit reference to ENM is dropped. The main assumption that allows a
managable self-energy calculation is to drop all terms higher than second order in GNM ,
leading to
GFN(E) = GNM − GNMGppNMGNM + GNMGppFN(E)GNM , (114)
where the first two terms are energy-independent. Since a nuclear-matter calculation
already incorporates all the important effects associated with SRC, it is reasonable
to assume that the lowest-order iteration of the difference propagator in Eq. (114)
represents an accurate approximation to the full result.
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Equation (112) generates an appropriate solution of two-body short-range
dynamics, but the resulting matrix elements require further manipulation before
becoming useful for the finite nucleus [30]. The self-energy contribution of the lowest-
order term GNM in Eq. (114) is similar to a Brueckner-Hartree-Fock (BHF) self-energy.
While strictly speaking the genuine BHF approach involves self-consistent sp wave
functions, as in the HF approximation, the main features associated with using the
GNM -matrix of Eq. (112) are approximately the same when employing a summation
over the occupied harmonic-oscillator states of 40Ca. Hence we will use the BHF
abbreviation. The correction term involving the second-order contribution in GNM
calculated in nuclear matter is also static and can be obtained from the second term in
the nuclear-matter Bethe-Goldstone equation by replacing the bare interaction by GNM .
The corresponding self-energy is also real and generated by summing over the occupied
oscillator states in the same way as for the BHF term.
The second-order term containing the correct energy-dependence for GFN in
Eq. (114) can now be used to construct the self-energy contribution, representing the
coupling to 2p1h states. In the calculation, harmonic oscillator states for the occupied
(hole) states and plane waves for the intermediate unbound particle states are assumed,
incorporating the correct energy and density dependence characteristic of a finite
nucleus GFN -matrix. In a similar way, one can construct the second-order self-energy
contribution which has an imaginary part below the Fermi energy and includes the
coupling to 1p2h states. Calculations of this kind require several basis transformations,
including the one from relative and center-of-mass momenta with corresponding orbital
angular momenta to two-particle states with individual momenta and orbital angular
momentum. Complete details can be found in Refs. [77, 74]. In practice the imaginary
parts associated with the dynamic self-energy contributions are employed to obtain the
corresponding real parts by employing the appropriate dispersion relation. The resulting
(irreducible) self-energy is then
Σ = ΣBHF +∆Σ (115)
= ΣBHF + (Re Σ2p1h − Σc + Re Σ1p2h) + i (Im Σ2p1h + Im Σ1p2h)
in obvious notation. This self-energy is employed in the sp basis denoted by states∣∣{k(ℓ1
2
)jmj
}〉
, characterized by wave vector, orbital, spin, total angular momentum
and its projection (suppressing isospin). Isospin conservation for 40Ca is employed but
the Coulomb contribution is included for protons.
The influence of treating SRC with this approach is illustrated in Ref. [30] by a
presentation of the momentum content of the spectral functions and the associated
momentum distribution demonstrating a presence of a modest 10% of the nucleons with
momenta not contained in the mean field. The calculations were performed for the
charge-dependent Bonn (CDBonn) interaction of Refs. [78, 79]. Here we focus on the
results most relevant for the DOM issues of this review. It is however useful to consider
the quality of the charge density of 40Ca calculated in the present framework (corrected
for the experimental charge distribution of a single proton and a single neutron as
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Figure 13. Charge density distribution for 40Ca from the CDBonn self-energy
(dashed) compared to experiment (solid).
in Ref. [80]). The final charge distribution is shown by the dashed line in Fig. 13
and compared to the experimental result obtained from the Fourier-Bessel analysis of
Ref. [81].
The mean square radius of the CDBonn self-energy is
〈r2〉 = 1
Ze
∫ ∞
0
dr r4ρch(r), (116)
yielding a value of 3.29 fm compared to the experimental result of 3.45 fm taken from
Ref. [81]. We note that microscopic calculations usually underestimate the experimental
results (see e.g. Ref. [74] for 16O). Better agreement with the experimental charge
distribution likely requires incorporating LRC correlations, especially since these are
responsible for further depleting the s1/2 orbit near the Fermi energy thereby reducing
the charge near the origin.
The results discussed in Ref. [30] for elastic nucleon scattering demonstrate several
important features. First and not surprisingly, the results are not in agreement with data
at energies dominated by surface physics. As higher energies, there is some agreement
with the DOM analysis when the contributions to the scattering cross section are limited
to the partial waves considered in Ref. [30]. The inclusion of higher partial waves going
up to much larger values than are used in bound-state calculations are therefore needed
for a proper treatment of the optical potential that is directly calculated for a finite
nucleus. Nevertheless, the resulting self-energy yields relevant insight into the properties
of the nucleon self-energy that should be incorporated in a DOM analysis. We therefore
performed a few simple fits to represent the central part of the imaginary component of
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Figure 14. Imaginary volume integrals for the CDBonn self-energy at 65 MeV (black
circular data points), and the corresponding result for the parametrized self-energy (red
square data points).
the CDBonn self-energy in coordinate space at a given energy assuming the same form
as used previously [Eqs. (108) to (110)].
We have chosen to fit the imaginary part at 65 MeV partly because we expect that
only at such energies does the imaginary part of these microscopic self-energy has real
relevance since the role of LRC is expected to be diminished. In practise, this means that
only the ℓ = 0 self-energy needs to be represented in terms of Eq. (110). If the choice
of Eq. (108) is appropriate, the other ℓ-values will be adequately represented as well.
A useful quantity to gauge the characteristic of an absorptive potential is the volume
integral as discussed in Sec. 5.1. For local potentials this quantity is well-constrained
by experimental cross sections [26, 27].
Once a fit to the ℓ = 0 component of the self-energy has been made, the implied
ℓ-dependence of the chosen non-local potential leads to predictions for higher ℓ-values.
The result of the corresponding volume integrals per nucleon are shown in Fig. 14 as
a function of the ℓ-values considered for the CDBonn self-energy. We employ dots for
the CDBonn results and circles for the predictions based on Eq. (108). The agreement
appears very satisfactory and may permit the extraction of the properties of the CDBonn
self-energy for even higher ℓ-values without recourse to an explicit calculation.
The properties of the imaginary part of the CDBonn self-energy in terms of its non-
locality content are summarized in Table 3 for four different energies, one below and
three above the Fermi energy. In all cases a substantial imaginary part of the CDBonn
self-energy is present at the chosen energies. The parameters are fitted at each energy
to reproduce the essential properties of the self-energy including the volume integral for
ℓ = 0, as discussed above for the case of 65 MeV.
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Table 3. Parameters from non-local fits to the imaginary part of the proton self-
energy at four different energies using Eq. (108).
Energy W0 r0 a0 β |JW/A| |JW/A|CDBonn
[MeV] [MeV] [fm] [fm] [fm] [MeV fm3] [MeV fm3]
-76 36.30 0.90 0.90 1.33 193 193
49 6.51 1.25 0.91 1.43 73 73
65 13.21 1.27 0.70 1.29 135 135
81 23.90 1.22 0.67 1.21 215 215
We observe that the values for the diffuseness are consistent with standard values for
the higher energies but are substantially larger at 49 and -76 MeV. The radius parameter
is quite small below the Fermi energy but yields rather standard values at positive energy.
The value of the non-locality parameter is quite a bit larger than typically assumed for
real non-local potentials. For example, wave-function corrections for non-locality in the
analysis of (e, e′p) reactions typically assume values of β = 0.85 fm [82]. The DOM
analysis of Ref. [83] introduced a non-local HF potential to allow the calculation of
additional properties below the Fermi energy from the spectral functions that are the
solutions of the Dyson equation. The adjusted non-locality parameter in that work
corresponded to 0.91 fm [see Sec. 6.1].
We note that with increasing energy, the non-locality parameter decreases
suggesting a trend to a more localized potential. Since for a local potential there is
no ℓ-dependence of the volume integral, we have investigated the behavior of J ℓW for
different ℓ-values in a wide energy domain which confirms this conjecture [30]. The
degree of non-locality is largest below the Fermi energy with a substantial separation
between the different ℓ-values. At positive energies, the volume integrals for different
ℓ at first exhibit a spread although not as large as below the Fermi energy. However
above 300 MeV, the curves apparently become similar suggesting a trend to a more local
self-energy.
An analysis of the non-locality of the imaginary part to the CDBonn self-energy
therefore reveals that its main properties can also be well represented by a Gaussian
non-locality. Typical non-locality parameters are somewhat larger than those found in
the literature. Volume integrals indicate that non-locality is very important below the
Fermi energy. Above the Fermi energy, it is initially substantial but appears to weaken
at higher energies.
The lessons learned from these studies of LRC and SRC reported in Refs. [29]
and [30] have subsequently been incorporated in the DOM analysis requiring a full
treatment of non-locality. Consequently, this shifts the traditional paradigm of local
optical potentials into one in which dispersion relations and non-locality will become
the mainstay. A first such application is discussed in the next section.
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6. Introduction of non-local potentials
In the present section we present the steps that have recently been implemented in
the DOM approach to incorporate non-local potentials. The main reason for also
including non-local imaginary potentials apart from their theoretical omnipresence, is
the necessity to restrict the admixture of higher ℓ-values into the properties of the ground
state. In particular, particle number and the charge density of the nucleus provide strict
constraints on the presence of these higher ℓ-values as discussed in the following.
6.1. Proper treatment of non-locality in the HF potential
The first step to include non-locality in the DOM was made in Ref. [72]. The spin-
independent part of the HF potential in coordinate space can be denoted by ΣHF (r, r
′)
employing the HF label that was introduced by Mahaux and Sartor [6] even though this
term is not a strict HF contribution [see Sec. 2.2]. The usual treatment of ΣHF (r, r
′) is
to assume that it can be replaced by a local but energy-dependent potential [53, 84, 6, 7].
The corresponding form then can be written as
ΣHF (r, r
′)⇒ VHF (r, E)δ(r − r′), (117)
where
VHF (r, E) = VHF (E)f(r; rHF , aHF ) (118)
contains the usual Woods-Saxon form factor. The factorized linear energy dependence
can be parametrized by the corresponding effective mass below the Fermi energy and
can be represented by
VHF (E) = VHF (εF ) +
[
1− m
∗
HF
m
]
(E − εF ) , (119)
which can be combined with the Woods-Saxon form factor to generate m∗HF (r). This
version is inspired by the Skyrme implementation of the HF potential [6]. More generally,
one may identify this effective mass with an energy-dependent version of the effective
mass m˜∗(r;E) that governs the non-locality of the self-energy and is sometimes referred
to as the k-mass. It was shown in Ref. [85] that this effective mass is critical to reconcile
the phenomenological (local) imaginary part of the optical potential with the microscopic
one [7] and to explain the observed nucleon mean free path. For finite nuclei, this implies
that the DOM version of its local imaginary part W is related to the self-energy by
W(r;E) = m˜
∗(r;E)
m
ImΣ(r;E). (120)
This clarifies that the use of a non-local HF self-energy in the DOM framework has to be
accompanied by enhancing the imaginary part with a corresponding factor m/m˜∗(r;E).
Results discussed in Ref. [72] indeed corroborate the necessity of including this factor
e.g. to obtain identical spectroscopic factors as those in Ref. [26]. It is therefore possible
to employ the same parameters as in the fit of [26] and only replace the energy-dependent
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Table 4. Parameters for the local energy-dependent Woods-Saxon potential and the
non-local version with Gaussian non-locality for 40Ca.
local non-local
Depth [MeV] -56.5 -92.3
Radius [fm] 1.19 1.05
Diffuseness [fm] 0.70 0.70
m˜∗HF/m 0.57 -
Non-locality [fm] - 0.91
local equivalent HF potential by a suitable energy-independent non-local one. We have
chosen the standard form introduced in Ref. [53] to represent
ΣHF (r, r
′) = VNLf( 12 |r + r′|; rNL, aNL)H
(
r − r′
β
)
, (121)
where the degree of non-locality is expressed by a Gaussian governed by the parameter
β as in Eq. (109). This non-local form requires four parameters (VNL, rNL, aNL, and β),
which is the same number required to represent VHF (r, E) in Eq. (118). We reiterate
that this non-local representation is essential in obtaining properly normalized spectral
functions and spectroscopic factors. In the following we will discuss some results for
40Ca with this non-local version of the DOM with emphasis on energies below the Fermi
energy. We note that all fitted DOM parameters from Ref. [26] have been kept fixed
while only the local HF potential with its spurious energy dependence has been replaced
by Eq. (121) and the application of the dispersion relation Eq. (59) has been modified
according to Eq. (120).
As in the usual DOM fit, the location of the main fragments of the 0d3/2 and
1s1/2 valence hole levels was used to constrain the parameters of the non-local HF
potential. Since the complete one-body density matrix can be obtained with a non-
local HF potential, it was also possible to constrain the parameters by the mean square
radius of the charge distribution that is well known experimentally [81]. An additional
problem that can be cured by the non-local version of the HF potential is associated
with the linear energy dependence of the local version as shown in Eq. (119). Typical
DOM fits generate rather deeply bound 0s1/2 states, often well below the peaks seen in
(e,e ′p) and (p,2p) experiments. With a non-local potential it is possible to use the peak
of the deeply bound 0s1/2 state as an additional constraint and avoid the problem. The
resulting parameters are collected in Table 4 including those for the local potential. All
other parameters and the detailed shapes chosen for the imaginary parts of the DOM
potential for 40Ca can be found in Ref. [26]. When adjusting the parameters of the
non-local potential, it was found that it was possible to incorporate the constraint of
the mean square radius of the charge distribution while generating quasihole fragments
at energies that are at least as good as the original fit.
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Figure 15. Experimental charge density of 40Ca [81] (solid curve) compared with the
DOM result (dashed curve).
By integrating the imaginary part of the propagator given in Eq. (21) for each ℓj
combination up to the Fermi energy it is possible to obtain the one-body density matrix
element
nℓj(r
′, r) =
1
π
∫ εF
−∞
dE Im Gℓj(r, r
′;E) =
〈
ΨA0
∣∣ a†r′ℓjarℓj ∣∣ΨA0 〉 . (122)
For protons, the point charge distribution is thus obtained from the diagonal matrix
elements of the one-body density matrix
ρp(r) =
e
4π
∑
ℓj
(2j + 1)nℓj(r, r). (123)
For a comparison with the experimental charge density of 40Ca it is necessary to
fold this distribution with the proton charge density using the procedure outlined in
Ref. [80]. The mean square radius of the resulting charge distribution is obtained from
Eq. (116) and has been employed to constrain the non-local HF potential to generate
good agreement with the experimental result for 40Ca. The parameters in Table 4
generate a value of 3.45 fm identical to the experimental result from the Fourier-Bessel
analysis given in Ref. [81].
We compare the calculated charge density with the experimental one in Fig. 15. It
is obvious that there is still a significant discrepancy from the experimental result near
the origin which requires further analysis. We note that the calculated charge density
was normalized to Z = 20 by dividing by the calculated proton number which exceeded
20 by more than 10 % even when the orbital angular momentum was limited to ℓ = 5.
The need to cut these higher ℓ-contributions can only be accomplished by including a
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Figure 16. The maximum value of the fitted imaginary surface potential obtained for
Sn isotopes in Ref. [27] for protons and neutrons.
non-local absorption below the Fermi energy. When implementing non-local imaginary
potentials into the DOM as discussed in Sec. 6.2, it is essential that particle number is
included in the fit.
The inclusion of non-locality in the HF potential was also applied to a series of Sn
isotopes to allow a reasonable description of the radius of the charge distribution [27].
The most important (N−Z)/A dependence in the fit illustrated in Sec. 3.2 is associated
with the magnitude of the surface absorption. The asymmetry dependence of theW surmax,
the maximum value of imaginary surface potential, is plotted in Fig. 16 for all Sn isotopes
studied. The protons show a substantial increase with (N −Z)/A whereas for neutrons
there is almost no change. The proton data could be fit by a linear relationship, however
a linear extrapolation to 100Sn [(N −Z)/A=0] would give a value of W surmax close to zero.
This seems unlikely and suggests that the true asymmetry dependence is nonlinear.
We have therefore constructed non-local HF potentials for the protons in Sn
isotopes, while keeping the dispersive part from the DOM fits fixed, apart from the
well-defined non-locality enhancement [6]. The non-locality of the potential is of the
standard Gaussian form [53] used in Ref. [72] for 40Ca. We also employ the dispersive
part of the DOM fits to extrapolate these potentials to lighter and heavier Sn isotopes
than considered in the DOM fit. The non-local potentials were required to reproduce the
position of the 0g9/2 proton level and where known, the mean square radius of the charge
distribution [81]. It is well known that HF calculations only succeed in reproducing the
trend of the mean square radius of the charge distribution when an A1/6 instead of a
conventional A1/3 radius dependence is employed [86]. Employing this dependence for
the non-local HF potential we are able to reproduce the mean square charge radius for
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Figure 17. Spectral function of the proton g9/2 orbit in different Sn isotopes. The
curves represent the continuum contribution of the spectral function and are labeled
by the appropriate mass number. Also indicated is the location of the 0g9/2 quasihole
level in these different isotopes. The height of the corresponding vertical lines identifies
the spectroscopic factor for each isotope.
112Sn and 124Sn. It was then only necessary to adjust the depth of the potential for each
isotope in order to generate the required fit to the position of the g9/2 levels and the
charge radii. The resulting depths exhibit an essentially linear N − Z dependence.
In Fig. 17 the complete spectral function of the g9/2 orbit is shown for a relevant
selection of Sn isotopes. The results for different isotopes are labeled with corresponding
mass number. The curves representing the strength in the continuum below the Fermi
energy, clearly reflect the increase in the surface absorption derived from the elastic-
proton-scattering data under the standard DOM assumption that surface imaginary
potentials exhibit similar behavior above and below the Fermi energy [6]. In the energy
domain below the Fermi energy corresponding to the imaginary surface potential, a
distinct increase in the strength can be observed with increasing neutron number.
Accompanying this increased strength, is a reduction of the corresponding 0g9/2
spectroscopic factor. Quantitative results are reported in Table 5 for the spectroscopic
factors (Snl), strength in the continuum (n
c
nl), total occupation number (nnl), where nl
refers to the non-local version of the DOM for this series of isotopes. In addition, the
occupation number (nl) and spectroscopic factor (Sl) for the local DOM are listed that
are obtained with approximate expression given in Eqs. (69) and (67) which originated
in the work of Mahaux and Sartor [6]. The increase in the continuum contribution of
the occupation number ends with 130Sn, on account of the larger gap between particle
and hole states for the double-closed shell nucleus 132Sn. We note that the reduction
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Table 5. Spectroscopic factors and occupation numbers for the 0g9/2 proton orbit in
Sn isotopes using the non-local (nl) and local (l) versions of the DOM.
Isotope Snl n
c
nl nnl nl Sl
102 0.80 0.11 0.91 0.86 0.79
106 0.68 0.17 0.85 0.81 0.68
112 0.63 0.20 0.83 0.74 0.63
124 0.50 0.28 0.78 0.62 0.51
130 0.48 0.30 0.78 0.60 0.49
132 0.56 0.25 0.81 0.65 0.56
of the g9/2 spectroscopic factor with increasing neutron number is accompanied by a
weaker reduction of the occupation number. This feature is consistent with the notion
that increased surface absorption leads to removal of strength to both sides of the
Fermi energy so that the reduction in the occupation should be less (and approximately
half of the reduction of the spectroscopic factor for each isotope for a level very near
the Fermi energy). While the spectroscopic factors for the 0g9/2 level in the local
DOM are consistent with the non-local results, there is a clear disagreement between
the occupation numbers obtained by the two methods. This confirms the conclusion
of Ref. [72] that occupation numbers obtained from the approximate expressions of
Eqs. (69) and (71) may not always be accurate. This is particularly true for a nominally
empty level like the g7/2, where the non-local version generated an occupation number
of 0.15 in 130Sn, whereas the local result is 0.33.
The N − Z behavior of the proton correlations obtained for Sn isotopes invites
consideration of possible future experiments to confirm the trend predicted in Table 5.
A consistent analysis of the (d, 3He) reaction employing a finite-range DWBA approach
as in Ref. [87] might be able to shed light on the behavior of the proton g9/2 spectroscopic
factors by employing light and heavy radioactive Sn isotopes in inverse kinematics. A
serious difficulty will be the construction of appropriate optical potentials for these
exotic reactions. An alternative experimental approach might be to employ the (d, n)
reaction in inverse kinematics for these exotic isotopes and study the behavior of the
g7/2 spectroscopic factor for the addition of a proton. The spectroscopic factor for this
particle level tracks the one for the g9/2 hole level reported in Table 5 within a few
percent.
We note that the predicted behavior of the proton g9/2 spectroscopic factor as a
function of N−Z is still mild compared to the deduced behavior of the removal strength
using heavy-ion knockout reactions [88, 89] in sd-shell nuclei. The spectroscopic factors
implied by these experiments are much smaller (or larger) far off stability than generated
here for protons in Sn isotopes. Indeed, since the implied physics is associated with
surface phenomena [90], one would expect that the remaining sp strength occurs in the
domain where surface absorption takes place. A spectroscopic factor of 0.2 for example
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Figure 18. Properties of neutron states above the 208Pb core in the top panel
compared with those above the 132Sn core. In each panel, the levels are labeled on the
left and the corresponding spectroscopic factors are given on the right. The levels and
numbers are from the DOM implementation with a non-local HF potential [72].
in 132Sn would require a much larger surface absorption than obtained from the DOM
extrapolation that generates the value of 0.56 in Table 5 and correspondingly different
elastic-scattering cross sections would be predicted. The differences appear to be so
large as to be amenable to experimental clarification.
Based on the analysis of elastic-scattering data the neutron properties appear
to change considerably less than those of protons with increasing neutron number.
Extrapolating the neutron potentials to 132Sn, using the non-local HF potential
generates neutron particle states and related spectroscopic factors that are displayed
in Fig. 18. A comparison with the corresponding neutron states above the 208Pb core
demonstrates that the spectroscopic factors are of very similar nature confirming the
double-closed-shell character of this exotic nucleus.
Neutron-transfer data on 132Sn in inverse kinematics generate unrealistic results
when the traditional analysis of these experiments is performed, yielding unphysical
spectroscopic factors that can be larger than 1 [91, 92] when normalizing these
quantities as probabilities [7]. While the present analysis of these reactions yields useful
information about the relative strength of these sp states and allows a comparison
between 132Sn and 208Pb [91], it is much more preferable to analyze these reactions in a
way that generates physically reasonable outcomes. A step in this direction was recently
made in Ref. [63] and discussed in Sec. 4.
Novel applications of the dispersive optical model 49
Further extrapolations towards the neutron drip line in Sn isotopes yields an
even more dramatic reduction of the proton spectroscopic factors. Corresponding
small reduction factors have also been extracted from heavy-ion knockout reactions for
minority nucleons while the majority species appears to require almost no reduction [88,
89]. Transfer reactions appear to suggest a considerably smaller dependence of
correlations on nucleon asymmetry [66, 93] which is also suggested by FRPA ab initio
calculations [94]. Such a DOM extrapolation was made for 154Sn [95], a possible
candidate for the neutron drip line. The proton 0g9/2 spectroscopic factor is a very
sensitive function of the unknown separation energy of the last neutron [96]. It is
therefore clear that the proximity of the neutron continuum has important consequences
for the strength of correlations as measured by the valence proton spectroscopic factor.
The sensitivity of the reduction of the spectroscopic factor demonstrates the important
role that the continuum could play in determining the size of the valence spectroscopic
factor. This feature was also pointed out in Ref. [97] on the basis of an ab initio coupled-
cluster calculation with a proper treatment of the continuum. While such calculations
point to a sizable reduction, they are not in agreement with the experimentally extracted
reduction in stable closed-shell nuclei such as 16O [98]. The main effect of reducing
the strength of the valence hole due to the presence of the continuum appears to be
related to the stronger low-energy surface absorption which implies that the lost strength
resides in the nearby continuum as illustrated in Fig. 17. This also implies that the
occupation number of such a valence orbit is much less sensitive to the proximity of the
continuum [27].
6.2. Results for non-local absorptive potentials in 40Ca
The discussion so far makes it very clear that in order to reproduce ground-state
properties, both a non-local imaginary self-energy and a non-local real HF potential
are required. The first implementation of such an analysis for 40Ca was reported in
Ref. [31]. We now provide a more detailed description of the changes that are necessary
in the conventional application of the DOM in order for the resulting potential to yield
a realistic description of the sp properties below the Fermi energy. In particular we
refer to previous papers for a description of ingredients that have not changed from the
purely local treatment of the DOM [26, 27] [see also Secs. 3.1 and 3.2]. The non-local
treatment of the HF potential was discussed in Ref. [72] and reviewed in Sec. 6.1. The
present form is taken as
ΣHF (r, r
′) = −V volHF (r, r′) + V wbHF (r, r′), (124)
where the volume term is given by
V volHF (r, r
′) = V 0HF f
(
r˜, rHF , aHF
)
[x1H (s/βvol1) + (1− x1)H (s/βvol2)] , (125)
allowing for two different non-localities with different weights (0 ≤ x1 ≤ 1). We use the
notation r˜ = (r+r′)/2 and s = r−r′. A Gaussian wine-bottle (wb) shape is introduced
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replacing the surface term of Ref. [27]
V wbHF (r, r
′) = V 0wb exp
(−r˜2/ρ2wb)H (s/βwb) . (126)
This Gaussian centered at the origin helps to represent overlap functions generated by
simple potentials that reproduce corresponding Monte Carlo results [99]. Non-locality
is represented by a Gaussian form [see Eq. (109)] first suggested in Ref. [53]. As
usual, Woods-Saxon form factors are employed. Equation (124) is supplemented by
the Coulomb term determined from the experimental charge distribution and a local
spin-orbit interaction as in Ref. [27].
The introduction of non-locality in the imaginary part of the self-energy is well-
founded theoretically both for LRC [29] as well as short-range ones [30] [see Secs. 5.1
and 5.2]. Its implied ℓ-dependence is essential in reproducing the correct particle number
for protons and neutrons. The non-local part of this imaginary component has the form
Im Σ(r, r′, E) = −W vol0 (E)f
(
r˜; rvol; avol
)
H (s/βvol)
+ 4asurW sur (E)H (s/βsur)
d
dr˜
f(r˜, rsur, asur). (127)
We also include a local spin-orbit contribution as in Ref. [27]. The energy dependence
of the volume absorption has the form used in Ref. [27] whereas for surface absorption
we employed the form of Ref. [26]. The solution of the Dyson equation below the Fermi
energy was introduced in Ref. [72]. The scattering wave functions are generated with
the iterative procedure outlined in Ref. [100] leading to a modest increase in computer
time as compared to the use of purely local potentials. Neutron and proton potentials
are kept identical in the fit except for the Coulomb potential for protons. See the
supplemental material published with [31] for the numerical values of all parameters
together with a list of all employed equations.
Included in the present fit are the same elastic-scattering data and level information
considered in Ref. [27]. In addition, we now include the charge density of 40Ca as
given in Ref. [81] by a sum of Gaussians. Consideration is also given to data from
the (e, e′p) reaction at high missing energy and momentum obtained at Jefferson Lab.
We note that the spectral function of high-momentum protons per proton number is
essentially identical for 27Al and 56Fe [101] thereby providing a sensible benchmark
for their presence in 40Ca. We merely aimed for a reasonable representation of these
cross sections since their interpretation requires further consideration of the rescattering
contributions [102, 103]. We did not include the results of the analysis of the (e, e′p)
reaction from NIKHEF [104] because the extracted spectroscopic factors depend on the
employed local optical potentials. We plan to reanalyze these data with our non-local
potentials in a future study.
Motivated by the work of Refs. [29, 30], we allow for different non-localities above
and below the Fermi energy, otherwise the symmetry around this energy is essentially
maintained by the fit. The values of the non-locality parameters β appear reasonable
and range from 0.64 fm above to 0.81 fm below the Fermi energy for volume absorption.
These parameters are critical in ensuring that particle number is adequately described.
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Figure 19. Calculated and experimental elastic-scattering angular distributions of
the differential cross section dσ/dΩ. Panels shows results for n+40Ca and p+ 40Ca.
Data for each energy are offset for clarity with the lowest energy at the bottom and
highest at the top of each frame. References to the data are given in Ref. [27].
We limit contributions to ℓ ≤ 5 below εF [30] obtaining 19.88 protons and 19.79
neutrons. We note the extended energy domain for volume absorption below εF to
accommodate the Jefferson-Lab data. Surface absorption requires non-localities of 0.94
fm above and 2.07 fm below εF .
The final fit to the experimental elastic-scattering data is shown in Fig. 19 while
the fits to total and reaction cross sections are shown in Fig. 20. In all cases, the quality
of the fit is the same as in Refs. [26] or [27]. This statement also holds for the analyzing
powers.
Having established our description at positive energies is equivalent to earlier work,
but now consistent with theoretical expectations associated with the non-local content of
the nucleon self-energy, we turn our attention to the new results below the Fermi energy.
The spectral strength given in Eq. (24) as a function of energy is in good agreement
with experimental information for the first few levels in the IPM [31]. This includes
the experimental location of the levels near the Fermi energy while for deeply bound
levels they correspond to the peaks obtained from (p, 2p) [51] and (e, e′p) reactions [48].
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Figure 20. Non-local DOM fits to the total reaction cross section are displayed as a
function of proton energy for 40Ca. Results for both total and reaction cross sections
are shown for neutrons.
The DOM strength distributions track the experimental results represented by their
peak location and width. Neutron sp energies are listed in Table 6 for levels near εF .
The calculated levels exhibit a deviation of about 1 MeV from the experimental values
similar to Ref. [27], except for the 1s1/2 orbital.
For the quasi-hole proton states we find spectroscopic factors of 0.78 for the 1s1/2
and 0.76 for the 0d3/2 level. The location of the former level deviates from experiment
as is true for neutrons and may require additional state dependence of the self-energy
as expressed by poles nearby in energy [34]. The analysis of the (e, e′p) reaction in
Ref. [105] clarified that the treatment of non-locality in the relativistic approach leads
Table 6. Quasihole energies in MeV for neutron orbits in 40Ca near the Fermi energy
compared with experiment.
orbit DOM experiment
1p1/2 -3.47 -4.20
1p3/2 -4.51 -5.86
0f7/2 -7.36 -8.36
0d3/2 -16.2 -15.6
1s1/2 -15.3 -18.3
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Figure 21. Comparison of experimental charge density [81] (hatched line) with the
DOM fit (thin line).
to different distorted proton waves as compared to conventional non-relativistic optical
potentials, yielding about 10-15% larger spectroscopic factors. Our current results are
also larger by about 10-15% than the numbers extracted in Ref. [104]. Introducing
local DOM potentials in the analysis of transfer reactions has salutary effects for the
extraction of spectroscopic information of neutrons [63] and non-local potentials should
further improve such analyses.
In Fig. 21 we compare the experimental charge density of 40Ca (hatched line
representing a 1% error) with the DOM fit. While some details could be further
improved, it is clear that an excellent description of the charge density is possible in
the DOM. The correct particle number is essential for this result which in turn can
only be achieved by including non-local absorptive potentials that are also constrained
by the high-momentum spectral functions. With only local absorption, one is neither
able to either generate a particle number close to 20 or describe the charge density
accurately [72].
We compare in Fig. 22 the spectral strength for the high-momentum removal
with the Jefferson-Lab. data [106]. At the higher energies these data should not be
reproduced in the DOM calculations as intrinsic nucleon excitations must be considered.
To further improve the description, one would have to introduce an energy dependence
of the radial form factors for the potentials. Nevertheless we conclude that an adequate
description is generated which corresponds to 10.6% of the protons having momenta
above 1.4 fm−1.
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Figure 22. Spectral strength as a function missing energy for different missing
momenta as indicated in the figure. The data are the average of the 27Al and 56Fe
measurements from [106].
In conclusion we have demonstrated that the nucleon self-energy for 40Ca requires
a non-local form and can then with reasonable assumptions represent all relevant sp
properties of this nucleus.
6.3. Spectral functions at positive and negative energies
The calculations of spectral functions as outlined in Sec. 2.2 acquires additional
significance with the implementation of non-local potentials. In particular the positive
energy part of the self-energy is thoroughly constrained by elastic-scattering data and
provides detailed insight into the presence of some sp strength in the continuum for
predominantly-bound levels. We clarify the notion that scattered nucleons are precisely
aware of the properties of the ground state in Fig. 23. The probability density Sℓj(r;E)
of Eq. (34) for adding a nucleon with energy E at a distance r from the origin for a given
ℓj combination is plotted after subtracting the absolute square of the elastic-scattering
wave function given in Eq. (35). This difference is plotted in Fig. 23 for different energies
in the case of the s1/2 partial wave. Asymptotically at large distances, the influence of
other open channels is represented by an almost constant shift whereas, inside the range
of the potential, a pattern related to the absorptive properties of the potential and the
orbits that are occupied emerges. In particular, it is clear that the pattern shown in
Fig. 23 demonstrates that the nucleon in this partial wave is aware of the almost full
occupation of two bound s1/2 states in the
40Ca ground state as two nodes are clearly
visible at low energy thereby ensuring orthogonality of the scattered wave. Similar plots
for ℓ = 2 partial waves exhibit only one node and ℓ = 4 strength exhibits no nodes as
would be expected for an essentially empty orbit.
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Figure 23. Difference between the particle spectral function for s1/2 and the
contribution of the elastic-scattering wave function multiplied by r2, as a function
of both energy and position. Asymptotically with r, this difference is approximately
constant and determined only by the inelasticity.
We also present results for a microscopic calculation of the 40Ca self-energy
obtained from the CDBonn interaction [78, 79]. Details have been provided in Ref. [30]
and Sec. 5.2. Because all ingredients of this calculation involve momentum-space
quantities, the double folding in Eq. (36) is performed in momentum space utilizing
overlap functions obtained in Ref. [30]. The experimentally-constrained non-local
DOM potential of Ref. [31] was Fourier transformed to momentum space to allow the
calculation of the off-shell reducible self-energy of Eq. (29). We have therefore employed
the neutron self-energy for this calculation but the proton self-energy is identical apart
from the Coulomb term. Fourier transforming the spectral density according to Eq. (34)
allows further analysis and also to perform the folding with the bound DOM overlap
functions obtained in coordinate space [72].
We display in Fig. 24 the results of the DOM spectral function for the most relevant
bound orbits in 40Ca including the hole spectral function from Ref. [31]. Because the
DOM analysis assumes that the imaginary part of the self-energy starts at εF , the
spectral strength is a continuous function of the energy. The method of solving the
Dyson equation for E < 0 is very different than that for E > 0. The continuity
of the curves at E = 0 confirms the numerical aspects of both of these calculations.
Below the Fermi energy, the spectral strength contains peaks associated with the
0s1/2, 0p3/2, 0p1/2, 0d5/2, 1s1/2, and 0d3/2 orbits with narrower peaks for orbits closer to
the Fermi energy. Their strength was calculated for the overlap functions associated
with the location of the peaks by solving the Dyson equation without the imaginary
part but with self-consistency for the energy of the real part [72]. The strength of these
Novel applications of the dispersive optical model 56
-100 -50 0 50 100
E [MeV]
10-4
10-3
10-2
10-1
100
S n
(E
) [
M
eV
-
1 ]
0s1/2
0p3/2
0p1/2
0d5/2
0d3/2
1s1/2
0f7/2
0f5/2
εF
40Ca
Figure 24. Calculated spectral strength, both below and above the Fermi energy, for
predominantly-bound orbits in 40Ca. The spectral strength is constrained by elastic-
scattering data, level structure, charge density, particle number, and the presence of
high-momenta below the Fermi energy [31].
orbits above the Fermi energy exhibits systematic features displaying more strength
when the IPM energy is closer to the continuum threshold. We make this observation
quantitative by listing the integrated strength according to the terms of Eq. (41) in
Table 7. For the depletion we integrate the strength from 0 to 200 MeV, the energy
domain constrained by data in the DOM. Results for the “particle” 0f7/2 and 0f5/2
spectral functions are also included in Fig. 24 and Table 7 noting that the strength in
the continuum from 0 to 200 MeV now rises to 0.202 and 0.320, respectively. From εF
to 0 the strength for these states is also included in the sum and decreases from 0.722
to 0.591, respectively. This illustrates that there is a dramatic increase of strength into
the continuum when the IPM energy approaches this threshold. Such orbits correspond
to valence states in exotic nuclei [88, 97, 96]. The 1p3/2 and 1p1/2 spectral functions are
not shown as they mimic the behavior of the 0f7/2 distribution but their presence causes
the wiggles in the 0p3/2 and 0p1/2 spectral functions due to slight nonorthogonality.
This sensitivity to the separation from the continuum is associated with the
pronounced surface absorption necessary to describe the elastic-scattering data in this
energy range. At higher energies, volume absorption dominates and the strengths of the
different orbits become similar as illustrated in Fig. 25. This figure also includes the
CDBonn predictions which highlight the notion that SRC predominantly impact higher
energies. While the CDBonn spectral function overestimates the DOM results above
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Figure 25. Calculated spectral strength for mostly-occupied orbits in 40Ca from 0 to
200 MeV. The CDBonn spectral functions exhibit mainly volume absorption.
100 MeV, it is quite likely that a somewhat harder interaction like Argonne V18 [71]
would move some of this excess strength to higher energy [107].
The fraction of the sum rule of Eq. (41) for the DOM in Table 7 indicates that
a few percent of the strength occurs at energies higher than 200 MeV. Theoretical
work associates such strength with SRC [108]. No surface absorption is present in the
microscopic CDBonn results and their depletions in Table 7 correspond to a uniform
strength distribution for all orbits consistent with the SRC interpretation as illustrated
in Fig. 25. As for the DOM, about 3-5% of the strength occurs above 200 MeV when
the occupation numbers of Ref. [30] are included.
Table 7. Occupation and depletion numbers for bound orbits in 40Ca. The dnlj [0, 200]
depletion numbers have only been integrated from 0 to 200 MeV. The fraction of the
sum rule in Eq. (41) that is exhausted, is illustrated by nnℓj + dnℓj [εF , 200]. We also
list the dnlj [0, 200] depletion numbers for the CDBonn calculation in the last column.
orbit nnℓj dnℓj[0, 200] nnℓj + dnℓj[εF , 200] dnℓj[0, 200]
DOM DOM DOM CDBonn
0s1/2 0.926 0.032 0.958 0.035
0p3/2 0.914 0.047 0.961 0.036
1p1/2 0.906 0.051 0.957 0.038
0d5/2 0.883 0.081 0.964 0.040
1s1/2 0.871 0.091 0.962 0.038
0d3/2 0.859 0.097 0.966 0.041
0f7/2 0.046 0.202 0.970 0.034
0f5/2 0.036 0.320 0.947 0.036
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Our analysis clarifies that elastic-scattering data, combined with a complete
treatment of sp properties below the Fermi energy, provide a quantitative demonstration
for the presence of some continuum strength for predominantly-bound states. This
conclusion is possible because scattering and structure data are analyzed using the
full non-local treatment of the DOM [31] which guarantees the proper treatment of
sum rules like Eq. (41). The location of the strength closely tracks the absorptive
properties of the self-energy and exhibits a pronounced dependence on the separation of
the IPM energy to the continuum. An ab initio calculation of the nucleon self-energy,
based on the CDBonn potential which only treats SRC, generates a modest depletion
without any pronounced dependence on the location of the orbit. Both the CDBonn
calculation and the DOM analysis allow for a few percent of strength beyond 200 MeV.
Our results therefore illustrate the importance of measuring elastic-nucleon-scattering
data for exotic nuclei in inverse kinematics. A non-local DOM analysis can then directly
assess how correlations for nucleons change when the drip lines are approached. Analysis
of transfer reactions with ingredients of the non-local DOM treatment may shed further
quantitative light on neutron properties in such systems [63, 109, 110].
6.4. Importance of 2N and 3N contribution to the energy of the ground state
Some properties of light nuclei can nowadays be calculated in an exact manner with
different techniques starting from a realistic NN interaction. An example is the
application of several methods to the calculation of the ground-state energy of 4He,
reported in [111]. In addition, the low-lying states of nuclei up to A = 12 [112] can
be described with the Green’s function Monte Carlo (GFMC) method [113]. Such
methods are able to explain many aspects of the low-energy spectra of light nuclei,
starting from a realistic interaction. Many details are further improved by including a
three-body interaction between the nucleons. In all cases studied so far, the calculated
energy of the ground state is always above the experimental value when only two-body
interactions are included: a clear indication for the need of an overall attractive three-
body force which corresponds to about 1.5 MeV per particle attraction for the GFMC
calculations [113]. The two-body interaction used in the GFMC method is the AV18 [71]
which contains a substantial repulsive core capable of generating an appropriate amount
of SRC [114] demanded by exclusive electron scattering experiments [115]. With the
addition of three-body interactions, an excellent description of p−shell nuclei is obtained
including the ground state of 12C. We note that the AV18 is a local interaction which
facilitates its implementation in the GFMC framework.
The issue of high-momentum components has recently been addressed in the context
of developments of the non-local implementation of the DOM [31] discussed in Sec. 6.2.
In Fig. 22 the results for the spectral strength for high-momentum removal obtained
in Ref. [31] are compared with the Jefferson-Lab. data [106]. An adequate description
is generated where 10.6% of the protons have momenta above 1.4 fm−1. The energy
sum rule for the ground state [7] can be expressed as in Eq. (19) which is valid only
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when two-body interactions are present in the Hamiltonian. In practice it is convenient
to perform this calculation in momentum space employing the momentum distribution
nℓj(k) and spectral function Sℓj(k;E) for a given ℓj combination. The results for
40Ca
quoted below are corrected for center-or-mass effects in the form given in Ref. [116]. A
binding energy of 7.91 MeV/A is obtained that is much closer to the experimental value
of 8.55 MeV/A compared to the result for the local DOM results [83]. The constrained
presence of the high-momentum nucleons is responsible for this change [74]. The 7.91
MeV/A binding incorporates the contribution to the ground-state energy from two-body
interactions including a kinetic energy of 22.64 MeV/A and was not part of the fit. This
empirical approach therefore leaves about 0.64 MeV/A of attraction for higher-body
interactions but probably should be accompanied by an error of similar size at this
stage. In interpretating this value, one should consider the modified energy sum rule in
the presence of a three-body interaction Wˆ [117]
EN0 =
1
2π
∫ ε−F
−∞
dE
∑
α,β
{〈α|T |β〉+ E δα,β} Im G(β, α;E)− 1
2
〈
ΨN0
∣∣ Wˆ ∣∣ΨN0 〉 , (128)
where the last term denotes the explicit contribution from the three-body interaction.
This equation clarifies that in addition an explicit repulsive contribution of the three-
body expectation value of 1.28 MeV/A is required on account of the extra minus sign for
the Wˆ term. This analysis can be compared to the approximately 1.5 MeV/A attraction
contribution needed for light nuclei in the GFMC calculations [113]. A 1.5 MeV/A
contribution from three-body interactions, whether attractive or repulsive, is still small
compared to the 30 MeV/A attraction from the two-body terms. This suggests that
higher-order contributions are minimal. A discussion of the implications for the problem
of nuclear saturation properties can be found in Ref. [118].
7. Conclusions and outlook
In this review the current status of the DOM has been presented. A substantial
extension compared to its earlier implementation [6] has been documented. In particular,
it is now possible to include elastic-scattering data up to 200 MeV in the analysis.
By simultaneously describing sequences of isotopes, a sensible extrapolation of DOM
potentials can be generated towards the respective drip lines. Successful applications
have been made to all magic and semi-magic nuclei for Ca isotopes and heavier systems.
Predictions for future experiments are therefore possible which can be performed to
calibrate such extrapolations. In this sense we can speak of data-driven extrapolations.
To gain further insights into the functional forms for the DOM potentials that
are compatible with underlying theory, two studies have been reviewed that generate a
nucleon self-energy starting from a realistic nucleon-nucleon interaction. In one approach
the FRPA method has been applied to closed-shell Ca isotopes to clarify the role of
low-energy or LRC on the nucleon self-energy. Two conclusions are important for
DOM work, namely the strength of absorptive potentials above and below the Fermi
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energy associated with LRC break the symmetry that was assumed in earlier DOM
work [6] and also these imaginary potentials are non-local. The latter feature is also
an important conclusion of the calculation for the 40Ca self-energy that treats SRC.
Non-local imaginary potentials are therefore on a solid theoretical footing and deserve
implementation in all future work related to optical potentials. In addition, we note
that causality is another intrinsic property that has been neglected in most applications
of optical potentials but provides a critical ingredient of the DOM allowing it to link
nuclear structure and nuclear reactions.
A related motivation for the implementation of non-local potentials is the possibility
to increase the quality of the description of ground-state properties, like particle number,
charge density, the one-body density matrix, and related spectral densities and spectral
functions. The restoration of the non-locality in the HF potential accompanied by a
rescaling of the imaginary potentials that remain local, is in itself not sufficient to allow
a successful description of observables related to the ground state. We have documented
that particle number and the charge density cannot be reproduced when local imaginary
potentials are employed even when the HF potential is properly non-local.
The main transformation necessary to accomplish a successful description of
ground-state properties is therefore the implementation of a fully non-local dispersive
potential with separate absorption properties above and below the Fermi energy. We
have reviewed the first application of this new DOM potential to 40Ca which successfully
describes elastic-scattering data and all available quantities that are experimentally
accessible related to the ground state of this nucleus. These properties include an
accurate description of the charge density, and other spectroscopic information related
to sp properties.
Accompanying the non-local fit has been the possibility to compute sensible particle
spectral functions that are constrained by elastic-scattering data. The presence of sp
strength associated with orbits that are mostly occupied in the ground state of 40Ca is
unambiguously demonstrated in the continuum domain of elastic-scattering processes.
This strength is unavoidable once it is realized that the description of elastic scattering
requires the presence of absorptive potentials. The DOM fit demonstrates that LRC
associated with surface physics play an important role in the dramatic dependence of
the integrated strength in the continuum upon the distance of the bound state to this
continuum. Such features may be relevant in the analysis of nuclei with loosely bound
nucleons in the vicinity of the respective drip lines.
The constraints on the DOM provided by the presence of high-momentum protons
demonstrated in Jefferson-Lab. experiments, suggests that about 10% of the nucleons
in 40Ca have momenta beyond the mean-field domain. Their importance for the energy
of the ground state was documented. Furthermore, an analysis of the contribution of
the two-body interaction to the energy of the ground state employing the energy sum
rule requires a sensible reduction of the contribution of three-body forces comparable in
magnitude to what has been found in light nuclei.
The initial application of DOM ingredients in the analysis of transfer reactions
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demonstrates beneficial consequences with regard to the interpretation of such data for
extracting spectroscopic strength. Applications of the analysis of the (d, p) reaction
on 48Ca at several energies clarifies that an energy-independent value of the extracted
spectroscopic strength is possible with DOM potentials and overlap functions contrary to
the traditional approach. For the exotic 132Sn nucleus, the extrapolated DOM potentials
lead to sensible results for the extraction of spectroscopic strength also improving on the
traditional approach. Furthermore, recent work on employing non-local potentials in the
description of transfer reactions emphasizes the importance of this intrinsic property of
optical potentials. Non-local potentials generate distorted neutron or proton wave in
the interior of the nucleus that are suppressed with respect to those that are generated
by local potentials. This intriguing feature may explain why our current values of
spectroscopic factors for the removal of valence protons for 40Ca are about 0.15 larger
than those extracted by the NIKHEF group employing local optical potentials. We are
therefore presently revisiting the analysis of (e, e′p) reaction including non-local DOM
potentials to shed further light on this issue.
In the immediate future we will conclude the DOM analysis of 48Ca incorporating
an accurate fit of the charge density of this nucleus. The intriguing possibility exists that
data related to neutrons in this system may provide constraints that help determine the
neutron distribution [119]. The resulting neutron skin will then provide supplementary
insight into this quantity not available with other approaches. An analysis of 208Pb is
therefore another high priority. Corresponding DOM fits to sequences of oxygen isotopes
are also planned as elastic proton scattering on some unstable isotopes can be studied
in inverse kinematics.
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