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Resume { Les processus -stable autosimilaires (tels que le mouvement lineaire fractionnaire stable) orent un cadre interessant
pour modeliser deux grandes classes de phenomenes de diusion anormaux : variance innie des pas de la marche aleatoire
et dependance statistique a longue portee entre ces pas. Nous proposons, pour ces processus, des estimateurs ondelettes des
parametres de stabilite, , et d'autosimilarite, H, caracterisant ces deux anomalies. Du fait de l'adequation entre l'analyse
multiresolution et les phenomenes d'autosimilarite, ces estimateurs presentent d'excellentes performances statistiques, etudiees
ici, a la fois, theoriquement et par simulations numeriques.
Abstract { Self-similar -stable processes (such as the linear fractional stable motion) oer a relevant framework to model two
major classes of anomalous diusion phenomena: innite variance of the steps of the random walks and long range statistical
dependence among those steps. For such processes, we dene, here, wavelet-based estimators for the stability parameter  and
the self-similarity parameter H, that describe those two anomalies. Due to the intimate adequacy between the multiresolution
analysis and the self-similarity phenomenon, these estimators are exhibiting excellent statistical performance, that are studied
here both theoretically and from numerical simulations.
1 Motivation
Le caractere anormal de certains phenomenes de dif-
fusion peut e^tre modelise essentiellement de deux facons.
D'une part, les pas de la marche aleatoire, sous-jacente
au phenomene de diusion, peuvent e^tre a forte depen-
dance statistique pluto^t qu'independants. D'autre part, ils
peuvent rester statistiquement independants mais ne plus
e^tre de variance (ou me^me de moyenne) nie. Les proces-
sus -stables autosimilaires [17] constituent le paradigme
ideal pour la modelisation et l'etude de ces situations ou
les deux dicultes (variance innie et dependance statis-
tique a longue portee) apparaissent conjointement. Ces
processus sont, en eet, caracterises par deux parametres,
de stabilite 0 <   2, et d'autosimilarite 0 < H < 1,
et leurs moments d'ordre superieurs a  sont innis et
ils sont caracterises par de la dependance a longue por-
tee des que H > 1= [17]. Nous proposons ici des esti-
mateurs des parametres  et H, construits a partir des
coecients d'ondelettes du processus. Il a deja ete indi-
que [1, 2, 3] que les analyses en ondelettes constituent un
excellent outil pour l'etude de l'autosimilarite. Les esti-
mateurs proposes ici benecient de cette adequation : ils
sont de grandes simplicites conceptuelle et pratique { ils
consistent en regression lineaire { et presentent de tres
bonnes performances statistiques.
Nous rappelons brievement les denitions des proces-
sus -stables autosimilaires et les proprietes statistiques
de leurs coecients d'ondelettes. Nous donnons ensuite la
denition des estimateurs des parametres H et  et etu-
dions leurs performances, a la fois theoriquement et au
moyen de simulations numeriques.
2 Processus -stables autosimilaires
2.1 Denition
On denit les processus -stables a l'aide de la repre-
sentation integrale introduite dans [17] :
x(t) =
Z
R
f(t; u)M (du) ; (1)
ou M (du) est une mesure -stable que nous supposerons
symetrique (SS) [17, 13] et f(t; u) un noyau d'integration
qui contro^le la dependance statistique du processus. Pour
certaines formes du noyau, le processus est autosimilaire
[17, 9, 15, 14, 5]. Rappelons rapidement qu'un processus
est dit statistiquement autosimilaire, avec parametre d'au-
tosimilarite H, si [17]:
8c > 0; fc
 H
x(ct); t 2 Rg
d
= fx(t); t 2 Rg (2)
ou
d
= indique l'egalite de toutes les distributions nies des
processus. Rappelons qu'un processus est dit a accroisse-
ments stationnaires si les distributions nies des processus
fy
h
(t) = x(t + h)   x(t); t 2 Rg ne dependent pas de t.
Deux exemples particulierement interessants pour l'etude
qui suit sont les vols de Levy et le mouvement lineaire
fractionnaire stable (LFSM) [17].
Le premier est deni par
f(t; u) =
8
<
:
1 si 0  u  t,
 1 si t  u  0,
0 sinon:
Ses accroissements x(t + 1)   x(t) sont stationnaires et
independants. Il est autosimilaire de parametre H = 1=.
Le second est deni par un parametre  1 < d < 1  
1= et son noyau est donne (dans le cas d'un LFSM bien
equilibre) par
f(t; u) = (t  u)
d
+
  ( u)
d
+
;
ou (t)
+
= t si t  0 et 0 sinon. Ce processus est auto-
similaire de parametre H = d + 1=. Ses accroissements
sont stationnaires mais statistiquement dependants. On
parlera de dependance a longue portee [7] lorsque d > 0
[17]. La codierence de ces accroissements y
h
(t) decro^t
alors comme:
jCod y
h
(t); y
h
(t+  )j  j j
(H 1)
; j j ! +1;
pour toutes les paires (;H) auxquelles nous nous interes-
sons ici [17]. Cette decroissance algebrique (en loi de puis-
sance de  ) et donc lente, de la dependance statistique in-
dique que n'importe quelle paire d'echantillons, aussi eloi-
gnes soient-ils l'un de l'autre, presente une forte liaison
statistique, impossible a negliger sans manquer quelque
chose d'essentiel dans l'analyse des donnees : c'est la de-
pendance a longue portee, qui vient signicativement com-
pliquer l'analyse des donnees [7, 3]. Pour la denition de
la codierence, on pourra consulter [17], rappelons sim-
plement que pour  = 2, codierence et covariance con-
cident.
2.2 Coecients d'ondelettes
Notons d
x
(j; k) = hx;  
j;k
i les coecients d'ondelettes
[8, 12] du processus x etudie. Les fonctions  
j;k
(t) =
2
 j=2
 
0
(2
 j
t   k) forment la base d'ondelettes obtenues
par dilatation et translation de l'ondelette-mere  
0
. Cette
derniere est caracterisee par son nombre de moments nuls
N , tel que
8m 2 f0; : : : ; N   1g;
Z
R
t
m
 
0
(t)dt = 0:
Les coecients d'ondelettes d'un processus  stable
autosimilaire a accroissements stationnaires verient les
proprietes suivantes [4, 6, 9, 10, 14, 15, 5] :
P0 : Sous reserve de conditions peu restrictives de de-
croissance temporelle de l'ondelette, que l'on supposera
toujours satisfaites et sous certaines hypotheses sur le pro-
cessus etudie, les d
x
(j; k) sont des variables aleatoires -
stables, de representation integrale :
d
x
(j; k) =
Z
R
h
j;k
(u)M (du);
avec h
j;k
(u) =
R
R
f(t; u) 
j;k
(t)dt.
P1 : Les d
x
(j; k) reproduisent, de facon exacte, l'autosi-
milarite du processus, a travers la relation essentielle :
fd
x
(j; k); k 2 Zg)
d
= f2
j(H+
1
2
)
d
x
(0; k); k 2 Zg:
Cette propriete decoule fondamentalement du fait que l'ou-
til d'analyse, la base d'ondelette, est construit a partir de
l'operateur de changement d'echelle, intimement lie a la
propriete d'autosimilarite.
P2 : Les d
x
(j; k) forment, a chaque octave j, des suites
stationnaires. Cette propriete decoule du fait que, par de-
nition, N  1.
P3 : La dependance statistique des d
x
(j; k) peut e^tre etu-
diee par le biais de leur codierence. Dans le cas du LFSM,
il est montre dans [9, 11] que, lorsque j2
j
k 2
j
0
k
0
j ! +1,
jCod d
x
(j; k); d
x
(j
0
; k
0
)j
 Cj2
j
k   2
j
0
k
0
j
 (=2)(N H)
: (3)
Cette relation met en evidence le ro^le fondamental du
nombre de moments nuls de l'ondelette-mere. En augmen-
tant N , on peut reduire, autant que l'on veut la portee de
la dependance statistique entre des paires de coecients
d'ondelettes susamment eloignes et situes a la me^me oc-
tave j.
P3LOG: De plus, gra^ce a P0 et P3, on peut etudier la
structure de covariance de la variable
log
2
jd
x
(j; k)j et montrer que [9, 11]:
jCov log
2
jd
x
(j; k)j; log
2
jd
x
(j; k
0
)jj
 Cjk   k
0
j
 (=4)(N H)
: (4)
De nouveau, N permet de reduire la portee de la correla-
tion. Cette propriete est idealisee dans la suite en :
ID : Les variables aleatoires flog
2
jd
x
(j; k)j; k 2 Z; j 2
Z
+
g sont decorrelees les unes des autres.
3 Estimation de H et 
3.1 Estimation de H
Nous allons maintenant estimer les parametres H et  a
partir des proprietes des coecients d'ondelettes decrites
ci-dessus. Commencons par H. De la propriete fondamen-
tale P1, on deduit
E log
2
jd
x
(j; k)j = j(H + 1=2) + E log
2
jd
x
(0; k)j
qui suggere de proceder a l'estimation de H par regres-
sion lineaire eectuee sur un graphe E log
2
jd
x
(j; k)j ver-
sus log
2
(2
j
) = j. Pour realiser pratiquement l'estima-
tion de H, a partir d'une seule realisation de longueur
nie du processus, il est necessaire d'estimer la quantite
E log
2
jd
x
(j; k)j. Les proprietes P2 (stationnarite) et P3
(faible dependance) conduisent naturellement a proposer
l'estimateur :
Y
j
=
1
n
j
n
j
X
k=1
log
2
jd
x
(j; k)j ;
ou n
j
est le nombre de coecients d'ondelettes disponibles
a l'octave j. On denit alors l'estimateur du parametre H
par la regression lineaire suivante :
^
H =
X
j
w
j
Y
j
  1=2; (5)
ou
P
j
designe la somme sur la gammed'octaves fj
1
; : : : ; j
2
g
ou se fait la regression lineaire et les poids w
j
satisfont les
relations usuelles,
P
j
jw
j
= 1 et
P
j
w
j
= 0, et sont de-
nis par : w
j
= (1=a
j
)(S
0
j   S
1
)=(S
0
S
2
  S
2
1
) avec S
m
=
P
j
2
j=j
1
a
 1
j
j
m
(m = 0; 1; 2) et les a
j
sont des nombres arbi-
traires. On sait que l'estimateur est de variance minimale
si les a
j
sont proportionnels aux variances des Y
j
.
Il est immediat de verier que
^
H est un estimateur non
biaise de H et ce me^me pour une observation de duree
nie du processus [4]. Sa variance peut e^tre majoree ana-
lytiquement par une borne impliquant,H et N [11, 4, 9] :
Var
^
H  Cn
 1=(1+1=((N H)))
:
Cependant, en supposant l'independance (du log) des co-
ecients d'ondelettes (idealisation ID ci-dessus), on peut
deduire que la variance de
^
H se comporte comme:
Var
^
H ' (log
2
(e))
2

2
(1 + 2=
2
)(
X
j
w
2
j
=n
j
)=12: (6)
Ce resultat montre que Var
^
H ne depend pas de la valeur
H du parametre estime, mais depend de , d'ou l'intere^t
de l'estimer. Cette expression de la variance est de plus
minimale si (
P
j
w
2
j
=n
j
) est minimale, ce qui est obtenu si
a
j
/ Var Y
j
. Or, sous ID, V arY
j
/ n
 1
j
. C'est ce choix qui
est systematiquement retenu dans l'implantation pratique
de l'estimateur
^
H. Avec ce choix, et comme n
j
' 2
 j
n,
ou n est la longueur du processus etudie, on obtient :
Var
^
H '
0
@
(log
2
(e))
2

2
(1 + 2=
2
)(
X
j
w
2
j
2
j
)=12
1
A
=n :
L'estimateur
^
H exhibe donc une variance qui decro^t comme
1=n, en depit de dependance a longue portee dans le pro-
cessus, un resultat non trivial [7]. Dans les simulations nu-
meriques decrites ci-dessous et rapportees sur les gures,
la courbe de variance en pointille a ete trace a partir de
l'expression approchee (6). Notons, de plus, que cette va-
riance ne depend pas du parametre a estimer H, elle de-
pend, par contre de .
Simulations numeriques. Une etude numerique a ete
eectuee sur nbreal realisations de n echantillons du LFSM,
pour divers couples de parametres (;H). Elles sont obte-
nues par evaluation numerique de l'integrale (1), confor-
mement a l'algorithme de synthese propose dans [17], cha-
pitre 7. Dans les essais realises,  = 0:6; 0:8; 1;1:25; 1:50; 1:75
et d = 0:22, pour les LFSM, de facon a etudier des situa-
tions a courte (d < 0) ou longue (d > 0) dependance avec
un me^me jH   1=j, nbreal = 80, 2
8
 n  2
15
, j
1
= 3,
j
2
= log
2
(n)   1. Les ondelettes utilisees sont des Daube-
chies, avec dierents nombres de moments nuls. Les gures
1 et 2 comparent biais et variance predits theoriquement
a ceux observes dans les simulations numeriques.
Les simulations numeriques conrment le non biais de
^
H, cf. gure 1, pour tous les couples (;H) envisages.
L'accord entre variance observee dans les simulations nu-
meriques et predite en supposant l'idealisation ID ci-dessus
est peu inuence par la presence ou non de dependance a
longue portee (d positif ou negatif) mais se degrade signi-
cativement lorsque  decro^t, cf. gure 2.
3.2 Estimation de 
Pour estimer , l'idee repose sur le constat que l'estima-
teur de H presente d'excellentes performances pour l'es-
timation du parametre H des Levy-stables. Dans ce cas
particulier, H = 1= et l'estimateur de H mesure donc
egalement . Pour des LFSM ou d'autres processus au-
tosimilaires -stable, ceci n'est plus vrai (H 6= 1=) du
fait de la non independance des accroissements du pro-
cessus. L'idee est alors de detruire la structure de depen-
dance des accroissements en eectuant une permutation
aleatoire de ceux-ci, et donc heuristiquement, de transfor-
mer un processus a accroissements fortement dependants
en un processus a accroissements independants. Soient
y
1
(k) = x(k + 1)   x(k) les accroissements du proces-
sus x, soit  une permutation des n echantillons dont
on dispose, tiree suivant une loi uniforme parmi les n!
permutations possibles. On obtient ainsi y
0
1
(k) = y
1
(
k
)
et on calcule ensuite la somme cumulee de ce processus :
x
0
(k) =
P
k
`=0
y
0
1
(`). On estime alors  en determinant H
comme precedemment, a partir des coecients en onde-
lettes d
0
x
(j; k) du processus x
0
et en utilisant
d
1= =
^
H.
Pour etudier theoriquement les performances statistiques
de cet estimateur, il faudrait justier que les processus
produits par la procedure de permutation des accroisse-
ments convergent vers des Levy-stables ou tout au moins
vers des processus a accroissements independants. Il est
aise de verier que la marginale de y
0
est -stable. Il est
egalement possible de franchir une premiere etape en mon-
trant que n'importe quelle paire (y
0
l
; y
0
k
) (me^me pour k et
l voisins) tend a e^tre statistiquement independante lors-
qu'on fait tendre le nombre d'echantillons sur lequel est
realisee la permutation (donc le nombre dechantillons de
la realisation analysee) vers l'inni (i.e., n ! 1) [16].
Cette etude de performance est completee par les simula-
tions numeriques decrites ci-dessus. En terme de biais, les
simulations numeriques montrent la presence d'un biais
systematique. Celui-ci diminue lentement quand n ! 1,
i.e., asymptotiquement. Elles indiquent egalement que le
biais augmente signicativement, a n xe, lorsque  de-
cro^t. Enn, le biais, a n et  xes, est nul pour les Levy-
stables (equivalent a d = 0), visible mais faible pour d < 0
et signicativement plus important pour d > 0, i.e., en
situation de dependance a longue portee.
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Fig. 1: Biais d'estimation fonction de n. Valeurs es-
timees de H (haut) et 1= (bas) pour un LFSM (;H) =
(1:75; 0:77) (gauche) et (;H) = (1:25; 0:98) (droite) pour
dierentes valeurs de n. Les barres verticales indiquent des
intervalles de conance (95%) de ces estimations. L'es-
timation de H est sans biais quelque soit H et , au
contraire, celle de  presente un biais leger qui cro^t avec
d et lorsque  decro^t.
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Fig. 2: Variances d'estimation fonction de n.
Variance des estimees de H (haut) et 1= (bas) pour
un LFSM (;H) = (1:75; 0:77) (gauche) et (;H) =
(1:25; 0:98) (droite) pour dierentes valeurs de n. Le trait
pointille correspond au calcul analytique obtenu en sup-
posant la decorrelation du log des coecients d'ondelettes
ID, le trait plein aux simulations numeriques. L'accord est
assez satisfaisant pour justier l'usage de cette approxima-
tion, mais se deteriore lorsque  diminue. On observe bien
une decroissance en 1=n de la variance, qui est non tri-
viale pour des processus auto-similaires avec dependance
a longue portee.
