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Resumo
A implementação de serviços e microsserviços para aplicações de sistemas distribuí-
dos com a utilização de uma Arquitetura Orientada a Serviços (SOA) permite utilizar
padrões de desenvolvimento, facilitar a manutenção, flexibilizar o desenvolvimento de
serviços e permitir a interoperabilidade de serviços e sistemas. O Centro de Informática
(CPD) da Universidade de Brasília (UnB) trabalha com vários processos de automação
de softwares, desde a manutenção de sistemas legados, passando pelo desenvolvimento
de novas aplicações até a implantação de softwares adquiridos, com várias frentes tec-
nológicas relacionadas à sistemas. Acompanhar e monitorar o funcionamento de serviços,
microsserviços e sistemas é imprescindível. Este trabalho tem caráter exploratório e busca
investigar sobre soluções e ferramentas para implementação e implantação de monitora-
mento de serviços e sistemas distribuídos da Universidade de Brasília (UnB), por meio de
um mapeamento sistemático. Com embasamento teórico obteve-se um modelo que foi im-
plementado como módulo de monitoramento do barramento de serviços da Universidade
de Brasília (UnB). Neste trabalho foram executadas simulações na solução que permi-
tiu analisar a integração do barramento de serviços com a ferramenta de monitoramento
através da solução proposta.
Palavras-chave: Monitoramento de Sistemas Distribuídos, Service-Oriented Architec-
ture, Web services, Enterprise Service Bus.
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Abstract
The Implementation services and microservices for distributed system applications us-
ing a Service Oriented Architecture (SOA) allows to use development standards facilitate
maintenance flexibly develop services and enable interoperability of services and systems.
Computer Center (CPD) of the University of Brasilia (UnB) works with several softwares
automation processes, from the maintenance of legacy systems, through the development
of new applications to the deployment of purchased softwares, with several systems related
technological fronts. Mark and monitor the functioning of services, microservices and sys-
tems is essential. This work is exploratory and seeks to investigate solutions and tools for
the implementation of monitoring of distributed services and systems of the University
of Brasilia (UnB), through systematic mapping. With a theoretical basis, a model was
obtained, which was implemented as a service bus monitoring module at the University of
Brasilia (UnB). In this work, simulations were performed on the solution that allowed to
analyze the integration of the service bus with the monitoring tool through the proposed
solution.
Keywords: Distributed Systems Monitoring, Service-Oriented Architecture, Web ser-
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A implementação de sistemas, seja ela pela criação, migração ou modernização tecnoló-
gica é um plano utilizado pelas organizações para gerenciar os softwares que automatizam
seus processos [10]. Quando se trata de um processo de modernização, espera-se reduzir
os custos financeiros de mão de obra, com a manutenção dos sistemas em execução que
possuem complexidade alta, defasagem tecnológica e a falta de documentação de apoio,
com a criação de novos sistemas e serviços. Algumas organizações procuram manter ati-
vos os softwares com essas características, com o funcionamento normal e a inclusão de
módulos e serviços que possibilitam a integração e comunicação entre serviços e sistemas
[10].
O Centro de Informática da Universidade de Brasília, órgão responsável por desen-
volver, gerenciar e manter os sistemas novos e legados, trabalha na implantação de uma
arquitetura Service-Oriented Architecture, e a utiliza para implementação dos serviços
que realizam a comunicação por meio de um barramento de serviços. No entanto, a fle-
xibilidade que a arquitetura SOA proporciona para modernização dos sistemas novos e
legados da UnB, dificulta o gerenciamento e o monitoramento dos serviços que são imple-
mentados [10]. A razão é a quantidade de serviços criados e o modelo negocial de cada
sistema, sendo que em alguns casos há situações em que vários serviços e microsserviços
são necessários e determinantes para um único fluxo de negócio do sistema.
1.1 Definição do Problema
Com o aumento da implementação e disponibilização de serviços na UnB por meio do
barramento de serviços Erlangms[10], foi identificada a necessidade de um efetivo monito-
ramento dos serviços, por meio da coleta de dados ou informações extraídas das requisições
durante a execução dos sistemas e serviços. Para gerenciar o monitoramento são necessá-
rias ferramentas que auxiliem essa atividade, o CPD utiliza ferramentas de mercado com
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esse propósito, essas ferramentas ou plataformas são utilizadas para acompanhamento e
monitoramento da infraestrutura de redes da UnB.
Os sistemas e serviços mantidos pelo CPD, não são monitoradas nem fornecem infor-
mações relevantes como por exemplo: a situação, a execução, o funcionamento e disponi-
bilidade dos sistemas e serviços, pois não há integração entre sistemas e serviços de forma
apropriada com as ferramentas de monitoramento mantidas pelo CPD, o que implica em
um hiato no acompanhamento e monitoramento nos sistemas e serviços, também não dis-
põem de acompanhamento específico voltado para o monitoramento do ambiente em que
as aplicações e serviços estão hospedados. Percebe-se que o gerenciamento de importantes
funcionalidades são falhos ou ausentes e precisam ser melhorados.
1.2 Motivação
A necessidade de modernizar os softwares da UnB é eminente. A implementação de
serviços e microsserviços para contemplar os sistemas novos, legados e adquiridos recebem
prioridades para criação. A integração dessas aplicações é construída com diversos tipos
de serviços, alguns desses serviços funcionam a partir das informações de outros serviços,
a indisponibilidade de um serviço pode impactar em outros serviços, ou até mesmo no
sistema como um todo, dessa maneira acompanhar seu funcionamento é essencial.
É necessária, a criação de meios tecnológicos para realizar o monitoramento via ferra-
mentas de monitoramento utilizadas pelo CPD, com o barramento de serviços por meio de
integração que possibilite a comunicação entre as ferramentas, contribuindo com o acom-
panhamento abrangente dos serviços e softwares da UnB. Pretende-se com a integração
o monitorar serviços. A partir da implantação ou implementação, especificar processos e
métodos que possibilite a extração das informações coletadas.
1.3 Objetivos
O objetivo deste trabalho é propor um modelo para o monitoramento dos sistemas e
serviços da UnB com uma solução tecnológica que permita realizar a comunicação por
meio de integração com ferramentas de monitoramento utilizadas, gerenciadas e mantidas
pelo Centro de Informática (CPD).
Para alcançar este objetivo, foram determinados os seguintes objetivos específicos:
• Realizar uma revisão da literatura para identificar trabalhos sobre monitoramento
de sistemas distribuídos;
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• Propor uma arquitetura de integração para monitoramento dos sistemas e serviços
da UnB;
• Implantar o monitoramento dos sistemas e serviços da UnB;
• Avaliar e analisar os resultados da solução que foi proposta para a realização da
integração das ferramentas de monitoramento dos serviços da UnB.
1.4 Metodologia
A metodologia de pesquisa utilizada neste trabalho será a revisão da literatura em
conjunto com um estudo de caso exploratório. A revisão da literatura objetiva reconhecer
a unidade e a diversidade interpretativa existente no eixo temático em que se insere
o problema em estudo, para ampliar, ramificar a análise interpretativa, bem como para
compor as abstrações e sínteses que qualquer pesquisa requer colaborando para a coerência
nas argumentações do pesquisador [12]. Ao final da revisão da literatura, espera-se obter
um conjunto de indicadores que serão utilizados na aplicação do modelo proposto.
O estudo de caso exploratório tem como finalidade proporcionar mais informações
sobre o assunto a ser investigado, possibilitando sua definição e seu delineamento, isto é,
facilitar a delimitação do tema da pesquisa; orientar a fixação dos objetivos e a formulação
das hipóteses ou descobrir um novo tipo de enfoque para o assunto [13].
1.5 Resultados Esperados
Implantar a integração entre as ferramentas de monitoramento utilizada pelo CPD e
o barramento de serviços denominado Erlangms[10]. Espera-se também que este traba-
lho possa auxiliar na realização do monitoramento de sistemas e serviços, e possibilite
monitorar a execução e disponibilidade de sistemas e serviços da UnB.
1.6 Estrutura do Trabalho
O presente trabalho de pesquisa apresenta uma solução para o monitoramento dos
serviços implementados, com a implementação e implantação de um módulo de moni-
toramento de serviços. Com essa solução espera-se proporcionar o monitoramento dos
serviços por meio de ferramentas de monitoramento com a utilização de um protocolo de
comunicação capaz de permitir a integração entre o barramento de serviços e ferramentas
de monitoramento, para coletar informações e transmiti-las, esses dados sobre monitora-
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mento podem indicar o funcionamento normal, condições de alertas ou situações de falhas
nos serviços em execução monitorados.
Este trabalho está assim estruturado: no capítulo 2 é descrita a fundamentação teó-
rica, no capítulo 3 é apresentado o mapeamento sistemático, utilizado na realização de
pesquisa para identificação dos principais trabalhos sobre o tema, no capítulo 4 são apre-
sentadas a implementação e a implantação do monitoramento de serviços, no capítulo
5 são apresentados a avaliação e os resultados da implementação do monitoramento do
barramento de serviços e, finalmente no capítulo 6 são apresentadas as conclusões, as




Este capítulo apresenta uma breve revisão conceitual da essência do que venha ser,
monitoramento e arquitetura orientada à serviços. Neste seguimento, temos as descri-
ções dos conceitos de monitoramento de sistemas distribuídos, protocolos, ferramentas
de monitoramento, agente de monitoramento, instrumentação e métricas, também sobre
conceitos de ESB, Erlangms, REST e JSON. As definições de conceitos e tecnologias estu-
dadas são de grande ajuda tanto para o entendimento do problema quanto para execução
e implementação do trabalho. Por fim são apresentados trabalhos relacionados a este
tema que colaboram e orientam a pesquisa e fundamentação deste trabalho.
2.1 Monitoramento
O monitoramento é forma utilizada para acompanhar ou observar o andamento de um
fluxo ou processo, segundo Martino Jannuzzi [14], na área de tecnologia da informação
é responsável por verificar e coletar informações sobre funcionamento de ativos de rede
ou serviços, com propósito de apresentar informações mais resumidas e favoráveis em
painéis ou sistemas para a realização de monitoramento. De acordo com Hollingsworth
[15] o monitoramento é necessário para uma série de fins, incluindo a verificação de status,
solução de problemas, ajustes de desempenho e depuração.
2.1.1 Monitoramento de Sistemas Distribuídos
Em tecnologia da informação de monitorar ativos de rede e serviços, é acompanhar, seja
pelo mau funcionamento de um ativo de rede, serviço ou por uma indisponibilidade(queda
de energia ou internet). Como mencionado anteriormente o ato de acompanhar o fun-
cionamento desses recursos propõe aos gestores desses processos encontrar uma forma
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mais visível e gerenciável para solucionar problemas, alertar sobre possíveis falhas ou até
determinar uma situação para o retorno automático desses serviços.
O monitoramento implantado no CPD para o acompanhamento dos sistemas e ser-
viços(web services), desenvolvidos pela unidade de desenvolvimento software que utiliza
o barramentos de serviços Erlangms, não possui um acompanhamento específico no fun-
cionamento de seus serviços, visto que há casos e relatos de usuários que acessam os
sistemas, realizam a autenticação, clicam nos menus, mas nada aparece como resultado
das pesquisas e funcionalidades dos sistemas. Por dispor de uma arquitetura orientada à
serviços, a camada de apresentação funciona normalmente, mas os recursos(web services)
encontram-se indisponíveis.
Sistemas distribuídos podem ser interpretados como aplicações distintas que possuem
um middleware que realize algum tipo de conexão entre as aplicações como descrevem os
autores Penteado e Treveleim [16] em seu trabalho. Esses sistemas ou aplicações podem
funcionar com seus serviços de forma independente, ou dependente de outros serviços
de aplicações distintas, o funcionamento desses serviços são essenciais, principalmente
os que são dependentes, por esse motivo a implantação do monitoramento de sistemas
distribuídos é utilizada para um melhor acompanhamento e gerenciamento das aplicações
e serviços para verificar o funcionamento e disponibilidade.
2.1.2 Protocolos de Monitoramento
SNMP
O Protocolo Simples de Gerenciamento de Rede (Simple Network Management Pro-
tocol) é um protocolo da camada de aplicação responsável pela transmissão de dados e
informações de gerenciamento e monitoramento entre dispositivos e ativos de rede. De
acordo com Roohi et al. [17], o SNMP é um dos protocolos mais utilizados atualmente,
devido a sua arquitetura que dispõe de uma estrutura simples capaz de realizar o mo-
nitoramento em tempo real sem comprometer a eficiência que está sendo monitorado.
Nesse sentido os autores Presuhn e Mankin [17, 18] descrevem em seu trabalho, como o
SNMP gerencia os ativos de rede baseando-se no esquema cliente-servidor, onde os dispo-
sitivo e ativos de rede recebem um agente para que essas informações sejam coletadas e
transmitidas, por conta desse paradigma e fácil implantação a popularidade do protocolo
aumentou, permitindo as empresas fornecerem diversos tipos de estruturas denominadas
MIBs. Os MIBs são objetos criados e definidos por meio de uma estrutura virtual capaz
de armazenar de informações de gerenciamento.
O autor Nadeau[1] cita três componentes que formam o SNMP:
• SMI
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Alinguagem de modelagem dos dados usados para definir syntax dos dados de ge-
renciamento, como por exemplo, o tipo de objeto "INTEGER".
• MIBs
Estrutura usada para formar um modelo de dados do sistema(objetos), responsável
por representar o tipo, definir o comportamento e a política de acesso aos objetos.
• SNMP
Que consiste em sua arquitetura, o gerente, um dispositivo a ser gerenciado e um
agente, que dispõe das seguintes operações:
– GET
Operação utilizada para recuperar o valor de uma instância específica de um
objeto gerenciado.
– GET-NEXT
Operação utilizada para percorrer interativamente o OID.
– GET-BULK
Operação utilizada para recuperar informações de um grupo de objetos.
– SET
Operação utilizada para modificar o valor de uma instância de objeto.
– TRAP
Operação utilizada para que um agente possa reportar uma notificação de
forma assíncrona aos gerentes.
Após a realização de uma análise, estudos e definições, obteve-se de forma empírica o
respaldo para utilização do protocolo na implementação do projeto, vale também observar
que o CPD utiliza o protocolo para o monitoramento de seus ativos de rede, conforme a
representação na figura 2.1 apresentada a seguir.
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Figura 2.1: Gerente e Agente comunicando por meio do protocolo SNMP[1]
GOSIP
O GOSIP é um protocolo pertencente ao modelo OSI que funciona por meio de soft-
ware na camada de aplicação em dispositivos peer-to-peer, teve seu lançamento anunciado
no fim da década de 80 e inicio da década de 90, para facilitar a comunicação e transfe-
rência de dados em um modelo governamental prometendo ser a comunicação integrada
de sistemas militares do futuro, houve até a formalização de um documento nos padrões
RFC o RFC 1169, como descreve o autor Mankin[19], porém Harris[20] descreve em seu
trabalho que o protocolo proposto foi implementado com seus objetivos bem definidos,
mas que não obtiveram o sucesso almejado, pois esperava-se que pela realização fim-a-fim
conseguiriam obter melhores resultados em relação a economia da largura de banda e
melhor desempenho com a redundância dos dados.
Apesar dos relatos citados no parágrafo anterior sobre as expectativas não alcançadas
com o protocolo, há uma técnica bastante importante que foi extraída, e que é utilizada
por meio dos dispositivos de modo a garantir que a comunicação e transmissão da infor-
mação sejam garantidas. Diante desse cenário o protocolo trabalha de forma epidêmica,
disseminando facilmente as informações nos sistemas distribuídos em larga escala, cujo
principal objetivo é propagar rapidamente essas informações, o que permite a realização
de um monitoramento peer-to-peer, onde os dispositivos se comunicam diretamente como
afirma Tanenbaum [21], a representação dessa propagação poderá ser visualizada na figura
2.2.
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Figura 2.2: Representação de propagação epidêmica [2]
Escolha do Protocolo
Neste trabalho, o GOSIP não foi utilizado no experimento, foi utilizado como fonte de
pesquisa para a realização de um comparativo conceitual e tecnológico entre os protocolos,
que permitem avaliar e auxiliar na escolha do SNMP como protocolo a ser utilizado no
projeto.
2.1.3 Ferramentas de Monitoramento
Na monitoração de ativos de rede ou softwares alcançar um nível satisfatório de cober-
tura das aplicações é um desafio, no mercado existem diversas ferramentas relacionadas
ao monitoramento. Com o aumento da disponibilidade de serviços tanto das redes como
de softwares, é quase inviável acompanhar o funcionamento sem uma ferramenta com
especificidade para o monitoramento, o que subsidia necessariamente a escolha de uma
solução tecnológica. Nessa seção serão apresentadas as ferramentas de monitoramento de
mercado que serão examinados seus prós e contras.
Nagios®
O Nagios® é uma aplicação com interface web para o monitoramento de rede baseada
na web idealizada e desenvolvida por Ethan Galstad [22]. O Nagios® é projetado para
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a realizar o acompanhamento de ativos de rede, sistemas e serviços com a finalidade de
notificar os usuários e responsáveis pelos ativos de rede, sistema e serviços que estão
registrados na ferramenta como contatos emergenciais, caso aconteça alguma anomalia
ou problema durante o funcionamento da rede, sistemas e serviços.
O Nagios® é uma ferramenta que possui uma alta complexidade em sua configuração,
pois possui uma gama de recursos e funcionalidades disponíveis para sua utilização, devido
a grande quantidade de recursos, o Nagios® é bastante utilizado, pois também possui um
grande número de plug-ins disponíveis para realização do monitoramento, assim podendo
personalizar o monitoramento de serviços como SMTP,SNMP, POP3, HTTP, PING [3].
Nesse projeto o Nagios® será utilizado como ferramenta de monitoramento dos sistemas
e serviços fornecidos pela UnB com utilização de serviço SNMP para o monitoramento,
haja visto que o CPD já utiliza a ferramenta para o monitoramento dos ativos de rede
em toda a Universidade.
Figura 2.3: Monitoramento de componentes[3]
Ganglia
O Ganglia é um software de monitoramento escalonável, com a finalidade de coletar
dados para acompanhar o funcionamento de sistemas distribuídos e sistemas de alto de-
sempenho, como clusters. Por conta da estrutura hierárquica implementada, o software
utiliza a linguagem de marcação de texto XML para a representação dos dados.
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O os autores Vyas et al. [23] relatam em seu trabalho que o Ganglia é baseado em
um protocolo multicast de escuta e anúncio, e necessariamente precisa ter em cada host
que será monitorado a instalação de um Gmond. O Gmond é um serviço em execução em
cada host que coleta as informações de estado de um host de forma individual e insere
essas informações no canal de comunicação multicast para enviar esse dados ao Ganglia.
Figura 2.4: Monitoramento de clusters [4]
Em uma breve análise após a utilização das ferramentas de monitoramento, Benincosa
[24] cita em seu artigo os seguintes itens:
• O Ganglia não possui um sistema de notificação integrado enquanto que o Nagios®
se destaca nisso.
• Já o Nagios® não possui agentes integrados escaláveis nos hosts de destino (um
motivo de reclamação das pessoas), enquanto que isso já faz parte do projeto original
e intencional do Ganglia.
Diante desse cenário o autor Benincosa [24] sugere a utilização das ferramentas em
conjunto de modo que sejam utilizados em sua potencialidade, porém como o CPD já
utiliza o Nagios® e a intenção da Gestão CPD e do projeto é trabalhar com o acompanha-
mento a notificação dos serviços caso haja alguma falha, ou mau funcionamento, e como o
Ganglia não executa uma das principais funcionalidades do monitoramento, a ferramenta
não entrará como software a ser utilizado no projeto.
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Cacti
O Cacti é uma ferramenta que monitora, coleta e analisa informações por meio de
gráficos em tempo de execução, com um excelente desempenho, o monitoramento pode ser
feito em redes complexas e ativos de rede. O Cacti armazena suas informações coletadas
em bancos de dados, para coleta das informações que são necessárias scripts/comandos
que são implementados em cada ativo e são denominados cactos, e para apresentação dos
gráficos é necessário a utilização do software Round Robin Database Tool (RRDTool),
que possui apresentação gráfica bastante intuitiva e de fácil utilização [5].
Segundo Oetiker[6] o RRDTool é uma ferramenta que realiza o registro de dados e
gráficos de alto desempenho para dados de séries temporais, e como os cactos instalados
nos hosts são scripts, o RRDTool pode ser facilmente integrado com scripts de shell.
Figura 2.5: Monitoramento de rede [5]
O Cacti possui plugins para integração com outras funcionalidades e ferramentas, in-
cluído o protocolo SNMP, porém não é o seu foco devido a preocupação com o desempenho
na troca de informações e no monitoramento. Como o trabalho que visa uniformizar o
meio de comunicação entre as aplicações e definir especificamente um protocolo de co-
municação, para transmitir informações para realização do monitoramento, esse software
não será utilizado no projeto.
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Figura 2.6: Gráfico de monitoramento do RRDTool [6]
Zabbix
O Zabbix é uma solução tecnológica conceituada e desenvolvida para realização de
monitoramento de rede, servidores e serviços. A monitoração poderá ser realizada com
o agrupamento destes recursos objetivando a potencialização das vantagens de utilização
dos ativos de TI, ou a diminuição de riscos da utilização desses ativos aos usuários, esse
procedimento é denominado pooling ou por mensagens de notificações e alertas por meio de
trapping, como afirmam os autores Contessa e Fraga[25]. O Zabbix tem como idealizador
Alexei Vladishev, e atualmente é mantido pela Zabbix SIA [7].
Como as demais aplicações e softwares citados anteriormente, o Zabbix possui funcio-
nalidades para monitorar e coletar de dados por servidores ou agentes, a ferramenta tem
suporte ao protocolo SNMP e também interface web para visualização de gráficos gerados
por meio dos dados coletados dos hosts ou agentes. Por definição arquitetural o Zabbix
é composto por componentes com funcionalidades primordiais para o seu funcionamento
que são eles [7]:
• Servidor Zabbix;
– É o componente central do Zabbix; que realiza o monitoramento ecom isso
interage com os proxies e agentes, calcula as mudanças de estado nas triggers,
envia notificações, e controla o repositório central de dados.
• Agente Zabbix;
– É o componente instalado nos servidores que monitora ativamente seus recursos
e aplicações.
• Proxy Zabbix;
– É o componente com a capacidade de realizar a coleta de dados, no lugar do
Servidor Zabbix, distribuindo a carga de processamento.
Em comparação com ferramentas mais utilizadas atualmente, os autores Marik e On-
drej [26] descrevem em seu artigo que o Zabbix está entre as melhores aplicações, citadas
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neste trabalho, por possuir pré-requisitos básicos na instalação e configuração, excelente
tempo de resposta em caso da falha de serviços e recursos de TI, e notificações por e-mail
e SMS, porém o dashboard para realização do monitoramento é complexo, e não intuitivo
ao usuário, como pode ser visualizado a seguir na figura 2.9, podendo não auxiliar em um
gerenciamento adequado aos serviços e aplicações que são monitoradas, apesar de uma
boa aplicação de monitorização, o Zabbix não será utilizado como ferramenta para este
trabalho.
Figura 2.7: Dashboard de monitoramento [7].
2.1.4 Agente de Monitoramento
Em uma arquitetura de monitoramento de serviços ou ativos de rede, que utilize
protocolos para comunicação e transferência de dados, é necessário a implementação de
agentes de monitoramento para instalação em hosts e dispositivos, que serão monitorados,
estes agentes consistem em coletar dados e enviar mensagens de alerta aos gerentes de
monitoramento, como apresentado na figura 2.8, como por exemplo, o uso de CPU e
a quantidade de memória de utilização, de um processo ou um alerta de falha, de um
dispositivo ou serviço, como descrevem em seu trabalho os autores Grover e Naik [27].
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Figura 2.8: Esquema de comunicação entre os agentes e as estações de gerenciamento [8].
Segundo Kazaz et al. [28], um agente de monitoramento pode ser definido como
um componente ou aplicação de gerenciamento de rede ou serviço no dispositivo a ser
gerenciado e possuem duas operações básicas GET e SET, o agente em execução fica
responsável por exportar os dados de gerenciamento dos sistemas, serviços ou ativos de
rede gerenciados com variáveis organizadas de forma hierárquica.
Essa hierarquia é contemplada por metadados que são representados por MIBs, que
são um conjunto de objetos gerenciados, que procuram abranger todas as informações
necessárias para gerência de rede.
Neste trabalho o agente de monitoramento utilizado é o Exometer que funciona como
agente de monitoramento responsável pela coleta das informações geradas pelo Barra-
mento de serviços Erlangms, e a transmissão dessas informações ao Nagios® por meio do
protocolo SNMP.
Exometer
Figura 2.9: Arquitetura do Exometer [9].
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O Exometer é um framework capaz de executar a instrumentação, e permitir a expor-
tação de dados de maneira fácil e eficiente utilizando bibliotecas implementadas em código
Erlang, normalmente os dados exportados são relacionados ao desempenho dos sistemas
e serviços. Com a utilização de módulos, o Exometer pode realizar a integração com
uma grande variedade de sistemas de monitoramento, neste trabalho a integração é com
aplicação de monitoramento Nagios®. De acordo com Wiger [9], o potencial do Exometer
é fornecer métricas de várias formas e parâmetros, para isso dispõe de um conjunto de
componentes pré-definidos, que podem ser estendidos de forma personalizada para lidar
com diversos tipos de métricas e alguns protocolos.
2.1.5 Instrumentação
Segundo Ribeiro [29], a instrumentação é uma das técnicas que utiliza instrumentos
para a medição e monitoração. A instrumentação é muito utilizada no ambiente industrial,
principalmente no que tange a medição dos equipamentos de produção que necessitam de
acompanhamento para verificação de pressão, temperatura, vazão e nível. Os instrumen-
tos podem estar associados e aplicados à alguns equipamentos, como por exemplo, forno,
refrigerador, aquecedor, condicionador de ar e compressor. A operação da instrumenta-
ção funciona para que possam ser observados os instrumentos para a medição, alarme e
monitoração. De acordo com Robinson [30], a instrumentação pode permitir que as infor-
mações criadas por meio da execução de instrumentos (código-fonte de software) possam
ser interferidas no funcionamento das aplicações.
O barramento de serviços Erlangms dispõe em sua arquitetura uma estrutura facilitada
para sua instrumentação, e ainda possui um modelo de dados em que são registrados
contadores. No modelo de dados são registradas algumas informações como; a data e hora
do registro, o identificador do contador e a descrição do contador. Segundo os autores
Frota e Finkelstein [31], a instrumentação pode ser utilizada como um componente de
processamento da informação de sistemas de medição. Por isso a instrumentação pode
ser considerada não apenas como ferramenta de contagem de valores para medição, e
poderá ser utilizada também como uma forma de aprendizagem conceitual e científica.
2.1.6 Métricas de Monitoramento
A métrica de software é uma das opções que possibilita acompanhar o funcionamento
das aplicações por meio de dados e registros, como afirmam os autores Castro e Hernandes
[32]. À medida que os sistemas e serviços crescem em quantidade, tamanho, complexidade
e criticidade, a necessidade de monitorá-los é cada vez mais evidente.
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Nesse seguimento os autores Munawar et al. [33], descrevem que o monitoramento
representa o acompanhamento dessas aplicações de forma detalhada e clara aos respon-
sáveis pelas aplicações. A ISO/IEC 9126-1 [34] descreve e normatiza a forma para medir
a qualidade de software, de acordo com a norma [34], a métrica é o método e escala de
medição definidos, a métrica pode ser direta ou indireta, a medição de uma métrica di-
reta se dá quando não depende de medidas de outros atributos e a métrica indireta se dá
quando há ou existe a necessidade de derivação de um ou mais atributos de medição.
No que tange um ambiente computacional, as métricas ajudam a medir o software de
uma forma eficaz, para isso é preciso que as métricas sejam bem definidas, justificadas
e formalizadas, além disso, é desejável que as métricas apresentem de forma clara o que
está sendo medido, e descrevam rapidamente a medição sem custeio computacional alto e
que o resultado do que está sendo medido não seja mudado ou sofra interferência em seu
resultado caso haja a mudança de software, plataforma ou linguagem de programação,
conforme Meirelles [35] relata em sua tese.
Por fim, escolher e utilizar o Barramento de serviços da UnB, para o monitoramento
permitiu realizar a especificação de algumas métricas. Neste trabalho serão utilizadas as
seguintes métricas:
• Registros do LOG do barramento de serviços
• Registros de informações de Acesso
• Registros do Dispatcher
• Registros do HTTP(REST Server)
• Registros de informações do LDAP
2.2 Arquitetura Orientada a Serviços - SOA
A Arquitetura Orientada a Serviços é um estilo arquitetural que permite realizar a
comunicação entre aplicações heterogêneas por meio de mensagens, como afirmam os
autores Fraser et al. [36]. Na implementação e disponibilização de softwares, comum
que essas aplicações possuam estruturas e linguagens completamente distintas, pois essas
aplicações independem umas das outras, mas precisam que a comunicação entre elas
aconteça.
Para que haja a comunicação interoperável entre as aplicações é previsto na arquitetura
SOA que serviços (web services) possam ser utilizados como componentes distribuídos,
que ao mesmo tempo que possam fornecer informações, mas possam também consumi-las,
conforme descrição dos trabalho dos autores Sward, Boleng e Bianco et al.: [37, 38].
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O Manifesto SOA apresenta uma proposta de definição da conceituação para área. A
partir do manifesto as discussões não cravam apenas conceitos, criavam orientações para
guiar as organizações de maneira consistente e sustentável, de modo a agregar valor ao
negócio, com maior agilidade e efetividade de custos, em alinhamento com a dinâmica
das necessidades de negócio, priorizando os seguintes itens, como afirmam os autores Erl
et al. [39].
• Valor do negócio em relação a estratégia técnica;
• Objetivos estratégicos em relação a benefícios específicos de projetos;
• Interoperabilidade intrínseca em relação a integração personalizada;
• Serviços compartilhados em relação a implementações de propósito específico;
• Flexibilidade em relação a otimização; e
• Refinamento evolutivo em relação a busca da perfeição inicial.
Para realização da comunicação entre as aplicações ou serviços em componentes dis-
tribuídos no estilo arquitetural SOA, os autores Clements et al. [40] descrevem em seu
trabalho que a comunicação poderá ser executada por meio de um intermediador ou na
falta dele poderá ser realizada ponto-a-ponto. Entre os intermediadores do estilo arquite-
tural SOA, os autores Bass et al. [41] citam que a arquitetura dispõe dos seguintes tipos
de componentes que compõem uma arquitetura orientada a serviços, são eles :
• Prestador de serviços;
• Consumidores de serviço;
• Enterprise Service Bus (ESB);
• Registro de serviços;
• Server Orchestration;
• Simple Object Access Protocol (SOAP).
• Representational State Transferl (REST)
• Conector de mensagens assíncronas
Com a utilização desses componentes, os autores Bass et al. [41] tratam como princi-
pal benefício de uma arquitetura SOA a interoperabilidade, pois permite que aplicações,
dispositivos, sistemas e serviços heterogêneos possam realizar a comunicação entre si,
fornecendo e consumindo informações de forma integrada.
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O CPD para implementação e implantação da arquitetura SOA na modernização
dos seus sistemas, escolheu como componente o ESB e como plataforma o barramento
Erlangms[10],que atua como intermediador prestando serviço de mensageria.
2.2.1 Enterprise Service Bus - ESB
Um componente ESB é fornece o serviço de infraestrutura e intermedeia a comunicação
por meio de serviços entre aplicações consumidoras e fornecedoras de serviços, fazendo
de forma uniforme a transmissão das mensagens por meio de um protocolo ou tecnologia,
utilizando conectores do tipo Call-return, onde os mais comuns e também mais utilizados
no mercado são o SOAP e o REST, como descrevem os autores Clements et al. [40].
Para a implementação de um ESB no estilo SOA a organização ou instituição deverá
avaliar as tecnologias utilizadas em seus sistemas ou serviços, visto que, a complexidade
de uma arquitetura SOA é alta, segundo os autores Bianco et al. [38], dependendo
da situação não é necessário a implementação ou implantação de um ESB quando por
exemplo, uma organização que possui em sua arquitetura de sistemas a mesma linguagem,
plataforma e tecnologia, podendo fazer a comunicação ou troca de mensagens ponto-a-
ponto. Nesse seguimento os autores Bianco et al. [38] descrevem sobre o caso em que
existe a necessidade da implementação ou implantação de um ESB, a padronização e
táticas descritas no trabalhos dos autores Bianco et al. [38] e que devem ser seguidas, e
de acordo com manifesto SOA[39] e possuem as seguintes características:
• Roteamento Intermediário - Um serviço de roteamento genérico intercepta mensa-
gens e com base no encaminhamento a lógica que determina para onde as mensagens
devem ser enviadas.
– Balanceamento de carga - Possuir um Failover para um backup no caso de o
serviço de destino primário não estar disponível.
– Seleção da versão do Serviço - Verificar se os pedidos são enviados para versões
compatíveis de um serviço para suportar compatibilidade com versões anteri-
ores durante os períodos de transição.
– Serviço de seleção com base em dados da mensagem - Verificar se pedidos de
clientes são enviados para um componente de processamento mais rápido.
– Regras de controle de acesso - Analisar um pedido de um usuário não autenti-
cado é encaminhado para um início de sessão página.
– Tratamento de exceções - Apresentar uma mensagem de erro de resposta que
é redirecionada para um serviço responsável para manipulação de exceção cen-
tralizada.
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• O Service Broker - Integrar componentes que foram desenvolvidos em diferentes
linguagem por diferentes organizações.
– Modelo de Transformação de Dados - Os dados enviados do consumidor de
serviços numa dada estrutura transforma-se em uma estrutura diferente, que
está prevista para o prestador de serviços.
– Conversão de Formato de dados - Usar sempre consumidor de serviço e o forne-
cedor precisa de trocar dados representados em diferentes formatos como por
exemplo, XML, CSV, JSON.
– Protocolo Bridging - O consumidor de serviço envia uma solicitação usando um
protocolo e o Service Broker intercepta o pedido e o converte para um pedido
ao fornecedor do serviço usando um protocolo diferente.
• Mensagens Asynchronous - Alguns ESBs fornecem capacidade suficiente, para que
o sistema de mensagens permita que os pedidos e respostas de um serviço possam
ser trocados através de canais de mensagens.
• Interceptor - Alguns ESBs oferecem a capacidade de configurar interceptores, que
são elementos de software que são ativados para todas as solicitações e respostas.
Segundo os autores Bianco et al. [38] o ESB deve ter as vantagens e benefícios que
uma arquitetura SOA pode fornecer, e para alcançá-los cita os seguintes itens(Atributos
de Qualidade), como representação de um ESB padrão e operável. O atendimento à esses
itens são de suma importância:
• Interoperabilidade - O ESB permite que sistemas diferentes possam interoperar, por
meio de protocolos de comunicação, e tecnologias de implementação.
• Modificabilidade - A capacidade de executar a transformação do modelo de da-
dos que permite a implantação de novas versões de um serviço, sem interromper
consumidores de serviços existentes.
• Confiabilidade - Quando o receptor de uma solicitação de serviço ou resposta falhou,
e o ESB cria ou gera uma fila, para que a mensagem seja executada para quando o
serviço estiver disponível novamente.
• Segurança - O ESB pode incluir a funcionalidade do controle de acesso. Pode aplicar
a autenticação e regras de autorização em trocas de mensagens de serviço.
O ESB deve responder a altura seus trade-offs, principalmente em uma arquitetura
complexa como esta, entre os desafios que deverão ser suportados, para um bom funcio-
namento da plataforma, os autores Bianco et al. [38] citam:
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• Manutenibilidade - Ter cuidado e atenção ao especificar demais a codificação do
ESB, ao ponto de restringir comunicação com outras tecnologias.
• Performance - Não permitir a perda comprometedora no desempenho do ESB, por
conta das lógicas de roteamento ou interpretação dos dados durante a comunicação.
• Segurança - verificar a configuração a fim de evitar acessos não autorizados ao ESB.
• Disponibilidade - O ESB pode ser um ponto único de falha no sistema.
2.2.2 Erlangms
O Barramento de serviços da UnB denominado Erlangms foi conceituado em uma
disciplina do MPCA, e proposto como trabalho para solucionar alguns problemas relaci-
onados a quantidade de sistemas heterogêneos, defasagem tecnológica das aplicações e a
falta de um padrão de comunicação entre eles no CPD, como Agilar [10] descreve em seu
trabalho.
O Erlangms dispõe de uma arquitetura SOA, com o estilo arquitetural REST e sua
implementação foi feita na linguagem funcional Erlang. O barramento atualmente está
implantado no CPD, e funcionando com um serviço de mensageria. A realização da
comunicação e troca de mensagens dos sistemas e clientes, é feita por meio de serviços(web
services) utilizando o formato JSON. O modelo arquitetural do Erlangms é apresentado
na figura 2.10 .
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Figura 2.10: Arquitetura do trabalho Erlangms descrita por Agilar [10]
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2.2.3 Representational State Transfer - REST
A Transferência de Estado Representacional - REST pode ser definida como um estilo
arquitetural híbrido derivado de vários estilos arquiteturais, que são baseados em redes
e que definem um conjunto de restrições e propriedades baseados no protocolo de comu-
nicação HTTP, com a intenção de fornecer a interoperabilidade entre sistemas, serviços
e aplicações distribuídas e conectadas à rede mundial de computadores - WWW para a
realização de troca de informações, conforme descrevem os autores Fielding e Taylor [42].
Os web services compatíveis com REST permitem que os sistemas solicitantes acessem e
manipulem representações textuais de recursos da Web utilizando um conjunto uniforme
e predefinido de operações sem estado. De acordo com os autores Booth et al. [43] o
estilo arquitetural proposto por Fielding e Taylor, que inspirou a criação do documento
de arquitetura definido pelo TAG - W3C, quanto muitos outros arquitetos de software,
que o veem como um modelo norteador para construir e padronizar serviços da Web. O
REST fornece semântica para uniformizar sua interface, principalmente no que tange à
operações para criar, recuperar, atualizar e excluir dados, e também a possibilidade da
utilização de padrões de tecnologia como XML e o JSON.
Em REST as principais operações por meio do protocolo HTTP são:
• POST - Cria uma nova entidade ou recurso.
• GET - Recupera a informação de um recurso.
• PUT - Atualiza os dados de um recurso informado.
• DELETE - Exclui os dados de um recurso informado.
2.2.4 JavaScript Object Notation - JSON
Segundo Bray [44], JavaScript Object Notation (JSON) é um formato baseado em
texto, de fácil leitura e interpretação para humanos, para a leitura de máquinas o JSON é
baseado em um subconjunto da linguagem de programação JavaScript, e por possuir um
um padrão, seu funcionamento independe de uma tecnologia ou linguagem de programa-
ção, focando princialmente na troca de dados e mensagens.
Por decisão técnica especificamente relacionada a interoperabilidade e o baixo acopla-
mento o barramento utilizado pelo CPD o Erlangms, utiliza o JSON por conta do baixo
overhead gerado na troca de mensagens, em relação às trocas de mensagens feitas com a
utilização protocolo SOAP com a linguagem WSDL, e apontando também o nível baixo
da curva de aprendizagem para utilização do JSON.
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2.3 Trabalhos Relacionados
O Abdu et al. [45] descrevem em seu trabalho sobre a opção por investigar a necessi-
dade para realizar o monitoramento de sistemas distribuídos e a necessidade de minimizar
a degradação do desempenho de sistemas monitorados. E relatam que a configuração ado-
tada depende da informação a ser monitorada através de diretivas de monitoramento.
Seguindo a preocupação com a escalabilidade do monitoramento durante o funcio-
namento das aplicações Repantis et al. [46] cita sobre a rede Akamai, que permite o
processamento dos dados de mais de 60.000 servidores de borda, em quase tempo real.
A disponibilidade de uma poderosa interface SQL-like para que os dados tem sido
um elemento importante na forma como gerimos a nossa rede. Neste trabalho, têm-se
centrado sobre as escolhas do design que permite a consulta para escalar conforme o
tamanho da rede, o volume de dados, e o número de consultas a crescer. E mostram como
a consulta aborda esses desafios de escalabilidade, ao fornecer uma latência de dados na
ordem de minutos e um tempo médio de resposta de consulta na ordem de décimos de
segundo.
O trabalho de Subramanyan et al. [47] apresenta estudos sobre o atraso na execução
na tarefa de monitoramento devido ao gargalo gerado durante as operações dos agentes,
e também descrevem que a solução proposta e implementada utiliza o protocolo do mo-
nitoramento rede SNMP, que garante uma facilidade de execução, interoperabilidade e
aceitabilidade, e baseia-se nos mais recentes padrões propostas pela RFC 2592.
Phan [48] relata em seu trabalho sobre o nível de segurança do protocolo e questiona
sobre a falta de confidencialidade e privacidade, itens faltantes no SNMPv1 e, e descreve
em seu trabalho, e dispõe de um experimento, e recomenda a utilização do SNMPv3.
Com a realização da análise qualitativa, os autores Lee et al. [49] buscaram apresen-
tar o funcionamento do protocolo SNMP por meio de experimentos valendo-se de suas
vantagens, entre elas seus principais componentes a utilização entre eles: 1) Da estação
de gestão; 2) Agente de gestão; 3) Base de informações de gestão; e 4) protocolo de ges-
tão. Eles descrevem o trabalho científico de forma conectada, concisa e objetiva, sobre
as técnicas utilizadas para realização do estudo. O trabalho apresenta uma abordagem
orientada à objetos, utilizada para alcançar o projeto sistemático para implementação de
agentes SNMP em sistemas de monitoramento, para o gerenciamento remoto.
Em seu texto Pătruţ et al. [50] expõe os resultados obtidos no desenvolvimento e
manutenção de aplicações distribuídas, e sistemas de monitoramento multiagente, com
exemplos práticos, a fim de implementar e testar as abordagens teóricas. Os sistemas de
monitoramento de agentes múltiplos trazem qualidade e eficiência em quase todas as áreas
de atividade, na qual inclui pesquisa científica, educação, saúde ou defesa. Utilizando
os conceitos sólidos da inteligência artificial e reunindo-os para os recursos infinitos dos
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sistemas distribuídos e da Internet, dessa forma buscando reduzir a duração do alcance
dos objetivos.
Com a leitura e entendimento dos trabalhos pode-se perceber uma preocupação com a
utilização do monitoramento, em relação ao desempenho, mesmo quando utilizadas técni-
cas e tecnologias distintas, mas observa-se a importância da realização do monitoramento,
visto a grande demanda de softwares disseminados na rede mundial de computadores.
2.4 Síntese do Capítulo
Neste capítulo foram apresentados conceitos sobre o monitoramento de sistemas dis-
tribuídos, desde os conceitos básicos sobre monitoramento, descrevendo e conceituando
sobre os protocolos disponíveis para execução do monitoramento, bem como as ferramen-
tas que utilizam desses protocolos para realização da comunicação. Foram abordados
também conceitos sobre agentes de monitoramento, técnica de instrumentação e métricas
de monitoramento e como elas funcionam, assim como o conceito arquitetural SOA, e
seus componentes, entre eles o barramentos de serviços utilizados pela UnB. O Capítulo




Este capítulo descreve o mapeamento sistemático, método utilizado para estruturar
a pesquisa da literatura. A pesquisa possibilita identificar, avaliar e interpretar outros
trabalhos científicos, além de contribuir no estudo e na resposta da questão desta pesquisa,
como afirma os autores Kitchenham et al. [51, 12, 13]. O objetivo desta revisão é verificar
na literatura textos correspondentes às questões definidas neste trabalho, e que possam
colaborar nas respostas sobre monitoramento de sistemas distribuídos.
3.1 Questões de Pesquisa
Para alcançar o objetivo, foram levantadas algumas questões de pesquisa (QP), neste
trabalho serão utilizadas 2 questões, com o intuito de fornecer auxílio na fundamentação da
pesquisa relacionada ao monitoramento de sistemas distribuídos, as questões são descritas
a seguir. As questões têm a intensão de fornecer subsídio durante a busca de informações
sobre o tema possibilitando identificar trabalhos, e experiências técnicas que já foram
executadas e analisadas, como Feltrim[52] descreve em seu trabalho.
QP1) Quais os estudos primários existentes na literatura que discutem os mecanismos
de monitoramento que são aplicados à sistemas distribuídos?
QP2) Quais são as principais características relativas ao monitoramento de sistemas
distribuídos mencionadas na literatura?
3.2 Estratégia de busca
Para identificação e busca dos trabalhos, com maior relevância e aderência ao tema
abordado, e definido nas questões de pesquisa, foi criada uma string de busca. De acordo
com Keele et al. [53], a forma para criação de uma string de busca, é feita a partir da
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identificação de sinônimos, abreviações. E também por meio de operadores lógicos, como
por exemplo, AND e OR que auxiliam e permitem concatenar os termos identificados, o
que possibilita a elaboração de uma string.
Para realização da pesquisa levou-se em conta os padrões e tecnologias mais comuns do
mercado utilizados para o monitoramento de sistemas distribuídos, juntamente com algu-
mas palavras-chave: "Monitoring Protocol", "Distributed Systems", "Monitoring", "SOA",
"web services"e "ESB". As palavras chave foram escritas em inglês, para uma maior
abrangência de trabalhos publicados em jornais e revistas internacionais. Diante da situ-
ação obteve-se a seguinte string de busca: (("Protocol Monitoring"OR "Monitoring Sys-
tems") AND ("Distributed Systems"OR "SOA")) OR ( ("ESB"AND "Web Services"AND
"REST")).
De acordo com Kitchenham [51], a obtenção da string de busca, foi iniciada a pesquisa
dos trabalhos e artigos científicos, as pesquisas foram realizadas nas bases de dados digitais
que indexam os principais trabalhos científicos do ramo da Tecnologia da informação,
para essa atividade foi utilizado um protocolo de pesquisa para execução do mapeamento
sistemático, o protocolo foi separado por etapas, uma representação protocolo de pesquisa
poderá ser visualizada na figura 3.1, a execução das etapas proporcionaram uma maior
abrangência no acesso à literatura do tema pesquisado.
Figura 3.1: Etapas do mapeamento sistemático [11]
Para continuidade das atividades definidas na estratégia de busca seguindo o protocolo
de pesquisa definido, a realização das consultas nas bases foi feita por meio da execução
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da string de busca definida. As bases selecionadas e consultadas para a realização do
mapeamento sistemático foram:
• ACM Digital Library - https://dl.acm.org/
• IEEE Xplore - https://ieeexplore.ieee.org/
• ScienceDirect - https://www.sciencedirect.com/
• Scopus - https://www.scopus.com/
• Web of Science - https://www.webofknowledge.com/
3.3 Critérios de Inclusão e Exclusão
Os critérios de inclusão e exclusão foram definidos para auxiliar na seleção dos tra-
balhos, estes critérios auxiliam na buscar por trabalhos científicos de maior relevância, e
mais aderentes às questões de pesquisas definidas.
Estes critérios foram utilizados em uma ferramenta de apoio que permitiu analisar os
trabalhos parcialmente. E possibilitando incluir ou excluir da seleção os trabalhos a partir
da leitura do titulo, resumo, introdução e conclusão dos trabalhos disponíveis, que foram
obtidos durante a pesquisa nas bases de dados digitais.
Os critérios de inclusão (CI) utilizados na seleção dos trabalhos foram:
CI1) Estudo sobre monitoramento de serviços distribuídos;
CI2) Estudo sobre monitoramento de serviços em barramentos SOA;
CI3) Estudo sobre monitoramento de web services pelo Protocolo SNMP.
Os critérios de exclusão (CE) utilizados na seleção dos trabalhos foram:
CE1) Artigos publicados com baixa relevância definidos pela pontuação de Score1;
CE2) Artigos publicados como Short Paper ;
CE3) Artigos publicados sem referencia com a área de Tecnologia da Informação.
CE4) Artigos cujo foco não seja monitoramento de serviços distribuídos, ou o monito-
ramento por Protocolo SNMP, monitoramento em barramentos SOA, ou monitora-
mento de web services;
1Pontuação fornecida pela ferramenta StArt®.Baixa relevância definida por Score < 5
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3.4 Extração dos Dados
A atividade de extração e seleção dos trabalhos foi dividida e realizada em quatro
fases, a primeira fase foi a busca automática nas bases de dados digitais com a execução
da string de busca descrita na seção 3.2, conforme o protocolo definido para busca de
trabalhos científicos aderentes ao tema abordado. A segunda fase foi a realização de
uma pesquisa com intenção de encontrar uma ferramenta que possibilite o registro e o
gerenciamento dos trabalhos buscados, a terceira fase foi a seleção de forma manual para
refinar a escolha dos trabalhos relacionados ao tema, e a quarta foi a leitura dos trabalhos
seguindo os itens definidos no protocolo para extração das informações dos trabalhos
selecionados.
Durante a realização da extração dos dados por meio da execução da string de busca
em cada base obteve-se vários tipos de informações sobre os dados buscados, como por
exemplo, o ano da publicação do trabalho, os locais de realização dos eventos, o DOI dos
trabalhos publicados, além do expressivo número de trabalhos que uma base retornou e
o número significativo que outra retornou, após a consulta realizada nas bases digitais.
Fase 1
Nessa fase foi realizada a busca dos trabalhos científicos nas bases digitais ACM Digital
Library, IEEE Xplore, ScienceDirect, Scopus e Web of Science. Os trabalhos retornados
foram obtidos por meio da utilização da string de busca descrita na seção 3.2, que após
a execução da string como meio de filtragem para obtenção dos trabalhos em cada base,
obteve-se o retorno dos trabalhos relacionados a partir das palavras ou palavras-chave
definidas na string de busca.
A busca nas bases de dados foi possível por causa da definição das palavras e textos
registrados na string de busca, ocasionando o refinamento por meio de filtragem de busca
dos trabalhos, totalizando o número de 3.227 trabalhos publicados, que foram retornados
após a pesquisa, conforme o registro na tabela 3.1.
Tabela 3.1: Trabalhos retornados por base de dados digitais
Fase 1
Base de dados Total




Web of Science 66
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Fase 2
Após a conclusão da fase 1, que foi a realização da busca dos trabalhos nas bases
científicas foi detectada a necessidade de utilização de uma ferramenta que possibilitasse
um melhor controle e gerenciamento dos trabalhos científicos que foram retornados das
bases.
A necessidade surgiu por causa do grande volume de trabalhos retornados, e que
durante a realização do processo de extração poderia ocasionar a perda do conhecimento
ou confusão no entendimento do problema, devido a não organização dos dados obtidos
pela leitura dos trabalhos. A ideia foi identificar uma ferramenta capaz de auxiliar no
registro de informações obtidas na extração de trabalhos buscados. Nesse seguimento, a
escolha de uma ferramenta para auxiliar no processo metodológico para na extração de
dados, foi necessária e a ferramenta selecionada para execução do trabalho foi o StArt®.
Fase 3
Após a filtragem e extração dos trabalhos das bases de dados científicas, e a seleção da
ferramenta de apoio para o auxílio no processo de extração dos dados, foi feita a exportação
dos metadados dos trabalhos retornados de cada base digital em formato BibTex®, como
afirma o autor Chomsky [54], após a exportação desses dados foi realizada a importação
desses dados na ferramenta StArt®.
A ferramenta possui duas etapa de funcionamento, uma para planejar e outra para
executar. Na etapa de planejamento é possível a criar de um protocolo de revisão. Este
protocolo é composto por um formulário onde é possível preencher: o objetivo, questões
de pesquisa (principais e secundárias), palavras-chave, assim como os critérios de inclusão
e exclusão. Neste mapeamento sistemático, o objetivo é a verificação de mecanismos de
monitoramento em barramento de serviços distribuídos. Na etapa de execução é possível
a organização dos trabalhos por base cientifica, a seleção dos trabalhos e a extração dos
dados dos trabalhos científicos. Neste trabalho, a importação foi organizada por base
científica digital.
Após a importação e organização dos trabalhos por base, ferramenta sugere um score
de maior valor para os trabalhos com maior relevância aos itens definidos no protocolo de
revisão, e um score de menor valor para os trabalhos com menor relevância em referência
ao protocolo definido. O score gerado pela ferramenta, e relacionado aos trabalhos inicia
em zero, que é o valor mínimo de pontuação até quarenta e um, que foi a pontuação
máxima gerada após a associação do protocolo de pesquisa com os trabalhos importados.
A partir da indicação do score de menor valor e a verificação dos critérios de ex-
clusão, 3.176 trabalhos foram excluídos do mapeamento sistemático, para esta exclusão
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foram retirados os trabalhos com score menor que cinco. A exclusão dos trabalhos com a
verificação dos critérios de exclusão, durou aproximadamente cinco semanas.
Após a realizar a exclusão dos trabalhos de menor relevância para este trabalho, o pró-
ximo passo foi realizar a execução dos critérios de inclusão e exclusão, a fim de identificar
os trabalhos com maior aderência os tema de pesquisa.
Durante a leitura dos títulos e resumos, ou a leitura dos títulos e introduções, ou a
leitura dos títulos, resumos e conclusões dos trabalhos importados, foram verificados os
critérios de inclusão e exclusão para seleção dos trabalhos, com os tópicos de inclusão e
exclusão descritos na seção 3.3.
De acordo com Petersen et al. [55], a execução desse método, visa minimizar a leitura
completa de trabalhos que necessariamente não tratam do assunto. Com a utilização
e verificação dos critérios de inclusão e exclusão nos trabalhos, por meio da leitura dos
títulos e resumos, ou a leitura dos títulos e introduções, ou a leitura dos títulos, resumos
e conclusões dos trabalhos, foi possível selecionar os trabalhos mais aderente ao tema do
trabalho para leitura totalizando 51 trabalhos selecionados. A figura 3.2 representa a
execução dos critérios para identificar os trabalhos.
Figura 3.2: Resultado da Fase 3 classificação (CI e CE) em porcentagem.
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Fase 4
Após a realização da classificação dos trabalhos científicos metodologicamente permitiu-
se a utilização dos critérios de inclusão e exclusão obtendo o total de 51 trabalhos sele-
cionados. Na etapa de execução, é possível além de avaliar os scores dos trabalhos com
a possibilidade para classificar, na ferramenta, o status de seleção dos trabalhos (Aceito,
Rejeitado e Duplicado) e a prioridade de leitura (Muito alta, alta, baixa e muito baixa).
Neste trabalho, após a leitura dos títulos e resumos, ou a leitura dos títulos e intro-
duções, ou a leitura dos títulos, resumos e conclusões dos 51 trabalhos selecionados, foi
realizada a classificação de aceitação e prioridade de leitura. Nesse seguimento, foram
obtidos 29 trabalhos aceitos, mas com a indicação para prioridade de leitura baixa, por
apresentarem pouca aderência e relevância ao tema proposto, e 22 trabalhos aceitos com
indicação de prioridade de leitura alta, por possuírem, maior relevância e aderência ao
tema, para a leitura completa dos trabalhos.
Após a classificação foi iniciada a 4º fase, com 22 trabalhos aceitos e com prioridade
de leitura alta, que possibilitou a observação mais aprofundada nos trabalhos com maior
aderência ao tema.
A partir da leitura completa dos trabalhos, a ferramenta StArt® foi utilizada para
continuidade do mapeamento sistemático, onde nessa fase foram incluídos nos formulários
da ferramenta, atributos definidos no protocolo de pesquisa, e especificamente registrados
como "campos para extração dos dados", que possibilitou o registro de informações, com
a leitura completa dos trabalhos, o que permitiu a posteriori à avaliação dos trabalhos
por meio de uma a análise empírica.
As devidas anotações e classificações de cada trabalho foi registrada na ferramenta,
o que permitiu catalogar o trabalho para facilitar a recuperação dos pontos mais impor-
tantes, de uma forma mais rápida e precisa, assim como identificar os trabalhos mais
relevantes e aderentes às questões de pesquisa. Após a leitura, e ainda a realização de
registros e análise dos trabalhos obteve-se uma leitura e entendimento dos 22 trabalhos
extraídos e selecionados dos 51 trabalhos que foram selecionados nessa fase.
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Tabela 3.2: Trabalhos excluídos, incluídos, rejeitados e
selecionados.
Base de Dados
Critério ACM IEEE Xplore ScienceDirect Scopus Web of Science
Fase 2 Busca 86 68 2492 515 66
Fase 3
CE1 37 18 1529 259 21
CE2 18 15 460 156 15
CE3 14 9 299 61 14
CE4 9 7 198 33 4
CI1, CI2, CI3 8 19 6 6 12
Fase 4
Rejeição 0 18 6 4 1
Seleção 8 1 0 2 11
Os 51 trabalhos selecionados estão na tabela 3.3, e os 22 trabalhos selecionados para
realização da extração contribuíram para o mapeamento sistemático do trabalho, estão
da tabela 3.4. A revisão é fundamental para auxiliar e fundamentar o conhecimento a fim
subsidiar as respostas das questões de pesquisa.
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3.5 Resultados
Após a realização da pesquisa dos trabalhos, com a maior relevância e maior aderência
ao tema de pesquisa nas bases digitais, a seleção e extração dos trabalhos para leitura,
nesta seção por meio da utilização do mapeamento sistemático.
Será possível responder às questões de pesquisa descritas na seção 3.1 de forma fun-
damentada pelos trabalhos científicos obtidos por meio de resumos referentes às questões.
As leituras dos trabalhos ampliaram o conhecimento sobre o tema, e permitiram a
identificação e apresentação dos seguintes itens, para utilizá-los como base para execução
do projeto, são eles:
• Monitoramento de sistemas distribuídos
• Web services
• Agentes de monitoramento
• Protocolo SNMP
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• Armazenamento das Informações monitoradas
• Desempenho
QP1) Quais os estudos primários existentes na literatura que discutem os
mecanismos de monitoramento que são aplicados a sistemas distribuídos?
Monitoramento de Sistemas Distribuídos
Na seleção dos trabalhos realizou-se uma pesquisa que foi identificada a necessidade
do monitoramento de sistemas distribuídos, devido à grande quantidade de aplicações,
dispositivos e web services em funcionamento, e que normalmente não possuem acompa-
nhamento durante o seu funcionamento.
O autor Penteado [16], descreve sobre a importância das ferramentas de monitora-
mento possuírem padrões, para a transferência de dados aos Agentes de monitoramento.
No trabalho descrito por Cirstoiu et al. [58], sobre o monitoramento de sistemas
distribuídos e da utilização das API’s para comunicação de aplicativos e a preocupação
com o baixo acoplamento dessas ferramentas.
Em outro trabalho, este descrito por Joyce et al.[60], sobre a importância do monito-
ramento de sistemas distribuídos, e a utilização de testes de programas para verificação
dos sistemas monitorados.
No entanto o autor Abdu et al. [57], descreve o quanto é complexo o gerenciamento
do monitoramento de sistemas distribuídos, sendo necessário a utilização de técnicas e
métricas para obtenção dos resultados coletados, por conta da grande quantidade de
informações geradas pelo monitoramento.
Web Services
Os autores Abousharkh et al., Casola et al. e Ghorbani et al. [56, 65, 63], apresentam
em seus trabalhos, como a flexibilidade e agilidade no desenvolvimento de web services,
podem trazer resultados imediatos paras aplicações, suas características que facilitam a
integração dos serviços e sistemas, e como é fácil a integração de ambientes com os padrões
da Indústria e protocolos como SOAP e HTTP, porém a facilidade abre uma preocupação
referente à segurança das aplicações, principalmente no que tange a integridade e confi-
dencialidade dos dados. Também relatam sobre desafios como implementar uma solução
que seja flexível, escalável e interoperável.
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Agentes de Monitoramento
Agentes de monitoramento podem ser um dispositivo ou um software, esses podem
ser utilizados para realizar a comunicação ou notificação do monitoramento de outros
dispositivos ou sistemas distribuídos.
O autor Smith et al. [67], explica sobre a utilização e comparação de ferramentas (plu-
gins) que funcionam como agentes de monitoramento de sistemas distribuídos e também
da arquitetura definida para o gerenciamento e acompanhamento.
O autor Pătruţ et al. [50], relata sobre o experimento com informações metacognitivas
que proporcionaram 12 definições para identificação de agentes inteligentes, propostas
para definição de um agente ou Super agente, e como eles podem monitorar sistemas para
realização de comunicação homem-máquina.
O autor Feng et al. [68] discorre em seu trabalho sobre a importância da realização
de monitoramento por agentes, devido o grande numero de serviços disponíveis, e que
por vários motivos que podem sofrer alguma interferir no funcionamento, e projeta a
implementação de serviços com multiagentes para fornecer desempenho na transmissão
de informações do monitoramento pelos agentes.
Protocolo SNMP
O autor Lee et al. [49], descreve sobre a qualidade do Protocolo SNMP, seu principais
componentes e utilização da estação de gestão, agente de gestão, base de informações de
gestão e o protocolo de gestão e suas vantagens.
Apesar de seu nome, Simple Network Management Protocol, o SNMP é um proto-
colo relativamente complexo para implementar. Também, o SNMP não é um protocolo
muito eficiente. Os autores Phan e Subramanyan et al. [48, 47] também relatam sobre
alguns pontos fracos, como a vulnerabilidade presente no SNMPv1, desempenho e falta
de escalabilidade.
QP2) Quais são as principais características relativas ao monitoramento de
sistemas distribuídos mencionadas na literatura?
Armazenamento das Informações Monitoradas
OMonitoramento dos sistemas distribuídos quando implementados geram informações
durante a execução, essas informações são importantes para acompanhar o funcionamento
de sistemas distribuídos e web services. O autor Repantis et al. [46], explica sobre a
importância da coleta dessas informações e a coleta em larga escala utilizando instruções
e comandos SQL. Porém devido ao grande número de sistemas distribuídos monitorados
e a grande quantidade de informações geradas por meio do monitoramento, os autores
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Abdu et al. e Hirate et al. [45, 64] apresentam as técnicas para mensurar a sobrecarga
gerada pela quantidade de informações e padrões de mineração dos dados armazenados.
Desempenho
O autor Wang [61], apresenta algoritmos de compactação de dados, para realização de
transferência dos dados de modo otimizado, devido à grande quantidade de informações
geradas durante o monitoramento dos sistemas distribuídos. Nesse trabalho foram reali-
zados vários testes, incluído conversão de formatos, como por exemplo, arquivos XML.
O autor Sedayao [59], descreve como a falta de experiência para implementar web
services para realização de monitoramento, impactaram diretamente no desempenho da
aplicação, e como adquiriram experiência para a implementação de forma correta dos
serviços, tornando a aplicação robusta, e altamente distribuída.
Já o autor Kotsopoulos et al. [66], explica o motivo da não utilização do protocolo
SNMP, por conta de algumas limitações, como por exemplo, a escalabilidade e eficiência.
Escalabilidade
A escalabilidade de sistemas distribuídos está entre as principais características téc-
nicas de funcionamento, ela busca disponibilizar o acesso às aplicações mesmo com o
aumento gradativo de usuários. O autor Brattstrom et al. [101], descreve que o sistema
de computação distribuída deve ser dimensionado para o uso de um grande número de
recursos de computação, a tendência é aumentar devido a grande evolução cibernética.
No entanto, os sistemas devem escalar de modo que não atrapalhe o desempenho dos
sistema, a escalabilidade é encarada com um desafio.
Nesse seguimento a autora Korableva et al. [89], relata a preocupação com a utili-
zação de sistemas de monitoramento, que possam ser implementados de forma sistema
integrada, escalável e fácil de usar, em seu trabalho descreve um método para alcançar
esse objetivo em seu experimento. O autor Wen et al. [100], descreve a medida que o
número de serviços à ser monitorado aumenta, o sistema tem impacto negativo na fle-
xibilidade e escalabilidade, principalmente no tempo de resposta. A capacidade de um
sistema pode ser aprimorada de maneira direta, e utiliza uma solução implementada que
trabalha dinamicamente, para oferecer suporte a uma maior carga de informações du-
rante a realização do monitoramento, sem sofrer degradação perceptível no desempenho
do tempo de resposta.
Com o mapeamento sistemático, foi possível identificar os trabalhos com maior rele-
vância e aderência ao tema deste trabalho. Pode-se perceber pontos, positivos e negativos
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sobre os itens definidos para pesquisa, o monitoramento de sistemas distribuídos, Web
services, agentes de monitoramento, o Protocolo SNMP, sobre o armazenamento das in-
formações monitoradas e a preocupação como desempenho Verificar os trabalhos, também
contribuíram para identificar os principais desafios relacionados à este trabalho.
3.6 Síntese do Capítulo
Este capítulo apresentou a execução do mapeamento sistemático para identificar nos
trabalhos científicos, dados e informações relacionadas ao monitoramento de sistemas,
ao protocolo de monitoramento SNMP e ferramentas de monitoramento, dessa maneira
conseguir ir possibilitando a fundamentação para implementação do projeto de monitora-
mento dos serviços do barramento Erlangms, com a utilização do protocolo SNMP para
integração com ferramentas de monitoramento. O protocolo SNMP foi identificado como
solução para implementação do projeto, visto que o CPD atualmente já utiliza, pois pos-
sui ferramentas de monitoramento que realizam o monitoramento de softwares e ativos
de rede, por meio do protocolo.
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Capítulo 4
Monitoramento do Barramento de
Serviços pelo Ems-Monitor
Este capítulo apresenta o modelo de monitoramento para o CPD denominado Ems-
Monitor. Ems-Monitor realiza o monitoramento do barramento de serviços por meio do
protocolo SNMP. Na Seção 4.1 é apresentado o conceito da arquitetura do Ems-Monitor.
Na Seção 4.2 é descrito o monitoramento dos recursos do barramento de serviços. Na
Seção 4.3 são discutidos detalhes do funcionamento do protocolo SNMP. Na Seção 4.4
são expostas as definições e escolhas das métricas adotadas, para utilização Ems-Monitor.
Na Seção 4.2.1 são descritos argumentos para instrumentação para coleta de dados para
realização do monitoramento.
4.1 Arquitetura do Ems-Monitor
A arquitetura de software é um conceito ou modelo de organização de uma estrutura,
esta estrutura pode ser um módulo ou componentes do software. De acordo Shaw e
Garlan [102], um estilo arquitetônico, pode definir um grupo de sistemas com organização
estrutural. Estilo arquitetônico determina componentes e conectores que são utilizados,
com conjuntos de restrições, essas restrições podem ser topológicas. Nesse seguimento
Clements et al. [40] descreve, a arquitetura de software de um sistema é o conjunto de
estruturas necessárias para entender o software, que incluem elementos, relações entre eles
e suas propriedades.
A arquitetura do Ems-Monitor tem como objetivo estabelecer a integração entre o
barramento de serviços e ferramentas de monitoramento por meio de um agente de mo-
nitoramento. Para isso foi selecionada uma visão arquitetural da categoria Runtine, que
apresentam os componentes e suas interações em tempo de execução. Segundo Clements
et al. [40], uma visão é uma representação de uma estrutura, e afirma uma visualização é
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uma representação de um conjunto de elementos do sistema, e a relação entre eles. Nesse
seguimento foram definidos os seguintes componentes:
• Barramento de serviços - Provedor de informações e dados, a partir do seu
funcionamento, contempla o componente ESB;
• Ferramenta de monitoramento - Coletor de informações e dados para realizar
o monitoramento, e provedor de informações sobre o funcionamento de serviços e
aplicações;
• Agente de monitoramento - Coletor de informações e dados de monitoramento,
ele armazena informações e dados de monitoramento coletados pelo agente de mo-
nitoramento. Transmite informações e dados de monitoramento para ferramenta de
monitoramento, e assim abrangendo o componente do Banco de Dados
Com a definição da arquitetura do Ems-Monitor e a organização de seus componentes,
espera-se obter níveis baixos de dependência entre as soluções. Os componentes imple-
mentados podem ser conectados em outras aplicações.
Na arquitetura definida deste trabalho o meio de comunicação entre os componentes,
é feito por meio de integração, que possibilita manter um nível baixo de dependência das
aplicações e a mudança de barramento de serviços ou da ferramenta de monitoramento,
sem prejuízo à arquitetura e ao funcionamento do Ems-Monitor. O modelo conceitual da
arquitetura pode ser visualizado na figura 4.1
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Figura 4.1: Arquitetura conceitual do Ems-Monitor.
Como parte da arquitetura, o barramento de serviços é o componente responsável
por gerar dados e informações baseado no seu funcionamento. Com suporte dessas in-
formações que o monitoramento é realizado, outro componente definido na arquitetura é
a ferramenta de monitoramento, a ferramenta de monitoramento é responsável por apre-
sentar informações do funcionamento dos serviços monitorados a partir das informações
geradas pelo barramento de serviços.
Por fim, o componente agente de monitoramento é encarregado de coletar e transmitir
as informações geradas pelo barramento de serviços para ferramenta de monitoramento.
Neste trabalho os componentes da arquitetura na visão de runtime[40] possuem as
seguintes descrições:
Barramento de Serviços
O barramento de serviços é representado pelo Erlangms que dispõem de uma arqui-
tetura SOA com o estilo arquitetural REST, sua implementação foi feita na linguagem
funcional Erlang. O Erlangms é o ESB utilizado pelo CPD da UnB para implementação e
modernização de softwares na UnB. O barramento de serviços é utilizado para integração
de várias aplicações heterogêneas por meio de serviços.
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Ferramenta de Monitoramento
A ferramenta de monitoramento é representada pelo Nagios®, e foi projetado para
monitorar ativos de rede, sistemas e serviços, notifica os responsáveis pelos ativos de
rede, além dos sistemas e serviços que estão registrados como contatos emergenciais. A
ferramenta é utilizada pelo CPD da UnB para acompanhamento da disponibilidade de
seus serviços.
Agente de Monitoramento
O agente de monitoramento é representado pelo Exometer que é um framework, que
executa instrumentação e permite a exportação de dados, foi implementado em Erlang.
Neste trabalho foi utilizado o módulo SNMP da ferramenta para realizar a integração do
barramento de serviços e a ferramenta de monitoramento. Com o agente de monitora-
mento é possível criar métricas, e grupos de dados para monitoramento.
Comunicação
As mensagens trocadas entre os componentes do barramento de serviços, e a ferra-
menta de monitoramento, com intermediação do Agente de monitoramento é feita por
meio do protocolo SNMP.
O protocolo é utilizado na camada de Aplicação do modelo OSI [103], é responsá-
vel pela transmissão de dados e informações de gerenciamento e monitoramento entre
dispositivos e ativos de rede.
Cabe ressaltar a importância da definição de um protocolo para comunicação, a escolha
de um modelo de comunicação possibilita a manutenção adequada, a seleção de outras
ferramentas que trabalhem com o protocolo e a baixa dependência de aplicações.
Com o conceito arquitetural do Ems-Monitor definido, está fortemente alinhado com
o ambiente computacional da UnB, este trabalho emprega ênfase na integração dos com-
ponentes para realização do monitoramento.
4.2 Monitoramento dos Recursos do Barramento de
Serviços
O CPD da UnB adotou como solução para modernização, e migração dos sistemas
e tecnologia a implementação de uma arquitetura orientada a serviços, que veem sendo
bastante utilizadas principalmente para criação de serviços (web services).
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A implementação dos serviços tem aumentado devido a flexibilidade definida na ar-
quitetura, e o aumento da demanda para integração de sistemas, além da curva de apren-
dizagem ser alta.
A partir da implementação e disponibilização de vários serviços, monitorar e acompa-
nhar o funcionamento, tem se tornado uma tarefa que tem demandado um grande esforço
das equipes de desenvolvimento do CPD.
No CPD, o monitoramento do barramento de serviços da UnB pode ser realizado:
uma por meio do Log, desenvolvido por Filgueiras [104], com um módulo de monitora-
mento, que utiliza componentes do Elastic Stack para a leitura de arquivos gerado pelo
barramento, outra por meio de serviços (web services) providos pelo barramento, além da
nativa que é disponibilizada pela empresa que mantém e gerencia a linguagem Erlang o
denominado Observer [105].
Monitoramento do Barramento de Serviços por Log de Arquivos
As informações de registros do Log geradas pelo barramentos de serviços, são coleta-
das e armazenadas. A abordagem utilizada para acompanhamento do funcionamento do
barramento de serviços possibilitou o monitoramento, sem a necessidade de modificação
no código-fonte do barramento de serviços, observado que um dos motivos pelo acompa-
nhamento por meio do Log, é realizar o monitoramento em tempo real sem a perda de
desempenho do barramento de serviços durante o funcionamento.
De acordo com Filgueiras[104] as informações armazenadas originárias do arquivo de
Log do Erlangms, são armazenadas pelo conjunto de ferramentas ElasticStack, composto
pelo Beats, Logstash e Elasticsearch.
Esse conjunto possibilita pesquisar, transmitir e visualizar os dados em tempo real[104].
Suas métricas são apresentadas em um dashboard, esse dashboard foi desenvolvido para
acompanhamento do funcionamento do barramento de serviços graficamente, como por
exemplo o quantitativo de erros por serviço.
Monitoramento do Barramento de Serviços por Serviços (Web Services)
O barramento de serviços possui em seu código-fonte a implementação de serviços, que
utilizam módulos Erlang que possibilitam o acompanhamento dos recursos computacionais
em que o barramento de serviços está funcionando.
Esses serviços não dispõem de elementos gráficos, eles fornecem informações a partir
da requisição de um serviços, para execução desse serviço basta apenas utilizar a URL
do serviço específico e uma ferramenta de testes de API, que possibilita a obtenção das
informações requisitadas. As informações retornadas a partir do serviço por meio de uma
requisição, podem ser visualizada na figura 4.2.
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Figura 4.2: Serviço de consulta da utilização dos recursos de memória do Erlangms.
Monitoramento do Barramento de Serviços por Software Nativo (Erlang)
O barramento de serviços foi desenvolvido na linguagem Erlang, essa linguagem dispõe
de componentes de monitoramento que permite o acompanhamento do sistema operacio-
nal.
O monitoramento pode apresentar informações sobre a utilização de memória durante
o funcionamento e o número de processos em execução.
A execução é realizada pelo denominado Observer, que dispõe de elementos gráficos
que possibilita observar as características dos sistemas desenvolvidos em Erlang [105] em
execução, assim como o funcionamento do sistemas operacionais em que as aplicações
Erlang estão instaladas.
O Observer tem como empecilho a perda de desempenho em seu funcionamento, pois
disponibiliza muitos dados referentes aos seus processos de execução. A interface gráfica
do Observer pode ser visualizada na figura 4.3.
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Figura 4.3: Interface gráfica do Observer.
Monitoramento do Barramento de Serviços pelo Ems-Monitor)
Este trabalho inclui o Ems-Monitor como uma nova forma para monitorar o barra-
mento de serviços, esse monitoramento difere dos demais pelo modo de atuação, onde
o foco é monitorar o funcionamento dos recursos que o barramento de serviços provém,
desde o recurso responsável pelo registro das informações de LOG passando pelos recursos
que executam os processos de autenticação e autorização até o recurso responsável pelo
recebimento e transmissão de requisições.
Para realizar o Ems-Monitor foi necessário a definição de uma abordagem que permi-
tisse o acompanhamento do funcionamento dos recursos do barramento de serviços.
Nessa abordagem foi definido que as informações seriam geradas por meio do funcio-
namento do Erlangms com os seguintes passos:
• Gerar dados por meio de instrumentação;
• Coletar e armazenar os dados oriundos da instrumentação; e
• Transmitir os dados para realização do monitoramento.
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Gerar Dados por meio de Instrumentação
O primeiro passo para monitoração foi gerar dados, para isso foi utilizada uma abor-
dagem que possibilitou a implementação no código-fonte do barramento de serviços. A
abordagem inclui a criação de uma estrutura de dados e a definição de contadores numé-
ricos, esses contadores possuem implementação simples e buscam não impactar de forma
onerosa o funcionamento do Erlangms.
Os contadores funcionam a partir da inclusão dos métodos no código-fonte e contabili-
zam as informações de forma incremental, a partir do momento que os recursos do barra-
mento de serviços são executados. A abordagem utilizada pelo Ems-Monitor possibilitou
o entendimento do funcionamento do barramento de serviços, e permitiu um acompanha-
mento completo, visto que soluções utilizadas pelo CPD acompanham o funcionamento
do sistema operacional, em que o Erlangms está instalado ou o acompanhamento das
informações de erros e regras de negócio de serviços e aplicações.
Coletar e Armazenar os Dados oriundos da Instrumentação
O segundo passo foi implantar uma funcionalidade, que possibilitasse coletar e armaze-
nar as informações geradas durante a execução do barramento de serviços. Para realização
da coleta foi necessário a inclusão de funcionalidades no código-fonte do Erlangms, essas
funcionalidades trabalham de forma incremental a partir da execução do barramento de
serviços, a cada instrução executada um valor numérico é adicionado à informação de
monitoramento.
As informações coletadas são armazenadas e gerenciadas pelo Ems-Monitor, que é
responsável por gerenciar a informação referente ao monitoramento. O Ems-Monitor
possui algumas funções exclusivas, uma dessas funções é preparar a informação para
transmissão, vale lembrar que armazenar esses dados garante integridade da informação
do monitoramento.
Transmitir os Dados para realização do Monitoramento
Por fim, outro passo é a transmissão dos dados de monitoramento, a transmissão dos
dados é realizada após a coleta e armazenamento, o Ems-Monitor tem como responsa-
bilidade transmitir as informações do monitoramento. Nesse trabalho a transmissão dos
dados é encaminhada à uma ferramenta de monitoramento onde é possível visualizar gra-
ficamente as informações, ou a emissão de notificação caso haja alguma definição para
realização do monitoramento.
Para transmitir os dados de monitoramento, foi utilizada uma abordagem que per-
mitiu a realização da transmissão de forma padronizada por meio de um protocolo de
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comunicação. A utilização de um protocolo possibilitou a realização da transmissão dos
dados de monitoramento, assim como a integração com ferramentas de monitoramento
que utilizam o protocolo SNMP como meio de comunicação.
A interação dos componentes do Ems-Monitor, via troca de mensagens, pode ser
visualizada no diagrama de sequência, representado na figura 4.4, que demonstra o fluxo de
criação dos dados, coleta e armazenamento dos dados e a transmissão dessas informações
para a ferramenta de monitoramento.
Figura 4.4: Fluxo de monitoramento pelo Ems-monitor.
A partir da definição da estrutura de monitoramento foi realizada a geração de dados,
a coleta, o armazenamento e a transmissão dos dados para monitorar os recursos do
barramento. O CPD possui e utiliza abordagens de monitoramento para sistemas e ativos
de rede da UnB. As aplicações e ativos de rede já são monitorados em uma plataforma
de monitoramento mantida e gerenciada pelo CPD.
Neste trabalho Ems-Monitor foi utilizado como solução para realização da integração
por meio de um protocolo de comunicação para monitoramento dos serviços, sistemas e
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ativos de rede na mesma plataforma mantida pelo CPD, e que permitisse apresentar o
funcionamento dessas aplicações ou em casos eventuais notificar sobre possíveis falhas ou
problemas.
Diante desse cenário optou-se por definir um meio de comunicação onde a ferramenta
de monitoramento, que é mantida e gerenciada pelo CPD da UnB pudesse receber as
informações, para realização do monitoramento do barramento de serviços, por meio de
um protocolo, neste trabalho o protocolo utilizado para realização da comunicação, e
permitir a integração das ferramentas foi o protocolo SNMP.
A escolha do protocolo para realização do monitoramento busca um meio para ten-
tar garantir a implantação e integração das aplicações com baixo acoplamento, onde a
importância é preservar a uniformidade na comunicação das aplicações por meio de um
protocolo, principalmente quando houver alguma mudança de ferramenta de monitora-
mento.
No mercado as principais ferramentas de monitoramento se comunicam e permitem
a transmissão de dados e informações por meio do protocolo SNMP, independentemente
das ferramentas o serviços de monitoramento seria facilmente plugado, e configurado
em ferramentas de monitoramento para utilização do protocolo SNMP como meio de
comunicação.
4.2.1 Instrumentação de Código
Como descrito na seção 2.1.5 o barramento de serviços dispõe de recursos que pos-
sibilitam a implementação da instrumentação em seu código. O barramento de serviços
possui um modelo de dados implementado, esse modelo é representado por uma tabela
dispostas de duas colunas, uma que identifica, ou seja, a chave e a outra com o valor do
tipo inteiro referente à chave da mesma linha, alguns exemplos de chaves (identificadores)









Figura 4.5: Exemplo de identificadores das métricas no Erlangms.
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Para armazenar esses registros o barramento de serviços possui uma outra tabela que
possibilita o registro dos contadores, com identificação da hora e data, serviço e URL,
para fins de histórico, o barramento de serviços possui um serviço que retorna o histórico
das estatísticas armazenadas, o resultado deste serviço poderá ser visualizado na figura
4.6.
Figura 4.6: Serviço que recupera informações históricas dos contadores do Erlangms.
Para realização dos registros dos contadores, o barramento de serviços dispõe de fun-
ções que podem ser facilmente distribuídas pelo código fonte, especificamente em funções
dos módulos do barramento de serviços, onde por meio da chave criada é possível incre-
mentar o decrementar valores dos contadores cridos no barramento, o código da função









counter(Name, Inc)->mnesia:dirty_update_counter(counter, Name, Inc).
Figura 4.7: Funções dos contadores para instrumentação no Erlangms.
A partir da criação dos contadores, o incremento e o decremento de seus valores é
possível realizar a criação das métricas. A criação das métricas é feita com utilização da
aplicação Exometer, onde é possível criar métricas, e definir o tipo de valor da métrica,
atualizar o valor da métrica, excluir as métricas criadas, recuperar as métricas criadas e
reportar métricas, no caso do report este será feito por meio do módulo SNMP.
As métricas criadas na aplicação podem ser facilmente manipuladas e reportadas,




• Definir os valores de métricas.
• Recuperar os valores de métricas.
• Criar report de uma métrica em SNMP.
A implementação desses métodos poderão ser visualizados na figura 4.8, a utilização
desses métodos é bem simples e permitem a realização da instrumentação de maneira fácil,
o que proporcionam exequibilidade na personalização das informações a serem enviadas
para monitoramento, sem comprometer a eficiência do funcionamento das aplicações.
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% Cria uma Métrica.
exometer:new( Name , Type ).
% Deleta uma Métrica.
exometer:delete( Name ).
% Atualiza o valor de uma Métrica.
exometer:update( Name , Value ).
% Recupera o valor de uma Métrica.
exometer:get_value( Name ).
% Cria um report de uma métrica em SNMP.
exometer_report:add_reporter( exometer_report_snmp, [] ).
Figura 4.8: Os métodos do Exometer utilizados no Erlangms.
Desempenho
Durante a realização da fundamentação teórica e do mapeamento sistemático, percebeu-
se um grande número de trabalhos comentando, descrevendo e identificando o desempenho
como um item preocupante, e que deveria ser mais analisado em relação às informações ge-
radas para monitoramento, a transmissão dos dados de monitoramento e o funcionamento
do monitoramento.
Esse item também foi analisado no projeto de modo a garantir que as informações
criadas e transmitidas não comprometessem e nem onerassem a integração entre o barra-
mento de serviços, e a ferramenta de monitoramento, e observando a grande quantidade de
informações que podem ser geradas durante o funcionamento do barramento de serviços.
A preocupação com o desempenho foi minimizada após a conclusão da implementação
da instrumentação dos dados estatísticos para monitoramento, que utilizaram um modelo
de dados simples, com poucos atributos que permitem após a criação da variável do
contador executar facilmente a modificação dos valores, com isso as métricas são definidas,
criadas e utilizadas.
Para que não tenha perda no desempenho, neste projeto foram implementadas funções
que permitem a atualização dos contadores, e a atualização das métricas ao mesmo tempo,
onde primeiro executa a atualização do contador e em seguida a atualização da métrica.
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4.2.2 Execução do Ems-Monitor
A execução do Ems-Monitor é inciada com a integração das aplicações, ou seja quando
o barramento de serviços está em funcionamento, o agente de monitoramento está ativo,
assim como a ferramenta de monitoramento está ligada e configurada em modo passivo
para receber as informações que são transmitidas de modo que permiti a realização do
monitoramento.
Para representar a execução do monitoramento foi criado um design que pode ser
visualizado na figura 4.9.
Figura 4.9: Design da integração das ferramentas para monitoramento.
O monitoramento é realizado por meio de dados gerados por serviços provenientes
do barramento de serviços, esses dados possuem identificações e valores incrementais de
contagem.
Em seu funcionamento o Erlangms pode incrementar ou decrementar informações de
contagem dependendo do serviço utilizado, normalmente o valor é incrementado, quando
o valor à ser monitorado é coletado, o mesmo é enviado ao agente de monitoramento,
o agente de monitoramento tem a responsabilidade de realizar o envio dessa informação
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realizando a comunicação com a ferramenta de monitoramento por meio do protocolo
SNMP.
A informação transmitida poderá ser visualizada de modo personalizado e configurado
na ferramenta de monitoramento, que dependendo da configuração poderá apresentar
itens de serviços cadastrados com os status, "Ok" para serviços que estejam funcionando
normalmente, "Warning" para serviços que estejam apresentando algo em incomum du-
rante seu funcionamento e "Critical" para serviços que estejam apresentando anormali-
dade ou realmente estejam indisponíveis.
4.2.3 Execução do Agente de Monitoramento
Para realização da integração do barramento de serviços com a ferramenta de moni-
toramento por meio do protocolo SNMP, é utilizado um agente de monitoramento que
gerencia a comunicação e transmissão dos dados que são monitorados.
O Ems-Monitor dispõe da utilização de um agente para coleta e transmissão desses
dados, o agente é originário da aplicação Exometer que é um pacote que permite a instru-
mentação de aplicações desenvolvidas na linguagem de codificação Erlang, possibilitando
que alguns dados do sistema sejam exportados, para um grande e variado número de
ferramentas de monitoramento disponíveis no mercado[9], nesse projeto diante de um dos
itens dos objetivos específicos descritos na seção 1.3 optou-se por utilizar o módulo que
permite realizar a transmissão dos dados por meio do protocolo SNMP.
O Exometer cumpre os requisitos definidos na RFC 1157, que descreve sobre os pro-
cedimentos arquiteturais de implementação e implantação do protocolo SNMP.
Os pontos fortes do Exometer que pautaram a escolha e utilização deste software são;
a criação das MIBs que são geradas dinamicamente em tempo de execução, vários tipos
de criações e exportações de reports, vários tipos de data points que permitem selecionar o
tipo de valor de uma determinada métrica, a fácil criação e utilização de métricas e o modo
acessível para configuração do Gerente e Agente SNMP, onde simplesmente você pode
registrar em um dos arquivos de configuração o servidor(aplicação de monitoramento),
que receberá as informações do monitoramento por meio de TRAPs enviados pelo agente
SNMP.
O Exometer foi a aplicação que permitiu a integração das aplicações de um modo
dinâmico, visto que a estrutura de um arquivo MIB normalmente já vem configurada com
informações específicas e estáticas o que impossibilitaria ou reduziria bastante o escopo
de serviços, que poderiam ser utilizados para realizar o monitoramento de serviços do
barramento.
A estrutura base do arquivo MIB utilizado pelo Exometer poderá ser visualizada na
figura 4.10.
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EXOMETER-METRICS-MIB DEFINITIONS ::= BEGIN
IMPORTS
MODULE-IDENTITY, OBJECT-TYPE, NOTIFICATION-TYPE, Counter32, Counter64,
Gauge32, Integer32, snmpModules, experimental FROM SNMPv2-SMI










::= { snmpModules 1 }




Figura 4.10: Estrutura base, arquivo MIB do Exometer.
As configurações do arquivo que gerencia o servidor de destino para receber as infor-













Figura 4.11: Configuração do servidor de destino, para envio de TRAPs.
4.3 Funcionamento do Protocolo SNMP
O SNMP é o protocolo utilizado para monitoramento de dispositivos conectados em
rede. O CPD da UnB para monitoramento dos ativos de rede utiliza-o por meio de ferra-
mentas que recebem informações desse protocolo, no entanto as ferramentas e informações
fornecidas para monitoramento servem apenas para controle da infraestrutura de rede e
servidores de aplicação, não gerenciando, por exemplo, o funcionamento dos sistemas,
serviços e também pode se dizer a ausência de verificação da saúde das aplicações.
Este trabalho implementa e implanta soluções capazes de fornecer e subsidiar recursos
que possibilitem a monitoração e a integração com a ferramenta de monitoramento do
CPD da UnB que vem durante alguns anos adotando o Nagios®, como a ferramenta de
monitoramento dos seus ativos de rede, o SNMP tem como característica a singularidade
na comunicação o que possibilita a escolha de outras ferramentas, serviços ou aplicações
que conversem em SNMP.
O funcionamento do monitoramento por meio do protocolo SNMP neste trabalho é
realizado pelo envio de TRAPS, a partir da coleta de informações geradas pelo barramento
de serviços e enviadas pelo agente, para que o agente funcione é necessária a configuração
de um gerente, que funciona como representação do cliente monitorado e o agente funciona
como responsável por enviar as informações desse cliente, na figura 4.12 é apresentada a











Figura 4.13: Arquivo de configuração do gerente SNMP.
O TRAP é um tipo de alerta ou evento, que pode ser transmitido pelo protocolo. Na
figura 4.14 é apresentada a informações de um TRAP SNMP com a verbosidade debug.
Durante a coleta das informações em tempo de execução, e o envio de TRAPS pelo
agente para ferramenta do monitoramento é necessário à instalação e configuração para
de alguns plugins, visto que o Nagios® trabalha de forma em que é possível a realização
do monitoramento ativo e passivo, como informado anteriormente este trabalho aplica o
monitoramento passivo, diante desse cenário os plugins instalados e configurados são eles:
• SNMP Trap Translator (SNMPTT) que é um plugin que funciona com um tradutor
de TRAP SNMP com diversas opções de saída para utilização no Nagios Core® e o
Net-SNMP[106].
• SNMPTRAPD que é uma aplicação que funciona com o recebimento dos TRAP
que foram traduzidos pelo SNMPTT [107].
Com a instalação e configuração realizada do SNMPTT e SNMPTRAPD foi possível
realizar a interceptação das informações enviadas pelo agente SNMP, cada item com sua
especificidade como por exemplo; no SNMPTT é necessário a configuração das variáveis
dos OIDs criadas e definidas nas MIBs do agente, já na configuração SNMPTRAPD é
necessário definir quais os OIDs serão enviados à ferramenta de monitoramento, e quais
o tipo de informações serão enviadas, poderão ser enviadas informações dos tipos "Ok",
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Figura 4.14: Informações do TRAP.
"Warning" ,"Critical" dependendo do OID e da definição que pode ser facilmente confi-
gurada. Desse modo é realizada a integração das ferramentas para execução do monito-
ramento, por meio do protocolo SNMP a comunicação entre o barramento de serviços e
o Nagios® é praticada.
4.4 Definição das Métricas de Monitoramento
Com a elaboração da integração entre o barramento de serviços e o Nagios®, foi feita
a pesquisa na literatura específica relacionada ao tema métricas de monitoramento para
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auxiliar a definição do que deve ser monitorado.
Após realização da pesquisa, e durante a execução da configuração da ferramenta de
monitoramento percebeu-se a necessidade de seguir a estrutura de configuração determi-
nada na ferramenta de monitoramento, ao assumir essa estrutura foi possível detectar que
o monitoramento deveria ser executado de um novo modo, implicando na mudança da
estratégia de definição para execução do monitoramento dos recursos do barramento de
serviços.
Como o monitoramento executado pelo Ems-Monitor é realizado em modo passivo é
preciso informar na configuração da ferramenta de monitoramento quais as informações
serão recebidas, ou seja, mesmo o agente SNMP do barramento de serviços criando os OIDs
dinamicamente, é necessário que estes OIDs estejam também registrados na ferramenta
de monitoramento.
Nesse momento não foi possível a realização da implementação de uma solução para
automatizar a configuração dinâmica dos OIDs na ferramenta de monitoramento, mas em
um outro momento oportuno essa automatização poderá ser implementada.
Com a restrição imposta pela ferramenta de monitoramento, foi necessário a realização
de um estudo no código fonte do barramento de serviços Erlangms, afim de obter infor-
mações sobre o que monitorar, a análise do barramento de serviços, foi feita com passos
que permitiram analisar o código-fonte, para o entendimento do funcionamento dos re-
cursos do barramento de serviços, assim como a realização do mapeamento dos principais
recursos, módulos e funções.
O primeiro passo realizado foi a elaboração do design dos recursos do barramento de
serviços, este design pode ser visualizado na figura 4.15. No segundo passo foi possí-
vel identificar, e escrever sobre cada recurso do barramento de serviços, a descrição dos
recursos poderão ser visualizadas a seguir, são eles:
• Loaders: Responsáveis por carregar as configurações para funcionamento do bar-
ramento, desde os catálogos de serviços, e passando pela identificação dos clientes
até as permissões de aceso dos usuários.
• HTTP(Rest Server): Responsável por realizar o funcionamento do barramento
como um servidor REST.
• LDAP: Responsável por prover, gerenciar e autorizar acessos aos serviços por meio
do barramento e funcionando como um servidor REST.
• ODBC: Responsável pela realização da comunicação entre os serviços do barra-
mento com SGBDs de mercado, atualmente o barramento por meio de seus serviços
realiza consultas no Postgres® e no SQL Server®.
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• Oauth2: Responsável pela autenticação e autorização de acesso aos serviços forne-
cidos pelo barramento.
• Dispatcher: Responsável pelo encaminhamento e organização das chamadas/re-
quisições aos serviços que são executados pelo barramento.
• Daemons: Responsável por gerenciar os arquivos(pid) do barramento para execu-
ção dos serviços de forma única e confiável, sem a interrupção de seu funcionamento.
• Catalog: Responsável pela configuração, definição e funcionamento dos serviços
providos pelo barramento.
Figura 4.15: Mapeamento dos recursos do barramento de serviços.
Um outro passo importante foi a análise e identificação de contadores disponíveis no
barramento de serviços, a partir da estrutura de arquivos e diretórios, que possibilitou
mapear informações de paths, módulos e funções.
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Foram encontrados cento e dez contadores registrados atualmente no barramento de
serviços, o que não limita a implementação de mais contadores, eles estão organizados por
módulos, como por exemplo, o de autenticação.
Após a conclusão da investigação, foi feita a definição das métricas por meio das infor-
mações que foram registradas durante a realização da identificação dos contadores, vale
salientar que as métricas foram definidas de uma forma empírica por conta da natureza
da configuração e funcionamento da ferramenta de monitoramento escolhida para execu-
ção deste trabalho, o que não significa um acoplamento alto entre as aplicações, mas sim
uma forma melhor para analisar os dados enviados pelo agente SNMP e recebidos pela
ferramenta de monitoramento.
Diante do cenário as cinco métricas foram levantadas e discutidas com colaboradores
que atuam diretamente com desenvolvimento de softwares e colaboradores da equipe que
atuam diretamente com o monitoramento dos serviços do CPD da UnB, as métricas
levantadas são:
• Registros do LOG do barramento de serviços
• Registros de informações de Acesso (OAuth2)
• Registros do Dispatcher
• Registros do HTTP(REST Server)
• Registros de informações do LDAP
As métricas levantadas e identificadas foram definidas por apresentarem situações
que poderiam contribuir diretamente na realização do monitoramento do barramento de
serviços.
Ela é útil para transmissão dos dados de execução do recurso de LOG, para que todo
funcionamento do barramento de serviços possa ser registrado, e se por algum motivo o
recursos esteja registrando uma grande quantidade de falhas ou até mesmo uma exceção
que o ocasione o não registro do LOG do barramento de serviços, e a ferramenta de
monitoramento possa emitir notificações de alerta.
Esse monitoramento pode auxiliar no funcionamento do trabalho realizado por [104]
podendo respaldar alguma eventual falha no registro de LOG do barramento de servi-
ços, visto que o monitoramento do trabalho citado, é realizado por meio de informações
registradas e coletadas do arquivo de LOG do barramento de serviços.
Outra métrica levantada para realização do monitoramento, é a que trata sobre os
registros de informações de acesso por meio do protocolo OAuth2.
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Com realização da transmissão dos dados dessa métrica busca-se alcançar o acom-
panhamento dos recursos de autenticação do barramento de serviços, que provém a au-
tenticação e autorização de vários serviços e aplicações com informações provenientes de
diversas bases de dados, centralizando a autenticação, o que sinaliza a necessidade de
um acompanhamento em especial, visto que, uma possível falha do recurso, indisponibili-
dade ou um aumento expressivo de utilização do recurso possa impedir o funcionamento,
impossibilitando a autenticação nas aplicações.
O registro do Dispatcher também foi incluído como uma das cinco métricas levantadas
para realização do monitoramento do barramento de serviços.
A definição como métrica para realização do monitoramento é de suma importância
para acompanhamento do barramento de serviços, poisDispatcher tem como função enviar
e receber as requisições de todos módulos do barramento de serviços, isso demonstra que
o acompanhamento do funcionamento do Dispatcher é indispensável.
Seguindo o levantamento das métricas, o registros do HTTP(REST Server) também
foi definido como métrica devido a execução dos operadores (GET, POST, PUT e DE-
LETE), sua representação que no caso utiliza o formato JSON e recursos (URLs) que
fazem parte dos elementos mais utilizados do barramento de serviços e necessitam de
acompanhamento.
Por fim, o levantamento da métrica para obtenção dos registros de informações do
LDAP foi definida para que pudesse acompanhar o funcionamento deste recurso, pois
barramento de serviços realiza em seu funcionamento a autenticação de aplicações de
terceiros implantadas no CPD da UnB, que utilizam o protocolo LDAP para realização
com isso espera-se garantir o funcionamento adequado do barramento de serviços por
meio das métricas que foram levantadas.
O barramento de serviços vem aumentando a disponibilização de serviços, vale sali-
entar sobre a importância desse acompanhamento, visto que, com aumento dos recursos
disponibilizados pelo barramento de serviços é muito grande a chance de algum falhar ou
ficar indisponível e que não seja percebido ou não seja tratado imediatamente.
Após análise das métricas levantadas, foi necessário realização da seleção e escolha
das métricas à serem implantadas para efetivação da integração entre o barramento de
serviços e a ferramenta de monitoramento por meio do agente SNMP.
A seleção e escolha foram necessárias para que se pudesse experimentar o funciona-
mento da integração, pois antes da realização do monitoramento completo do barramento
de serviços optou-se por implementar algumas funções que pudessem coletar informações
das métricas levantadas.
Das cinco métricas, duas foram descartas nesse momento, a de Registros do HTTP(REST
Server) a de Registros de informações do LDAP, por já possuírem seus serviços mape-
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ados para o acompanhamento no CPD da UnB, as ou três métricas escolhidas, foram e
implementadas, são elas:
• Registros do LOG do barramento de serviços;
• Registros de informações de Acesso (OAuth2);
• Registros do Dispatcher.
A escolha destas métricas foi definida, devido a importância do acompanhamento dos
módulos mais utilizados no barramento de serviços, os registros do LOG do barramento
de serviços, que estão preparados para exportar e apresentar uma gama de informações
podendo não facilitar a identificação de uma falha ou indisponibilidade dos serviços, por
isso a configuração para registro das informações dos registros de LOG na ferramenta de
monitoramento foi escolhido.
Figura 4.16: Identificação dos recursos do barramento de serviços monitorados.
O motivo para escolha do registro das informações de autenticação promovidas por
meio do protocolo OAuth2, foi pelo CPD da UnB, utilizá-lo como meio institucional
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de autenticação, trabalho desenvolvido pelo autor Ribeiro [108], e principalmente, pela
quantidade crescente de disponibilização de serviços e recursos, que devido ao crescimento
dificultou o acompanhamento da autenticação.
Por esse motivo buscou-se obter uma situação real de funcionamento do procedimento
de autenticação e autorização, assim como a identificação de ataques, como por exemplo
o ataque de negação de serviços por meio do monitoramento.
O funcionamento do Dispatcher é essencial para o barramento de serviços, por ele
passam todos os serviços executados pelo barramento de serviços, o Dispatcher controla
e gerencia o recebimento e envio de requisições que são executadas pelo barramento de
serviços.
Por esse motivo acompanhar o seu funcionamento é muito importante, ainda mais
com a possibilidade da emissão de notificações por meio de seu funcionamento normal
e quando houver falha ou indisponibilidade, vale enfatizar que seleções e escolhas das
métricas foram realizadas por conta do modelo para realização de monitoramento que a
ferramenta de monitoramento selecionada propõe.
4.5 Síntese do Capítulo
Este capítulo apresentou o funcionamento do Ems-Monitor, demonstrando a execução
do monitoramento por meio da integração entre o barramento de serviços e a ferramenta
de monitoramento com utilização do protocolo de monitoramento SNMP, assim como a
execução do agente SNMP e o funcionamento do protocolo SNMP no projeto. Também
foram apresentadas, definidas e escolhidas às métricas mais adequadas ao funcionamento
das ferramentas e a integração das aplicações para realização do monitoramento, por
fim tem-se a exposição da solução da coleta de dados para monitoramento por meio da





Com realização da implementação, implantação e integração das aplicações para exe-
cução do monitoramento, é necessário a divulgação da análise e dos resultados do trabalho
executado. Este Capítulo apresenta a análise realizada após a execução do Ems-Monitor.
5.1 Análise das Aplicações
Com propósito de avaliar a execução do Ems-Monitor, foram analisados alguns requi-
sitos das plataformas utilizadas para monitorar o Erlangms, por meio de uma ferramenta
de monitoramento. Inicialmente os requisitos dos recursos computacionais das aplicações
foram avaliados, tanto o requisito do barramento de serviços quanto o da ferramenta de
monitoramento.
O agente de monitoramento utiliza os mesmos recursos computacionais do software
onde ele foi implantado, nesse caso o agente de monitoramento é representado pelo soft-
ware Exometer e está implantado no barramento de serviços Erlangms, os requisitos de
instalação do barramento de serviços poderão ser visualizados em [109], assim como os
requisitos de configuração do Exometer poderão ser visualizados em [110].
A ferramenta de monitoramento também dispõe de requisitos básicos para seu fun-
cionamento, os requisitos do Nagios Core® na versão quatro poderão ser visualizados no
portal do Nagios® [111], em ambos os caso os requisitos computacionais não impediram
a execução do projeto e consequentemente foram executados sem gerar grandes esforços.
Dispondo da configuração das aplicações foi necessário realizar a avaliação do funcio-
namento do monitoramento, por meio do conjunto de protocolos TCP/IP, onde sabe-se
que o protocolo SNMP é um protocolo da Internet, que por sua vez o protocolo SNMP
para garantir a transmissão dos dados de monitoramento utilizada por padrão o protocolo
UDP especificamente nas portas 161 e 162.
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Na porta 161 estão associadas à todas as mensagens enviadas ao protocolo SNMP,
e a porta 162 é utilizada para realização das interceptações de todas as mensagens, que
transmitirem TRAPs, lembrando que de acordo com as especificações da RFC 1157, essas
mensagens não serão aceitas caso o tamanho exceda 484 octetos[112].
Dando continuidade na avaliação, percebeu-se que as configurações de agente e gerente
SNMP tem o fator presencial de muita importância, nesse trabalho o agente é quem
transmite as informações pela porta 4000 e o gerente pela porta 5000, durante a execução
do trabalho as configurações das portas ocasionaram um pequeno problema.
Durante o funcionamento do monitoramento no ambiente de desenvolvimento, mesmo
que as aplicações possuíssem IPs distintos, as portas geradas com identificações diferen-
tes não funcionariam, pois as portas devem possuir as mesmas identificações tanto para
transmitir quanto para interceptar, ou seja, se qualquer transmissão que for realizada pela
porta 162 essa transmissão deverá ser interceptada também na porta 162.
Quando as aplicações são instaladas na mesma máquina, a primeira aplicação que ini-
ciar será a detentora da porta, impossibilitando assim o funcionamento das aplicações em
um único servidor, validando assim que cada host necessita ter a sua configuração indivi-
dualizada e preparada para que o agente seja responsável pela transmissão dos TRAPs.
Uma importante avaliação para realização do monitoramento do barramento de ser-
viços, foi a avaliação feita sobre a construção do arquivo MIB. Na leitura de trabalhos
técnicos e verificações em sites de empresas especializadas no ramo de monitoramento
o arquivo MIB normalmente é estático, pois contempla especificamente os OIDs para
realização do monitoramento dessas aplicações ou ativos de rede.
Neste trabalho a instrumentação provida pelo barramento de serviços gera informa-
ções a partir de sua execução, sendo necessário um dinamismo na criação de objetos, o
Exometer com funções bem definidas é de fácil compreensão, e correspondeu às expectati-
vas geradas a partir de sua documentação, contribuindo bastante na criação e atualização
do arquivo MIB, na criação de métricas, atualização de valores e no report dos dados
coletados.
A ferramenta de monitoramento utilizada para execução do trabalho demonstrou pon-
tos em que o dinamismo alcançado pela aplicação do agente de monitoramento não pode-
ria ser utilizada de imediato. Após uma breve análise da ferramenta de monitoramento,
percebeu-se que ela funciona a partir de módulos (plugins) complementares, dependendo
do tipo de monitoramento a ser realizado.
Nesse caso o monitoramento que foi realizado foi em modo passivo, para isso foram
realizadas as configurações dos plugins SNMPTT e o SNMPTRAPD que necessitam dos
OIDs mapeados, ou seja, para que a comunicação e transmissão dos dados do monitora-
mento sejam tratados como confiáveis é necessário informar de qual host e quais objetos
72
terão as mensagens interceptadas.
Esse foi um ponto que não era esperado no projeto, mas que foi de grande utilidade
para entender e auxiliar na definição de como realizar o monitoramento em modo passivo.
Por fim, mediante a realização da avaliação e utilização das ferramentas podemos
confirmar a partir do estudo o experimento realizado, a possibilidade da realização do
monitoramento dos recursos do barramento de serviços por meio de uma ferramenta de
monitoramento com utilização do protocolo SNMP.
de acordo com realização do experimento pode-se comprovar que poderá ser utili-
zada qualquer ferramenta de monitoramento que permita a integração e interceptação
de TRAPs SNMP, a implantação do agente SNMP permite incluir a funcionalidade com
uma das principais características do barramento de serviços Erlangms.
5.2 Resultados
A partir da realização do experimento que possibilitou a integração das aplicações
para execução do monitoramento dos recursos do barramento, no trabalho foi realizado a
integração com utilização do protocolo SNMP para elaborar a comunicação com entre o
barramento de serviços e a ferramenta de monitoramento.
Inicialmente um dos pontos que foi muito importante para contemplar o monitora-
mento e se demonstrou como resultado satisfatório, foi a criação dinâmica do arquivo
MIB, o arquivo MIB com estrutura inicial poderá ser visualizado no anexo I, e o ar-
quivo MIB com os OIDs criados durante a execução do barramento de serviços pode ser
visualizado no anexo II.
O dinamismo para criação e atualização desse arquivo possibilita a coleta de qualquer
informação ou registro mapeado que é gerado a partir da instrumentação do barramento de
serviços, criando objetos identificadores para o envio de TRAPs, isso porque as aplicações
mais utilizadas no mercado já possuem arquivos MIB definidos estaticamente já apontando
o que deve ser monitorado, vale ressaltar que tanto na criação quanto na atualização do
arquivo criado o Erlangms não demonstrou ter perda no desempenho do se funcionamento.
Outro ponto importante foi a identificação da estrutura para realização da comu-
nicação via integração, que exige a utilização de plugins, fornecido pela ferramenta de
monitoramento, para organização e identificação das aplicações e informações a serem
monitoradas.
As aplicações em SNMP possuem uma gama de componentes que auxiliam na uti-
lização do monitoramento por meio do protocolo SNMP, neste trabalho o componente
executado foi o SNMPTT, no SNMPTT existe um módulo denominado SNMPTTCON-
VERTMIB que tem como finalidade converter(traduzir) o arquivo MIB em arquivo de
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configuração para identificação e interceptação de TRAPs, para que esses possam ser
interpretados pelo plugin SNMPTRAPD, assim como disponibilizado à ferramenta de
monitoramento.
Neste trabalho não foi implementada uma solução para automatizar o processo con-
versão, pois como as métricas que seriam monitoradas foram definidas anteriormente, o
SNMPTTCONVERTMIB foi utilizado apenas para conversão do arquivo.
Diante desse cenário podemos confirmar que os componentes SNMP disponíveis for-
necem o suporte necessário para realização da integração das aplicações por meio do
protocolo SNMP além de garantir o funcionamento do protocolo, de acordo com as reco-
mendações descritas na RFC 1157.
A representação do arquivo MIB convertido com os OIDs e parâmetros de execução,
para envio das informações coletadas para ferramenta de monitoramento poderão ser
visualizados no anexo III.
Por fim o uso da ferramenta de monitoramento possibilitou idealizar e implantar uma
forma de monitoramento para o Erlangms, pois como já informado nesse trabalho a estru-
tura para transmissão de dados a ser monitorado possui regras definidas, não implicando
na evolução ou impedindo o monitoramento, mas restringindo a forma de como o moni-
toramento deve ser feito a partir da utilização do protocolo SNMP.
A ferramenta de monitoramento por sua vez, restringe que para realizar o monitora-
mento os hosts e serviços devam estar configurados em seus arquivos.
A realização dessa configuração foi executada de forma prática e sem complexidade,
mas por conta dessa estrutura de registro e configuração, no momento não foi possível
realizar a implementação e implantação do monitoramento de métricas que não foram
definidas anteriormente e nem as que não foram compiladas e mapeadas nos arquivos
de configuração, a estrutura de registros de configuração de hosts e serviços, que nessa
situação são o Erlangms e a execução dos registros de Log, poderão ser visualizados no
anexo IV.
Com a finalização do processo de integração e da configuração da ferramenta de mo-
nitoramento pode-se comprovar por meio do experimento realizado nesse trabalho, a in-
tegração das aplicações para realização do monitoramento dos recursos do barramento
de serviços, com início na coleta de informações geradas por meio da instrumentação do
Erlangms, e passando pelo Exometer onde foram criadas as métricas com atualização de
valores, assim com o report em SNMP e transmitidas por meio de TRAPs pelo agente de
monitoramento.
Esses TRAPs são interceptados pelos plugins da ferramenta de monitoramento e dis-
ponibilizado para apresentação em um dashboard de serviços da ferramenta de monitora-
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mento, o Nagios®, o dashboard com a métricas coletadas das informações do recurso de
registro de Log do Erlangms poderá ser visualizado na figura 5.1
Figura 5.1: Dashboard do Nagios® com as métricas do registro de Log.
Ems-Monitor
Neste trabalho, foi realizada uma análise com a ferramenta de monitoramento Ob-
server. Pode-se observar que o Erlangms sem a execução do módulo monitoramento,
funciona entre cinco e dez porcento de utilização do Scheduler, cinquenta MB de utili-
zação de Memória e com picos de quatrocentos B de utilização de IO. Essa verificação é
realizada em tempo real, e pode ser observada na figura 5.2.
75
Figura 5.2: Análise executada em tempo real pela ferramenta Observer.
Com a utilização do Ems-monitor ativado no Erlangms, foi possível verificar durante
a realização da análise a identificação de overhead, no Scheduler, Memória e IO. No funci-
onamento do Ems-monitor o aumento da utilização apresentou as seguintes informações:
o Scheduler funcionando entre cinco e quinze porcento de utilização, sessenta MB de
utilização de Memória e com aumento na intermitência que variam de vinte KB até cento
e quarenta KB de utilização de IO.
A análise realizada na ferramenta Observer, para acompanhar o funcionamento do
Ems-Monitor pode ser visualizada na figura 5.3.
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Figura 5.3: Análise executada em tempo real pela ferramenta Observer com o Ems-
Monitor.
Por fim, pode-se observar o aumento da utilização dos recursos computacionais. O
Scheduler precisou gerenciar mais processos, com o aumento de processos foi necessá-
ria a utilização de mais memória, que devido ao funcionamento em modo passivo do
Ems-Monitor para o envio de TRAPs, teve também aumento IO, pois mesmo sem o
funcionamento e execução dos recursos do Erlangms, mensagens são enviadas.
O overhead gerado pelo funcionamento do Ems-Monitor não demonstrou comprometer
de forma impeditiva o funcionamento do Erlangms.
5.3 Síntese do Capítulo
Este capítulo apresentou a avaliação das aplicações integrantes da execução do mo-
nitoramento dos recursos do barramento, a partir dessa avaliação foi possível responder
com fundamentação obtida dos resultados que a solução está adequada ao ambiente com-
putacional do CPD da UnB, permitindo a possibilidade de implantação após validação
pelo colaboradores desse Centro, e disponibilização da próxima versão disponível, para




O CPD vem trabalhando nos últimos anos na modernização dos softwares por ele
gerenciados, desde os sistemas que eram hospedados nos mainframes, que precisaram ser
migrados para outras plataformas por causa da virada do milênio (bug do milênio) até os
sistemas desenvolvidos em tecnologias mais atuais.
A partir da experiência adquirida ao longo dos anos, com erros e acertos em definições
arquiteturais, finalmente por meio de pesquisas e fundamentação teórica, decidiu-se pela
implementação e utilização de uma arquitetura SOA, que devido à sua padronização é
muito bem aceita no mercado, instituições e empresas de desenvolvimento de software,
proporcionando um desenvolvimento mais ágil dos serviços, por parte dos desenvolvedores.
No CPD proporcionou o desenvolvimento de vários serviços e sistemas consumidores desses
serviços, impactando em uma maior utilização e solicitação de implementação de novos
serviços.
Este trabalho proporcionou o estudo, análise e pesquisa de um conjunto de soluções
tecnológicas que possibilitaram a prática de ferramentas que auxiliassem na realização
do monitoramento dos recursos do barramento de serviços por meio da integração com
uma ferramenta de monitoramento via o protocolo SNMP, seguindo abordagens citadas
no capítulo 2, que foi possível após a realização do mapeamento sistemático apresentado
no capítulo 3 subsidiando a utilização da solução para realização do monitoramento.
A realização deste trabalho facilitou a utilização de novas definições de métricas para
execução do monitoramento, visto que o modo para gerar as informações oriundas da
instrumentação do barramento de serviços necessitavam de adequações para recebimento
ou interceptação das informações pela ferramenta de monitoramento. Essa solução foi
desenvolvida para utilização inicialmente no CPD da UnB, mas poderá ser utilizado em
outras instituições que fizerem o uso do Erlangms.
O trabalho tem a intenção de suprir uma necessidade em relação à gestão, acompa-
nhamento e monitoramento dos serviços disponibilizados pelo barramento de serviços, que
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nos dias atuais já englobam um grande conjunto de serviços (web services) que compõem
os sistemas estruturantes da UnB.
6.1 Contribuições
A intenção deste trabalho é contribuir com o apoio às soluções de monitoramento
executados pelo CPD da UnB e elenca essencialmente a realização da integração das
aplicações Erlangms, Exometer e Nagios® para realização do monitoramento por meio
do protocolo SNMP, com implementação de um módulo capaz de coletar, armazenar e
transmitir informações para execução do monitoramento.
A realização do mapeamento sistemático foi mais um ponto identificado como contri-
buição para orientação da seleção e utilização das ferramentas, as principais soluções e
desafios para realização do monitoramento dos recursos do Erlangms por meio do proto-
colo SNMP.
Por fim, a implementação do módulo SNMP no Erlangms, proporciona a continuidade
na evolução do trabalho [10] e possibilita o barramento de serviços utilizar qualquer ferra-
menta de monitoramento que funcione, e utilizar como meio de comunicação o protocolo
SNMP.
6.2 Trabalhos Futuros
A partir da execução desse trabalho e visando proporcionar a continuidade, pretende-
se:
1. Realizar testes de desempenho na solução, a fim de avaliar o funcionamento das
aplicações por meio da integração realizada via protocolo SNMP;
2. Implementar uma solução que possibilite através do monitoramento identificar a
indisponibilidade, e após a identificação esse serviço possa ser restabelecido auto-
maticamente;
3. Definir um novo grupo de métricas que possibilite realizar o estudo semântico a fim
de entender o comportamento do barramento de serviços durante o funcionamento,
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Apêndice A
Código do Módulo do Serviço de
Monitoramento
Código da implementação do Módulo SNMP no Erlangms
%%********************************************************************
%% @title Module ems_snmp_server
%% @version 1.0.0
%% @doc Main module SNMP server
%% @author Felipe Evangelista dos Santos <fevansantos@gmail.com>









-export([init/1, handle_call/3, handle_cast/2, handle_info/1,
handle_info/2, terminate/2, code_change/3]).










start(Service = #service{name = Name}) ->
ServerName = erlang:binary_to_atom(Name, utf8),






init(Service = #service{start_timeout = StartTimeout}) ->










handle_info(timeout, State = #state{service = S = #service{name = Name,
tcp_listen_address_t = ListenAddress_t,
properties = Props}}) ->
S2 = ems_config:get_port_offset(S),












SnmpAgentConfigPath0, [{<<"PRIV_PATH">>, ?PRIV_PATH}], undefined),
SnmpManagerConfigPath = ems_util:parse_file_name_path(
SnmpManagerConfigPath0, [{<<"PRIV_PATH">>, ?PRIV_PATH}], undefined),
SnmpAgentDBPath = ems_util:parse_file_name_path(
SnmpAgentDBPath0, [{<<"PRIV_PATH">>, ?PRIV_PATH}], undefined),
SnmpManagerDBPath = ems_util:parse_file_name_path(
SnmpManagerDBPath0, [{<<"PRIV_PATH">>, ?PRIV_PATH}], undefined),
SnmpMetricVerbosity = binary_to_atom(









{config, [{dir, SnmpAgentConfigPath}, {force_load, true},{verbosity,
debug}]}, {db_dir, SnmpAgentDBPath}, {agent_type, master}]),
application:set_env(snmp, manager, [















%% @doc Verbosity for SNMP by Exometer












%% @doc Update metric value by Exometer
inc_counter_metric(Name) -> exometer:update([Name], 1).
dec_counter_metric(Name) -> exometer:update([Name], -1).
counter_metric(Name, Value) -> exometer:update([Name], Value).




Aplicação do Código para a
realização da coleta das informações
para o Monitoramento
Função do módulo SNMP no Erlangms






Msg1 = iolist_to_binary([?INFO_MESSAGE, ?LIGHT_GREEN_COLOR,
























Arquivo MIB sem os OIDs
EXOMETER-METRICS-MIB DEFINITIONS ::= BEGIN
IMPORTS
MODULE-IDENTITY, OBJECT-TYPE, NOTIFICATION-TYPE,
Counter32, Counter64, Gauge32, Integer32,












::= { snmpModules 1 }






Arquivo MIB com os OIDs
EXOMETER-METRICS-MIB DEFINITIONS ::= BEGIN
IMPORTS
MODULE-IDENTITY, OBJECT-TYPE, NOTIFICATION-TYPE,
Counter32, Counter64, Gauge32, Integer32,












::= { snmpModules 1 }
exometerMetrics OBJECT IDENTIFIER ::= { experimental 7 }
-- CONTENT START






::= { exometerMetrics 1 }
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-- METRIC datapointEmsLoggerWriteErrorValue END






::= { exometerMetrics 3 }
-- METRIC datapointEmsLoggerWriteErrorMsSinceReset END






::= { exometerMetrics 4 }
-- METRIC datapointEmsLoggerWriteInfoValue END






::= { exometerMetrics 5 }
-- METRIC datapointEmsLoggerWriteInfoMsSinceReset END






::= { exometerMetrics 6 }
-- METRIC datapointEmsLoggerWriteWarnValue END






::= { exometerMetrics 7 }
-- METRIC datapointEmsLoggerWriteWarnMsSinceReset END
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::= { exometerMetrics 2 }
-- OBJECT-GROUP allObjects END







::= { exometerMetrics 8 }
-- INFORM reportEmsLoggerWriteErrorValue END







::= { exometerMetrics 10 }
-- INFORM reportEmsLoggerWriteInfoValue END







::= { exometerMetrics 11 }
-- INFORM reportEmsLoggerWriteWarnValue END
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::= { exometerMetrics 9 }





Arquivo MIB convertido pelo plugin
SNMPTTCONVERTMIB
MIB: EXOMETER-METRICS-MIB (file:./EXOMETER-METRICS-MIB.mib) converted
on Fri Jul 5 05:29:47 2019 using snmpttconvertmib v1.4





























Registro dos hosts e serviços no
arquivo de configuração do Nagios®
define service{
use local-service,graphed-service
host_name localhost
service_description HTTP
check_command check_http
notifications_enabled 0
}
define service{
name emsmetricerror
use generic-service
register 0
service_description LOG-ERROR
is_volatile 1
check_command check-host-alive
max_check_attempts 1
normal_check_interval 1
retry_check_interval 1
passive_checks_enabled 1
check_period none
notification_interval 31536000
contact_groups admins
}
define service{
host_name emsbus
use emsmetricerror
contact_groups admins
}
define service{
name emsmetricinfo
use generic-service
register 0
service_description LOG-INFO
is_volatile 1
check_command check-host-alive
max_check_attempts 1
normal_check_interval 1
retry_check_interval 1
passive_checks_enabled 1
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check_period none
notification_interval 31536000
contact_groups admins
}
define service{
host_name emsbus
use emsmetricinfo
contact_groups admins
}
define service{
name emsmetricwarn
use generic-service
register 0
service_description LOG-WARN
is_volatile 1
check_command check-host-alive
max_check_attempts 1
normal_check_interval 1
retry_check_interval 1
passive_checks_enabled 1
check_period none
notification_interval 31536000
contact_groups admins
}
define service{
host_name emsbus
use emsmetricwarn
contact_groups admins
}
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