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Abstract
The maximal and minimal ranks of the matrix expression A1 − B1X1C1 − B2X2C2 with
respect to X1 and X2 are presented. As applications, the maximal and minimal ranks of A1 −
B1XC1 subject to a consistent matrix equation B2XC2 = A2 are also determined. In addition,
the maximal and minimal ranks of the Schur complement D − CA−B with respect to the
generalized inverse A− of A and their various consequences are also considered.
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1. Introduction and preliminaries
Given a matrix with some variant entries in it (often called partial matrix) or a
matrix expression with some variant matrices in it, the rank of the partial matrix or
matrix expression will vary with respect to the variant entries or variant matrices.
Because the rank of matrix is an integer between 0 and the minimum of row and col-
umn numbers of the matrix, maximal and minimal ranks of partial matrices or matrix
expressions must exist with respect to their variant entries or variant matrices. Many
problems in matrix theory and applications are closely related to maximal and mini-
mal possible ranks of matrix expressions with variant entries. For example, a matrix
equation AXB = C is consistent if and only if the minimal rank of C − AXB with
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respect to X is zero; two consistent matrix equations A1X1B1 = C1 and A2X2B2 =
C2 have a common solution if and only if the minimal rank of the differenceX1 −X2
of their solutions is zero; there is matrix X such that the square matrix[
A B
C X
]
of order n is nonsingular if and only if the maximal rank of[
A B
C X
]
with respect to X is n. The study on maximal and minimal ranks of partial matrices
started in later 1980s, see, e.g., [5,10,11,14,15,23,28–30]. The work on maximal and
minimal ranks of linear matrix expressions was recently considered by the author
[23–25]. In [23], the author gives the maximal and minimal ranks of A− BXC with
respect to an upper triangular block matrix X and presented a necessary and suffi-
cient condition for the matrix equation BXC = A to have an upper triangular block
solution. In [24], the author showed that
min
X,Y
rank(A− BX − YC) = rank
[
A B
C 0
]
− rank(B)− rank(C) (1.1)
using generalized inverses of matrices and gave general expressions of X and Y
satisfying (1.1). A more general work is to find the maximal and minimal ranks of a
matrix expression A− B1X1C1 − B2X2C2 with respect to X1 and X2. In [25], the
author found that
min
X1,X2
rank(A− B1X1C1 − B2X2C2) = rank

AC1
C2

+ rank[A, B1, B2]
+max

rank
[
A B1
C2 0
]
− rank
[
A B1 B2
C2 0 0
]
− rank

A B1C1 0
C2 0

 ,
rank
[
A B2
C1 0
]
− rank
[
A B1 B2
C1 0 0
]
− rank

A B2C1 0
C2 0



 (1.2)
by using a known result in [10] for 3 × 3 partial block matrix.
The work in this paper includes three parts. In Section 2, we shall find the max-
imal rank of A− B1X1C1 − B2X2C2 with respect to X1 and X2. Combining the
maximal and minimal ranks of A− B1X1C1 − B2X2C2, we discuss the rank and
range invariance of A− B1X1C1 − B2X2C2 with respect to X1 and X2. In Section
3 we determine the maximal and minimal ranks of A1 − B1XC1 subject to a consis-
tent linear matrix equation B2XC2 = A2 and then present a necessary and sufficient
condition B1XC1 = A1 and B2XC2 = A2 to have a common solution. The rank
and range invariance of A1 − B1XC1 subject to B2XC2 = A2 are also studied. In
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Section 5, we consider the maximal and minimal ranks of the Schur complement
D − CA−B with respect to an inner inverse A− of matrix A, which is a solution of
the matrix equation AXA = A, and present a variety of consequences.
Throughout F denotes an arbitrary field. The symbols AT, r(A) and R(A) stand
for the transpose, the rank and the range of a matrix A, respectively; {A−} stands for
the set of all inner inverses of A; EA and FA stand for the two oblique projectors
EA = I − AA− and FA = I − A−A induced by A.
2. The maximal rank of A− B1X1C1 − B2X2C2
In order to find the maximal rank of the linear matrix expression
A− B1X1C1 − B2X2C2, (2.1)
where A ∈ Fm×n, B1 ∈ Fm×p1 , B2 ∈ Fm×p2 , C1 ∈ Fq1×n and C2 ∈ Fq2×n are given
matrices, with respect to two variant matrices X1 ∈ Fp1×q1 and X2 ∈ Fp2×q2 , we
need the following result on the maximal rank of a 3 × 3 partial banded block matrix
due to Cohen et al. [10].
Lemma 2.1 [10, 14]. Let
M =

A11 A12 XA21 A22 A23
Y A32 A33

 , (2.2)
where Aij ∈ Fmi×nj (1  i, j  3) are given, X ∈ Fm1×n3 and Y ∈ Fm3×n1 are two
variant matrices. Then
max
X, Y
r(M)= min

m3 + n3 + r
[
A11 A12
A21 A22
]
, m1 + n1 + r
[
A22 A23
A32 A33
]
,
m1 +m3 + r[A21, A22, A23], n1 + n3 + r

A12A22
A32



 .
(2.3)
It is easy to verify by block Gaussian elimination that the rank of p(X1, X2) in
(2.1) can be expressed as
r[p(X1, X2)] = r


0 0 0 Ip2 −X2
0 0 C2 0 Iq2
0 B1 A B2 0
Iq1 0 C1 0 0−X1 Ip1 0 0 0


−p1 − p2 − q1 − q2. (2.4)
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Applying Lemma 2.1 to the block matrix in (2.4) and simplifying, we obtain the
following result.
Theorem 2.2. Let p(X1, X2) be given by (2.1). Then
max
X1,X2
r[p(X1, X2)]
= min

r[A, B1, B2], r

AC1
C2

 , r [A B1
C2 0
]
, r
[
A B2
C1 0
]
 . (2.5)
A challenging work associated with (1.2) and (2.5) is to choose X1 and X2 such
that p(X1, X2) attains its maximal and minimal ranks, respectively. The similar work
is still open for the partial block matrix (2.2).
When A in (2.5) is a square matrix of order m, we see from (2.5) that there are
X1 and X2 such that p(X1, X2) is nonsingular if and only if
r[A, B1, B2]  m, r

AC1
C2

  m, r [A B1
C2 0
]
 m,
r
[
A B2
C1 0
]
 m
all hold. Let (1.2) and (2.5) be equal, one immediately gets a necessary and sufficient
condition for the rank invariance of (2.1). Let both (1.2) and (2.5) be equal to mwhen
A in (2.5) is a square matrix of order m, one also gets a necessary and sufficient
condition for (2.1) to always be nonsingular for any X1 and X2.
Because the right sides of (1.2) and (2.5) are just composed by ranks of block
matrices, they can be easily simplified by block Gaussian elimination when the given
matrices in (2.1) satisfy some restrictions. For example, if
R(B1) ⊆ R(B2) and R(CT2 ) ⊆ R(CT1 ) (2.6)
in (2.1), then (1.2) and (2.5) are reduced to
max
X1,X2
r[p(X1, X2)] = min
{
r[A, B2], r
[
A
C1
]
, r
[
A B1
C2 0
]}
, (2.7)
and
min
X1,X2
r[p(X1, X2)] = r[A, B2] + r
[
A
C1
]
+ r
[
A B1
C2 0
]
− r
[
A B1
C1 0
]
− r
[
A B2
C2 0
]
. (2.8)
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In fact, we can write B1 = B2Y and C2 = ZC1 under (2.6). In this case,
r[A, B1, B2] = r[A, B2], r

AC1
C2

 = r [A
C1
]
,
r
[
A B1
C2 0
]
= r
[
A B2Y
ZC1 0
]
 r
[
A B2
C1 0
]
.
Thus (2.5) is reduced to (2.7). Moreover,
r
[
A B1 B2
C2 0 0
]
= r
[
A B2
C2 0
]
, r

A B1C1 0
C2 0

 = r [A B1
C1 0
]
,
r
[
A B1 B2
C1 0 0
]
= r
[
A B2
C1 0
]
, r

A B2C1 0
C2 0

 = r [A B2
C1 0
]
.
Hence the right side of (1.2) is reduced to
max
{
r
[
A
C1
]
+ r[A, B2] + r
[
A B1
C2 0
]
− r
[
A B2
C2 0
]
− r
[
A B1
C1 0
]
,
r
[
A
C1
]
+ r[A, B2] − r
[
A B2
C1 0
]}
. (2.9)
From the well-known Frobenius rank inequality r(ABC)  r(AB)+ r(BC)−
r(B), we also see that
r
[
A B1
C2 0
]
= r
[
A B2Y
ZC1 0
]
= r
([
I 0
0 Z
] [
A B2
C1 0
] [
I 0
0 Y
])
 r
([
I 0
0 Z
] [
A B2
C1 0
])
+ r
([
A B2
C1 0
] [
I 0
0 Y
])
− r
[
A B2
C1 0
]
= r
[
A B2
C2 0
]
+ r
[
A B1
C1 0
]
− r
[
A B2
C1 0
]
,
that is,
r
[
A B1
C2 0
]
− r
[
A B2
C2 0
]
− r
[
A B1
C1 0
]
 −r
[
A B2
C1 0
]
.
Thus (2.9) is reduced to (2.8).
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The two rank equalities in (2.7) and (2.8) will be directly used in Sections 3 and
4. So we need to know something more about the rank of (2.1) under (2.6).
Corollary 2.3. Let p(X1, X2) be given by (2.1) and (2.6). Then the rank of p(X1,
X2) is invariant with respect to the choice of X1 and X2, or equivalently r[p(X1,
X2)] = r(A) for any X1 and X2, if and only if
r
[
A B1
C1 0
]
= r
[
A
C1
]
and r
[
A B2
C2 0
]
= r
[
A B1
C2 0
]
, (2.10)
or
r
[
A B2
C2 0
]
= r[A, B2] and r
[
A B1
C1 0
]
= r
[
A B1
C2 0
]
, (2.11)
or
r
[
A B1
C1 0
]
= r
[
A
C1
]
and r
[
A B2
C2 0
]
= r[A, B2]. (2.12)
Proof. From (2.7) and (2.8), we first get
max
X1,X2
r[p(X1, X2)] − min
X1,X2
r[p(X1, X2)] = min{s1, s2, s3}, (2.13)
where
s1 =
(
r
[
A B1
C1 0
]
− r
[
A
C1
])
+
(
r
[
A B2
C2 0
]
− r
[
A B1
C2 0
])
,
s2 =
(
r
[
A B2
C2 0
]
− r[A, B2]
)
+
(
r
[
A B1
C1 0
]
− r
[
A B1
C2 0
])
,
s3 =
(
r
[
A B1
C1 0
]
− r
[
A
C1
])
+
(
r
[
A B2
C2 0
]
− r[A, B2]
)
.
Let the right side of (2.13) be zero. Then we see that the rank of p(X1, X2) is invari-
ant with respect to X1 and X2 if and only if s1 = 0 or s2 = 0 or s3 = 0. Also note that
quantities in the above parentheses are all nonnegative. Thus s1 = 0 is equivalent to
(2.10), s2 = 0 to (2.11) and s3 = 0 to (2.12). 
Notice two simple facts that
r[A, B] = r(A)⇐⇒ R(B) ⊆ R(A), (2.14)
and
r
[
A
C
]
= r(A)⇐⇒ R(CT) ⊆ R(AT). (2.15)
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Thus the two rank equalities in (2.10) are equivalent to
R
[
B1
0
]
⊆ R
[
A
C1
]
and R
[
B2
0
]
⊆ R
[
A B1
C2 0
]
; (2.16)
the two in (2.11) are equivalent to
R[C2, 0]T ⊆ R[A, B2]T and R[C1, 0]T ⊆ R
[
A B1
C2 0
]T
; (2.17)
the two in (2.12) are equivalent to
R
[
B1
0
]
⊆ R
[
A
C1
]
and R[C2, 0]T ⊆ R[A, B2]T. (2.18)
Based on (2.7) and (2.8) we can also determine the range invariance of (2.1) with
respect to the choice of X1 and X2.
Corollary 2.4. Let p(X1, X2) be given by (2.1) and (2.6). Then
(a) The range R[p(X1, X2)] is invariant with respect to the choice of X1 and X2
if and only if
C1 = 0 and C2 = 0, (2.19)
or
C2 = 0 and r
[
A B1
C1 0
]
= r
[
A
C1
]
, (2.20)
or
r
[
A B1
C1 0
]
= r
[
A
C1
]
and r
[
A B2
C2 0
]
= r
[
A B1
C2 0
]
. (2.21)
(b) The range R[pT(X1, X2)] is invariant with respect to the choice of X1 and
X2 if and only if
B1 = 0 and B2 = 0, (2.22)
or
B1 = 0 and r
[
A B2
C2 0
]
= r[A, B2], (2.23)
or
r
[
A B2
C2 0
]
= r[A, B2] and r
[
A B1
C1 0
]
= r
[
A B1
C2 0
]
. (2.24)
Proof. Recall a simple fact that the two matrices A and B have the same range if
and only if r(A) = r(B) = r[A, B]. Thus the rangeR[p(X1, X2)] is invariant with
respect to the choice of X1 and X2 if and only if
r[p(X1, X2), p(Y1, Y2)] = r[p(X1, X2)] = r[p(Y1, Y2)] = r(A) (2.25)
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holds for any X1, X2, Y1 and Y2. By Corollary 2.3, r[p(X1, X2)] = r(A) holds
for any X1 and X2 if and only if one of (2.10)–(2.12) holds. On the other hand,
[p(X1, X2), p(Y1, Y2)] = [A, A] − B1[X1, Y1]
[
C1 0
0 C1
]
−B2[X2, Y2]
[
C2 0
0 C2
]
.
Also by Corollary 2.3, r[p(X1, X2), p(Y1, Y2)] = r(A) holds for any X1, X2, Y1
and Y2 if and only if
r
[
A B1
C1 0
]
= r
[
A
C1
]
and r
[
A B2
C2 0
]
= r
[
A B1
C2 0
]
, (2.26)
or
r
[
A B2
C2 0
]
+ r(C2) = r[A,B2] and
r
[
A B1
C2 0
]
+ r(C2) = r
[
A B1
C1 0
]
+ r(C1), (2.27)
or
r
[
A B1
C1 0
]
= r
[
A
C1
]
and r
[
A B2
C2 0
]
+ r(C2) = r[A, B2]. (2.28)
Contrasting (2.26)–(2.28) and (2.10)–(2.12) yields (2.19)–(2.21). Similarly, we can
show (b). 
3. The maximal and minimal ranks of A1 − B1XC1 subject to B2XC2 = A2
As a direct application of the results in Section 2, we determine in this section
the maximal and minimal ranks of a matrix expression A1 − B1XC1 when X is a
solution to a consistent matrix equation B2XC2 = A2, and then present some of their
consequences. A direct motivation for this subject comes from considering the rank
of Schur complement D − CA−B, where the inner inverse A− is in fact a solution of
the consistent matrix equation AXA = A. We need some well-known rank equalities
in the sequel.
Lemma 3.1 [16]. Let A ∈ Fm×n, B ∈ Fm×k and C ∈ Fl×n. Then
(a) r[A, B] = r(A)+ r[(I − AA−)B].
(b) r
[
A
C
]
= r(A)+ r[C(I − A−A)].
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(c) r
[
A B
C 0
]
= r
[
(I − BB−)A
C
]
+ r(B)
= r[A(I − C−C), B] + r(C)
= r(B)+ r(C)+ r[(I − BB−)A(I − C−C)].
(d) r
[
A B
C D
]
= r
[
A
C
]
+ r [A, B] − r(A)+ r[EC1(D − CA−B)FB1 ],
where B1 = EAB and C1 = CFA.
Theorem 3.2. Suppose that the matrix equation B2XC2 = A2 is consistent. Then
(a) The maximal rank of p(X) = A1 − B1XC1 subject to B2XC2 = A2 is
max
B2XC2=A2
r[p(X)] = min

r

A1 0 B10 −A2 B2
C1 C2 0

− r(B2)− r(C2),
r
[
A1
C1
]
, r[A1, B1]

 . (3.1)
(b) The minimal rank of p(X) = A1 − B1XC1 subject to B2XC2 = A2 is
min
B2XC2=A2
r[p(X)] = r[A1, B1] + r
[
A1
C1
]
− r
[
A1 B1 0
C1 0 C2
]
− r

A1 B1C1 0
0 B2

+ r

A1 0 B10 −A2 B2
C1 C2 0

 . (3.2)
Proof. It is well known that the general solution of a consistent linear matrix
equation B2XC2 = A2 can be written as X = X0 + FB2V +WEC2 , where X0 =
B−2 A2C
−
2 , FB2 = I − B−2 B2, EC2 = I − C2C−2 , V and W are arbitrary. Substitut-
ing it into p(X) = A1 − C1XB1 yields
p(X) = A− B1FB2VC1 − B1WEC2C1, (3.3)
where A = A1 − B1X0C1. Observe that
R(B1FB2) ⊆ R(B1) and R[(EC2C1)T] ⊆ R[(C1)T]. (3.4)
Thus (3.3) is a special case of (2.1) under (2.6). In this case, we derive from (2.7)
and (2.8) that
max
B2XC2=A2
r[p(X)] = max
V,W
r
(
A− B1FB2VC1 − B1WEC2C1
)
= min
{
r[A, B1], r
[
A
C1
]
, r
[
A B1FB2
EC2C1 0
]}
,
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and
min
B2XC2=A2
r[p(X)]
= min
V,W
r(A− B1FB2VC1 − B1WEC2C1)
= r[A, B1] + r
[
A
C1
]
+ r
[
A B1FB2
EC2C1 0
]
− r
[
A B1FB2
C1 0
]
− r
[
A B1
EC2C1 0
]
.
Simplifying the ranks of the matrices by Lemma 3.1 and block Gaussian elimination,
we find that
r[A, B1] = r[A1 − B1X0C1, B1] = r[A1, B1],
r
[
A
C1
]
= r
[
A1 − B1X0C1
C1
]
= r
[
A1
C1
]
,
r
[
A B1FB2
EC2C1 0
]
= r

A1 − B1X0C1 B1 0C1 0 C2
0 B2 0

− r(B2)− r(C2)
= r

A1 B1 0C1 0 C2
0 B2 −A2

− r(B2)− r(C2),
r
[
A B1FB2
C1 0
]
= r

A1 − B1X0C1 B1C1 0
0 B2

− r(B2)
= r

A1 B1C1 0
0 B2

− r(B2),
r
[
A B1
EC2C1 0
]
= r
[
A1 − B1X0C1 B1 0
C1 0 C2
]
− r(C2)
= r
[
A1 B1 0
C1 0 C2
]
− r(C2).
Substituting them into the above two rank equalities yields (3.1) and (3.2). 
Some direct consequences are given below.
Corollary 3.3. Suppose that the pair of matrix equations B1XC1 = A1 and
B2XC2 = A2 are consistent, respectively. Then
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max
B2XC2=A2
r(A− B1XC1)
= min

r

A1 0 B10 −A2 B2
C1 C2 0

− r(B2)− r(C2), r(C1), r(B1)

 , (3.5)
and
min
B2XC2=A2
r(A− B1XC1) = r

A1 0 B10 −A2 B2
C1 C2 0


− r
[
B1
B2
]
− r[C1, C2]. (3.6)
Proof. The consistency of B1XC1 = A1 implies that R(A1) ⊆ R(B1) and R(AT1 )⊆ R(CT1 ), and the consistency of B2XC2 = A2 implies that R(A2) ⊆ R(B2) and
R(AT2 ) ⊆ R(CT2 ). Hence (3.1) and (3.2) are simplified to (3.5) and (3.6). 
Notice a simple fact that a pair of matrix equations B1XC1 = A1 and B2XC2 =
A2 have a common solution if and only if B1XC1 = A1 and B2XC2 = A2 are con-
sistent, respectively, and
min
B2XC2=A2
r(A1 − B1XC1) = 0.
We immediately find from (3.6) the following known result.
Corollary 3.4 [17,19]. A pair of matrix equations B1XC1 = A1 and B2XC2 = A2
have a common solution if and only if B1XC1 = A1 and B2XC2 = A2 are consis-
tent, respectively, and
r

A1 0 B10 −A2 B2
C1 C2 0

 = r [B1
B2
]
+ r[C1, C2]. (3.7)
Another result related to the solution of a pair of matrix equations B1XC1 = A1
and B2XC2 = A2 is given below, which was proved in [23].
Corollary 3.5. Suppose that the pair of matrix equations B1XC1 = A1 and
B2XC2 = A2 are consistent, respectively. Then
min
B1X1C1=A1
B2X2C2=A2
r(X1 −X2) = r

A1 0 B10 −A2 B2
C1 C2 0

− r [B1
B2
]
− r[C1, C2].
(3.8)
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Finally we consider the rank invariance and range invariance ofA1 − B1XC1 subject
to B2XC2 = A2.
Theorem 3.6. Suppose the matrix equation B2XC2 = A2 is consistent. Then the
rank of A1 − B1XC1 is invariant subject to B2XC2 = A2 if and only if
r

A1 B1C1 0
0 B2

 = r [A1
C1
]
+ r(B2) and
r
[
A1 B1 0
C1 0 C2
]
= r[A1, B1] + r(C2), (3.9)
or
r
[
A1 B1 0
C1 0 C2
]
= r[A1, B1] + r(C2) and
r

A1 0 B10 −A2 B2
C1 C2 0

 = r

A1 B1C1 0
0 B2

+ r(C2), (3.10)
or
r

A1 B1C1 0
0 B2

 = r [A1
C1
]
+ r(B2) and
r

A1 0 B10 −A2 B2
C1 C2 0

 = r [A1 B1 0
C1 0 C2
]
+ r(B2). (3.11)
Proof. It is obvious that the rank of A1 − B1XC1 is invariant subject to B2XC2 =
A2 if and only if
max
B2XC2=A2
r(A1 − B1XC1)− min
B2XC2=A2
r(A1 − B1XC1) = 0. (3.12)
We see from Theorem 3.2 that the left side of (3.12) is
max
B2XC2=A2
r(A1 − B1XC1)− min
B2XC2=A2
r(A1 − B1XC1)
= min{s1, s2, s3},
(3.13)
where
s1 = r

A1 B1C1 0
0 B2

+ r [A1 B1 0
C1 0 C2
]
− r
[
A1
C1
]
− r[A1, B1]
− r(B2)− r(C2), (3.14)
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s2 = r

A1 B1C1 0
0 B2

+ r [A1 B1 0
C1 0 C2
]
− r[A1, B1]
− r

A1 0 B10 −A2 B2
C1 C2 0

 , (3.15)
s3 = r

A1 B1C1 0
0 B2

+ r [A1 B1 0
C1 0 C2
]
− r
[
A1
C1
]
− r

A1 0 B10 −A2 B2
C1 C2 0

 . (3.16)
Thus the rank of A1 − B1XC1 is invariant subject to B2XC2 = A2 if and only if
s1 = 0 or s2 = 0 or s3 = 0. Note from Lemma 3.1(c) that
r

A1 B1C1 0
0 B2

  r [A1
C1
]
+ r(B2) and
r
[
A1 B1 0
C1 0 C2
]
 r[A1, B1] + r(C2). (3.17)
Hence s1 = 0 is equivalent to the two rank equalities in (3.9). Also note that
r

A1 0 B10 −A2 B2
C1 C2 0

 r

A1 B10 B2
C1 0

+ r

 0−A2
C2


= r

A1 B1C1 0
0 B2

+ r(C2). (3.18)
Combining (3.17), (3.18) with (3.15), we see that s2 = 0 is equivalent to (3.10).
Similarly, one can show that s3 = 0 for (3.16) is equivalent to (3.11). 
Applying Corollary 2.4 to the linear matrix expression (3.3), we also get the fol-
lowing result.
Theorem 3.7. Suppose that the matrix equation B2XC2 = A2 is consistent. Then
(a) The range R(A1 − B1XC1) is invariant subject to B2XC2 = A2 if and only
if C1 = 0, or
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R(C1) ⊆ R(C2) and r

A1 B1C1 0
0 B2

 = r [A1
C1
]
+ r(B2),
or
r

A1 B1C1 0
0 B2

 = r [A1
C1
]
+ r(B2) and
r

A1 0 B10 −A2 B2
C1 C2 0

 = r [A1 B1 0
C1 0 C2
]
+ r(B2).
(b) The range R[(A1 − B1XC1)T] is invariant subject to B2XC2 = A2 if and
only if B2 = 0, or
R(BT1 ) ⊆ R(BT2 ) and r
[
A1 B1 0
C1 0 C2
]
= r[A1, B1] + r(C2),
or
r
[
A1 B1 0
C1 0 C2
]
= r[A1, B1] + r(C2) and
r

A1 0 B10 −A2 B2
C1 C2 0

 = r

A1 B1C1 0
0 B2

+ r(C2).
4. The maximal and minimal ranks of the Schur complement D − CA−B
In this section, we determine the maximal and minimal ranks of the Schur comple-
ment D − CA−B with respect to A−, and present a set of conclusions on equalities
and inequalities for ranks of Schur complements.
Suppose that
M =
[
A B
C D
]
is a partitioned matrix over F, where A, B, C and D are m× n, m× k, l × n and
l × k matrices, respectively. The Schur complement of A in M is defined by
SA = D − CA−B, (4.1)
where A− is an inner inverse of A. As one of the most important matrix expressions
in matrix theory, there have been many results in the literature on Schur complements
and their applications, see, e.g., [1,4,6–9,12,16,18]. Some of the work focuses on
equalities and inequalities for ranks of Schur complements. The two well-known
rank inequalities (see [7,8,16]) for the Schur complement D − CA−B are given by
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r
[
A B
C D
]
 r(A)+ r(D − CA−B), (4.2)
r
[
A B
C D
]
 r
[
A B
C CA−B
]
+ r(D − CA−B). (4.3)
Both of them in fact give an upper and lower bounds for the rank of the Schur com-
plement D − CA−B, but they are not, in general, the maximal and minimal ranks of
D − CA−B with respect to A−. Recall that A− is a solution of the matrix equation
AXA = A. Thus we have the following theorem.
Theorem 4.1. Let SA = D − CA−B be given by (4.1). Then
(a) The maximal rank of SA with respect to A− is
max
A−
r(D−CA−B) = min
{
r[C, D], r
[
B
D
]
, r
[
A B
C D
]
− r(A)
}
. (4.4)
(b) The minimal rank of SA with respect to A− is
min
A−
r(D − CA−B) = r(A)+ r[C, D] + r
[
B
D
]
+ r
[
A B
C D
]
− r
[
A 0 B
0 C D
]
− r

A 00 B
C D

 . (4.5)
Proof. It is quite obvious that
max
A−
r(D − CA−B) = max
AXA=A r(D − CXB),
min
A−
r(D − CA−B) = min
AXA=A r(D − CXB).
Thus we obtain (4.4) and (4.5) by Theorem 3.2. 
Eq.(4.5) can also be rewritten as
min
A−
r(D − CA−B) =
(
r[C, D] + r
[
B
D
]
− r
[
0 B
C D
])
+
(
r
[
A B
C D
]
+ r
[
0 B
C D
]
+ r(A)
− r
[
A 0 B
0 C D
]
− r

A 00 B
C D



 ,
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and the two quantities in the parentheses on the right side of the above equality are
nonnegative.
The two formulas in (4.4) and (4.5) can be further simplified when A,B, C and
D satisfy some conditions, such as, R(D) ⊆ R(C) and R(DT) ⊆ R(BT); R(D) ∩
R(C) = {0} andR(DT) ∩R(BT) = {0};R(C) ⊆ R(D) andR(BT) ⊆ R(DT). The
reader can easily list the corresponding results.
Corollary 4.2. The rank of D − CA−B is invariant with respect to the choice of
A− if and only if
r
[
A 0 B
0 C D
]
= r
[
A B
C D
]
and
r

A 00 B
C D

 = r [B
D
]
+ r(A), (4.6)
or
r
[
A 0 B
0 C D
]
= r[C, D] + r(A) and
r

A 00 B
C D

 = r [A B
C D
]
, (4.7)
or
r
[
A 0 B
0 C D
]
= r[C, D] + r(A) and
r

A 00 B
C D

 = r [B
D
]
+ r(A). (4.8)
Proof. It is obvious that the rank of D − CA−B is invariant with respect to the
choice of A− if and only if
max
A−
r(D − CA−B) = min
A−
r(D − CA−B).
Applying Theorem 4.1 to it leads to the desired result in the corollary. The corollary
can also directly be derived from Theorem 3.6. 
According to (2.14) and (2.15), as well as the well-known Roth’s theorem (see
[21]) that
AX + YB = C is consistent ⇐⇒ r
[
A B
C 0
]
= r(B)+ r(C),
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the two rank equalities in (4.6) are equivalent to
R
[
A
0
]
⊆ R
[
A B
C D
]
and
[
B
D
]
X + YA =
[
0
C
]
is consistent;
the two rank equalities in (4.7) are equivalent to
R
[
AT
0
]
⊆ R
[
A B
C D
]T
and AX + Y [C, D] = [0, B] is consistent;
and the two rank equalities in (4.8) are equivalent to
both
[
B
D
]
X1 + Y1A =
[
0
C
]
and AX2 + Y2[C, D] = [0, B]
are consistent.
Corollary 4.3. Let SA be given by (4.1). Then
(a) The rangeR(D − CA−B) is invariant with respect to the choice of A− if and
only if B = 0, or
R(B) ⊆ R(A) and r

A 00 B
C D

 = r [B
D
]
+ r(A),
or
r
[
A 0 B
0 C D
]
= r
[
A B
C D
]
and r

A 00 B
C D

 = r [B
D
]
+ r(A).
(b) The range R[(D − CA−B)T] is invariant with respect to the choice of A− if
and only if C = 0, or
R(CT) ⊆ R(AT) and r
[
A 0 B
0 C D
]
= [C, D] + r(A),
or
r
[
A 0 B
0 C D
]
= [C, D] + r(A) and r

A 00 B
C D

 = r [A B
C D
]
.
Proof. It follows from Theorem 3.7. 
Combining (4.2) and (4.4), (4.3) and (4.5), we obtain the following two theorems,
which are related to some results on Schur complements discussed earlier in the
literature.
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Theorem 4.4. Let SA be given by (4.1). Then
(a) There is A− ∈ {A−} such that
r
[
A B
C D
]
= r(A)+ r(D − CA−B) (4.9)
if and only if
r
[
A B
C D
]
 r(A)+ min
{
r[C, D], r
[
B
D
]}
. (4.10)
(b) The equality (4.9) holds for any A− ∈ {A−} if and only if
r
[
A 0 B
0 C D
]
= r(A)+ r[C, D] and
r

A 00 B
C D

 = r(A)+ r [B
D
]
. (4.11)
Proof. Note that
r
[
A B
C D
]
− r(A)
in (4.2) is an upper bound for r(D − CA−B). Thus there is A− ∈ {A−} such that
(4.9) holds if and only if
max
A−
r(D − CA−B) = r
[
A B
C D
]
− r(A).
Substituting (4.4) in it immediately yields (4.10). On the other hand, (4.9) holds for
any A− ∈ {A−} if and only if
min
A−
r(D − CA−B) = r
[
A B
C D
]
− r(A).
Substituting (4.5) into it yields (4.11). 
Eq. (4.9) was examined in [8,16]. They show that (4.9) holds if and only if
A− satisfies (I − AA−)B(I − S−ASA) = 0, (I − S−ASA)C(I − A−A) = 0 and (I −
AA−)BS−AC(I − A−A) = 0, which is in fact an equivalent statement of (4.9). The
inequality (4.10) tells us the existence of A− such that (4.9) holds.
Theorem 4.5. Let SA be given by (4.1). Then
(a) There is A− ∈ {A−} such that
r
[
A B
C D
]
= r
[
A B
C CA−B
]
+ r(D − CA−B) (4.12)
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if and only if
r
[
A 0 B
0 C D
]
= r[A, B] + r[C, D] and
r

A 00 B
C D

 = r [A
C
]
+ r
[
B
D
]
. (4.13)
(b) The equality (4.12) holds for any A− ∈ {A−} if and only if
R(B) ⊆ R(A) and R(CT) ⊆ R(AT), (4.14)
or
r
[
A B
C D
]
= r
[
A
C
]
+ r
[
B
D
]
and R(B) ⊆ R(A), (4.15)
or
r
[
A B
C D
]
= r[A, B] + r[C, D] and R(CT) ⊆ R(AT). (4.16)
Proof. Note from (4.3) that
r
[
A B
C D
]
− r
[
A B
C CA−B
]
is a lower bound for r(D − CA−B). Thus (4.12) holds if and only if
min
A−
r(D − CA−B) = r
[
A B
C D
]
− r
[
A B
C CA−B
]
= r
[
A B
C D
]
− r
[
A
C
]
− r[A, B] + r(A).
Combining it with (4.5) yields
r
[
A 0 B
0 C D
]
+ r

A 00 B
C D

 = r [A
C
]
+ r
[
B
D
]
+ r[A, B] + r[C, D],
which is obviously equivalent to (4.13). On the other hand, (4.12) holds for any
A− ∈ {A−} if and only if
max
A−
r(D − CA−B) = r
[
A B
C D
]
− r
[
A B
C CA−B
]
.
Combining it with (4.4) yields (4.14)–(4.16). 
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As a special case of Schur complements, the rank and range of the product CA−B
and their applications were examined in [2,3,13]. Based on the previous several
theorems and corollaries, we now have the following corollaries.
Corollary 4.6. Let A ∈ Fm×n, B ∈ Fm×k and C ∈ Fl×n be given. Then
(a) The maximal rank of CA−B with respect to A− is
max
A−
r(CA−B) = min
{
r(B), r(C), r
[
A B
C 0
]
− r(A)
}
.
(b) The minimal rank of CA−B with respect to A− is
min
A−
r(CA−B) = r
[
A B
C 0
]
− r
[
A
C
]
− r[A, B] + r(A).
(c) There is A− ∈ {A−} such that CA−B = 0 if and only if
r
[
A B
C 0
]
= r
[
A
C
]
+ r[A, B] − r(A).
(d) CA−B = 0 holds for any A− ∈ {A−} if and only if B = 0 or C = 0 or
r
[
A B
C 0
]
= r(A).
(e) [3] The rank of CA−B is invariant with respect to the choice of A− if and only if
R(B) ⊆ R(A) and R(CT) ⊆ R(AT),
or
r
[
A B
C 0
]
= r[A, B] + r(C) and R(CT) ⊆ R(AT),
or
r
[
A B
C 0
]
= r
[
A
C
]
+ r(B) and R(B) ⊆ R(A).
Corollary 4.7. Let A ∈ Fm×n, B ∈ Fm×k and C ∈ Fl×n be given. Then
(a) [13] The rangeR(CA−B) is invariant with respect to the choice of A− if and
only if B = 0, or
R(B) ⊆ R(A) and R(CT) ⊆ R(AT),
or
r
[
A B
C 0
]
= r[A, B] + r(C) and R(CT) ⊆ R(AT).
(b) [13] The range R[(CA−B)T] is invariant with respect to the choice of A− if
and only if C = 0, or
R(B) ⊆ R(A) and R(CT) ⊆ R(AT),
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or
r
[
A B
C 0
]
= r
[
A
C
]
+ r(B) and R(B) ⊆ R(A).
(c) [3] The rank of CA−B is invariant with respect to the choice of A− if and only
if R(CA−B) or R[(CA−B)T] is invariant with respect to the choice of A−.
Corollary 4.8. Let A ∈ Fm×n, B ∈ Fm×k and C ∈ Fl×n be given. Then
min
A−
r(A−B) = min
B−
r(B−A) = r(A)+ r(B)− r[A, B], (4.17)
min
A−
r(CA−) = min
C−
r(AC−) = r(A)+ r(C)− r
[
A
C
]
. (4.18)
In particular,
(a) There are A− ∈ {A−} and B− ∈ {B−} such that A−B = 0 and B−A = 0 if
and only if R(A) ∩R(B) = {0}.
(b) There are A− ∈ {A−} and C− ∈ {C−} such that CA− = 0 and AC− = 0 if
and only if R(AT) ∩R(CT) = {0}.
The two formulas in (4.4) and (4.5) can help to establish various rank equalities
for generalized inverses of matrices, and then to derive from them various conse-
quences. We next present some of them.
Theorem 4.9. Let A, B ∈ Fm×n be given. Then
max
A−
r(A− AB−A) = min {r(A), r(B − A)− r(B)+ r(A)} , (4.19)
min
B−
r(A− AB−A)= min
A−,B−
r(A− − B−)
= r(A−B)+ r(A)+ r(B)− r[A, B] − r
[
A
B
]
. (4.20)
In particular,
(a) A and B have a common inner inverse if and only if
r(A− B) = r
[
A
B
]
+ r[A, B] − r(A)− r(B).
(b) The inclusion {B−} ⊆ {A−} holds if and only if A = 0 or r(B − A) = r(B)−
r(A).
(c) [17] {A−} = {B−} holds if and only if A = B.
(d) {A−} ∩ {B−} = ∅ holds if and only if
r(A− B) > r
[
A
B
]
+ r[A, B] − r(A)− r(B).
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(e) If R(A) ∩R(B) = {0} and R(AT) ∩R(BT) = {0}, then there exist A− ∈
{A−} and B− ∈ {B−} such that A− = B−.
Proof. Eq. (4.19) follows from (4.4), and (4.20) follows from (4.5) and (3.8). The
results in (a)–(e) follow from (4.19) and (4.20). 
A lot of consequences can be derived from Theorem 4.9. For example, let B = Ak
in (4.20). Then we get
min
A−,(Ak)−
r[A− − (Ak)−] = r(A− Ak)+ r(Ak)− r(A). (4.21)
Thus A and Ak have a common inner inverse if and only if r(A− Ak) = r(A)−
r(Ak). In this case, {A−} ⊆ {(Ak)−} holds by Theorem 4.9(b).
Replacing A and B in (4.20) by A− Im and A, respectively, we get
min
(A−Im)−,A−
r[(A− Im)− − A−]
= r(Im − A)+ r(A)−m = r(A2 − A). (4.22)
This rank equality tells us an interesting fact that a square matrix A is idempotent
(i.e., A2 = A) if and only if the two matrices A− Im and A have a common inner
inverse.
Replacing A and B in (4.20) by Im + A and Im − A, respectively, we get
min
(Im+A)−,(Im−A)−
r[(Im + A)− − (Im − A)−]
= r(A)+ r(Im + A)+ r(Im − A)− 2m = r(A3 − A). (4.23)
In particular, Im + A and Im − A have a common inner inverse if and only if A
is tripotent (i.e., A3 = A), which gives a characterization for tripotent matrix. The
second rank equality in (4.23) is from a general result due to Šemrl [22]: Given
A ∈ Fm×m and λ1, λ2, . . . , λk ∈ F with λi /= λj for i /= j . Then for any positive
integer t1, t2, . . . , tk, the following rank equality:
r[(λ1I − A)t1(λ2I − A)t2 · · · (λkI − A)tk ]
= r[(λ1I − A)t1 ] + r[(λ1I − A)t2 ] + · · · + r[(λkI − A)tk ]
− (k − 1)m. (4.24)
always holds.
Replacing A and B in (4.20) by A+ Im and A− Im, respectively, we get
min
(A+Im)−,(A−Im)−
r[(A+ Im)− − (A− Im)−]
= r(A+ Im)+ r(A− Im)−m = r(A2 − Im).
Y. Tian / Linear Algebra and its Applications 355 (2002) 187–214 209
This implies that A is involutory (i.e., A2 = Im) if and only if A+ Im and A− Im
have a common inner inverse, which gives a characterization for involutory matrix.
In general, we have the following result.
Corollary 4.10. Suppose λ1, λ2 are two scalars with λ1 /= λ2. Then
min
(λ1Im−A)−,(λ2Im−A)−
r[(λ1Im − A)− − (λ2Im − A)−]
= r[(λ1Im − A)(λ2Im − A)],
min
(Im−λ1A)−,(Im−λ2A)−
r[(Im − λ1A)− − (Im − λ2A)−]
= r[A(Im − λ1A)(Im − λ2A)].
Thus the two matrices λ1Im − A and λ2Im − A have a common inner inverse if and
only if (λ1Im − A)(λ2Im − A) = 0. The two matrices Im − λ1A and Im − λ2A have
a common inner inverse if and only if A(Im − λ1A)(Im − λ2A) = 0.
Theorem 4.11. Let A, B ∈ Fm×n be given. Then
max
(A+B)−
r[A(A+ B)−B]
= min {r(A), r(B), r(A)+ r(B)− r(A+ B)} , (4.25)
min
(A+B)−
r[A(A+ B)−B]
= r(A+ B)+ r(A)+ r(B)− r[A, B] − r
[
A
B
]
. (4.26)
In particular,
(a) There is (A+ B)− ∈ {(A+ B)−} such that A(A+ B)−B = 0 if and only if
r(A+ B) = r
[
A
B
]
+ r[A, B] − r(A)− r(B).
(b)A(A+ B)−B = 0 holds for any (A+ B)− ∈ {(A+ B)−} if and only ifA = 0
or B = 0 or r(A+ B) = r(A)+ r(B).
(c) [20] The rank ofA(A+ B)−B is invariant with respect to (A+ B)− if and on-
ly if R(B) ⊆ R(A+ B) and R(AT) ⊆ R(AT + BT), that is, A and B are parallel
summable.
Theorem 4.12. Let A,B ∈ Fm×n be given. Then
max
A−,B−
r[A−(A+ B)B−] = r(A+ B), (4.27)
min
A−,B−
r[A−(A+ B)B−]
= r(A+ B)+ r(A)+ r(B)− r[A, B] − r
[
A
B
]
. (4.28)
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In particular,
(a) There are A− and B− such that A−(A+ B)B− = 0 if and only if
r(A+ B) = r
[
A
B
]
+ r[A, B] − r(A)− r(B).
(b) The rank of A−(A+ B)B− is invariant with respect to the choice of A− and
B− if and only if R(A) = R(B) and R(AT) = R(BT).
Proof. According to (4.17) and (4.18) we first get
max
A−
r[A−(A+ B)B−] = r[(A+ B)B−],
min
A−
r[A−(A+ B)B−] = r(A)+ r[(A+ B)B−] − r[A, (A+ B)B−]
= r(A)+ r[(A+ B)B−] − r[A, B].
Next by (4.17) and (4.18), we also find
max
B−
r[(A+ B)B−] = r(A+ B),
min
B−
r[(A+ B)B−] = r(B)+ r(A+ B)− r
[
A+ B
B
]
= r(B)+ r(A+ B)− r
[
A
B
]
.
Combining them yields (4.27) and (4.28). 
From (4.28) we also find some interesting consequences. For example, let B =
Im − A in (4.28), we get
min
A−,(Im−A)−
r[A−(Im − A)−] = min
A−,(Im−A)−
r[(Im − A)−A−] = r(A− A2).
Thus A is idempotent if and only if there are A− and (Im − A)− such that A−(Im −
A)− = 0 ((Im − A)−A− = 0), which is a characterization for idempotent matrix.
Replacing A and B in (4.28) by Im + A and Im − A, respectively, we get
min
(Im+A)−,(Im−A)−
r[(Im + A)−(Im − A)−]
= min
(Im+A)−,(Im−A)−
r[(Im − A)−(Im + A)−]
= r(Im − A2).
Thus A is involutory if and only if there are (Im + A)− and (Im − A)− such that
(Im + A)−(Im − A)− = 0. In general replace A and B in (4.28) by λ1Im − A and
−(λ2Im − A), respectively, where λ1 /= λ2, to yield
min
(λ1Im−A)−,(λ2Im−A)−
r[(λ1Im − A)−(λ2Im − A)−]
= r[(λ1Im − A)(λ2Im − A)].
Y. Tian / Linear Algebra and its Applications 355 (2002) 187–214 211
Thus there are (λ1Im − A)− and (λ2Im − A)− such that (λ1Im − A)−(λ2Im − A)−
= 0 if and only if (λ1Im − A)(λ2Im − A) = 0.
Some more rank equalities for matrix expressions that include inner inverses of
two matrices are presented below without detailed proofs.
Theorem 4.13. Let A ∈ Cm×k and B ∈ Cl×m be given. Then
max
A−,B−
r(AA− + B−B) = min{m, r(A)+ r(B)}, (4.29)
min
A−,B−
r(AA− + B−B) = r(A)+ r(B)− r(BA), (4.30)
max
A−,B−
r(AA− − B−B) = min{2m− r(A)− r(B), r(A)+ r(B)}, (4.31)
min
A−,B−
r(AA− − B−B) = r(A)+ r(B)− 2r(BA). (4.32)
In particular,
(a) There are A− and B− such that AA− + B−B is nonsingular if and only if
r(A)+ r(B)  m.
(b) The rank of AA− + B−B is invariant with respect to the choice of A− and B−
if and only if BA = 0 or r(BA) = r(A)+ r(B)−m.
(c) There are A− and B− such that AA− − B−B is nonsingular if and only if
r(A)+ r(B) = m.
(d) There are A− and B− such that AA− = B−B if and only if r(A)+ r(B) =
2r(BA).
(e) The rank of AA− − B−B is invariant with respect to the choice of A− and B−
if and only if BA = 0 or r(BA) = r(A)+ r(B)−m.
Proof. Recall that the general expression of inner inverses of a matrix N can be ex-
pressed as N− = N∼ + (I −N∼N)U + V (I −NN∼), where N∼ is a given inner
inverse of N , U and V are arbitrary. When F = C, the field of complex numbers,
one often chooses N∼ = N†, the Moore–Penrose inverse of N . Correspondingly,
AA− ± B−B = AA∼ ± B∼B + AV1(I − AA∼)± (I − B∼B)V2B,
which are matrix expressions with two independent variant matrices V1 and V2. Ap-
plying (1.2) and (2.5) to both of them and simplifying by Lemma 3.1 yields (4.29)–
(4.32). The details are omitted here. The results in (a)–(e) are direct consequences
of (4.29)–(4.32). On the other hand, it is known (see [27]) that for any two idempo-
tent matrices P and Q of the same order the rank of P −Q is r(P −Q) = r(P −
QP)+ r(QP −Q). From it we get
r(AA− − B−B) = r[(I − B−B)AA−] + r[B−B(AA− − I )]
= r[(I − B−B)A] + r[B(AA− − I )]
= r(A− B−BA)+ r(BAA− − B).
212 Y. Tian / Linear Algebra and its Applications 355 (2002) 187–214
Thus the maximal and minimal ranks of AA− − B−B can also be found through the
two expressions A− B−BA and BAA− − B. 
From (4.30), we derive the following two particular results:
min
A−,(Im−A)−
r[AA− + (Im − A)−(Im − A)] = m,
min
(Im+A)−,(Im−A)−
r[(Im + A)(Im + A)− + (Im − A)−(Im − A)] = m,
which imply that both AA− + (Im − A)−(Im − A) and (Im + A)(Im + A)− +
(Im − A)−(Im − A) are nonsingular for any A−, (Im − A)− and (Im + A)−.
Theorem 4.14. Let A ∈ Fm×n and B ∈ Fm×k be given. Then
max
A−,B−
r(AA− + BB−) = r[A, B],
min
A−,B−
r(AA− + BB−) = max{r(A), r(B)},
max
A−,B−
r(AA− − BB−) = min{r[A, B], r[A, B] +m− r(A)− r(B)},
min
A−,B−
r(AA− − BB−) = max{r[A, B] − r(A), r[A, B] − r(B)}.
In particular, there are A− and B− such that AA− = BB− if and only if R(A) =
R(B).
Moreover, one can also find the maximal and minimal ranks of matrix expressions
AkA− ± B−Bk, AkA− ± BkB−, AB − ABB−A−AB,
A+ B − (A+ B)(A− + B−)(A+ B), [A, B] − [A, B]
[
A−
B−
]
[A, B]
and so on with respect to inner inverses in them and derive from them various con-
sequences.
Remarks. Maximal and minimal ranks of matrix expressions could be regarded
as one of the fundamental topics in matrix theory and applications. What we have
presented in the paper is just some basic work for this topic. Using the results in the
paper as tools, we can further examine some specified problems. For example,
1. Maximal and minimal possible ranks of solutions of various matrix equations,
such as AXB = C, A1X1B1 + A2X2B2 = C and a pair of matrix equations
A1XB1 = C1 and A2XB2 = C2.
2. The relationship between two matrix sets {(A1 + · · · + Ak)−} and {A−1 + · · · +
A−k } and parallel sums of matrices.
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3. The relationship between {(A1A2 · · ·Ak)−} and {A−k · · ·A−2 A−1 } and reverse
order laws for products of matrices.
4. Maximal and minimal ranks of A− B1XC1 subject to a pair of consistent matrix
equations B2XC2 = A2 and B3XC3 = A3 and common solutions to a triple of
matrix equations B1XC1 = A1, B2XC2 = A2 and B3XC3 = A3.
5. Maximal and minimal ranks of A− (A1 − B1X1C1)D(A2 − B2X2C2) with re-
spect to X1 and X2 and related topics.
6. Maximal and minimal ranks of the Schur complement D − CA−r B with respect
to a reflexive generalized inverse A−r of A and related topics.
It is expected that along with further investigation to these subjects, many valuable
results can be found on ranks of matrix expressions and their applications.
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