Federated Averaging (FedAvg) serves as the fundamental framework in Federated Learning (FL) settings. However, we argue that 1) the multiple steps of local updating will result in gradient biases and 2) there is an inconsistency between the target distribution and the optimization objectives following the training paradigm in FedAvg. To tackle these problems, we first propose an unbiased gradient aggregation algorithm with the keep-trace gradient descent and gradient evaluation strategy. Then we introduce a meta updating procedure with a controllable meta training set to provide a clear and consistent optimization objective. Experimental results demonstrate that the proposed methods outperform compared ones with various network architectures in both the IID and non-IID FL settings.
Introduction
Federated learning (FL) [5, 6, 7] proposes leveraging the massive decentralized computing resources to perform on-device training with the local data. Federated averaging (FedAvg) [7] , serving as the fundamental framework under the FL settings, selects a part of clients for participating in training in each round, then performs several epochs of local updating and finally aggregates the local models or updates on the server to get the global model. With this training paradigm, FedAvg protects the privacy of personal data and avoids heavy communication costs.
In this paper, we take a closer look at the FedAvg algorithm through theoretical analysis and argue that 1) the multiple steps of updates on clients will bring gradient biases to model aggregation (Section 2.1) and 2) selecting a part of clients for participating in training in each round will result in an inconsistency between the optimization objectives and the real targeted distribution (Section 2.2).
To tackle these two problems, we first develop an unbiased gradient aggregation algorithm (Section 3.1) with the keep-trace gradient descent and gradient evaluation strategy. Then we further introduce an additional meta updating procedure (Section 3.2) with a controllable meta training set on the central server after model aggregation in each round. Both the two improvements are modeland task-agnostic and can be applied individually or together. We conduct experiments with various network architectures, including the convolutional neural networks (CNNs) and the gated recurrent unit (GRU) network, in both the IID and non-IID FL settings. Experiments show the proposed methods are faster in convergence and achieve higher accuracy than the baselines.
To summarize, our contributions are as follows:
• We develop an unbiased gradient aggregation algorithm for FL with the keep-trace gradient descent and gradient evaluate strategy, which is compatible with the existing FedAvg framework.
• We introduce an additional meta updating procedure on the central server. It establishes a clear and consistent objective and guides the optimization of federated models in a controllable manner.
Problem Analysis
The basic idea of FedAvg is derived from the distributed learning system consisting of parameter servers and computational workers. Concretely, let us consider the learning system containing one single parameter server and K computational workers. At the beginning of round t, the parameter server distributes the model parameters ω t to the workers. Then each worker k ∈ K computes one-step gradient g
where D k is the data distribution on client k with n k = |D k | and is the loss function. Next, the parameter server gathers all the gradients and applies the update with weighted averaging:
where n = k∈K n k and η is the learning rate. However, following the above updating paradigm, each of the K workers has to communicate with the parameter server twice (distributing model parameter and gathering gradients) in each round, which is a heavy burden in FL settings.
For this problem, FedAvg introduces mainly two improvements. Firstly, they think Equation (1) is an equivalent to the weighted average of local parameters ω k t+1 :
Thus they add more computation to each client by iterating the local update ω
= ω t ) multiple times before sending the parameters to server.
Gradient Bias
Nevertheless, the weighted average of g k(1) t in Equation (2) makes sense because every g
where D = k∈K n k n D k is the overall data distribution. We argue that Equation (3) do not hold with multiple steps of gradient descent before averaging. For the sake of an intuitive explanation, we take a look at the second step of gradient descent:
where ω
(1) t
and ω k(1) t denote the centrally and locally updated version of ω t respectively after onestep gradient descent. Obviously, Equation (3) do not hold here because g and ω k(1) t respectively. We denote the gap between g t and k∈K n k n g k t as the gradient bias, which is rather small at the beginning but accumulates as the local updating step increases and finally harms the performance of federated models, especially in non-IID conditions [10] .
Inconsistent Optimization Objectives
The second major improvement proposed by FedAvg is selecting a part of workers (or clients in FL settings) for performing computation in each round, i.e., replacing K with C · K, where C is the fraction of clients, which actually brings another problem, i.e., the inconsistency between the optimization objectives and the real target distribution [8] .
On round t, FedAvg trains the global model to minimize the empirical loss on the distribution D St :
S t is the random set of C · K clients in round t. The aggregated gradient g t in Equation (3) indicates the descent direction on D St instead of the expected D.
There are two main reasons for this. On the one hand, D St varies between rounds, which results in the lack of a clear and consistent optimization objective; On the other hand, there is a gap between D St and the real target distribution D, which may be caused by the biased selection of clients.
3 Method
Unbiased Gradient Aggregation
Taking an on-device training procedure with E local epochs for example, we perform the keep-trace gradient descent optimization for the first E − 1 epochs, and then evaluate gradients using the whole data in the last epoch. Then we are able to perform the Unbiased Gradient Aggregation (UGA).
Keep-trace Gradient Descent:
In the i-th step of updating on client k in round t, vanilla gradient descent will execute
and keep just ω k(i) t as the initial state for the next step of updating. Denoting B k(i) t as the batch of examples in the i-th step on client k in round t, we have:
Notice that g
is also a function of ω
as numerical values and Equation (6) and ω k(i−1) t when updating parameters, which is termed as the keep-trace gradient descent.
Gradient Evaluation:
After the E − 1 epochs of local updating, we will finally get ω k t = h k (ω t ) according to the recursive relations. Then in the last epoch, we evaluate ω k t on the whole client data and calculate the gradient against ω t directly:
Since all the g k t for k ∈ S t is the derivatives of ω t , we can aggregate the gradients on the parameter server in an unbiased way using:
where η g is the learning rate for gradient aggregation.
Controllable Meta Updating
To tackle the lack of a clear and consistent objective, we introduce an additional meta updating procedure with a small set of data samples D meta on the central server after model aggregation in each round, which is denoted as FedMeta.
The whole optimization process is a two-stage optimization that contains: 1) the inner loop optimization on clients; and 2) the outer loop optimization on the server, i.e., the meta updating procedure, using:
where η meta is the meta learning rate. It is worth noting that in this two-stage optimization, the whole training process has a clear and consistent objective, i.e., the performance on the meta training set D meta , which solves the aforementioned problems in Section 2.2 but inevitably depends too heavily on the selection of D meta .
The Role of D meta and Privacy Concerns: In a common situation, D meta could be an IID subset of the overall data distribution D. In practice, it could be acquired by the data voluntarily shared by some users, or by recruiting some users for participating in the insider program and testing the beta versions of the federated applications. These methods for constructing D meta do not violate the privacy protection principles and have been adopted in some previous studies [4, 10] . In particular, how to construct an appropriate D meta is not the focus of this paper.
Controllable Federated Models:
Further, from another point of view, D meta offers a way to pertinently control the behavior of federated models. In the vanilla FedAvg, the server (or the developers behind) cannot control what kind of model is finally trained by the system. By contrast, the federated model is always optimized towards a better performance on the meta training set D meta in FedMeta. In other words, what kind of D meta you offer, the corresponding federated model is trained.
In fact, there is no necessary connection between the meta training set D meta and the overall data distribution D. Instead, D meta should be chosen according to the specific targets, which is a powerful tool for reducing the biases and unfairness of federated models. For example, the overall data distribution D may contain some prejudices of gender, race or wealth [1, 3, 9, 11] , but we could build a better meta training set D meta to guide the optimization of federated models towards an unbiased and fair manner.
Pseudo-code of UGA and FedMeta are available in Appendix A.
Experiments
We evaluate the proposed methods with various network architectures and in both the IID and non-IID FL settings, i.e., CNN Model on Split CIFAR-10 (IID), CNN Model on FEMNIST (non-IID) and GRU Model on Shakespeare (non-IID) 1 . Specially, the keep-trace gradient descent is implemented by creating computation graphs for g k(i) t during the automatic differentiation using Equation (7) . We compare the proposed methods with the vanilla FedAvg [7] and the data sharing strategy (denoted as FedShare in the rest of this paper) proposed in [10] .
The convergence curves of the proposed methods over FedShare and FedAvg in different FL settings are illustrated in Figure 1 . As shown in the figure, both UGA and FedMeta outperform FedShare and FedAvg in the convergence speed as well as the final rate of accuracy with a large margin. When combined together, FedMeta w/ UGA shows further improvements. More experimental results are available in the Appendix B. 
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