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Recently, remarkable experimental progress has been made in various quantum systems
such as linear optics, cavity QED, ion traps, optical lattices, and quantum dot arrays. It
enable us to manipulate quantum states and employ them for a certain kind of information
tasks, namely quantum information processing [1].
In 1982, Richard Feynman pointed out that a simulation of quantum systems on clas-
sical computers is generally inecient due to the exponentially increasing dimension of
the state space with the number of particles [2]. Instead, quantum systems should be
simulated by other quantum systems eciently. David Deutsch put this idea forward
by formulating a quantum version of a Turing machine, which is a rst precise model
of an universal quantum computer [3]. Quantum computer has a great deal of poten-
tial, enabling us to solve some sorts of problems, which are thought to be intractable
with classical computers. A great progress was made by Peter Shor in 1994 who demon-
strated that large numbers can be factorized eciently, i.e., within polynomial time by
using quantum computer [4, 5]. Since factorization is exponentially inecient for classi-
cal computers (so-called nondeterministic polynomial time (NP) problem, which means
nding a solution is exponentially inecient, but an answer can be veried eciently),
it is used for RSA (Rivest-Shamir-Adleman) encryption. It is, for instance, used to send
credit-card numbers in Web browsing software. The Shor's discovery, which breaks the
RSA encryption, has a great impact and triggered in leading quantum computer from a
mere \Gedankenexperiment" to a physical device. On the other hand, in 1984, Charles
Bennett and Gilles Brassard proposed a quantum cryptography, so-called BB84, which
makes use of quantum uncertainty principle [6]. The security is protected by the nature
of quantum physics, the no-cloning theorem (one cannot clone quantum states without
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any disturbance) [7].
As seen above, quantum information processing seems to be promising, providing fast
and secure information processing. However, Rolf Landauer criticized by saying that all
papers on quantum computing should carry a footnote: \This proposal, like all proposals
for quantum computation, relies on speculative technology, does not in its current form
take into account all possible sources of noise, unreliability and manufacturing error,
and probably will not work." [8]. Actually, quantum coherence, which is an essential
property in quantum systems, is quite fragile against noise due to interaction with the
environment, i.e., decoherence, (this is why quantumness rarely appears in our daily life
[9]). Since quantum states cannot be cloned [7], straightforward redundancy techniques
do not work. Moreover, a Hilbert space is a continuous space, and this implies that it
may be dicult to distinguish errors. Thus in order for quantum information processing
to work, we have to develop novel ways to counteract the decoherence problem.
A rst and big step was made by Peter Shor in 1995. He proposed a quantum error
correction (QEC) code, which protects quantum information in quantum memory from
decoherence [10, 11]. The QEC code encodes logical quantum information by using many
physical quantum systems. Even if the physical qubits are aected by noise, the original
quantum state can be recovered by using the redundancy. This idea is extended to protect
quantum computation under imperfect gate operations, namely fault-tolerant quantum
computation [11, 12]. The main achievement in the theory of fault-tolerant quantum
computation is the threshold theorem; if the amount of noise per gate is smaller than
a certain value, namely the noise threshold, quantum computation can be performed
to arbitrary accuracy with a polynomial overhead [13, 14, 15, 16, 17, 18]. The noise
thresholds have been calculated to be about 10 4   10 2 for a variety of fault-tolerant
schemes based on concatenated QEC codes [19, 20, 21, 22, 23, 24, 25, 26]. Among them,
the Knill's C4=C6 error-correcting architecture provides a very high noise threshold  a
few %, which has been a benchmark of experimental success. However, it still remains
unclear whether one can achieve a higher noise threshold or not, and the resources usage
can be reduced or not.
In this thesis we investigate a fault-tolerant scheme which works well even with a
high error rate > 1% under reasonable resources usage. Specically, we investigate fault-
tolerant one-way quantum computation on veried logical cluster states. We can reduce
the eective measurement error in one-way computation by replacing each physical qubit
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with a logical one. It is, however, not a trivial task to prepare such large entangled states
as cluster states of logical qubits with high delity. Thus, the main aim of this thesis is to
develop a scalable way to construct logical cluster states with high delity. To this end, we
divide whole cluster states into some fundamental clusters of nite size. The fundamental
clusters are construct with postselection via a verication process, say double verication,
which is specically designed to achieve high delity. The veried states have not only high
delity, but also a good error distribution, i.e., independent and identical for each physical
qubit, namely homogeneous [27]. This property is quite useful to calculate the noise
threshold easily. The veried fundamental clusters are connected to construct a cluster
state required for a desired computation. Then, one-way computation is implemented
fault-tolerantly by measuring the logical qubits. Since, in one-way computation, gate
operations are represented by specic type of entangled states, the verication process
prior to the computation can be viewed as preselection or error-precorrection. This enable
us a reliable computation even with realistically noisy gate operations.
This thesis is based on the studies in Refs. [25], [26], [28], [29], [30]. The remaining
parts of the thesis are presented as follows.
Chapter 2 is devoted to a review of key ingredients in fault-tolerant quantum com-
putation. We preliminary introduce fundamental concepts in quantum computation such
as universal quantum computation, stabilizer formalism, and measurement-based com-
putation. The stabilizer formalism can elegantly describe a certain type of quantum
states, so-called stabilizer states, including cluster states and quantum error correction
codes. The measurement-based quantum computation (or one-way quantum computa-
tion, cluster model) is a universal model, where arbitrary quantum computation can be
implemented via quantum teleportation by single qubit measurements. Next we mention
how quantum decoherence due to interaction with environment can be modeled. Then we
introduce quantum error correction codes, which can protect quantum information from
quantum decoherence by virtue of redundancy. Further ingredients are required for fault-
tolerant quantum computation, where the gate operations for error correction are noisy
themselves. Finally we mention two important approaches for fault-tolerant quantum
computation, topological quantum computation and postselected computation.
In Chapter 3, we present a detailed description of an architecture for fault-tolerant
quantum computation, which is based on the cluster model of logical qubits. In this
cluster-based architecture, concatenated computation is implemented in a quite dier-
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ent way from the usual circuit-based architecture where physical gates are recursively
replaced by logical gates with error-correction gadgets. Instead, some relevant cluster
states, say fundamental clusters, are recursively constructed through verication and
postselection in advance for the higher-level one-way computation, which namely pro-
vides error-precorrection of gate operations. The performance is analyzed with respect to
the noise threshold and resources usage, by comparison with other fault-tolerant schemes.
In Chapter 4, the gadget for verication, namely double verication, developed in
Chapter 3 is applied for entanglement purication { entanglement purication with double
selection. The performance is analyzed with respect to the achievable delity of puried
states and noise threshold of imperfection in local operations. We further discuss on
general grounds how some of the errors which are introduced by local operations are left
as intrinsically undetectable. The undetectable errors place a general upper bound on
the purication delity. Then we show that the double selection is a simple method to
remove all the detectable errors in the rst order so that the upper bound on the delity
is achieved in the low noise regime. The double selection is further applied to purication
of multi-partite entanglement such as two-colorable graph states.
In Chapter 5, we try another construction of fault-tolerant one-way computation on
veried logical cluster states. Specically, we adopt a topological means for reliable fault-
tolerance at the higher level (logical level) to achieve high performance. The nite size
fundamental clusters, say star clusters, are constructed with the double verication. They
are connected near-deterministically to form a three-dimensional (3D) cluster state for
topological one-way computation. Finally, the topological one-way computation is imple-
mented by measuring logical qubits in the 3D cluster state. Similarly to the cluster-based
architecture in Chapter 3, the performance is analyzed with respect to the noise threshold
and resources usage.





In this Chapter, we review key ingredients in fault-tolerant quantum computation. In Sec.
2.1, we preliminarily introduce fundamental concepts in quantum computation, including
universal quantum computation, stabilizer formalism, measurement-based quantum com-
putation (or one-way quantum computation, cluster model). In Sec. 2.2, we introduce
quantum error correction codes, which can protect quantum information from quantum
decoherence by virtue of the redundancy. Then, further ingredients are required for quan-
tum error correction to work fault-tolerantly. Finally we mention two important concepts,
topological quantum computation and postselected computation, which are both of im-
portance to understand the contents in the subsequent Chapters.
2.1 Quantum computation
2.1.1 Universal quantum computation
In classical information science, the minimum unit of information is described by a binary
digit or bit, which takes a value either 0 or 1. Its quantum counterpart is a quantum bit,
so-called qubit, which is a superposition of two orthogonal quantum states j0i and j1i:
j i = j0i+ j1i; (2.1)
where  and  are arbitrary complex values satisfying jj2+jj2 = 1. Signicant dierence
between a classical bit and a qubit is really lies in the above superposition. There are a lot
of candidates for the two orthogonal states, for example, polarization of photon, spin-1/2
particle, electronic states of atoms, and so on.
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Since time evolutions are given by unitary operators in quantum physics, gate opera-
tions for a single qubit can be given by 2  2 unitary matrices. Among them, the most
fundamental gate operations are expressed by Pauli matrices:
















For later convenience, we dene I = I = 0 as the 2  2 identity operator. These X,
Y , Z and  iI generate a group, so-called Pauli group. In stead of fj0i; j1ig, we may also
chose dierent orthogonal bases:
fj+i  (j0i+ j1i)=
p




fj+ ii  (j0i+ ij1i)=
p
2; j   ii  (j0i   ij1i)=
p
2g: (2.4)









which is called Hadamard operator. Similarly, one can transform fj+i; j ig to fj+ii; j iig







These X,Y ,Z,H and S are normalizers of the Pauli group (i.e., UCiU
y
C = j), and gen-
erate a group of single-qubit Cliord operations UC . Since the single-qubit Cliord group
is a discrete group, one cannot generate arbitrary single-qubit unitary operations. Fortu-
nately, it is known that one can generate arbitrary single-qubit unitary operations with
polynomial resources by addition of a non-Cliord operation [31, 32, 33]. For example,













where  is a certain phase.
For arbitrary n-qubit unitary operations, at least one two-qubit gate operation is
inevitable. There are two famous two-qubit gates, so-called controlled-Not (CNOT) and
controlled-Z (CZ) gates:
UCNOT = j0ih0jc 
 It + j1ih1jc 
Xt; (2.8)
UCZ = j0ih0jc 
 It + j1ih1jc 
 Zt; (2.9)
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where the subscriptions c and t indicate the control and target systems, respectively.
It is known that any unitary operation can be constructed from these elementary gates
fH;S; U=8; UCNOTg or fH;S; U=8; UCZg [31, 32, 33]. Such a set of elementary unitary
gates is called a universal set.
2.1.2 Stabilizer formalism
One of the most important properties of quantum states is entanglement, which originates
from nonlocality of quantum physics. A quantum (pure) state is entangled if and only if it
cannot be expressed as a product state such as j 1i
 j 2i
    j ni. Popular examples of
entangled states are EPR (Einstein-Podolsky-Rosen) [34] and GHZ (Greenberger-Horne-
Zeilinger) states [35]:
jEPRi = (j00i+ j11i)=
p
2; (2.10)
jGHZi = (j000i+ j111i)=
p
2; (2.11)
where jijki means jii 
 jji 
 jki. Although these examples are very simple, n-qubit
entangled states are generally complicated, and it is exhausting to write down them
explicitly.
An elegant way, so-called stabilizer formalism, is developed by Daniel Gottesman to
describe a certain class of quantum states simply [36]. An n-qubit stabilizer state j i is
dened by
Sj i = j i for all S 2 S; (2.12)
where S is an Abelian (commutative) subgroup, so-called stabilizer group, of the n-qubit
Pauli group f iI;X; Y; Zg
n. For example, the stabilizer groups of EPR and GHZ states
are given by
SEPR = hX 
X;Z 
 Zi; (2.13)




 I; I 
 Z 
 Zi; (2.14)
respectively, where hfSigi means a group generated by the generators fSig. As in the
above case, if the number of the generators are equal to that of the qubits, the stabilizer
state is a rank one state. One can also dene subspaces by using stabilizers as follows:
Sj00i;j11i = hZ 
 Zi; (2.15)
Sj000i;j111i = hZ 
 Z 




where the stabilizer subspaces are two-dimensional spaces spanned by fj00i; j11ig and
fj000i; j111ig, respectively.
As seen previously, the Cliord operations are normalizers of the Pauli group. This
indicates that they map a stabilizer state to another stabilizer state:
U j i = USij i (2.17)
= (USiU
y)U j i  ~SiU j i; (2.18)
where ~Si = USiU
y are the new stabilizer operators. Thus this class of operations can be
described in the stabilizer formalism as maps of stabilizer operators. The commutation
relations between the Cliord operations (H, CNOT, and CZ) and the Pauli operators
are given as follows:
HXH = Z; (2.19)
HZH = X; (2.20)
UCNOT(Xc 
 It)UCNOT = Xc 
Xt; (2.21)
UCNOT(Ic 
Xt)UCNOT = Ic 
Xt; (2.22)
UCNOT(Zc 
 It)UCNOT = Zc 
 It; (2.23)
UCNOT(Ic 
 Zt)UCNOT = Zc 
 Zt; (2.24)
UCZ(Xc 
 It)UCZ = Xc 
 Zt; (2.25)
UCZ(Ic 
 Zt)UCZ = Ic 
 Zt; (2.26)
UCZ(Zc 
 It)UCZ = Zc 
 It; (2.27)
UCZ(Ic 
Xt)UCZ = Zc 
Xt: (2.28)
These relations are very useful to understand error propagations in fault-tolerant theory,
since they are specied by exchanging the orders between the Cliord gates and error
operators (i.e., the Pauli operators).
2.1.3 Measurement-based quantum computation
In Deutsch's model of quantum computation (with some simplication), a quantum reg-
ister is rst prepared in some quantum state as the input. Subsequently, unitary gate
operations are implemented on the input state, and the quantum output is generated.
Finally the quantum output is read by measurements performed on the quantum register.
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This quantum information processing analogous to the classical computation is called
quantum circuit model. In the circuit model, unitary transformations are executed by de-
terministic unitary gate operations. Instead, one can also realize unitary transformations
by using quantum teleportation, namely quantum gate teleportation [37, 38, 39, 40]. More
precisely, the input state and a part of an entangled state are jointly measured (so-called
Bell measurement), and the output state is generated with an unitary transformation
via teleportation to the remaining quantum system. In 2001, Robert Raussendorf and
Hans Briegel formulated a new model of quantum computation based on gate teleporta-
tion, namely cluster model (or one-way computation, or measurement-based computation)
[41, 42, 43]. There, computation is executed by only single-qubit measurements on the
resource states, namely cluster states.
Cluster states





where the Pauli operators Xj and Zj0 act on the qubits associated to the vertices j and j
0,
respectively, and the tensor product is taken over all the vertices j0 neighboring j [44, 43].
Cluster states are obtained systematically by preparing j+i
n's and performing CZ gates
for the locations of the edges in the associated graphs. This can be understood from the
facts that j+i is an eigenstate of the X operator, and that CZ gates transform Xj to Kj
[see Eqs. (2.25){(2.28)]. For example, two-, three-, and four-qubit cluster states, whose
associated graphs are given by
(2.30)
are written explicitly as
jCl2i = (j0ij+i+ j1ij i)=
p
2; (2.31)
jCl3i = (j+ij0ij+i+ j ij1ij i)=
p
3; (2.32)
jCl4i = (j0ij+ij0ij+i+ j1ij ij0ij+i+ j0ij ij1ij i+ j1ij+ij1ij i)=
p
4; (2.33)
respectively. The jCl2i and jCl3i are equivalent to the EPR and GHZ states up to local
(single-qubit) Cliord operations, respectively. In general, an n-qubit stabilizer state is
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equivalent to an n-qubit cluster state associated with a certain graph up to local Cliord
operations [45, 46, 47].
Single-qubit rotations
Next we consider how single-qubit measurements induce unitary operations via teleporta-
tion. Let us begin with the simplest case, where the input state j i is connected with an
ancilla state j+i via the CZ gate, then measured in the X basis fj+i; j ig. The circuit
diagram is given as follows:
(2.34)
where m denotes the measurement outcome (i.e., classical one bit information 0 or 1).
The input state is teleported with an Hadamard operation (up to a Pauli operator) to the
output state, namely one-bit teleportation. By considering the following equivalences
(2.35)
one can understand that the Z()XZ()y basis ( fZ()j+i; Z()j ig) measurement gen-
erates the output state, XmHZ()j i, where A()  e iA. By combining one-bit tele-










= Xm3+m1Zm2HZ(( 1)m2 ~3)HZ(( 1)m1 ~2)HZ(1)j i; (2.37)
where we have used a commutation relationXZ()X = Z( ). According to the measure-
ment outcomesm1 andm2, the measurement bases are chosen adaptively as ~2 = ( 1)m12
(= 2) and ~3 = ( 1)m23 (= 3), respectively, to perform the operation
HZ(3)HZ(2)HZ(1) = HZ(3)X(2)Z(1) (2.38)
deterministically (up to Pauli operators) via teleportation. The above procedures are
described in terms of the cluster diagram as follows [43]:
(2.39)
In general, one can describe any single-qubit rotation in the form of Eq. (2.38) by using
the Euler decomposition. This shows that the above measurement-based computation
can implement arbitrary single-qubit rotations.
Two-qubit gates
One can also perform the CNOT gate (UCNOT = Ic 
HtUCZIc 
Ht) in one-way compu-
tation by considering the following equivalences
(2.40)
11
where the CZ gates are commutable with each other. Similarly to the single-qubit rota-
tions, this is depicted in terms of the cluster diagram as follows:
(2.41)
Since the CNOT gate and single-qubit rotations compose a universal set, one can realize
that an arbitrary unitary operation is implemented by combining the above two types
of cluster states and measurements. Accordingly, the cluster states with single-qubit
measurements provide a universal quantum computation model, say cluster model.
2.1.4 Linear optics and one-way computation
As seen so far, in the cluster model, any two-qubit gate operations are not required after
preparing the cluster states. This property is quite useful for specic physical systems,
where two-qubit gates are nondeterministic. In linear optics, for example, two-qubit
gates are nondeterministic (probabilistic) due to the linearity of the interaction. In 2001,
Emanuel Knill, Raymond Laamme, and Gerard Milburn found that near-deterministic
two-qubit gates can be realized by using teleportation, namely KLM scheme [48]. It, how-
ever, requires large ancilla states in the limit of unit success probability. In 2004, Michael
Nielsen proposed to perform linear optical quantum computation deterministically by
combining the KLM scheme with the one-way computation [49] (a related work [40] was
also done before Ref. [49]). Subsequently, a resource ecient scheme was proposed based
on the linear optical fusion gates, which succeed with 1=2 probability [50]. For general
probabilistic two-qubit gates, possibly with much smaller success probabilities, ecient
schemes have been discussed so far [51, 52, 53, 54, 55, 56, 57]. These works show that
there are ecient schemes, whose total resources scale like polynomial in 1=ps, even if the
success probability ps is very small. Furthermore, fault-tolerance in the cluster model has
been also discussed so far by considering clusterized versions of fault-tolerant schemes in
the circuit model [58, 59, 60, 61, 62, 63].
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2.2 Quantum error correction and fault-tolerant quan-
tum computation
2.2.1 Quantum decoherence
In order to implement reliable computation in physical systems, either classical or quan-
tum, the problem of noise should be overcome. Especially, quantum coherence, which is
one of the essential properties of quantum systems, is quite fragile against noise due to
interaction between the system and environment.
Under the Born-Markov (with rotating-wave) approximation, the time evolution of a















z(t) + (t)z   2z(t)z
  L(t); (2.42)
where + = j0ih1j and   = j1ih0j, and  ( = 0;+; ) are decay rates of the decay
channels. One can easily nd the eigenoperators of the Lindblad super-operator, which
form the damping basis [65]:
L1 = + +   + 20
2
1  11; (2.43)
L2 = + +   + 20
2
2  22; (2.44)
L3 = (+ +  )3  33; (2.45)
Leq = 0; (2.46)
where eq = (+j0ih0j+  j1ih1j)=(+ +  )  (0 + a3)=2. The solution of this master









(1 + e 1t + e 2t + e 3t); p1(t) =
1
4




(1  e 1t + e 2t   e 3t); p3(t) = 1
4






If we consider a high temperature case (i.e., a! 0), Eq (2.47) can be rewritten as




Thus in the high temperature limit, the CP map of the noise can be viewed as stochastic
Pauli errors with probabilities pi(t). In general cases, the noise cannot be written as Eq.
(2.51). By performing relevant operations, however, one can depolarize the CP map to
a standard form, i.e., stochastic Pauli errors in such a way that the noiseless part of the
evolution is not altered [66]. Otherwise, Pauli basis measurements can collapse the CP
map into stochastic Pauli errors, as shown later. In the following part of this thesis,
therefore, we consider the Markovian stochastic Pauli noise such as Eq. (2.51). So far,
fault-tolerance against more general noises has been discussed [17, 18, 21, 23, 24, 67]. If the
decoherence is non-Markovian, dynamical decoupling or quantum Zeno eect can be used
to suppress the decoherence [68, 69, 70, 71, 72, 73]. Besides, if the decoherence is spatially
correlated, one can utilize a passive error-prevention scheme, so-called decoherence free
subspace (DFS), which is immune to collective noise [74, 75, 76].
2.2.2 Quantum error correction codes
Three-qubit bit ip code
Quantum error correction (QEC) codes can be descried elegantly in the stabilizer formal-
ism. Let us consider the simplest QEC code, three-qubit bit ip code, whose stabilizer
generators are given by
S1 = Z1Z2; S2 = Z2Z3; (2.52)
where Zi indicates the Pauli operator acting on the ith qubit. The stabilizer subspace is
spanned by the following two logical states:
j0Li = j000i; j1Li = j111i: (2.53)
The logical Pauli-X operator is given by X1X2X3. The logical Pauli-Z operator may be
Z1, Z2, or Z3, since the actions of these three operators are all the same for the code states.
The logical Pauli-Y operator is given by the multiplication of the Pauli-X and Pauli-Z.
This code is a quantum analogue of the classical three-bit repetition code. Consider a bit
ip error with an error probability p:
Ei = (1  p)+ pXiXi: (2.54)
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If the initial state j Li = j0Li + j1Li undergoes the bit ip error independently, the
output state is transformed in the leading order as
E1  E2  E3j Lih Lj = (1  p)3j Lih Lj+ p(1  p)2
X
i
Xij Lih LjXi +O(p2): (2.55)
Since the errors map the code space to the orthogonal spaces, the projective measurement
onto the orthogonal subspaces, Pk = (I  Sk)=2, tells us what type of error most likely
occurs. [Note that the projection operator of a Hermitian operator A, which has the
eigenvalues 1, is given by (I  A)=2.] According to the measurement outcomes, the
logical state can recover from the error as follows:
R  E1  E2  E3j Lih Lj = [(1  p)3 + 3p(1  p)2]j Lih Lj+O(p2); (2.56)
where the recovery operator is given by










The four terms in R correspond the measurement outcomes (+;+), ( ;+), ( ; ), and
(+; ), respectively. By comparing Eqs. (2.55) and (2.56), one can understand that if p
is suciently small, the delity of the logical state is improved.
Nine-qubit code
In the three-qubit case, one cannot correct Z errors, which are commutable with the
stabilizers. The rst QEC code, which can correct all X, Y and Z errors, was developed
by Peter Shor in 1995. The stabilizer generators of the Shor nine-qubit code are given as
follows:
X X X X X X I I I
I I I X X X X X X
Z Z I I I I I I I
I Z Z I I I I I I
I I I Z Z I I I I
I I I I Z Z I I I
I I I I I I Z Z I
I I I I I I I Z Z
(2.58)


















The logical Pauli operators are given by XL = X

9 and ZL = Z
9, which are bitwise
tenser products of physical Pauli operators. Such a property, that is the logical A operator
is given by a bitwise tenser products of physical A operators, is called transversality. The
nine-qubit code is capable of correcting all X, Y and Z errors for each qubit, since they
map the code space to dierent orthogonal spaces, so-called syndrome spaces.
Five-qubit code
The nine-qubit code is not the smallest QEC code which can correct all X, Y , and Z
errors. The smallest code so far is the ve-qubit code found by Ramond Laamme et al.
and Charles Bennett et al. independently [77, 78]. The stabilizer generators and logical
Pauli operators are given as follows:
S1 = X Z Z X I
S2 = I X Z Z X
S3 = X I X Z Z
S4 = Z X I X Z
XL = X X X X X
ZL = Z Z Z Z Z
(2.61)







5 (m = 0; 1); (2.62)
where we have used the fact that (I + Sk)=2 are projections onto the code space. The












where t, n and k indicate the numbers of correctable errors, physical qubits and logical
qubits, respectively (specically, t = 1, n = 5 and k = 1 for the ve-qubit code). The
quantum Hamming bound means that the number of errors does not exceed that of
syndrome spaces since dierent errors map the code space to dierent syndrome spaces
(i.e., non-degenerate).
Seven-qubit code
In both cases of the ve- and nine-qubit codes, the logical Pauli operators have transver-
sality. However, other logical operations such as Hadamard and CNOT gates do not
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have transversality in those codes. There is a class of QEC codes, so-called Caldrbank-
Shor-Steane (CSS) codes, which have a high symmetry so that the logical CNOT gate
has transversality [79, 80]. The smallest CSS code is the Steane seven-qubit code, whose
stabilizer generators and logical Pauli operators are given by
S1 = I I I X X X X
S2 = I X X I I X X
S3 = X I X I X I X
S4 = I I I Z Z Z Z
S5 = I Z Z I I Z Z
S6 = Z I Z I Z I Z
XL = X X X X X X X
ZL = Z Z Z Z Z Z Z
(2.64)







5 (m = 0; 1): (2.65)
In the case of the CSS codes, dierent from the ve-qubit code, the stabilizer generators
can be written by using only X's and I's or Z's and I's. This implies the relationship
between the CSS codes and the classical linear codes [79, 80]. Actually, the stabilizers of
the seven-qubit code stem from the classical Hamming code. By virtue of this property, all
CSS codes have transversality for the logical CNOT gate. This is because the transversal
CNOT gate is a normalizer of the stabilizer group of two logical qubits hfI; Skg
fI; Slgi.
Furthermore, note that in the case of the seven-qubit code, the X's in the generators S1,
S2 and S3 are replaced with the Z's in the generators S4, S5 and S6. Such a symmetry
is called self-duality. The self-dual CSS codes are invariant under the transversal Cliord
operations. It ensures the trasversality of the logical Hadamard, Phase, CZ and CNOT
gate operations.
Correcting all single-qubit errors
So far, we have described QEC codes which are capable of correcting all X, Y and Z
errors. We here show that this is actually sucient to correct all single-qubit errors.













where cij = Tr[jKi]. Since dierent Pauli errors map the code space to dierent syndrome







i jcijj2. Thus an arbitrary type of noise can be discretized by the syndrome
measurement. Accordingly, the capability of correcting all X, Y and Z errors is sucient
to correct arbitrary single-qubit errors. This justies the following analyses, where only
the stochastic Pauli errors are considered.
Code distance
We nally mention an important quantity to measure the capability of a stabilizer QEC
code, namely code distance. The distance of a stabilizer code is dened as the minimum
number of X's or Z's in the operators which map the code state to itself acting non-
trivially. The three QEC codes, we have considered so far, all have the distance three,
and they are capable of correcting one error. In general, a QEC code of distance d = 2n+1
is able to correct n errors.
2.2.3 Fault-tolerant quantum computation
So far we have considered several QEC codes, which can correct arbitrary single-qubit er-
rors. Further ingredients, however, are required to realize reliable quantum computation.
In fact, if the logical operations or syndrome measurements propagate a single error as
multiple errors, the QEC does not succeed. One must therefore be able to compute on
the encoded states without any error spreading. Such a procedure is called fault-tolerant.
Fault-tolerant universal gates
The transversal gates are apparently fault-tolerant, since there is no interaction within
the code block. This is why the seven-qubit code, where the logical Hadamard, Phase,
CZ, and CNOT gates have transversality, is very useful for fault-tolerant computation.
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Generally for the stabilizer codes, it is known that the logical Cliord gates can be con-
structed fault-tolerantly (although it is not so simple as for the seven-qubit code) [81].
As the Gottensman-Knill theorem asserts, however, quantum computation which consists
of only the Cliord operations can be eciently simulated by using classical computers
[1, 81]. Thus we need to develop a way to implement a non-Cliord gate fault-tolerantly
for universal computation. Fortunately, there is a relatively easy way to implement the
logical =8 gate ZL(=8) by using one-bit teleportation as follows:
(2.69)
Note that the Z-basis measurement and CNOT gate are both transversal on the seven-
qubit code. Thus, if the preparation of the non-Cliord ancilla state j=8i = (j0Li +
e i=4j1Li)=
p
2 is fault-tolerant, one can ensure fault-tolerance of the logical =8 gate. A
fault-tolerant preparation of the non-Cliord ancilla state has been developed by Sergey
Bravyi and Alexei Kitaev, namely the magic state distillation [82]. There, the quantum
Reed-Muller code, where a non-Cliord operation also has transversality, is used to distill
the special ancilla state. This discovery has much simplied the construction of the fault-
tolerant non-Cliord gate operation.
Fault-tolerant syndrome measurements
In the case of stabilizer code, the syndrome measurements are simply done by measuring
the stabilizer operators. Several QEC gadgets have been proposed to implement the
stabilizer measurement fault-tolerantly [12, 20, 83].
DiVincenzo-Shor's gadget| A QEC gadget was rst proposed by David DiVincenzo
and Peter Shor, where cat states are used as ancillae for the syndrome measurement [12].
It is based on an indirect measurement of the observable A with the eigenvalues 1:
(2.70)
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For example, the stabilizer S1 of the seven-qubit code can be measured as the transversal
X measurements of the corresponding physical qubits in the code block:
(2.71)
Unfortunately, this measurement is not fault tolerant, since the errors in the CNOT gates
[A = X in Eq. (2.70)] are spread by the following CNOT gates, as shown in the above
circuit. To make it fault-tolerant, a cat state jcati = (j000    0i+ j111    1i)=p2 is used
as an ancilla for the measurement as follows:
(2.72)
where the cat state is veried before connecting with the code state. Since the qubits in
the code block interact with dierent ancilla qubits, this measurement does not spread
the errors in the CNOT gates. Similarly, other stabilizers S2;    ; S6 are measured fault-
tolerantly to obtain the error syndrome. Instead of the verication, one can perform a
suitable recovery operation by postprocessing of the ancilla state after its interaction with
the code state [84]:
(2.73)
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The DiVincenzo-Shor's QEC gadget and its improved version both require a lot of physical
gate operations, which results in deterioration of the performance.
Steane's gadget| Subsequently, a relatively simple QEC gadget was proposed by
Andrew Steane [83], where encoded ancilla states are used to extract the syndrome with
transversal operations. In particular, for the case of CSS code, the logical code states
can be used as ancilla states. The following circuit executes the Z and X error syndrome
extractions by using the ancilla j0Li states,
(2.74)
Since the ancilla states are the logical code states, one can obtain the error syndrome
simply by measuring the ancilla states. The syndrome extraction is repeated for some
times in order to extract the reliable error information. An optimized way to extract
the syndrome information was proposed in Ref. [85], where the subsequent syndrome
extraction is conditionally performed according to the preceding syndrome information.
In order for these schemes to work fault-tolerantly, the encoded ancilla j0Li states have
to be prepared with high delity. This is achieved by using verication or entanglement
purication [20, 83, 86, 87].
Knill's gadget| Another interesting QEC gadget was proposed by Emanuel Knill [20].
It is based on quantum teleportation as illustrated in the following circuit
(2.75)
Here, the encoded data qubit j Li is teleported to the fresh encoded qubit of the ancilla
Bell state. Thus the encoded ancilla Bell state has to be prepared with high delity by
using verication or entanglement purication, similarly to the Steane's gadget. The out-
come of the logical Bell measurement to complete the teleportation provides suciently
the syndrome information, namely error-correcting teleportation. Thus, it is not neces-
sary to repeat the syndrome extraction in this QEC gadget. The outcome of the Bell
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measurement is properly propagated to the subsequent computation as the Pauli frame
[20, 61, 62].
Fault-tolerant gate operations
Fault-tolerant computation is now executed by the logical gate operations which are fol-
lowed by the QEC gadgets. This is illustrated for the fault-tolerant CNOT gate as follows:
(2.76)
where the code block is depicted as though it is a three-qubit code. A QEC gadget is
attached to each logical output of the transversal CNOT gate. Since a single error never
be propagated as multiple errors in a fault-tolerant gate, a logical error is caused by two
(or more) simultaneous physical errors. Denoting the number of such faulty pairs of error
locations as C, the logical error probability is given by Cp2, with p being the physical
error probability. If the physical error probability is suciently small, p < 1=C, one can
improve the accuracy of the gate to achieve fault-tolerant computation.
Concatenated quantum computation
For a reliable computation of a large size, the logical error probability should be reduced
arbitrarily. This is done by concatenated fault-tolerant computation [15, 16, 17, 18]. In
the concatenated computation, each physical gate operation is repeatedly replaced by a
logical gate operation followed by QEC gadgets.
Suppose A is a quantum computation, which consists of some physical gate operations.
Then the rst level concatenated computation is dened by C(A), where the operation C
indicates replacing each physical gate with a logical one followed by QEC gadgets. For
example, C(CNOT) is described in the diagram (2.76). The second level concatenated
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CNOT gate C  C(CNOT) is also described as follows:
(2.77)
where each physical gate in the QEC gadgets is also replaced by the logical one followed by
the QEC gadgets. By repeating this procedure, the lth level concatenated computation of
A is given by Cl(A). Specically, for a physical gate operation G (e.g., Hadamard, CNOT
gate, and so on), we call Cl(G) as the level-l G gate. The lth level concatenated code
state is called the level-l qubit, which is denoted as j0(l)i, j+(l)i.
As mentioned previously, the logical error probability p
(1)
g of the level-1 gate is given
by
p(1) = C(p(0))2; (2.78)
where p(0) = p, and C denotes the number of all faulty pairs of error locations. The
constant C is dierent among the logical gates. It is, however, sucient to chose the
maximum value. Due to the self-similarity of the concatenation, the logical error proba-
bility of the level-2 gate is given in terms of p(1) by
p(2) = C(p(1))2: (2.79)





This concludes that if p(0) < pth  1=C, the logical error probability can be reduced super-
exponentially with the concatenation level l. This is the so-called threshold condition.
On the other hand, resources usage R(l) consumed for the level-l gate is estimated
roughly as
R(l) = N l; (2.81)
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where N indicates the total number of the physical gates in the level-1 gate. Suppose
that the size of computation is 10n 1 = M , then an accuracy p(l) < 10 n is required for
each logical gate at the highest level. Then the total resources to perform the reliable








M = poly(log(M))M; (2.82)





is the number of levels necessary to achieve the required
accuracy. This result clearly shows that if the physical error probability p(0) is smaller
than pth, one can execute quantum computation to arbitrary accuracy with only polylog-
arithmic overhead. This is the celebrated threshold theorem, and the critical value pth is
called the noise threshold [1, 13, 15, 16, 17].
The noise thresholds have been calculated to be about 10 4   10 2 for several fault-
tolerant schemes under varying degrees of assumption and rigor [15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 88, 89].
The threshold values were rst obtained at about the same time (1996) independently
by Dorit Aharonov and Michael Ben-Or who used a polynomial code of distance ve
[17, 18], by Emanuel Knill, Raymond Laamme and Wojciech Zurek who used the Steane
seven-qubit code [15, 16], by Alexei Kitaev who used toric (surface) codes [13]. All
of these works are based on concatenated computation mentioned above, and achieve
similar threshold values  10 6. Subsequently the threshold values were improved to
10 5 independently by John Preskill and Andrew Steane [14, 88].
A great progress was made by Anderw Steane in 2003, who obtained numerically a
high noise threshold  10 3 by using the Steane's QEC gadgets [19]. In 2005, Emanuel
Knill obtained a considerably high noise threshold  a few % by combining the Knill's
QEC gadget with the Fibonacci scheme [20]. This work was a landmark, which increased
the threshold value to about 1%, remarkably higher than the previous estimates.
On the other hand, in Refs. [21, 22, 23, 24] the noise thresholds (or lower bounds) were
estimated in the rigorously proved way for the Steane seven-qubit code, four-qubit error-
detection code, Bacon-Shor code, and Fibonacci scheme, respectively. They improved the
rigorously proved thresholds from 10 6 10 5 to 10 4 10 3. There, however, still remains
a large gap between the numerical and rigorous estimates of noise thresholds. These
methods were also used with the Monte-Carlo simulation to compare the performances
for a wide variety of the stabilizer QEC codes [89], which provides a comprehensive version
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Figure 2.1: Square lattice to describe a surface code. Stabilizer operators AF and BV are
associated with each face F and vertex V , respectively. A qubit is associated with each
edge indicated with a circle.
of the previous work [19].
Recently a new approach was proposed to estimate the noise threshold with a relatively
easy calculation. There, the error probabilities of logical ancilla states, which are used
in the QEC gadgets, are assumed to be independent and identically distributed, namely
homogeneous [27]. It, however, lacks an explicit way to construct such logical ancilla
states scalably.
2.2.4 Topological quantum computation
We mention another remarkable approach toward fault-tolerance, which does not use the
concatenated encoding. In 1997, Alexei Kitaev developed an important class of QEC
codes, so-called surface codes [90, 91]. Subsequently fault-tolerant topological computa-
tion on the surface code was developed by Robert Raussendorf [92, 93, 94]. Consider an
N  N square lattice, where a qubit is associated with each edge (see Fig. 2.1). The








where the tenser products are taken over the four qubits on the face and vertex, respec-
tively. Apparently, the above AF and BV are commutable, and the surface code is one
of the CSS codes. The numbers of stabilizer generators are L2 and (L + 1)2   1 for AF
and BV , respectively, where
N
V BV = I is considered. On the other hand, the number of
qubits is 2L(L+1), which is equal to the total number of stabilizer generators. Thus the
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Figure 2.2: (a) A pair of primal defects a and b is introduced by measuring a qubit 1 in
the X basis. (b) A neighboring defect c is generated by measuring a qubit 2. (c) The
defects are separated by measuring the operator Ab. The logical Pauli operators XL and
ZL are dened.
stabilizer state is a rank 1 state. In order to encode a logical qubit, we introduce a pair of
primal defects a and b by measuring a qubit 1 in the X basis as shown in Fig. 2.2 (a). By
this measurement the two face operators Aa and Ab, which are not commutable with the
measurement, are removed from the stabilizers. However, the product AaAb is still in the
stabilizer group. We can move the primal defect b as follows. A qubit 2 is measured in
the X basis to generate a neighboring primal defect c as shown in Fig. 2.2 (b). Then, as
shown in Fig. 2.2 (c), the operator Ab is measured to remove the defect b (Ab is revived
as a stabilizer). As a result, the two primal defects are separated as a and c. We note
that Aa and Ac do not belong to the stabilizer group, but AaAc is a stabilizer. Here we
can dene the logical Pauli operators XL and ZL for the pair of the separated primal
defects as shown in Fig. 2.2 (c). These two logical operators, which are anti-commutable
with each other, are commutable with all the stabilizers. Similarly to the pair of primal
defects, we can create a pair of dual defects by removing the vertex operators from the
stabilizer group (see Fig. 2.3).
Now we have two types of logical qubits, the primal and dual pairs of defects. We can
perform the logical CNOT gate for these two logical qubits by braiding a defect around
the other type of defect as shown in Fig. 2.4. Here we note that any trivial loop operators,
which do not contain any defects, belong to the stabilizer group. Thus the multiplication
of the trivial loop operator in Fig. 2.4 (b) does not change the logical states. As a
result, the logical operator XL
 IL before the braiding is equivalent to XL
XL after the
braiding as shown in Fig. 2.4 (c). Similarly we can show that IL 
 ZL is transformed to
ZL
ZL under the braiding. These commutation relations are the same as those between
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Figure 2.3: A pair of dual defects and the logical operators.
Figure 2.4: (a) Pairs of primal and dual defects. The logical Pauli operator XL is dened
as the chain which connects the two primal defects. (b) A primal defect (right) is braided
around a dual defect (right). The trivial loop operator is a stabilizer operator, and acts
trivially on the code state. (c) The logical Pauli operator XL 
 IL after the braiding is
equivalent to the correlated Pauli operator XL 
XL.
the CNOT gate and Pauli operators. Accordingly, we can conclude that the braiding
executes the logical CNOT gate operation. By combining the logical CNOT gates, state
preparations and measurements, we can perform universal computation on the surface
[92, 93, 94, 95].
Suppose that multiple errors occur simultaneously. Then, if the recovery operation
forms a topologically non-trivial loop (i.e., logical Pauli operator), then the error correc-
tion is failed. Such a logical error probability can be decreased by enlarging the size of
the defect. In other words, we can change the size of the code according to the size of
the defect (surface). This is one of the most distinct points from the concatenated QEC
codes.
The most striking property of the surface code is that all the stabilizer generators
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are dened locally in Eq. (2.83). This property enables us to implement the syndrome
measurements with only nearest-neighbor two-qubit gates. The fault-tolerant topological
computation in two dimensions with nearest-neighbor two-qubit gates provides a high
noise threshold  0:75%, in spite of its strong geometrical constraint [93, 94]. Further-
more, the syndrome measurements can be embedded into the two-dimensional cluster
states [92, 96]. The logical operations such as the braiding can be implemented in one-
way computation by adding an extra dimension for the time evolution. Thus fault-tolerant
topological computation can also be executed by single-qubit measurements on a three-
dimensional cluster states with a high noise threshold  0:67% [92, 94]. Recently, the
surface code and topological computation have been investigated against photon loss er-
rors [97, 98, 99].
2.2.5 Postselected computation
We nally mention a dierent approach, namely postselected computation [20], which is
closely related to the main theme of this thesis. In the standard fault-tolerant computa-
tion, as we have seen so far, errors detected in the QEC gadgets are corrected according
to the syndrome. Instead, in the postselected computation, if any infections of errors
are found in the syndrome, the gate operation is discarded. Then the computation is
restarted from the beginning. For this purpose, the capability of correcting one error
or more (i.e., distance three or further) is not necessarily required. One may use, for
instance, the four-qubit error detection code with distance two, which encodes two logical
qubits into four physical qubits. The stabilizer generators and logical Pauli operators are
given as follows:
S1 = X X X X
S2 = Z Z Z Z
X
(1)
L = X X I I
Z
(1)
L = Z I Z I
X
(2)
L = X I X I
Z
(2)






L (i = 1; 2) denotes the logical Pauli operators on the ith logical
qubit. Since all single X, Y , and Z errors anti-commute with the stabilizers, we nd
that any single qubit error occurs on the code states. Accordingly, by postselecting the
successful gate operations, one can realize a reliable logical gate operation on the four-
qubit code. A serious drawback of postselection is that the logical operations become
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nondeterministic (probabilistic). If we perform a whole computation with postselection,
the success probability is diminished exponentially. Thus further ingredient is required
for scalable computation.
Emanuel Knill settled this problem by switching to the standard computation at a
suciently high concatenation level. That is, postselected computation is used to encode
a QEC code which has a high capacity to correct errors, and subsequently the lower codes
are decoded. Then, the standard fault-tolerant computation is executed by using the
high-performance QEC code. The postselected computation costs huge resources, but it
is a constant overhead. This idea is very promising to achieve a high noise threshold,
although we have to improve the overhead for practical interest.
The main motivation of this thesis is to construct a scalable fault-tolerant scheme,
which makes use of postselection for a high noise threshold, but restraints the resources
usage to a reasonable level. As noted previously, if postselection is employed, the logical
(two-qubit) gates become nondeterministic. This situation is somewhat similar to the
linear optical quantum computer, where two-qubit gates are intrinsically nondeterministic.
This problem can be settled by using a unique feature of one-way computation [41, 42, 49,
61, 62]. Motivated by these results on one-way computation, in the following Chapters,





In this chapter, we present a detailed description of an architecture for fault-tolerant
quantum computation, which is based on the cluster model of encoded qubits. In this
cluster-based architecture, concatenated computation is implemented in a quite dier-
ent way from the usual circuit-based architecture where physical gates are recursively re-
placed by logical gates with error-correction gadgets. Instead, some relevant cluster states,
say fundamental clusters, are recursively constructed through verication and postselec-
tion in advance for the higher-level one-way computation, which namely provides error-
precorrection of gate operations. A suitable code such as the Steane seven-qubit code is
adopted for transversal operations. This concatenated construction of veried fundamen-
tal clusters has a simple transversal structure of logical errors, and achieves a high noise
threshold  3% for computation by using appropriate verication procedures. Since the
postselection is localized within each fundamental cluster with the help of deterministic
bare controlled-Z gates without verication, divergence of resources is restrained, which
reconciles postselection with scalability.
3.1 Introduction
In order to implement reliable computation in physical systems, either classical or quan-
tum, the problem of noise should be overcome. Particularly, fault-tolerant schemes have
been developed based on error correction in quantum computation [10, 11, 12, 36, 79, 80,
83, 100]. In the usual quantum error correction (QEC), error syndromes are detected on
encoded qubits, and the errors are corrected according to them. The noise thresholds for
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fault-tolerant computation are calculated to be about 10 6 10 3 depending on the QEC
protocols and noise models [13, 14, 15, 16, 17, 19, 36, 81, 83, 88, 100]. A main motivation
for QEC comes from the fact that in the circuit model the original qubits should be used
throughout computation even if errors occur on them.
On the other hand, more robust computation may be performed in measurement-based
quantum computers [20, 38, 39, 41, 42, 101, 102, 103, 104]. Teleportation from old qubits
to fresh ones is made by measurements to implement gate operations, and the original
qubits are not retained. An interesting fault-tolerant scheme with error-correcting telepor-
tation is proposed based on encoded Bell pair preparation and Bell measurement, which
achieves high noise thresholds  3% [20, 104]. The cluster model or one-way computer
[41, 42] should also be considered for fault-tolerant computation. A highly entangled state,
called a cluster state, is prepared, and gate operations are implemented by measuring the
qubits in the cluster with feedforward for the postselection of measurement bases. This
gate operation in the cluster model may be viewed as the one-bit teleportation [39]. A
promising scheme for linear optical quantum computation is proposed, where determinis-
tic gates are implemented by means of the cluster model [49]. Fault-tolerant computation
is built up for this optical scheme by using a clusterized version of the syndrome extraction
for QEC [83]. The noise thresholds are estimated to be about 10 3 for photon loss and
10 4 for depolarization [61, 62]. The threshold result is also argued by simulating the QEC
circuits with clusters [58, 59, 60]. Furthermore, topological fault-tolerance in cluster-state
computation is investigated in a two-dimensional nearest-neighbor architecture, where a
high noise threshold  0:75% is obtained in spite of its strong physical constraint [93, 94].
Some direct approaches are, on the other hand, considered for the fault-tolerant one-way
computation [28, 105, 106], though there seems to be a problem for scalability.
In this chapter we present a systematic and comprehensive description of an archi-
tecture for fault-tolerant quantum computation, namely the cluster-based architecture,
which has been proposed recently to reconcile postselection with scalability by virtue of
one-way computation [29]. Specically, the fault-tolerant computation is implemented by
concatenated construction and verication of logical cluster states via one-way computa-
tion with postselection. A number of cluster states are constructed in parallel with error
detection, and the unsuccessful ones are discarded, selecting the clean cluster states. The
error-correcting teleportation (or its cluster version) [20, 104, 105, 106] requires a high-
delity preparation of Bell state. It is also considered that improved ancilla preparation
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increases the noise threshold [27, 107]. In the present cluster-based architecture [29], even
gate operations as logical cluster states are prepared and veried by postselecting the
lower-level computation to reduce the errors eciently (see also Ref. [28] for an early
idea). This is quite distinct from the usual circuit-based QEC architectures, including the
error-correcting teleportation, where the errors are corrected after noisy gate operations.
While high-delity state preparation is achieved by postselection, huge resources are
generally required due to the exponentially diminishing net success probability according
to the computation size. This is a serious obstacle for scalability in the postselecting
schemes [20, 28, 104]. Here, we succeed in overcoming this problem in postselection
by presenting a systematic method of concatenation to construct logical cluster states
through verication, where the unique feature of the cluster-model computation is fully
utilized. As described in detail later, the necessary postselections are minimized and lo-
calized by dividing a whole cluster state into some fundamental clusters with the help
of controlled-Z (CZ) gates without verication, say bare CZ gates. This enables the
o-line gate operations prior to the computation as the veried logical cluster states, and
provides a scalable concatenation with postselection in the cluster-model computation.
The concatenated construction of veried clusters is implemented with transversal (bit-
wise) operations by adopting a suitable code such as the Steane seven-qubit code, which
belongs to a class of stabilizer codes of Calderbank-Shor-Steane (CSS) [79, 80, 81]. The
logical measurements of Pauli operators as well as the Cliord gates, H, S and CZ, are
implemented transversally on such a quantum code. The non-Cliord =8 gate is even
operated for universal computation by preparing a specic qubit and making a transversal
measurement [28, 105]. By exploiting this good transversal property, the cluster-based
architecture has a simple structure of logical errors in concatenation to estimate readily
the noise threshold. A high noise threshold  3% can be achieved by using appropriate
verication procedures with postselection. Furthermore, the resources usage is moderate,
being comparable to or even less than those of the circuit-based QEC architectures.
The rest of this chapter is organized as follows. In Sec. 3.2 we briey review the usual
fault-tolerant quantum computation with circuit-based QEC. In Sec. 3.3 we introduce the
main concept of cluster-based architecture by considering a simple model preliminarily.
In Sec. 3.4 we present a detailed description of an ecient architecture for the concate-
nated construction of veried logical clusters. The fundamental clusters and verication
protocols are suitably adopted there, namely the hexacluster, code states, single and dou-
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ble verications. Then, performance of the architecture is analyzed in Secs. 3.5, 3.6 and
3.7, with respect to the noise threshold and resources usage. Section 3.8 is devoted to
a summary and conclusion. In the Appendix A we explain how to produce the cluster
diagrams to construct the fundamental clusters with single and double verications.
3.2 Circuit-based fault-tolerant architecture
We rst review the usual fault-tolerant architecture based on the circuit-model computa-
tion with QEC. In comparison, this will be helpful to understand the distinct feature of
the cluster-based fault-tolerant architecture, which will be investigated in the succeeding
sections.
It is well known that by using QEC codes we can protect quantum information from
errors which are caused by interaction with environment. Specically, by adopting the
stabilizer codes we can perform syndrome detection for recovery operation simply by mea-
suring the stabilizer operators. Several QEC gadgets have been proposed to implement
the stabilizer measurement in a fault-tolerant way [12, 20, 83]. A QEC gadget was rst
proposed by DiVincenzo and Shor, where cat states are used as ancillae for the syndrome
measurement [12]. Subsequently, a relatively simple type of QEC gadget was proposed by
Steane [83], where encoded ancilla states are used to extract the syndrome with transver-
sal operations. Especially, in the case of CSS code the logical code states can be used as
ancilla states. For example, the following circuit executes the Z and X error syndrome
extractions by using the ancilla j0Li states,
(3.1)
where the code blocks are illustrated as though for a three-qubit code for simplicity. In
order to extract reliable error information, the syndrome extraction is repeated for some
times. An optimized way to extract the syndrome information was also proposed in Ref.
[85], where the subsequent syndrome extraction is conditionally performed according to
the preceding syndrome information. Another interesting QEC gadget based on telepor-
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tation was proposed by Knill [20], which is illustrated as follows:
(3.2)
Here, the encoded data qubit is teleported to the fresh encoded qubit of the ancilla
Bell state. The outcome of the encoded Bell measurement to complete the teleportation
provides suciently the syndrome information, namely error-detecting or error-correcting
teleportation. Thus, it is not necessary to repeat the syndrome extraction in this QEC
gadget. The outcome of the Bell measurement is properly propagated to the subsequent
computation as the Pauli frame [20, 61, 62].
Concatenated computation with QEC gadgets can be employed to achieve high ac-
curacy for logical gate operations. In the usual fault-tolerant architectures based on the
circuit-model computation [13, 15, 16, 17], the concatenation is implemented by replacing
a physical (lower-level) gate operation recursively with a logical (upper-level) one followed
by QEC gadgets such as the circuits (3.1) and (3.2). It is illustrated for a controlled-NOT
(CNOT) gate as follows:
(3.3)
Here, we note that any logical gate operation should be followed by the QEC gadgets for
fault-tolerant computation. We may call this type of concatenation in terms of logical
circuits the circuit-based concatenation or circuit-based fault-tolerant architecture.
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3.3 Cluster-based fault-tolerant architecture
3.3.1 Main concept
The cluster-based architecture pursues logical cluster states with high delity for reliable
computation, whereas the circuit-based architecture concerns logical circuits with high
accuracy as described in the preceding section. (Here, the terms \circuit-based" and
\cluster-based" refer to the type of fault-tolerant concatenation. They do not specify the
physical-level computation.) In the cluster model, quantum computation is implemented
through measurements of the logical qubits in cluster states. Thus, high delity cluster
states directly mean the ability to perform quantum computation with high accuracy. It
is, however, not a trivial task to prepare such large entangled states with high delity as
cluster states of logical qubits encoded in a concatenated QEC code. This may be done
by adopting postselection (or multipartite entanglement purication). That is, logical
cluster states are constructed through verication process; they are discarded if infection
of errors is found. It is expected generally that as the size of an entangled state gets large,
the probability to pass the postselection decreases substantially. Thus, we have to design
suitably the cluster-based architecture so as to make it scalable, while the postselection is
made successfully. This dilemma between postselection and scalability in concatenation
can be overcome by utilizing the unique feature of the cluster-model computation [29].
The key elements are as follows:
 Fundamental clusters with certain topologies, which are used to compose a whole
cluster state to implement a desired computation.
 Verication protocols, as parts of cluster states, to postselect the successful one-
way computation for the construction of fundamental clusters.
 Transversal bare CZ gates without verication, which are used to connect the
fundamental clusters deterministically to construct the whole cluster state scalably.
We need not verify the whole of a cluster state by postselection, which would have
resulted in divergence of resources due to the diminishing success probability. Instead,
at each concatenation level we divide the whole cluster state (one-way computation) into
the fundamental clusters (gate operations and ancillae). The fundamental clusters are
deterministically connected by the bare CZ gates which operate transversally on a suitable
code such as the Steane seven-qubit code. As a result, the postselection is localized
within each fundamental cluster, which reduces the resources usage dramatically, though
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maintaining fault-tolerance of computation.
3.3.2 Preliminary model
We consider preliminarily a simple model to illustrate the cluster-based architecture. At
the same time, we introduce cluster diagrams, which are designed to describe properly
the architecture.
We take one fundamental cluster as follows:
(3.4)
Henceforth we suitably dene level-(l+1) fundamental clusters as cluster states of level-l
qubits in concatenation of a QEC code. (Level-0 qubits are physical ones.) In this model
the level-(l + 1) fundamental cluster (3.4) consists of two level-l qubits connected with
a CZ gate. We construct this level-(l + 1) fundamental cluster through a verication
protocol as given in the following circuit:
(3.5)
The two-qubit cluster is formed from the two level-l logical j+(l)i qubits ( 1) through the
CZ gate operation ( 2). The errors which are introduced to these two qubits before and
during the CZ gate operation are detected by using a sort of the Steane's QEC gadget
( 3) with the ancilla j0(l)i qubits ( 4). This verication protocol is implemented with
postselection to obtain the level-(l+1) fundamental cluster (3.4) with higher delity ( 5).
In the cluster-based architecture, the entanglement operation with verication to con-
struct the level-(l + 1) fundamental cluster is implemented by one-way computation on
a certain cluster state which is made by combining the level-l fundamental clusters with
the transversal bare CZ gates. Specically, the process (3.5) to obtain the fundamental
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cluster (3.4) is described in terms of a cluster diagram as follows:
(3.6)
Here, the elements corresponding to those in the circuit (3.5) are labeled the same numbers
1 { 5. We occasionally use the two-dimensional diagrams such as (3.6) to abbreviate the
three-dimensional arrays to represent the whole cluster states by omitting the coordinate
for the code blocks according to the encoding rules as explained below. [The whole three-
dimensional array of (3.6) will be illustrated later.] The wavy lines in the diagram (3.6)
indicate the bare CZ gates acting transversally on the level-(l  1) qubits composing the
level-l fundamental clusters. The output qubits ( 5) are denoted by } as the veried
level-(l + 1) fundamental cluster. The operation for encoding and transferring the level-l
code state j+(l)i is described by  symbolically:
(3.7)
Here, the level-(l   1) qubits surrounded by the dotted line form the level-l code state
(cluster) j0(l)i. They are teleported upon measurements to another block of qubits as j+(l)i
by a Hadamard operation j+(l)i = Hj0(l)i with bare CZ gates (one-bit teleportation). The




By applying the  encoding (3.7), the full three-dimensional array of the diagram (3.6)
is obtained with the axes corresponding to the code blocks, logical qubits and time as
follows:
(3.9)
Here, we observe that the level-(l + 1) fundamental cluster (3.4) is constructed through
the verication by using 57 level-l fundamental clusters (3.4) and 4 level-l logical qubits
j0(l)i which are suitably connected with (4 + 4) 7 level-(l   1) bare CZ gates.
As seen in the diagrams (3.7) and (3.8), the level-l code states j0(l)i and j+(l)i are used
for the encoding operations. They are given as the cluster states of level-(l   1) qubits,
which are similar to the fundamental cluster (3.4). [See the diagrams (3.12) and (3.13) in
the next section.] We can prepare these cluster states for j0(l)i and j+(l)i by combining
some copies of the level-l fundamental cluster (3.4) with the level-(l   1) bare CZ gates.
(Here, we do not present their preparation explicitly for this preliminary model.) An
alternative option is to include the level-l code states j0(l)i and j+(l)i in the set of level-l
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fundamental clusters, as will be adopted in the next section for an ecient construction
of fundamental clusters with high delity.
The circuit (3.5) is executed in the diagram (3.6) or (3.9) by measuring the level-(l 1)
qubits except for the output } qubits. Then, the syndrome information is extracted
from the measurement outcomes ( 3 and 4). If this level-l syndrome is found to be
correct, we keep the output } qubits ( 5) as the veried level-(l+1) fundamental cluster.
Otherwise, we discard the unsuccessful outputs. This one-way computation completes
one concatenation; the level-(l + 1) fundamental cluster as the entangled set of output
level-l qubits (}'s) has been constructed and veried by using the level-l fundamental
clusters with bare CZ gates.
We produce many copies of the fundamental cluster by performing the above proce-
dure recursively up to a certain logical level high enough to achieve the expected accuracy.
Then, we construct the whole cluster state to implement a desired computation by com-
bining these copies of the fundamental cluster with the transversal bare CZ gates. The
logical error of the transversal bare CZ gate on the concatenated code also becomes suf-
ciently small at the highest level. Thus, given the clean enough fundamental clusters
at the highest level, the one-way computation is operated fault-tolerantly on the whole
cluster state. In this preliminary model, however, the noise threshold will be rather low,
since the verication protocol is not optimal, and some of the qubits are connected doubly
to the bare CZ gates. A more ecient architecture will be described in the next section,
which achieves a high noise threshold  3%.
3.3.3 Unique features
We should mention that the role of bare CZ gates in the cluster-based architecture pro-
vides the essential distinction from the circuit-based architecture. The postselection with
QEC gadgets can really achieve high accuracy for computation. However, in the circuit-
based concatenation the postselection of gate operations should be performed in the
ongoing computation (even if the error-detecting teleportation is utilized with o-line
preparation of ancilla states [20]). Thus, if errors are detected, the computation should
be restarted from the beginning, which results in divergence of resources usage. This is
because in the circuit-based architecture any logical gate operation is necessarily followed
by QEC gadgets at each concatenation level, as seen in Sec. 3.2.
Instead, in the cluster-based architecture bare CZ gates, which are not accompanied by
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QEC gadgets, are partially used for the one-way computation to implement the construc-
tion process, while fault-tolerance can be ensured by the verication and postselection of
fundamental clusters. The logical cluster states are really postselected o-line and locally
since the whole cluster is divided into the fundamental clusters with the help of bare CZ
gates. When clean enough fundamental clusters are just constructed, we connect them
with bare CZ gates deterministically, and then start the computation. The fundamental
clusters, which represent the gate operations, have been constructed successfully in ad-
vance by removing suciently the errors via the postselection in the lower-level one-way
computation, before starting the computation at the higher level. Thus, we may call
this verication process as preselection or error-precorrection of gate operations. Here, it
should be noted that the postselection for the whole cluster state or computation, without
the use of bare CZ gates, increases exponentially the resources according to the compu-
tation size. In the present architecture postselection and scalability are reconciled quite
naturally by using the cluster-model computation.
The cluster-based architecture also exploits a good transversal property by adopting
a suitable code such as the Steane seven-qubit code. That is, the operations on the
physical qubits are all transversal, and really limited after the verication process at the
lowest (physical) level. In fact, as seen in the diagram (3.6), any direct operation is not
implemented on the output qubits (}'s) through the veried construction of fundamental
cluster. The desired entanglement among them to form the fundamental cluster at the
next level is rather generated via one-bit teleportation in the one-way computation. Thus,
they inherit transversally the errors on the constituent physical-level qubits, up to the
Pauli frame information from the one-way computation for cluster construction. Then,
these output qubits composing the fundamental clusters undergo the transversal bare CZ
gates and measurements at the next level for the rst time. This transversal property
provides a simple structure of logical errors in concatenation to estimate readily the noise
threshold. In this respect, the cluster-based architecture presents a practical way to
construct large entangled states, including the concatenated code states and fundamental
clusters, the errors of which are described in a good approximation by the homogeneous
errors on the constituent physical-level qubits [27]. The details will be demonstrated in
the following sections.
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3.4 Concatenated construction of veried cluster states
We now introduce an ecient architecture for fault-tolerant concatenation by adopting
a set of suitable fundamental clusters and elaborate verication protocols. It is really
designed to achieve high noise threshold by taking full advantage of the present cluster-
based scheme. As seen in the diagram (3.6), some of the qubits are connected doubly
to the bare CZ gates for the cluster construction in the preliminary model. This lowers
the noise threshold substantially. Thus, the topologies of the fundamental clusters should
be chosen so as to limit suitably the use of bare CZ connections (at most one bare CZ
gate to each qubit) and redundant qubits for the cluster construction. It should also
be noted that the errors on the resultant fundamental clusters are not detected after the
construction is completed. This requires that the verication protocols should detect fully
the rst-order errors except for some of the errors introduced by the nal few operations,
which are inevitably left on the output states.
3.4.1 Fundamental clusters
We adopt the following states as the level-l fundamental clusters:
jh(l)i; j0(l)i; j+(l)i: (3.10)





where the circles denote the level-(l   1) qubits, and the boxed qubits are measured for
Hadamard operations to obtain j0(l)i and j+(l)i. The hexacluster jh(l)i is a cluster state
of six level-(l   1) qubits which are connected linearly with CZ gates. This hexacluster
represents an elementary unit of gate operations as seen later. The level-l concatenated
code states j0(l)i and j+(l)i are also taken as the fundamental clusters in this architecture.
They are used as ancillae for encoding and syndrome detection.
3.4.2 Single and double verications
The level-(l + 1) fundamental clusters are constructed by operating the CZ gates on the
level-l qubits. These gate operations inevitably introduce errors on the output states.
Thus, as seen in Sec. 3.3, we verify and postselect the output states for the high delity
construction. Specically, we detect the errors eciently by combining two verication
gadgets, namely single and double verications.
The CZ gate operation with single verication is given in terms of a circuit as
(3.14)
where each dashed line with index (l) indicates that seven level-(l 1) wires are contained
there. The single verication is the same as the protocol (3.5) for the model in Sec. 3.3.
The Z error on the level-l qubit is detected by the Z syndrome extraction after the CZ
gate operation. Furthermore, the preceding X error on the level-l qubit is detected by
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the Z syndrome extraction for the other level-l qubit since it is propagated through the
CZ gate as a Z error.
The cluster diagram for the single verication (3.14) is given with the fundamental
clusters as
(3.15)
where the 's denote the encoding of j0(l)i for the syndrome extraction in the circuit
(3.14). By considering the  encoding (3.8), the single-verication diagram (3.15) is fully
illustrated in terms of a cluster state of level-(l   1) qubits as
(3.16)
which may be compared with the diagram (3.9) in the preliminary model. Here, we
observe that the level-l CZ gate operation with single verication, as given in the circuit
(3.14) and diagram (3.15), is implemented by using 7jh(l)i's, 2j+(l)i's and 27 level-(l 1)
bare CZ gates.
In order to remove suciently the errors in the nal stage of construction, we imple-
ment the double verication, which may be viewed as a sophistication of the Steane's QEC




Here, the Z error verication through a CNOT gate is followed by the X error verica-
tion through a CZ gate for high delity. Furthermore, the error propagation from the
primary ancilla qubit j0(l)i to the data qubit through the two-qubit gate (CNOT or CZ)
is prohibited in the leading order by inspecting the primary j0(l)i with the secondary j0(l)i.
In fact, this double verication with the primary and secondary ancilla states has been
applied recently to implement a high-performance recurrence protocol for entanglement
purication [30], where its optimality for detecting the rst-order errors is discussed. We
also note that the single and double verications in (3.14) and (3.17) both remove the
preceding errors through the CZ gate by the syndrome extractions for the two level-l
qubits.
Similar to the single-verication diagram (3.15), the circuit (3.17) for the double ver-
ication is implemented by a cluster diagram as follows:
(3.18)
The full diagram for (3.18) is generated by considering the  encoding of j0(l)i in (3.8),
similarly to the single-verication diagram (3.16). We realize in the diagram (3.18) that
the level-l CZ gate operation with double verication is implemented by combining 3 7
jh(l)i's and 8j+(l)i's with (8 + 2) 7 level-(l   1) bare CZ gates.
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3.4.3 Concatenated cluster construction
The level-(l + 1) fundamental clusters are constructed from the level-l ones via one-way
computation. In order to achieve high delity, the CZ gate operations with single and
double verications are combined by using the bare CZ gates in a suitable way; (i) each
qubit has at most one bare CZ connection (wavy line), and (ii) the output } qubits to
form the level-(l + 1) fundamental clusters have no bare CZ connection, and they are
doubly veried in the nal stage of construction. Specically, the level-(l+1) hexacluster
jh(l+1)i is constructed as follows:
(3.19)
The 6 j+(l)i's are transferred by the  encoding (3.7), and they are entangled through
2 CZ gates with single verication (3.15) and 3 CZ gates with double verication (3.18)
to form the jh(l+1)i (the output 6 } qubits at the level l). This one-way computation to
construct the jh(l+1)i is implemented by measuring the level-(l   1) qubits, except those
for the output }'s, in the three-dimensional diagram for (3.19). [The full diagram is
generated with the code-block axis supplemented according to the encodings (3.7) and
(3.8), as the diagrams (3.9) and (3.16).] The level-l syndromes are extracted through the
measurements of the ancilla encoded  qubits. If all the level-l syndromes are correct,
the entangled set of six level-l } qubits survive as a veried jh(l+1)i.
Since the cluster diagrams such as (3.19) look somewhat complicated, we introduce
suitably the reduced diagrams by omitting the time axis and qubits measured in the
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one-way computation. The hexacluster construction (3.19) is described as follows:
(3.20)
Here, the single and double lines indicate the single and double verications, respectively,
and it is understood that the single verications are always done before the double veri-
cations. We construct similarly the fundamental clusters j0(l+1)i and j+(l+1)i as
(3.21)
where the boxed level-l qubits are measured transversally in the X basis for Hadamard
operations. We see that in these reduced diagrams all the qubits have at least one double-
line connection, that is they are doubly veried in the nal stage of construction. We
can produce systematically the construction processes such as (3.19) from the reduced
diagrams. The details are described in the Appendix A.
At the beginning of concatenation, the construction of the level-2 fundamental clusters
by the physical-level computation is somewhat dierent from the constructions at the
higher levels. This is because the veried level-1 fundamental clusters are not available by
denition from the lower-level construction. It may be suitable to adopt the circuit-model
computation at the physical level since both CNOT and CZ gates are deterministically
available. The level-1 j0(1)i and j+(1)i are rst encoded and veried against the Z and X
errors by measuring the X and Z stabilizers, respectively. They are, however, not clean
enough for the present purpose. We secondly verify the X and Z errors on the j0(1)i and
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j+(1)i, respectively, as follows:
(3.22)
This operation is the same as the multipartite entanglement purication [86, 87]. Then,
we construct the level-2 fundamental clusters jh(2)i, j0(2)i and j+(2)i from these veried
level-1 qubits j0(1)i and j+(1)i by implementing the circuits (3.14) and (3.17) with the
bare CZ gates (l = 1) according to the reduced diagrams (3.20) and (3.21). It is also
possible to perform the physical-level one-way computation by means of the cluster dia-
grams to implement the relevant circuits for the level-2 construction. Additional errors
are, however, introduced lowering slightly the noise threshold since the extra operations
are required for the CNOT gate operations in the one-way computation. This will be
considered explicitly in Sec. 3.7.
3.4.4 Universal computation
The fundamental clusters are constructed through verication up to the highest logical
level l to achieve the delity required for a given computation size. Then, we can perform
accurately the computation with Cliord gates by combining the highest-level hexaclusters
jh(l+1)i with the transversal bare CZ gates and performing the Pauli basis measurements
of the level-l qubits in the cluster states. Furthermore, we can implement even non-Cliord
gates for universal computation as explained below.
In the cluster model the operation HZ() = He iZ=2 is implemented by the measure-
ment in the basis Z()fj+i; j ig with  to be selected according to the outcome of
preceding measurements [41, 42]. The non-Cliord gates, e.g., the =8 gate = Z(=4),
however, do not operate transversally even on the Steane seven-qubit code. Then, in




As a result, the operation HZ(=4) can be implemented by the preparation of the state
Z( =4)j+i and the measurement with the I or S = Z(=2) operation (the selection of
measurement basis X or  Y = SXSy). The preparation of Z( =4)j+i is reduced to
that of j=8i = cos(=8)j0i+ sin(=8)j1i based on the relation
Z( =4)j+i = eiHSj=8i; (3.24)
where  is a certain phase. In this way we can implement the H, S, =8 and CZ gates as
a universal set by the transversal Pauli basis measurements of the level-l qubits, including
j=8(l)i, in the level-(l + 1) cluster states [28, 105].
The level-1 j=8(1)i is encoded by the usual method [15, 16, 20]. Then, similarly to
the other fundamental clusters the upper-level j=8(l+1)i (l  1) is encoded with the
lower-level j=8(l)i, as shown in the following reduced diagram:
(3.25)
where the =8 circle indicates the transfer of j=8(l)i through a H rotation, similarly to
the  and  encoding operations. The logical failure of j5=8(l+1)i, however, cannot
be detected in the construction of j=8(l+1)i because it has also the correct syndrome.
Thus, this small mixture of j5=8(l+1)i is not reduced by the concatenation, though the
constructed j=8(l+1)i is kept on the code space by verication, retaining the logical delity
as the j=8(1)i. This slightly noisy j=8(l)i (l + 1 = l) is even useful to obtain the desired




We have described in the previous section how to construct the veried fundamental
clusters in concatenation, which enables us to implement universal computation fault-
tolerantly. In the following sections we investigate the performance of this cluster-based
architecture, including a high noise threshold by postselection and reasonable resources
usage for scalability.
The construction of fundamental clusters is performed via the one-way computation at
the lower level. This provides readily the threshold condition for the cluster-based archi-
tecture: The error probability for the measurement of each logical qubit, which composes
the veried fundamental clusters, should be reduced arbitrarily by raising the concatena-
tion level. The errors in measuring the logical qubits are twofold: (i) the errors on the
logical qubits themselves, and (ii) the errors on the Pauli frames, which are propagated as
byproducts of one-way computation [41, 42]. The errors of (ii) are thus given by induction
as some multiple of those of (i) in the leading order. We also note, as discussed in Sec.
3.3, that the cluster-based architecture exploits a good transversal property on a suit-
able code, which provides, in collaboration with the postselection, a simple concatenation
structure of the logical errors in the veried fundamental clusters. Here, we estimate the
noise threshold by considering these features of the cluster-based architecture. In this
calculation we adopt the noise model as follows:
A two-qubit gate is followed byA
B errors with probabilities pAB (A;B = I;X; Y; Z,
and AB 6= II).
 The physical qubits j0i and j+i are prepared as mixed states with an error probability
pp:
j0i ! (1  pp)j0ih0j+ ppj1ih1j; (3.26)
j+i ! (1  pp)j+ih+j+ ppj ih j: (3.27)
 The measurement of a physical qubit in the A (X; Y; Z) basis is described by positive-
operator-valued measure (POVM) elements fM+A ;M A g with an error probability pM :
M+A = (1  pM)E+A + pME A ; (3.28)
M A = (1  pM)E A + pME+A ; (3.29)
where EA = (I  A)=2 are the projectors to the 1 eigenstates of the Pauli operator A,
respectively.
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3.5.1 Homogeneous errors in veried clusters
We rst consider the errors on the level-0 (physical-level) qubits encoded in the level-
2 fundamental clusters. Although the correlated errors are introduced in the encoding
process of the level-1 qubits, they are detected and discarded by postselection suciently
through the single and double verications in the circuits (3.14) and (3.17) for the level-
2 cluster construction. These verication protocols are implemented by the transversal
operations. Thus, it is reasonably expected that the level-0 qubits encoded in these
veried level-1 qubits, which compose the level-2 fundamental clusters, have independently
and identically distributed (homogeneous) depolarization errors in the leading order [27].
Specically, the homogeneous error probabilities A (A = X;Y; Z) for the level-0 qubits
are determined by those pAB for the physical two-qubit gates which are used transversally
for the double verication in the nal stage of construction. This is illustrated in the
circuit (3.17) as
(3.30)
providing the homogeneous errors,
X = pXI ; Y = pY I ; Z = 2pZI ; (3.31)
up to the higher-order contributions. The errors preceding the double verication, includ-
ing the preparation error with pp, are fully detected and discarded by postselection in the
leading order, as discussed below the circuit (3.17).
The veried level-2 fundamental clusters are connected with the transversal bare CZ
gates to construct the level-3 fundamental clusters as shown in the diagram (3.19). After
the one-way computation with postselection, the output level-2 qubits are left success-
fully, composing the level-3 fundamental clusters. Here, it should be noted that the output
level-2 qubits, }'s in the diagram (3.19), are never touched directly in the level-3 clus-
ter construction. Instead, the entanglement by the veried CZ gates is transferred via
teleportation (one-way computation) transversally to the output level-2 qubits to form
the veried level-3 fundamental clusters. Thus, each constituent level-0 qubit in these
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entangled level-2 qubits inherits transversally the homogeneous errors A in Eq. (3.31)
after the double verication in the level-2 cluster construction. The above argument is
extended recursively to the veried level-l fundamental clusters (l  2). As a result, the
errors in the veried fundamental clusters (before the bare CZ connections in the next-
level construction) are reasonably described in terms of the homogeneous errors A on the
level-0 qubits. This fact really simplies the error structure in the cluster-based architec-
ture. Furthermore, the Pauli frame errors are removed in the leading order for the output
qubits through the double verication. Thus, the cluster-based architecture provides a
scalable way to construct a concatenated code state whose errors are well approximated
by the homogeneous errors, which was assumed in Ref. [27].
3.5.2 Noise threshold calculation
We next consider the errors for the measurement of the logical qubits in the one-way
computation to construct the veried fundamental clusters. The level-l clusters with the
homogeneous errors A on their constituent level-0 qubits are used for the level-(l + 1)
cluster construction. As seen in the previous section, e.g., the diagram (3.16), some pairs
of level-(l   1) qubits in these level-l clusters are connected by the bare CZ gates. As a
result, extra errors are added transversally to the constituent level-0 qubits through the
bare CZ connection, as shown in the following diagram:
(3.32)
Then, the homogeneous errors after the bare CZ connection are given in the leading order
as













Now we are ready to calculate the error probability for the measurement of the bare-
connected level-l qubit which is implemented in concatenation by the transversal measure-
ments of the constituent lower-level qubits. Consider rst the level-1 qubits composing
the level-2 fundamental clusters, which are measured in the level-1 one-way computation
for the level-3 cluster construction. Note here that the level-0 qubits (constituents of the
level-1 qubits) are not assigned the Pauli frames in the circuit-model computation at the
physical level to construct the level-2 fundamental clusters. (Even if the cluster-model
computation is adopted at the physical level, the Pauli frame error can be neglected in
a good approximation, which is left only as the second-order error contribution after the
double verication.) Thus, the measurement of the level-1 qubit is aected by the errors
0A on the level-0 qubits and the physical measurement error pM . The logical error prob-
ability for the X measurement of the bare-connected level-1 qubit is then calculated in
the leading order on the Steane seven-qubit code with distance 3 as
p(1)q ' 7C2(0Z + 0Y + pM)2  7C2(p(0)q )2; (3.36)
where p
(0)
q is dened as the error probability for the X measurement of the bare-connected
level-0 qubit. It is apparent here that by choosing properly the physical basis the errors for
the Z and Y measurements are arranged to be smaller than p
(0)
q for the X measurement,
i.e., 0Z  0Y  0X .
The outcomes of the measurements of the level-1 qubits are propagated to the neigh-
boring qubits by updating the Pauli frames according to the rule of one-way computation
[41, 42]. Then, the errors on the measurement outcomes with the probability p
(1)
q are
accumulated during the computation. The blocks of seven output level-1 qubits (level-2
qubits) to form the level-3 fundamental clusters are, however, doubly veried in the nal
stage of one-way computation. Thus, the propagation of the preceding measurement er-
rors as the Pauli frame error is prohibited by postselection in the leading order for these
output level-1 qubits, as discussed in the circuit (3.17):
p
(1)
Pauli  (p(1)q )2: (3.37)
Subsequently, the level-2 one-way computation is performed by using the level-3 funda-
mental clusters to construct the level-4 fundamental clusters, where the constituent level-2
qubits are measured. Some of the level-2 qubits are connected with the transversal bare
CZ gates for the rst time in this computation. The measurement of the (bare-connected)
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level-2 qubit is executed by measuring the (bare-connected) level-1 qubits transversally.
The seven level-1 measurement outcomes together with the seven level-1 Pauli frames
determine the level-2 measurement outcome. Then, by considering Eq. (3.37) the error
probability for measuring the level-2 qubit after the bare CZ connection is given in the
leading order as
p(2)q ' 7C2(p(1)q + p(1)Pauli)2 ' 7C2(p(1)q )2: (3.38)
As for the logical error left on the Pauli frame of each output qubit after the cluster
construction, similarly to Eq. (3.37), it is reduced by the double verication as
p
(l 1)
Pauli  (p(l 1)q )2(l  2): (3.39)
Thus, the error probability p
(l)
q for measuring the level-l qubit is calculated in concatena-
tion as
p(l)q ' 7C2(p(l 1)q )2 ' (7C2p(0)q )2
l
=7C2: (3.40)
The threshold condition is then given from Eq. (3.40) as
p(0)q = Dpg < 1=7C2; (3.41)
and the noise threshold is estimated as
pth ' (7C2D) 1; (3.42)
where pg represents the mean error probability for physical operations (D  1). Typically
with pAB = (1=15)pg for 
0
A and pM = (4=15)pg [104], where D = 17=15, the noise
threshold is estimated approximately as pth ' 0:04.
3.5.3 Numerical simulation
We have made numerical calculations to conrm the above estimation of the error prob-
ability p
(l)
q for measuring the logical qubit and the noise threshold pth for computation by
simulating the construction of fundamental clusters.
First, we have constructed the level-2 fundamental clusters according to the diagrams
(3.20) and (3.21) by implementing the CZ operations with single and double verica-




















Figure 3.1: The error probabilities A=(pg=15) (A = X;Y; Z) for each level-0 qubit are
plotted as functions of the physical error probability pg together with their leading values
X=(pg=15) = Y =(pg=15) = 1 and Z=(pg=15) = 2.
(transversal operation of physical CZ gates). Then, we have checked the error probabili-
ties A (A = X; Y; Z) for each level-0 qubit which is contained in the output level-1 qubits
as the veried level-2 fundamental clusters. In Fig. 3.1 A=(pg=15) are plotted as functions
of the physical error probability pg, where pAB = pg=15, pM = (4=15)pg and pp = (4=15)pg
[104] are specically adopted. In the case of pg < 1% they are in good agreement with
the leading values X=(pg=15) = Y =(pg=15) = 1 and Z=(pg=15) = 2 in Eq. (3.31). On
the other hand, in the case of pg > 1% A=(pg=15) become larger due to the higher-order
contributions, which are thus signicant for p
(1)
q . It has been also checked for pg  3%
that these errors are almost independent among the level-0 qubits; the correlated errors
are one order of magnitude smaller than the independent ones even when the higher-order
contributions are signicant for A. We have then evaluated the error probability p
(1)
q for
measuring the output level-1 qubit (component of the level-2 fundamental cluster) after
operating the bare CZ gate on it. It is plotted in Fig. 3.2 as a function of pg.
Next, we have constructed the level-3 fundamental clusters by simulating the one-way
computation for the level-1 qubits (level-2 cluster states) in the diagrams such as (3.19)
or their full three-dimensional versions. Then, we have calculated the error probabilities
p
(1)
Pauli for the Pauli frames (X; Y; Z) of the level-1 qubit which is contained in the output
level-2 qubit (component of the level-3 fundamental cluster). They are plotted in Fig. 3.2
as functions of pg in comparison with the error probability p
(1)



















Figure 3.2: The error probability p
(1)
q for measuring the level-1 qubit after the bare CZ
connection is plotted as a function of the physical error probability pg. The error probabil-
ities p
(1)
Pauli for the Pauli frames (X;Y; Z) of the level-1 qubit are also plotted as functions
of pg in comparison with p
(1)
q . The upper-most line indicates p
(0)
q in comparison to infer
the threshold.
qubit. This result really conrms that p
(1)
Pauli is suppressed substantially by the double
verication, to be of the second order of p
(1)
q , as shown in Eq. (3.37).




Pauli for the level-1 qubit, we have calculated the
error probability p
(2)
q for measuring the output level-2 qubit (component of the level-3
fundamental cluster) after the bare CZ connection. It is plotted as a function of pg in
Fig. 3.3 together with the leading term 7C2(p
(1)
q )2 (dotted line) as given in Eq. (3.38).
(The error eect for p
(2)
q due to the bare CZ connection is already taken into account
transversally as a contribution in p
(1)
q .) Here, it is found that for pg > 1% near the
threshold the level-2 qubit error p
(2)
q becomes signicantly higher than its leading value
(dotted line) due to the higher-order contributions including the Pauli frame error. The







for pg  3%. This certainly indicates that the noise threshold pth is about 3%, which is in
reasonable agreement with the leading-order estimate in Eq. (3.42). The noise threshold
pth  3% of the present architecture is considerably higher than those of the usual circuit-
based architectures with the Steane seven-qubit code. It is also comparable to those of




















Figure 3.3: The error probability p
(2)
q for measuring the level-2 qubit after the bare CZ
connection is plotted as a function of the physical error probability pg, together with the
leading term 7C2(p
(1)
q )2 (dotted line). The upper-most line indicates p
(1)
q in comparison to
infer the threshold.
3.6 Resources usage
The physical resources (qubits and gates) are calculated by counting the numbers of
hexaclusters, ancilla code states and bare CZ gates which are used in the diagrams for the
construction of fundamental clusters. In this calculation we present recursion relations of
the resources R
(l)
 required for the components  = S;D; h; 0;+ corresponding to the single
verication, double verication, hexacluster jhi, ancilla qubits j0i and j+i, respectively.
The single verication in the diagram (3.15) or its full version (3.16) uses 17 jh(l)i's,
2 j+(l)i's and 2 level-l transversal bare CZ gates, that is
R
(l)






indicates the resources for a level-l transversal bare CZ gate (the number of physical CZ
gates). Similarly, the resources R
(l)
D for the double verication, which uses 3 7 jh(l)i's, 8
j+(l)i's and (8 + 2) level-l bare CZ gates in the diagram (3.18), are given as
R
(l)
D = 3 7R(l)h + 8(R(l)+ +R(l)b ) + 2R(l)b (l  2): (3.45)
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Furthermore, the resources used to construct the level-(l+1) fundamental clusters jh(l+1)i,










( = h; 0;+; l  1); (3.46)





















+) = (5; 7; 10; 24); (3.49)
and the success probabilities p
(l+1)
 for the clusters j(l+1)i to pass the verication process
with postselection. Here, the bare CZ gates are used in the processes, (i) the n0 encodings
with j0(l)i (), and (ii) the [2(nS + nD )   n0] connections between the outputs after
the verications and the inputs to the subsequent verications, where n0 is subtracted





 ), i.e., n
b
h = 10, n
b
0 = 26 and n
b
+ = 24. The bare CZ gates are also used




D . The level-1
























0;+ is counted as follows. The Steane seven-qubit code state is encoded into 7
physical qubits by using 9 CNOT gates [100]. This code state is preliminarily veried
through 3 stabilizer measurements, each of which consumes 1 ancilla qubit and 4 CNOT
gates. At this stage 7 + 9 + 3  (1 + 4) = 31 resources are used for each preliminarily
veried code state. Then, the code sate is secondly veried according to the circuit
(3.22), where 2 preliminarily veried code states and 7 (transversal) CNOT gates are
used. Thus, the number of resources used to prepare the level-1 code state amounts to
R
(1)
0;+ = (2 31 + 7)=p(1)0 = 69=p(1)0 including the success probability p(1)0 = p(1)+ .
The success probabilities p
(l)
 have been evaluated in the numerical simulation for the
cluster construction. In Fig. 3.4 we plot especially p
(l)
0 ( p(l)+ < p(l)h ) as functions of

























Figure 3.4: The success probabilities p
(l)
0 are plotted as functions of the physical error
probability pg for the levels l = 1; 2; 3; 4.
be rather high since the physical-level computation is implemented in the circuits with
less operations. Then, the level-2 p
(2)
 decreases substantially due to the low delity of
the level-2 fundamental clusters for the level-3 cluster construction. However, the success
probabilities p
(l)
 almost approach unity at the level-4 and higher as the error probability
p
(l)
q for the logical qubit is reduced rapidly for pg < 1% below the threshold.
The resources are evaluated by using the above recursion relations with the success
probabilities p
(l)
 simulated numerically, depending on the computation size N , where the





h;+) are shown in Fig. 3.5 for the present architecture of veried logical clusters
(LC) with pg = 10
 2 and 10 3, which are compared with the resources for the circuit-
based Steane's QEC scheme with pg = 10
 3 [19]. Each step in these graphs indicates the
rise of the highest level l by one. We nd that the present architecture really consumes
much less resources than the Steane's QEC scheme for pg  10 3 (checked numerically
also for pg = 10
 4). This indicates that the overhead costs paid for the verication process
with postselection in the cluster construction are worth enough to save the total resources
usage by reducing rapidly the logical error probability. Thus, the present cluster-based
architecture is quite ecient with respect to both noise threshold and resources usage,






















Figure 3.5: Resources for the present architecture of veried logical clusters (LC) with
pg = 10
 2 and 10 3, which are compared with those for the Steane's QEC scheme with
pg = 10
 3.
We also compare the present architecture with the postselecting and error-correcting
C4=C6 architectures [20]. The postselecting C4=C6 architecture makes use of the usual
circuit-based nondeterminism for fault-tolerant gate operation, which is dierent from the
error-precorrection in the cluster-based architecture. Thus, it requires for scalability the
construction of a large QEC code state at a certain level with the decoding of the lower-
level error-detection code, in order to implement the standard fault-tolerant computation
at the higher levels. The resources usage of the postselecting C4=C6 architecture amounts
to be large for the overhead cost of the large QEC code state. On the other hand, the
noise threshold and resources usage for the error-correcting C4=C6 architecture with the
Fibonacci scheme are both comparable to those for the present cluster-based architecture
with the Steane seven-qubit code.
3.7 Miscellaneous
We further discuss some issues concerning the performance of the cluster-based architec-
ture.
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3.7.1 Memory error eect
The memory errors may be signicant in the cluster-based architecture without recovery
operation. The qubits to form the clusters are not touched directly (but via one-bit
teleportation) through the concatenated constructions after the level-1 verication. Then,
the memory errors accumulate until they are measured in the upper-level construction.
The memory errors are added as p
(0)
q + l(nmpg), where mpg denotes the probability of
memory error with the eective waiting time m for one measurement, and n is the number
of waiting time steps at each concatenation level (e.g., n = 12 for the hexacluster). The
noise threshold is thus estimated roughly as
pth  [7C2f1 + log2(log10N)nmg] 1; (3.53)
depending on the computation size N with the highest level l  log2(log10N). For
example, pth  1% for N  1020 and m = 0:1 (n  10), which will be tolerable for
practical computations.
It seems dicult to surmount essentially the problem of memory error in the present
framework. As a partial resolution for the memory error accumulation, the fundamental
clusters as two-colorable graph states may be refreshed at the rst one or two logical levels
by using a purication protocol [86, 87, 109]. This process will relax the deterioration of
the noise threshold to some extent though it requires a signicant overhead cost. How-
ever, the purication at the higher levels are not realistic since the success probability
of purication drops exponentially with the increasing number of physical qubits in the
logical clusters.
3.7.2 One-way computation at the physical level
We may use the one-way computation even at the physical level, instead of the circuit
computation, for the construction of level-2 fundamental clusters. The level-1 qubits are
encoded through the verication by the cluster versions of the circuits in (3.22). Then,
the level-2 hexa cluster is constructed through the single and double verications as given
in the reduced diagram in (3.20) by combining the physical qubits and level-1 code states
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with the transversal bare CZ gates:
(3.54)
The level-2 code states are constructed similarly according to the reduced diagrams in
(3.21). The homogeneous errors for the resultant level-1 qubits (components of the level-2
clusters) are estimated in the rst order by inspecting the double verication process in
the nal stage, where extra CZ gates are required for the CNOT gate operations inducing
additional errors: X = pXI , Y = pY I , Z = pp+ pXZ + pIZ + pZY + pY Y + pZI + pZI . The
noise threshold is slightly lowered as pth ' 0:03 with D = 5=3 in Eq. (3.42).
3.7.3 Application of other QEC codes
So far we have considered only the Steane seven-qubit code in the present architecture.
Here, we briey discuss application of some other QEC codes, say code C. If the code C
is a self-dual CSS code or a CSS code which has high symmetry such as the Bacon-Shor
subsystem code, the cluster-based architecture can be applied straightforwardly by taking
the hexacluster and the graph state equivalents of the code states of C as the fundamental
clusters. The behavior of logical errors is, however, somewhat dierent, depending on the
distance of C as seen in the following two examples.
We rst consider the four-qubit error detection code C4. The Fibonacci scheme can
be used for the C4 code to generate deterministically the logical measurement outcomes
from the physical ones in one-way computation. Then, the cluster-based concatenation
can be carried out with the error detection code C4 almost in the same way as with the
Steane seven-qubit code. In this case, we may reduce the resources to prepare the level-2
fundamental clusters with high success probability, since the number of error locations
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is smaller than that for the Steane seven-qubit code [20, 21, 23, 24]. As a trade-o the
error probability for the Pauli frame becomes p
(1)
Pauli  p3g, while the error probability for
measuring the level-1 qubit is p
(1)
q  p2g. Thus, the Pauli frame provides a more signicant




We next consider the Golay code, which is a 23-qubit self-dual CSS code with distance
7. In this case, although we have to pay much more resources at the lowest level, the
logical errors are reduced substantially as p
(1)
q  p4g and p(1)Pauli  p8g [19, 89]. Thus, it will
be possible to improve the noise threshold of the cluster-based architecture by using the
Golay code.
We further mention that even with the Steane seven-qubit code the present architec-
ture has a room to improve its performance. The optimal decoding (adaptive concatena-
tion) technique [110, 111], which boosts the correctable error of the Steane seven-qubit
code up to  11%, is readily available to improve the noise threshold by generating
eciently the logical measurement outcomes in one-way computation.
3.8 Conclusion
We have investigated an ecient architecture for fault-tolerant quantum computation,
which is based on the cluster model of encoded qubits. Some relevant logical cluster states,
fundamental clusters, are constructed through verication without recovery operation in
concatenation, which provides the error-precorrection of gate operations for the one-way
computation at the higher level. A suitable code such as the Steane seven-qubit code is
adopted for transversal operations. This construction of fundamental clusters provides a
simple transversal structure of logical errors in concatenation, and achieves a high noise
threshold by using appropriate verication protocols, namely the single and double veri-
cations. Since the postselection is localized within each fundamental cluster with the help
of deterministic bare CZ gates without verication, divergence of resources is restrained,
which reconciles postselection with scalability. Detailed numerical simulations have re-
ally conrmed these desired features of the cluster-based architecture. Specically, the
noise threshold is estimated to be about 3%, and the resources usage is much less than
those of the usual circuit-based QEC schemes with the Steane seven-qubit code. This
performance is comparable to that of the error-correcting C4=C6 architecture with the
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Fibonacci scheme. Some means may hopefully be applied for the cluster-based architec-
ture to improve its performance, including the error-detecting C4 code with the Fibonacci
scheme, other self-dual CSS codes such as the Golay code, which are more robust for
logical encoding than the Steane seven-qubit code, and the adoptive concatenation or
optimal decoding.
Appendix A
Diagrams for cluster construction
We can produce systematically the diagrams for cluster construction from the reduced
ones (3.20) and (3.21), according to the following rules: (i) Replace the single edge with
the single verication (3.15). (ii) Replace the double edge with the double verication
(3.18) so that the double verications are always placed at the right side (namely later
in time) of the single verications. (iii) Put the  encodings on the input qubits at the
leftmost (initially in time). (iv) Apply the bare CZ gate (wavy line) to connect the output
qubit of the preceding verication to the input qubit of the following verication. In the
case that the double verication is followed by the other double verication, we cut o
the leftmost qubit of the following verication by measurement before connecting these
double verications, in order to remove the redundant H rotation. This prescription is
illustrated in the following diagram:
(3.55)
The cluster diagram (3.19) for jh(l+1)i is generated according to these rules (i){(iv). The
cluster states for j+(l+1)i and j0(l+1)i are constructed similarly in the following diagrams,









In this chapter, we investigate an entanglement purication protocol with double selection
process, which works under imperfect local operations. Compared with the usual protocol
with single selection, this double-selection method has higher noise thresholds for the local
operations and quantum communication channels, and achieves higher delity of puried
states. It also provides a yield comparable to that of the usual protocol with single
selection. We discuss on general grounds how some of the errors which are introduced
by local operations are left as intrinsically undetectable. The undetectable errors place a
general upper bound on the purication delity. The double selection is a simple method
to remove all the detectable errors in the rst order so that the upper bound on the delity
is achieved in the low noise regime. The double selection is further applied to purication
of multipartite entanglement such as two-colorable graph states.
4.1 Introduction
Recently a number of protocols based on entanglement have been developed in quan-
tum communication and computation. For example, bipartite entanglement is employed
in quantum teleportation, superdense coding, quantum cryptography and quantum re-
peater [37, 112, 113, 114, 115]. Multipartite entanglement is further utilized in cluster
state computation, quantum error correction and multiparty cryptography [11, 41, 42, 45].
The performance of these entanglement-based protocols highly depends on the delity of
entangled states. That is, high delity entangled states are essential for secure communi-
cation and reliable computation. In this viewpoint, it is a very important task to prepare
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and share high delity entangled states.
Entanglement purication is a way to share high delity entangled states via noisy
communication channels. It was proposed originally to share Einstein-Podolsky-Rosen
(EPR) states [77, 116, 117], and then extended for a large class of multipartite entan-
gled states, including the Greenberger-Horne- Zeilinger (GHZ) states, two-colorable graph
states, stabilizer states and W states [86, 87, 118, 119, 120, 121, 122, 123]. In a situa-
tion with noisy channels but perfect local operations, one may pre-purify initial states
with a recurrence protocol, which has a high threshold for the noise of the communica-
tion channel but gives a low yield of puried states. Then, a hashing protocol may be
implemented to get pure entangled states with a nonzero yield. The hashing protocol,
however, breaks down as soon as local operations become slightly imperfect [119]. The
entanglement purication under imperfect local operations was rst analyzed in the con-
text of quantum repeater [114, 115], where the usual recurrence protocol [77, 116, 117]
is adopted. The delity of puried states is indeed limited by the imperfection of local
operations, and noise thresholds exist for successful purication. This is clearly distinct
from the cases such as a hashing protocol where perfect local operations are assumed.
One should confront the problem that errors are introduced inevitably by local opera-
tions themselves for purication even if the initial impurity is diminished. Thus, in order
to realize entanglement-based protocols by using practical devices, which inevitably have
imperfections, we need to develop purication methods which work well with noisy local
operations.
In this chapter we investigate an entanglement purication protocol with more accu-
rate postselection through double verication process, which works under imperfect local
operations. Compared with the usual protocol with single selection [77, 114, 115, 116,
117], this double-selection method has higher noise thresholds for the local operations
and communication channels, and achieves higher delity of puried states. It can be
shown on general grounds how some of the errors which are introduced by local oper-
ations are left as intrinsically undetectable. This limitation on the achievable delity
due to the undetectable errors is applicable to a wide variety of purication protocols
[77, 86, 87, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124]. The double selection
is indeed a simple method to remove all the detectable errors in the rst order so that
in the low noise regime the purication delity reaches the general upper bound which
is placed by the undetectable errors. It may be considered that the elaborate postse-
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lection decreases the yield of purication by consuming many resources. However, this
is not necessarily the case. The double-selection protocol provides a yield comparable
to or even better than that of the single-selection protocol. This is because the double
selection increases the delity faster by removing more errors in each purication round.
The double selection is also applicable to purication of multipartite entanglement such
as two-colorable graph states [86, 87, 119].
The rest of the chapter is organized as follows. In Sec. 4.2 we investigate the double se-
lection in the bipartite entanglement purication. The performance of the double-selection
protocol is analyzed and compared with that of the usual protocol with single selection.
In Sec. 4.3 the upper bound on the delity is discussed in terms of the intrinsically un-
detectable errors which are introduced by local operations. This bound is really achieved
by the double-selection protocol in the low noise regime. In Sec. 4.4 the double selection
is applied to the multipartite entanglement purication, where the Steane seven-qubit
code is investigated as an example of two-colorable graph states. Section 4.5 is devoted
to conclusion. Detailed calculations of the transition probability tensors to characterize
the purication maps are presented in Appendix B.
4.2 Bipartite entanglement purication
4.2.1 Single selection
We rst review the usual recurrence protocol for purication where the single selection is
made [77, 116, 117]. This protocol is implemented by using two noisy copies of an EPR
pair, a bilateral CNOT gate and a bilateral measurement in each round of purication.
Here, a bilateral operation means a tensor product of two identical local operations which
are simultaneously implemented by the two parties, Alice and Bob. The purication
procedure is specically described as follows (see Fig. 4.1):
(i) Alice and Bob share two identical EPR pairs (0) and (1) through a noisy quantum
channel.
(ii) They operate a bilateral CNOT gate on (0) and (1) as the control and target qubits,
respectively.
(iii) They bilaterally measure (1) in the Z basis fj0i; j1ig, and obtain the measurement
outcomes ma (Alice) and mb (Bob).
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Figure 4.1: Bipartite entanglement purication with single selection.
(iv) They keep (0) if the measurement outcomes coincide as ma = mb. Otherwise, they
discard (0).
A single bilateral operation determines whether (0) should be kept or discarded, namely
the single selection. Alice and Bob iterate procedures (ii){(iv) by using the output states
which survive the selection in procedure (iv) as the input states for the next round of pu-
rication where the direction (control and target) of the bilateral CNOT gate is inverted,
and the measurement is made in the X basis (Oxford protocol) [117]. This inversion
round by round may be done mathematically by applying a Hadamard transformation
(perfect by itself) on each qubit to exchange the bases of the reference frame as X $ Z.
The noisy EPR pairs (0) and (1) are given as two copies of a Bell-diagonal state ,




where the Bell states are
i  jiihij; (4.2)




with 0 = I and the Pauli operators i (i = 1; 2; 3). In the rest of this chapter, we
simply use the term \EPR pair" to denote a noisy EPR pair as a Bell-diagonal mixed
state, which passes through some noisy quantum communication channel and purication
procedure. The above purication procedure generates a transformation of the input Bell-
diagonal  with the state-vector F = (F0; F1; F2; F3) to another Bell-diagonal 
0 with the






3), even when the Pauli noise is introduced for the local
operations. The imperfect CNOT gate, which is operated locally by Alice, is described as
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a sequence of a perfect CNOT gate operation U and a two-qubit deporalizing noise with
error probabilities pij as










U = U((0) 
 (1)), p00 = 1   pg with pg =
X
ij 6=00
pij, the Pauli operators (i 

j)A act on the control and target qubits at Alice, respectively, and 1B indicates the
identity operator acting on the qubits at Bob. The imperfect CNOT gate operated by
Bob is described in the same manner. The imperfect measurement of a qubit in the Z
basis is described by positive-operator-valued measure (POVM) elements with an error
probability pm as
E0 = (1  pm)j0ih0j+ pmj1ih1j; (4.5)
E1 = (1  pm)j1ih1j+ pmj0ih0j: (4.6)
TheX measurement is also described by E+ = HE0H and E  = HE1H with a Hadamard
transformation H.
Given these imperfect operations, the purication map in the R4 space
F0 = S(F) (4.7)











Sjki (pab; pm)FjFk (4.9)
is the success probability responsible for the normalization
X
i
F 0i = 1. The transition
probability tensor Sjki (pab; pm) is calculated in Appendix B including the error probabilities
of a CNOT gate (pab) and a measurement (pm). The maximum achievable delity of
puried states is determined by iterating the purication map.
4.2.2 Double selection
The double-selection protocol is implemented by using three noisy copies of an EPR pair,
two bilateral CNOT gates and two bilateral measurements in each round of purication,
as described in the following (see Fig. 4.2):
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Figure 4.2: Bipartite entanglement purication with double selection.
(i) Alice and Bob share three identical EPR pairs (0), (1) and (2) through a noisy
quantum channel.
(ii) They operate a bilateral CNOT gate on (0) and (1) as the control and target qubits,
respectively.
(iii) Next they operate a bilateral CNOT gate on (2) and (1) as the control and target
qubits, respectively.
(iv) They bilaterally measure (1) and (2) in the Z and X bases, respectively, and obtain


















b . Otherwise, they discard 
(0).
Similarly to the single-selection protocol, Alice and Bob iterate procedures (ii){(v) by
using the output states which survive the selection in procedure (v) as the input states
for the next round where the X and Z bases of their reference frames are exchanged by
a Hadamard transformation.
The above procedure provides a purication map
F0 = D(F); (4.10)












Djkli (pab; pm)FjFkFl: (4.12)
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The transition probability tensor Djkli (pab; pm) is calculated in Appendix B.
The double selection by the elaborate error detection with two ancilla EPR pairs
can remove errors more eciently than the single selection, as will be explained in Sec.
4.3. This improves signicantly the achievable delity and the noise threshold. Here, it
should be mentioned that the purication protocol for large two-colorable graph states
[119] also uses three copies of a state and two multi-lateral CNOT gates. In spite of this
apparent similarity, the protocol of Ref. [119] is essentially dierent from the present
double selection. In the double selection of Fig. 4.2 the source state (0) is connected
with the rst ancilla (1), and the rst ancilla (1) with the second ancilla (2) for the
optimal error detection and postselection. On the other hand, in the protocol of Ref.
[119] both of the two ancilla states are connected with the source state by the CNOT
gates in the same direction. This setup is adopted for the error correction to provide
deterministically one puried state from three copies, which is ecient for the yield of
purication. It, however, cannot remove fully the detectable errors, providing even lower
delity than the single-selection protocol (see also a discussion in Sec. 4.3). Generally,
protocols based on postselection provide high delities and high noise thresholds, but
exponentially diminishing yields as the size of puried state increases. Here, we aim to
purify entangled states of relatively small size such as the EPR pair and Steane seven-
qubit code state, achieving a high delity and a high noise threshold with a tolerable
yield.
4.2.3 Performance analysis
We now compare the single and the double selections in performance by considering
the minimum delity required for the quantum communication channel, the maximum
achievable delity of puried states, the working range for the noise of local operations,
and the EPR resources consumed to achieve a target delity.







where Fch and rich with ch  1   Fch and
3X
i=1
ri = 1 represent the channel delity and
error probabilities, respectively. Then, the purication is started for a Bell-diagonal state
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C(0) as a noisy EPR pair with the state-vector
F(0) = (Fch; r1ch; r2ch; r3ch) : (4.14)
By operating the purication map A (S or D) recursively, the state-vector F(n) after the
nth round is given by
F(n) = A(F(n 1)): (4.15)
The behavior of the Bell-diagonal states through the purication rounds is as follows.
First, suppose that the errors of local operations are suciently small, that is, inside
the working range. Then, if the initial delity F
(0)
0 = Fch is higher than some threshold
value Fmin (the minimum required delity), the state-vector F
(n) approaches a xed point
in R4 with a delity Fmax (the maximum achievable delity), which is higher than Fch
(> Fmin). On the other hand, if Fch < Fmin, F
(n) goes to another xed point Fmix =
(1=4; 1=4; 1=4; 1=4) representing the completely mixed state. Next, if the errors are outside
the working range, the purication map no longer admits the xed point for Fmax. Then,
irrespective of the value of Fch, F
(n) goes to Fmix, that is, the purication turns out to
be impossible. We have checked these behaviors by numerical calculations. The values of
the initial delity and error parameters have been taken by scanning over 1=4  Fch < 1
and 0  pg; pm < 0:3, where pij = pg=15 (ij 6= 00) and p00 = 1  pg are adopted typically
for the CNOT gate errors. Then, by tracing the transition of the Bell-diagonal states
round by round according to the purication map, Fmin, Fmax, and the working range
have been determined numerically, as done in the preceding study for the protocol with
single selection [114, 115]. Here, as in the Oxford protocol [117], the twirling operation
to depolarize Bell-diagonal states to Werner states is not made in each round, since the
twirling with imperfect operations really lowers the achievable delity [114, 115].
In the following, we show the results of numerical calculations on the performance of
the present protocol, where a Werner state with ri = 1=3 is taken initially in Eq. (4.14) as
a typical case. Similar results are obtained for general Bell-diagonal states with various
ri, as discussed later.
In Fig. 4.3, Fmax (upper curves) and Fmin (lower curves) are plotted as functions of the
error probability p, where p = pg = pm are taken for deniteness. The double selection
clearly achieves higher delity Fmax with lower minimum required channel delity Fmin,






















Figure 4.3: Maximum achievable delity Fmax (upper curves) and minimum required
channel delity Fmin (lower curves) are plotted as functions of the error probability p =
pg = pm for the double and single selections.
(pg; pm) is shown in Fig. 4.4. The purication is implemented successfully for Fch > Fmin
to achieve Fmax, if (pg; pm) is below each threshold curve. (The point on the threshold
curve for p = pg = pm really corresponds to the intersection point of the curves of Fmin and
Fmax in Fig. 4.3.) It is found that the double-selection scheme has higher thresholds (the
wider working range) for the errors of local operations than the single-selection scheme.
We may also take pi0 = p0i = qi and pij = qiqj (i; j 6= 0) for the error parameters,
as adopted in Ref. [125]. Then, we estimate the threshold values 3:7% and 4:2% of pg
(qi = pg=3) with pm = 0 for the single and double selections, respectively. The threshold
value for the double selection is closer to an upper bound 5:3%, which is derived under
some reasonable assumptions in Ref. [125]. The real bound would be located around 5%
although it is outside our scope to determine it.
Here, we mention that the same achievable delity Fmax is obtained even if general
Bell-diagonal states with various ri in Eq. (4.14) are taken initially. This is because
Fmax is given as the xed point of the purication map, which is characterized by the
local operations independently of the initial Bell-diagonal state. On the other hand, the
minimum required channel delity Fmin and the working range of (pg; pm) depend slightly
on the choice of initial state. We have conrmed these features numerically by sampling
the initial Bell-diagonal states with various ri.













Figure 4.4: Working range (pg; pm) of local operations. Each purication protocol A (S
or D) achieves Fmax for Fch > Fmin when the error probabilities pg and pm are below the
threshold curve (solid line for D and dotted line for S).
imperfect local operations, the yield YA(F; Fch) is dened as the inverse of the number of
EPR pairs consumed to achieve a target delity F (< 1) under the channel delity Fch






where nA(F; Fch) denotes the minimum number of rounds, which is required to achieve
the delity F ; pA(F(n 1)) denotes the probability to pass the purication procedure in the
nth round, as given in Eqs. (4.9) and (4.12); and NA denotes the number of EPR pairs
consumed in each round (NS = 2 and ND = 3).
We plot in Fig. 4.5 the yield YA(F; Fch = 0:8) as a function of the target delity F for
each protocol with pg = pm = 0:02 (upper curves) and pg = pm = 0:04 (lower curves). By
using less noisy local operations with pg = pm = 0:02, both protocols provide comparable
yields to achieve F  0:9, where the numbers of purication rounds are nS = 4 (single)
and nD = 2 (double), respectively. On the other hand, even when noisier local operations

















Figure 4.5: The yield YA(F; Fch = 0:8) is plotted as a function of the target delity F for
each protocol with pg = pm = 0:02 (upper curves) and pg = pm = 0:04 (lower curves).
yield to achieve F  0:9, where nS = 16 and nD = 4. Since the double selection uses
three EPR pairs in each round, it may be thought to cost more resources than the single
selection with two EPR pairs in each round. However, as seen in the above, the double
selection provides a comparable or even better yield. This is because, by making the
optimal error detection with two ancilla EPR pairs, the double selection can increase the
delity of the source EPR pair considerably faster than the single selection, which will be
discussed in the next section.
4.3 Purication delity limited by undetectable er-
rors
Here we discuss on general grounds how the errors of local operations limit the delity
of puried states. Specically, it is shown that some of the errors introduced by the gate
operations in the nal stage of purication are left as intrinsically undetectable. The
double selection is indeed a simple method to remove all the detectable errors, other
than the intrinsically undetectable ones, in the rst order. Thus, in the low noise regime
it achieves the general upper bound on the purication delity which is placed by the
undetectable errors.
The nal stage of any protocol of bipartite entanglement purication may be viewed
as the combination of two bilateral CNOT gates, as shown in Fig. 4.6, or its variants as
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Figure 4.6: Setup of a protocol of bipartite entanglement purication. An upper bound
on the delity is determined in the rst order by the undetectable errors (indicated by
black stars) introduced by the nal two CNOT gates. Similar bounds are obtained with
other congurations of two-qubit gates.
considered later. We inspect these nal CNOT gate operations in Alice's site to observe
the undetectable errors which are left on the output source qubit (s). (The same argument
is made in Bob's site.) Passing through the nal two gates, the preceding 
(s)
i errors
(i = 1; 2; 3) on the source qubit (s) are propagated to either or both of the ancilla qubits
(a1) and (a2). [It is possible that (a1)  (a2).] Thus these preceding errors are all
detectable, and they can be removed by postselection after measuring the ancilla EPR
pairs (a1) and (a2) in some appropriate way. The delity is limited ultimately by some
of the errors introduced by the nal two gates themselves (black stars in Fig. 4.6), which
are intrinsically undetectable without leaving any information on the ancillae. As for the
errors of the second-to-nal CNOT gate, the 
(s)
3 
 (a2)0 error with the probability p30 is
undetectable, since 
(s)




 (a2)0 (through the nal CNOT gate) and (s)i 
 (a2)j errors, on the other






0 errors of the nal CNOT gate with the probabilities pi0 are also undetectable, since
the output source (s) does not interact with any other ancillae afterward (by denition
of the \nal" CNOT gate). By subtracting the probabilities of these undetectable and










where N = 2 (Alice and Bob) for bipartite entanglement purication. Similar arguments
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are made for N -partite entanglement purication to derive this upper bound. Note that
the measurement error is not involved in Eq. (4.17). A portion of the component of the
right state 0 may be discarded due to the errors in measuring the ancillae for verication.
This slight reduction in the right state is, however, cancelled in the rst order by the
renormalization after the postselection. The gate errors 
(s)
0 
(a1)j and (s)0 
(a2)j , which
aect only the ancillae, do not contribute either to Fupper in the rst order by the same
reason as the measurement errors.
In another protocol the nal two CNOT gates may be exchanged in Fig. 4.6. (This is
actually the case in the recurrence protocols considered in Sec. 4.2 when the purication
procedure is nished at an even round.) Similarly, by observing the undetectable errors,
we obtain an upper bound on the delity as








We note for completeness that if the nal two CNOT gates are set in the same direction
(e.g., both the CNOT gates are controlled by the source qubit) one of the preceding 
(s)
i
errors on the source qubit cannot be detected, commuting with both the nal two gates,
to lower the delity. These upper bounds Fupper and F
0
upper coincide with each other for
the uniform distribution of the gate errors pij = pg=15 (ij 6= 00). In general, the upper
bound is given by max[Fupper; F
0
upper] depending on the error distribution; in a recurrence
protocol one should determine whether the purication procedure is nished at an even
or odd round. Other two-qubit Cliord gates instead of CNOT gates may also be used.
Then, we obtain a similar upper bound with a suitable permutation among pij's in Eq.
(4.17) or Eq. (4.18) by counting the undetectable errors.
The recurrence protocols considered in Sec 4.2, with either single or double selection,
have the setup as shown in Fig. 4.6 by the exchange of the directions of the CNOT gates
in each round. In the single selection (Fig. 4.1), however, the 3 (1) error on the ancilla
(1) cannot be detected by the Z (X) measurement, while the 1 and 2 (2 and 3)
errors are detected. The double selection (Fig. 4.2) is designed to detect even the 3 (1)
error on the primary ancilla (1) [(a1) and (a2)] by using the secondary ancilla (2) (not
shown explicitly in Fig. 4.6). The errors on the source (s) are detectable if they leave any
information on ancillae (a1) and (a2), that is, the ancilla errors play as the tracers of the
source errors, as discussed so far. Thus in the double-selection protocol all the detectable
errors on the source (s) are removed by detecting fully the errors on ancillae (a1) and (a2)
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in the rst order with the help of the extra ancillae. The upper bound on the delity is
almost saturated as
FDmax = Fupper  O(p2e) (4.19)
up to the higher-order error contributions  p2e = p2g; pgpm; p2m. This estimate has been
conrmed by the numerical calculation for pg < 2% almost independent of pm < 5% in
Sec. 4.2 (see Fig. 4.3).








is not detected by the X measurement of ancilla (a2). As a result, these two 3 errors
are left on the source (s) after the second-to-nal round of purication. This is just the
same for ancilla (a1). The two 3 errors on the ancilla (a1) are not detected by the Z
measurement of ancilla (a1), and they are propagated to the source (s) as the two 3
errors through the nal CNOT gate. The would-be detectable errors 
(s)
i 
 (a1)3 of the
nal CNOT gate are not detected either by the Z measurement of ancilla (a1). Due to
these would-be detectable errors, but are not detected in practice, the achievable delity
of the single-selection protocol is lowered from that of the double-selection protocol as
F Smax = F
D
max  N(6=15)pg  O(p2e) (4.20)
with pij = pg=15 (ij 6= 00). This estimate on F Smax in the low noise regime has also been
conrmed by the numerical calculation in Sec. 4.2.
The above limitation on the achievable delity, which is due to the errors introduced
by some gate operations in the nal stage, is applicable to a wide variety of purication
protocols. The purication protocols proposed so far [77, 86, 87, 114, 115, 116, 117, 118,
119, 120, 121, 122, 123, 124] do not achieve the delity higher than F Smax of the single
selection. Specically, in the protocol of Ref. [119] for large two-colorable graph states,
which has an apparently similar setup to the double selection, the source state is connected
with the two ancilla states by the two CNOT gates in order to extract suciently the
error syndrome of the source state for the error correction. It is, however, realized that
this setup just implements twice the error detections for the single selections. (The ancilla
states are not inspected by using other ancilla states and CNOT gates. This is clearly
dierent from the double selection.) Furthermore, one of the preceding errors on the
source state cannot be detected, commuting with the two CNOT gates set in the same
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direction, as discussed so far. As a result, the achievable delity of this protocol [119]
becomes lower than that of the single-selection protocol [86, 87].
In the protocol of Ref. [124], N 1 EPR pairs are puried from noisy N EPR pairs by
the single selection in order to improve the yield under perfect local operations for N  3.
AnN toN 2 protocol with double selection may be considered as an extension to improve
the achievable delity. However, the coincidence of all successful operations is required to
pass the verication process with either single or double selection. Thus, as N increases
the success probability for purication decreases substantially due to the multiple errors
in the N to N  1 (or N to N  2) protocol. This indicates that the yield is not improved
signicantly in this sort of extension under imperfect local operations. We have made some
numerical calculations for the 3{2 protocol with single selection and for the 4{2 protocol
with double selection. The resultant yields Y (F = 0:9; Fch = 0:8) with pg = pm = 0:01
are 0:025 and 0:085 for the 3{2 (single) and 4{2 (double) protocols, respectively, while
Y = 0:15 and 0:085 for the usual 2{1 (single) and 3{1 (double) protocols, respectively.
On the other hand with pg = pm = 0:02, the 3{2 (single) protocol cannot achieve F = 0:9,
and Y = 0:030 for the 4{2 (double) protocol, while Y = 0:060 and 0:055 for the usual
2{1 (single) and 3{1 (double) protocols, respectively. These results support the argument
that this sort of extension does not improve the yield under imperfect local operations.
Optimization for yield might be possible by combining the double selection with some
appropriate methods, although it is beyond our scope.
The triple (or more) selection by using three ancilla EPR pairs also removes fully
the detectable rst-order errors, achieving the same Fupper in the low noise regime as the
double selection. It may further remove the higher-order errors to improve the delity
and the noise threshold. We have considered a protocol with triple selection, which has
a better noise threshold of 4:9% approaching the upper bound 5:3% [125], although it is
not a purpose of the present study to pursue this possibility.
4.4 Multipartite entanglement purication
Recently purication is applied to a large class of multipartite entanglements including
two-colorable graph states [86, 87, 119, 121, 123]. We can extend the present double-
selection scheme for multipartite entanglement purication. Specically, here we consider
the purication of two-colorable graph states.
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A graph is a set of vertices V connected in a specic way by edges E. Then a stabilizer





where Vk are the neighboring vertices connected with Vj by edges, and the Pauli operators
Xj and Zk (X  1 and Z  3) act on the qubits on Vj and Vk, respectively. [126]. A
graph state j12   Ni is an eigenstate of this set of stabilizer operators as
Kjj12   Ni = ( 1)j j12   Ni(j = 0; 1): (4.22)
Especially, here we consider graph states associated with a two-colorable graph where the
vertices are divided into two sets (colors) A and B in such a way that no vertices within
one set are connected by edges. Namely two-colorable graph states are described as
jA;Bi; (4.23)
where A and B denote the sets of the eigenvalues of the stabilizers with colors A and
B, respectively.






is implemented as follows (see Fig. 4.7):
(i) Alice, Bob,    , Nancy share three identical two-colorable graph states (0), (1) and
(2) through a noisy quantum channel. This means that the qubits at each party
have the same color, i.e., the party has its own color A or B.
(ii) They operate a multi-lateral CNOT gate on (0) and (1), where for color A (0) and
(1) are taken as the control and the target, respectively, while for color B (0) and
(1) are taken as the target and the control, respectively
(iii) Next they operate a multi-lateral CNOT gate on (2) and (1), similarly to the case
of (0) and (1).
(iv) They make multi-lateral measurements, where for color A (1) and (2) are measured
in the Z and X bases, respectively, while for color B (1) and (2) are measured in
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Figure 4.7: Purication of two-colorable graph states with double selection.
the X and Z bases, respectively. The party i with color A obtains the outcomes
( 1)(1)i and ( 1)(2)i , while the party j with color B obtains the outcomes ( 1)(1)j
and ( 1)(2)j , where ;  = 0; 1.











k = 0, which implies 
(1)
B  (2)B = 0, and (0)A  (1)A  (2)A = 0, respec-
tively, where  denotes bitwise addition modulo 2.
They iterate procedures (ii){(v) by using the output states which survive the selection in
procedure (v) as the input states for the next round where the X and Z bases of their
reference frames are exchanged with a Hadamard transformation. Note in Fig. 4.7 that
the source state (0) and the two ancilla states (1) and (2) are connected by the two
multi-lateral CNOT gates in the same way as the bipartite case for the double selection
to remove fully the detectable errors on (0) in the rst order. This setup is distinct from
that of Ref. [119].
We apply this double-selection protocol specically to the Steane seven-qubit code
state (a CSS code state) as an example of two-colorable graph states, and compare it in
performance with the Aschauer-Dur-Briegel (ADB) protocol of single selection [86, 87].
We consider a multi-party communication situation, where the N -qubit two-colorable
graph states of j0A;0Bi are shared through N identical noisy channels C
N . Then the
noisy copies of in = C
N(j0A;0Bih0A;0Bj) are puried with the noisy CNOT gates and
measurements. We have simulated directly the noisy operations on the code states in
the communication channels and the purication procedures by using the Monte-Carlo
method. (It is very complicated in the high dimensional space to provide the purication

















Figure 4.8: Maximum achievable delity Fmax (upper curves) and minimum required
initial delity Fmin (lower curves) for the Steane seven-qubit code state j0Li are plotted
as functions of the error probability p = pg = pm for the single and double selections.
measured by
F (0; j0A;0Bi) = h0A;0Bj0j0A;0Bi: (4.25)
If the initial delity
Fin  F (in; j0A;0Bi) = F 7ch +O((1  Fch)3) (4.26)
is higher than Fmin, we can achieve the delity Fmax by iterating the purication procedure.
The resultant maximum achievable delity Fmax and the minimum required initial
delity Fmin are plotted in Fig. 4.8 for the Steane seven-qubit code state j0A;0Bi = j0Li
as functions of the error probability p = pg = pm, where ri = 1=3 is taken typically for
the error probabilities of the noisy communication channel C in Eq. (4.13). As expected,
the double selection achieves the considerably higher delity Fmax with lower minimum
required initial delity Fmin in comparison with the single selection [86, 87]. It really
saturates the upper bound FDmax  Fupper = 1   7(4=15)pg for N = 7 with pij = pg=15
(ij 6= 0) of Eq. (4.17) in the low noise regime. The noise threshold for the local operations
is also improved from 5:9% (single) to 8:2% (double) for p = pg = pm. It is also seen in
Fig. 4.9 (Fin ' 0:48 for Fch = 0:9 typically) that both schemes provide comparable yields,
similar to the bipartite case. The yields are, however, signicantly lower than those of
the bipartite case. This is because the coincidence of the more measurement outcomes is



















Figure 4.9: The yield YA(F; Fch = 0:9) is plotted as a function of the target delity F for
each protocol with pg = pm = 0:02 (upper curves) and pg = pm = 0:04 (lower curves).
The two-colorable graph states, including CSS code states and cluster states, play
important roles in quantum computation as well as quantum communication. Then these
results really indicate that the double selection is protable also in quantum computation.
In fact, encoded ancilla qubits are used to stabilize a computation in a fault-tolerant way,
and the performance of computation highly depends on the delity of these ancilla qubits
[20, 27]. In the usual fault-tolerant context [20, 83, 89], these encoded ancilla qubits are
prepared through the single selection. Thus the double selection has a good potential to
improve the noise threshold of fault-tolerant computation. In Chapter 3, the verication
process with double selection is used in fault-tolerant computation with concatenated
construction of veried logical cluster states, where a considerably high noise threshold
 3% is achieved [29].
4.5 Conclusion
We have investigated entanglement purication with double selection under imperfect lo-
cal operations. It has been shown that the double-selection protocol improves signicantly
the purication performance compared with the usual protocol with single selection. That
is, the double-selection protocol has higher noise thresholds for the local operations and
communication channels, and achieves higher delity of puried states. It also provides
a reasonable yield comparable to or even better than that of the single selection. It has
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been shown that the purication delity is limited by the intrinsically undetectable er-
rors, which are introduced by the nal gate operations. The double selection is a simple
method to remove certainly all the detectable errors in the rst order so that it achieves
the upper bound on the delity in the low noise regime. The double selection has been
further applied to the purication of multipartite entanglement, specically two-colorable
graph states. The improvement of the delity and noise threshold has been shown for the
Steane seven-qubit code state as a typical example. The double selection can be extended
for various graph states in the same way. These results really indicate that the double se-
lection is protable for entanglement-based protocols. Since multipartite entangled states,
such as CSS codes and cluster states, play important roles in quantum computation as
well as quantum communication, the double selection has a good potential to improve the
performance of quantum computation.
Appendix B
Transition probability tensors
The transition probability tensors to characterize the purication maps are calculated
by tracing the linear transformations of Bell states through the purication procedures.
In the single-selection protocol the linear transformation ~S of two Bell states (0)i 
 (1)j
before the postselection is given as
~S((0)i 
 (1)j ) = ~Sijkl(0)k 
 (1)l ; (4.27)
which provides ~S((0)
(1)) = FiFj ~Sijkl(0)k 
(1)l . This map consists of the noisy bilateral
CNOT gate G((0)i 
(1)j ) = Gijab(0)a 
(1)b , the error eect on the ancilla (1)b in the bilateral
Z measurement M((1)b ) = M bl (1)l , and the bilateral Hadamard operation H((0)a ) =
Hak
(0)
k to describe mathematically (perfect by itself) the change in the reference frames








The noisy bilateral CNOT gate Gijkm is decomposed into the ideal one U
ij
ab and the
bilateral combination N cdkmN
ab








The ideal bilateral CNOT gate operation U
2  UA 
 UB with the local operations at
Alice (A) and Bob (B) induces the permutation U ijab among 
(0)
i 
 (1)j 's. To nd U ijab we
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use suitably the graph-state representation as
jii  (I 
H)jiA; iBi; (4.30)
where
i = (iA; 
i
B) = (0; 0); (1; 0); (1; 1); (0; 1) (4.31)
for i = 0; 1; 2; 3, respectively. The action of bilateral CNOT gate on the graph states,
jiA; iBi(0)jjA; jBi(1) ! jiA; iB  jBi(0)jiA  jA; jBi(1), is denoted simply as
~U(i 
 j) = (iA; iB  jB)
 (iA  jA; jB): (4.32)




 j = ~U(a 
 b)]
0 [i 
 j 6= ~U(a 
 b)] : (4.33)
For example, U1322 = 1 for ~U [2 
 2 = (1; 1) 
 (1; 1)] = 1 
 3 = (1; 0) 
 (0; 1),
and U13ij = 0 for the others, providing U
2((0)1 
 (1)3 ) = U13ij (0)i 
 (1)j = (0)2 
 (1)2 . The
















 (1)d ; (4.34)
where i and j act on the control and target qubits at the party, respectively. This
formula is applied equally to the CNOT gate operations by Alice and Bob. The operations
by i and j in Eq. (4.34) induce the permutations among the Bell states as Pi(a) =
iai = c, which are given explicitly by
P0 =

0 1 2 3




0 1 2 3





0 1 2 3




0 1 2 3
3 2 1 0

; (4.35)
e.g., 121 = 3 is given as 2! 3 in P1 , and so on. This reads
Nabcd = pij[(ac) 2 Pi ; (bd) 2 Pj ]; (4.36)
e.g., N0010 = p10 for (ac) = (01) and (bd) = (00), and so on. Then the bilateral combination
of the deporalizing errors is given by
NB[NA((0)a 
 (1)b )] = N cdkmNabcd(0)k 
 (1)m ; (4.37)
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where NA and NB represent the noise maps of Eq. (4.34) at Alice and Bob, respectively.
The imperfect Z measurement by each party can be described equivalently as a se-
quence of a noise map
Me() = (1  pm)00 + pm11 (4.38)
and the ideal measurement with the projection operators j0ih0j and j1ih1j. This is because
the action of the POVM operators Ek in Eqs. (4.5) and (4.6) is reproduced by jkihkjMe
as Tr(Ek) = Tr[Me(jkihkj)] = Tr[jkihkjMe()] (k = 0; 1) [114, 115]. Then the noise
eect in the bilateral Z measurement is given by





as a product of the single ones Me(b) = mbff in Eq. (4.38) with
mbf =
8<:
1  pm [(bf) 2 P0 ]
pm [(bf) 2 P1 ]
0 [(bf) 2 P2 ;P3 ]
: (4.40)






where the single operation Hjai = hae jei is given with h00 = h13 = h22 = h31 = 1 and
hae = 0 for the others. This operation provides mathematically the inversion of the
direction (control and target) of the CNOT gate in the next round, and the permutation
of the error parameters is induced accordingly as
pij ! p0i0j0 [i0 = HjH; j0 = HiH]; (4.42)
that is, the components are exchanged as i $ j and then 1 $ 3 round by round. The
uniform error distribution is specically invariant as pij = p
0
i0j0 = pg=15 (ij 6= 00).
After all the transition probability tensor Sjki of the single selection is obtained by




3 (l = 0; 3) from ~S((0)
(1)) = FjFk ~Sjkil (0)i 
(1)l ,




where the error parameters pij and pm are included as seen so far. By taking the uniform
error distribution pij = pg=15 (ij 6= 00) and then setting pg = pm = 0, this formula of Sjki
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for the single selection really reproduces the purication maps presented in the preceding
studies with imperfect [114, 115] and perfect [77, 116, 117] local operations, respectively.
Similarly, the purication procedure of the double selection before the postselection is





















provides the noise eect in the bilateral X measurement. Then the transition proba-









computation on veried logical
cluster states
In this chapter, we present a scheme to improve the noise threshold for the fault-tolerant
topological one-way computation with a constant overhead. Certain cluster states of
nite size, say star clusters, are constructed with logical qubits through an ecient ver-
ication process to achieve high delity. Then, the star clusters are connected near-
deterministically with verication to form a three-dimensional cluster state to implement
the topological one-way computation. The necessary postselection for verication is local-
ized within the star clusters, ensuring the salability of computation. By using the Steane
seven-qubit code for the logical qubits, this scheme works with a high error rate 2% and
reasonable resources comparable to or less than those for the other fault-tolerant schemes.
A higher noise threshold would be achieved by adopting a larger code.
5.1 Introduction
The issue of decoherence is one of the most important obstacles for realization of quantum
information processing. To overcome this problem, fault-tolerant computation based on
quantum error correction (QEC) codes has been developed [10, 11, 12, 36, 79, 80]. The
main achievement of the quantum fault-tolerant theory is the threshold theorem; if the
amount of noise per gate is smaller than a certain value, namely the noise threshold,
quantum computation can be performed to arbitrary accuracy with a polynomial overhead
[13, 14, 15, 16, 17]. The noise threshold have been calculated to be about 10 4 10 2 for a
variety of fault-tolerant schemes based on concatenated QEC codes [19, 20, 21, 23, 24, 25].
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Besides this standard QEC method, there is a dierent promising approach for fault-
tolerance, where a surface code protects information by virtue of topological degeneracy,
without requiring concatenation [90, 91]. Then, one-way computation (OWC) [41, 42]
with the topological fault-tolerance can be performed on a three-dimensional (3D) cluster
state [92, 94]. Furthermore, the 3D system is mapped to a two-dimensional (2D) lattice
[93, 94]. The topological computation can be performed only with nearest-neighbor two-
qubit gates. These 2D and 3D computations achieve noise thresholds 0:75% and 0:67%,
respectively.
On the other hand, if one needs to perform computation by using noisy devices with
an error rate  1%, some dierent approaches or additional ingredients will be required.
We here consider to integrate the QEC encoding and postselection into the topological
one-way computation (TOWC) in a 3D cluster state. In an early approach, improved
preparation of encoded ancilla states with postselection is considered [20, 107]. Then, such
an approach is applied to the OWC with o-line preparation of logical qubits and cluster
states [28, 105, 106]. The postselection to reduce the logical error eciently, however,
appears to have trouble with scalable computation. This dilemma between postselection
and scalability has been solved recently in a cluster-based architecture by using the unique
feature of OWC [25].
In this chapter, we present an ecient method to construct arbitrary large cluster
states of logical qubits with high delity, where postselection is adopted for verication
being reconciled with scalability. Then, we apply this method to the TOWC in 3D cluster
states to improve its noise threshold. That is, the TOWC is performed by using logical
qubits, where the logical degree of freedom is utilized to reduce the logical measurement
errors. This is viewed as concatenation of the topological surface code with a suitable
QEC code. The whole procedure consists of (i) logical cluster-state preparation with veri-
cation, (ii) near-deterministic connection with verication, and (iii) TOWC by measuring
the logical qubits. At the stage (i) a specic nite-size cluster state of logical qubits is co-
piously prepared o-line with postselection through an ecient verication process based
on syndrome extraction [25]. At the stage (ii) these cluster states are connected near-
deterministically with verication to form scalably a 3D cluster state of logical qubits.
This verication process removes the additional errors introduced by the gate operation
for the connection, keeping clean enough the logical qubits in the 3D cluster state to
implement the TOWC below the threshold of the surface code at the stage (iii). Since the
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encoding and verication processes require nonlocal two-qubit gates at the physical level,
the present scheme loses the good geometrical property of the topological computations.
It will be nevertheless worth realizing quantum computation with a high error rate  1%
and a reasonable overhead.
The rest of this chapter is organized as follows. In Sec. 5.2, we describe how to con-
struct a specic type of cluster state, say star cluster, with logical qubits. The star cluster
of logical qubits is constructed with high delity through verication process, namely dou-
ble verication. In Sec. 5.3 the star clusters are connected near-deterministically to form
a 3D cluster state of logical qubits for topological one-way computation. The perfor-
mance of this scheme is analyzed in Secs. 5.4 and 5.5, with respect to the noise threshold
and resources usage, respectively. Then, some possible improvements of performance are
considered in Sec. 5.6. Section 5.7 is devoted to summary and conclusion.
5.2 Star clusters through double verication
We can reduce the eective measurement error in OWC by replacing each physical qubit
with a logical one [25, 28, 105, 106]. It is, however, not a trivial task to prepare such
large entangled states as cluster states of logical qubits with high delity. To this end a
nite-size cluster state of logical qubits, say \star cluster", is prepared via verication,
which consists of one \root node" located at the center and surrounding L \leaf nodes",
as shown in Fig. 5.1 (a).
Starting with physical qubits, QEC code states j0Li and j+Li = (j0Li+ j1Li)=
p
2 are
rst encoded by means of noisy gate operations as usual. We adopt specically the Steane
seven-qubit code, which is the minimum self-dual CSS (Calderbank-Shor-Steane) code
with distance three [79, 80]. The logical qubits are veried by detecting elaborately the
error syndrome with primary and secondary ancilla qubits attached through transversal
controlled-NOT (CNOT) and controlled-Z (CZ) gates, namely the double verication, as
shown in diagram (3.17) in Chapter 3. This double verication can detect optimally the
rst-order errors, as discussed in Chapters 3 and 4 [25, 30]. The veried logical qubits
are next connected with transversal CZ gates to form cluster states of two logical qubits.
The errors left on each qubit through the CZ gate operations are inspected further by the
double verication. Finally, L veried two-qubit cluster states and a single logical qubit
are combined via transversal CZ gates with the double verication to form a star cluster
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Figure 5.1: (a) Star clusters to be connected. (b) Verication of the transversal CZ gate
by measuring the qubits 1 and 3. If the connection succeeds, the redundant qubits 2 and
4 are removed (left). Otherwise, the connection is abandoned (right). (c) By repeating
this process, the root nodes are connected to form a cluster state.
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with L leaf nodes, as shown in Fig. 5.1 (a).
Since all the verication procedures are transversal, it is reasonably expected that the
error distribution on each qubit in a resultant star cluster is independent and identical,






with probabilities A = rAp, which are determined in terms of the noise parameters
characterized by a mean error rate p. Here, we adopt the usual noise model: (i) A two-
qubit gate is followed by A
B errors with probabilities pAB (A;B = I;X; Y; Z, and AB 6=
II). (ii) The preparation and measurement of physical qubits are implemented with error
probabilities pP and pM , respectively. In particular, (pAB; pP ; pM) = (p=15; 4p=15; 4p=15)
is employed in the following analysis [20, 25]. As discussed in Chapters 3 and 4, the double
verication optimaly reduce the rst order errors. The homogeneous error probabilities
A of the output state are calculated in the leading order in Eq. (3.31). They are given
for pAB = p=15 as
(X ; Y ; Z) = (p=15; p=15; 2p=15); (5.2)
which is in a good agreement with the numerical result for p  2% in Fig. 3.1 of Chapter
3 [25, 30]. The homogeneity of the output errors has been further checked numerically
for p  5%; the probability of correlated errors are are at least one order of magnitude
smaller than that of two simultaneous independent errors.
Given the homogeneous errors in Eq. (5.1), the error probability for the X-basis
measurement of a single logical qubit in the star cluster is calculated as
p(1)q ' f(p(0)q ) (5.3)
with the error probability p
(0)
q in measuring each physical-level qubit as
p(0)q = Z + Y + pM ; (5.4)





q )2+ : : : with f(x) = 1  (1 x)7  7x(1 x)6 . The logical
measurements in the Z and Y bases are less noisy than that in theX basis with Z > Y ; X




5.3 Scalable construction of a 3D cluster state
We can construct a cluster state of an arbitrary size scalably by connecting the leaf
nodes of the star clusters with the transversal CZ gates, as illustrated in Fig. 5.1. Since
additional errors are introduced by the CZ gate operations, they should be removed by a
suitable verication, which introduces nondeterminism of postselection to the connection
process. The situation is somewhat similar to the linear optical quantum computation,
where two-qubit gates are intrinsically nondeterministic [49, 50, 51, 61, 62]. Thus, we
follow the so-called divide and conquer approach [49, 61, 62], except that even if the
connection has failed after all, the cluster states are still connected erroneously (in the
case of the linear optical fusion gate, the failure event results in a disconnected cluster
state).
Specically, in order to connect two neighboring root nodes, the CZ gates are operated
between the ends of the two leaf nodes, as shown in Fig. 5.1 (b). Then, the connected
qubits are measured in the logical X basis for verication. If no errors are detected,
the redundant qubits are removed by measuring them in the X-basis, and the two root
qubits are connected reliably. On the other hand, if infection of error is found, the noisy
connection is abandoned by measuring the redundant qubits in the Z basis. The success
probability of this connection is estimated for the seven-qubit code as
ps ' (1  pG)7(1  X   Y   Z)14(1  pM)14: (5.5)
Here, pG = 4p=5 for the errors of the CZ gate except for I 
 X, X 
 I and X 
 X
commuting with the X-basis measurement. The error probability conditioned on the
successful case pe=s is quite small, since such events need simultaneous three errors for the
seven-qubit code with distance three. It is calculated as
pe=s = [2h(X + Z + pZI + pY I + pZX + pZY + pM)









  28x3(1  x)4 = 7x3(1  x)4 +O(x4): (5.7)
Specically for p = 1%, the conditional error probability is estimated to be pe=s  10 5,
which is negligibly smaller than p
(1)
q . By making several attempts, we can surely connect
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Figure 5.2: A 3D cluster state for TOWC, where each qubit is connected with four
neighboring qubits in a specic way [92, 94]. In the present scheme, this cluster state is
constructed by using the process in Fig. 5.1 so that each qubit is replaced by logical one
with high delity.
the root nodes, as shown in Fig. 5.1 (c). If some or all of the connections have failed
unfortunately after consuming the L leaf nodes, the erroneous connections are used as
though they have succeeded. Such rare events can be included as the errors of logical
qubits with a probability pfail, which will be calculated later.
In this way, we can connect scalably the root nodes to form an arbitrary cluster state
of logical qubits for fault-tolerant one-way computation. Especially, the TOWC with a
certain 3D cluster state is promising to improve signicantly the noise threshold since the
TOWC itself has a high noise threshold with the surface code [92, 93, 94]. A 3D cluster
for TOWC is shown in Fig. 5.2, where each qubit is connected with four neighboring
qubits in a specic way [92, 94]. In the present scheme, this cluster state is constructed
by using the process in Fig. 5.1 so that each qubit is replaced by logical one with high
delity.
5.4 Noise Threshold
If the error probability q for measuring a single logical qubit in the 3D cluster state
is smaller than the threshold value of the surface code, the TOWC is performed fault-
tolerantly. The noise threshold of the surface code with noisy syndrome measurements has
been obtained to be 2.9 { 3.3 % from the random plaquetta Z(2) gauge theory [127, 128].
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Thus, the threshold condition for the present scheme is given by
q = p(1)q + Lp
(1)
q + pfail < 3:3%: (5.8)
The rst and third terms, p
(1)
q and pfail, are responsible for the logical measurement errors
of the root qubit and the unsuccessful connection, respectively. The second term Lp
(1)
q
comes from the Pauli by-products which are introduced in removing the redundant qubits
of the L leaf nodes by the X-basis (success case) or Z-basis (failure case) measurement.
The number of leaf nodes L (> 4) is chosen to be suciently large, so that the failure














with 1   ps  O(p), where k represents the number of successful connections. Here, it
should be noted that the error probability of the X-basis measurement conditioned on
the correct syndrome for the verication, as shown in the rst procedure of Fig. 5.1 (b),
is estimated to be of higher order as O(p3) with the seven-qubit code, as calculated in
Eq. (5.6). This error thus provides a negligible contribution in Eq. (5.8) compared with
p
(1)
q  O(p2). Numerically, for example, for the mean error rate p = 1% (2%), the success
probability is ps ' 0:88 (0:76) with the seven-qubit code. The number of leaf nodes is
chosen to be L = 7 (9) so as to suppress the failure of connection as pfail  0:1%. Then,
the error probability for the logical qubit becomes q = 0:98%(2:6%) for p = 1%(2%) in
Eq. (5.8), which is smaller than the threshold value for the surface code. Universality can
be obtained by using a noisy non-Cliord ancilla qubit and the magic state distillation
[82]. The noise threshold for the magic state distillation has been calculated to be at
least 6.3% [94]. Therefore, we can conclude that the noise threshold is 2% in the present
scheme for the fault-tolerant universal TOWC.
5.5 Resources usage
The resources to implement a single two-qubit gate in the TOWC with logical qubits is
calculated as CR(q;
) in terms of the resources for the TOWC R(q;
) = [ln(10
)=(q)]3
with (q) ' (ln 4q)=2 [92], where q and 
 indicate the error probability and computation
size, respectively. The constant overhead C for the logical encoding and verication is
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given by
C  N(1  p) K ' NepK ; (5.10)
where N is the number of physical qubits and gates per star cluster, and K is that
of the error locations in the verication procedures, respectively. Strictly speaking, since
simultaneous multiple errors may pass through the verication, the real constant overhead
will be slightly smaller than Eq. (5.10). The resources for the veried star cluster N is
given in terms of those N1 and N2 for the single and two-qubit logical cluster states,
respectively:
N = (N1 + LN2 + 7L)| {z }
star cluster




+ 14 2| {z }
gates in ver.
) = 2:9 103L+ 1:0 103;
(5.11)
where
N1 = 3[ (9 + 7)| {z }
qubits and gates in encoding
3 + 14|{z}
gates for the 1st ver.
] + 14|{z}
gates for the 2nd ver.
' 2 102;
(5.12)




+ 14 2| {z }
gates in ver.
) ' 2 103: (5.13)
The error locations K are decomposed into the contributions K1, K2 and Kstar from the
single, two-qubit, and star cluster states, respectively:
pK = pK1 + pK2 + pKstar = (50L+ 211)p; (5.14)
where














+14 pM| {z }
meas.





gates for 2-qubit clus.
+2
h
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Figure 5.3: The resources per two-qubit gate for a computation size 1021 (gate accuracy
 10 22) are plotted as functions of the error rate p for the present scheme with double
verication (red ), the purication with double selection (blue O), the present scheme
with an ecient star cluster construction (orange +), the present scheme with 23-qubit
code (light blue ), the cluster-based architecture (green ) [25], and the Knill's error-
correcting architecture (purple ) [20].
The resources per two-qubit gate are plotted as functions of p in Fig. 5.3 for the present
scheme with double verication (DV 7-qubit, red ) and the other competitive ones, the
purication with double selection (DS 7-qubit, blue O) [30], the cluster-based architecture
(CA 7-qubit, green) [25], and the Knill's error-correcting architecture (Knill 4/6-qubit,
purple ) [20]. For example, in the present scheme (DV 7-qubit), we estimate for p = 1%
and L = 7 as N ' 2104, K ' 6102 and C  6106. The overhead for the topological
computation with p = 1% is given by R(q = 0:98%;
 = 1021)  3 105. Thus, the total
overhead amounts to CR  2  1012, which is less than those for the other schemes
operated with an error rate p = 1%. Some improvements of performance are possible as
indicated with orange + and light blue , which will be considered in the next section.
We may use the purication with double selection [30], instead of the double verica-
tion, for the star-cluster preparation (DS 7-qubit in Fig. 5.3), which also has the optimal
performance for error detection with (X ; Y ; Z) = (p=15; p=15; 2p=15) in the leading or-
der. It, however, results in a lower success probability and a larger overhead than the
double verication, since the coincidence of successful operations is required all over the
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star cluster to pass the postselection. On the other hand, the double verication checks
locally the erroneous sites which are connected by the CZ gates. This reduces the amount
of successful coincidence, saving considerably the overhead for p  1%.
Although the cluster-based architecture suers from memory errors in the concate-
nation of QEC code (CA 7-qubit in Fig. 5.3) [25], the present scheme without several
concatenations does not accumulate the memory errors. The memory errors are simply
added as p
(0)
q +p ' [(7=15)+ ]p, where  denotes the eective waiting time. The waiting
time  required for the memory is rather limited, since we can run the TOWC on buer
nodes of nite size with constructing the 3D cluster states in parallel.
5.6 Improvement of the performance
We consider some possible improvements for the performance of the present scheme.
5.6.1 Ecient construction of the star cluster
We may start with preparing linear four-qubit logical cluster states through the double
verication, rather than two-qubit ones. Then, the star clusters are constructed eciently
by connecting the four-qubit clusters with X-basis measurements for verication [53]:
(5.18)
In this case, the resources for the star cluster are given by
C  N4epK4  L plog2 Ls : (5.19)
The factor N4e
pK4 indicates the resources for four-qubit linear cluster state, where N4 and
pK4 are given by




+ 14 2| {z }
gates for ver.
) = 5:8 103; (5.20)
pK4 = K1 + 2K2 ' 261p: (5.21)
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Compared with Eq. (5.10), the constant overhead for the star cluster construction is
signicantly reduced by virtue of parallelism, especially for an error rate p  2% or
higher. In Fig. 5.3, the resources for the ecient construction with the seven-qubit code
is plotted as a function of the physical error probability p (orange +).
5.6.2 Large QEC code for a high noise threshold
A larger QEC code such as the concatenated seven-qubit code or the 23-qubit Golay code
can be used to boost the noise threshold, since the double verication works even for
p = 5% or higher, as indicated by a numerical simulation for the seven-qubit code. The
distance of the 23-qubit Golay code is seven, and hence three errors can be corrected.
The success probability of the verication is given naively by replacing 7 with 23 in Eq.
(5.5) as
ps ' (1  pG)23(1  X   Y   Z)46(1  pM)46: (5.22)
Since this ps is quite small, L becomes huge for the near-deterministic connection. We
can avoid this trouble by correcting single qubit errors, which are most likely to occur.
When the syndromes indicate two or more errors, the connection is discarded as usual.
By using this adaptive strategy, the success probability is improved as
ps = (1  pG)23(1  X   Y   Z)46(1  pM)46
+23pG(1  pG)22(1  X   Y   Z)46(1  pM)46
+46(X + Y + Z)(1  pG)23(1  X   Y   Z)45(1  pM)46
+46pM(1  pG)23(1  X   Y   Z)46(1  pM)45: (5.23)
Specically for p = 3% (4%), the success probability is calculated to be 0:63 (0:49). The








xk(1  x)23 k   23 11 7 56x6(1  x)17
= 23 11 7x6(1  x)17 + 23 11 x7(1  x)16 +O(x8): (5.24)
By virtue of the long distance, the conditional error probability is still suciently small
pe=s < 10
 5 for p  4%. The resources in the case of the 23-qubit code is obtained
by replacing 7 with 23 in Eqs. (5.12), (5.13), (5.15), (5.16), (5.20) and (5.21). The
99
total resources for p = 3% (4%) amount to CR  1  1025 (6  1030) with the help
of the resource ecient construction as discussed previously (the standard star-cluster
construction results in 1040 for p = 3%). The resources are plotted as a function of p for
the 23-qubit code (light blue ) in Fig. 5.3.
5.6.3 Small QEC code for an ecient resources usage
We may also consider the four-qubit error-detection code [20]. In this case, the detected
errors  p, which cannot be corrected, are treated as loss errors, and the conditional errors
are reduced to  p2. Recently, robustness of the surface code under such a noise model
has been reported [97, 98, 99]. Specically with p = 1%, the detected and conditional
error probabilities for each root qubit are calculated as 12% and 0:47%, respectively, which
seem to be fairly below the threshold [97, 98, 99]. The resources per single logical gate
with p = 1% amount to 3  1010, which is a few order smaller than those for the DV
7-qubit case in Fig. 5.3. However, with p = 2% the detected and conditional errors are
given as 24% and 1:9%, respectively, which would be outside of the correctable region
[97, 98, 99].
5.6.4 Perspective for the limitation of the noise threshold
We nally discuss the limitation of the noise threshold at any expense of computational
resources (but still polynomial). The perspective is based on the following observations:
(i) Entanglement purication can work even with p = 10% for the seven-qubit code
state.
(ii) The threshold of the entanglement purication increases with the number of qubits
in the entangled state (two-colorable graph state), and saturates around 10%, as
shown in Fig. 5.4 (a).
(iii) The homogeneous error probabilities X;Y;Z of the output state are improved with
increasing the number of physical qubits, as shown in Fig. 5.4 (b). This is because
a larger entangled state has more stabilizer operators to check.
The above facts (i){(iii) lead to an expectation that the concatenated seven-qubit code
state could be puried even for p = 10% with a highly homogeneous error distribution in

















































Figure 5.4: (a) The noise threshold of entanglement purication is plotted as a function
of the number of qubits in the cluster state. (b) The total output error probability
(X + Y + Z)=(p=15) is plotted as a function of the physical error probability p for each
two- (red ), three- (green O), four- (blue ), ve- (purple ), and seven-qubit (light
blue ) cluster states.
11% with adoptive decoding [110, 111], which is well above the physical error probability
p(0) = 4:7% [see Eq. (5.4)] with p = 10%. Thus for a suciently high concatenation
level, the logical error probability becomes smaller than the threshold value of the surface
code, and the TOWC can be performed reliably. The resources for the star cluster would
be extremely huge but still a constant overhead, ensuring that the total resources are
polynomial. This concludes the noise threshold of the fault-tolerant TOWC on the 3D
cluster state of logical qubits would be signicantly high  10% potentially.
On the other hand, it would be hopeless to improve the noise threshold far above 10%.
This is because, as noted in Chapter 4, the noise threshold of entanglement purication
with double selection is very close to the upper bound derived in Ref. [125], and the noise
threshold of fault-tolerant computation is also subject to the bound. Furthermore, the
upper bound of the noise threshold for fault-tolerance has been also obtained as 13:7% by
considering the limitation of the magic state distillation [129]. These evidences indicate
that the real noise threshold of fault-tolerant quantum computation with a polynomial
overhead would be posted around 10%.
5.7 Conclusion
We have investigated the fault-tolerant TOWC on the veried logical cluster states. The
nite-size cluster states of logical qubits are prepared with postselection. The 3D cluster
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state for TOWC is constructed from them near-deterministically. The present scheme
works with a signicantly high error rate 2 %, suggesting potentially an even higher noise
threshold 5  10%. The resources usage with p = 1% are smaller than those for the best
known scheme (Knill's error-correcting C4=C6 architecture [20]). The resources usages
for p = 3; 4% are also obtained within a reasonable level. We have also mentioned the
perspective for the limitation of the noise threshold. The real noise threshold with a




We have investigated fault-tolerant quantum computation on logical cluster states. Com-
putational resource states are prepared oine in the cluster model. This enable us to
prepare the cluster states of logical qubits with signicantly high delity, which leads to
a high noise threshold under a reasonable overhead.
We have rst investigated an ecient architecture for fault-tolerant quantum compu-
tation, which is based on the cluster model of logical qubits. Some relevant logical cluster
states, fundamental clusters, are constructed through verication in concatenation, which
provides the error-precorrection of gate operations for the one-way computation at the
higher level. A suitable code such as the Steane seven-qubit code is adopted for transver-
sal operations. This construction of fundamental clusters provides a simple transversal
structure of logical errors in concatenation, and achieves a high noise threshold by using
appropriate verication protocols, namely the single and double verications. Since the
postselection is localized within each fundamental cluster with the help of deterministic
bare CZ gates without verication, divergence of resources is restrained, which recon-
ciles postselection with scalability. Detailed numerical simulations have really conrmed
these desired features of the cluster-based architecture. Specically, the noise threshold
is estimated to be about 3%, and the resources usage are much less than those of the
usual circuit-based QEC schemes with the Steane seven-qubit code. This performance is
comparable to that of the error-correcting C4=C6 architecture with the Fibonacci scheme.
We have then investigated entanglement purication with double selection under im-
perfect local operations. It has been shown that the double-selection protocol improves
signicantly the purication performance compared with the usual protocol with single
selection. That is, the double-selection protocol has higher noise thresholds for the local
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operations and communication channels, and achieves higher delity of puried states.
It also provides a reasonable yield comparable to or even better than that of the single
selection. It has been shown that the purication delity is limited by the intrinsically
undetectable errors which are introduced by the nal gate operations. The double selec-
tion is a simple method to remove certainly all the detectable errors in the rst order
so that it achieves the upper bound on the delity in the low noise regime. The double
selection has been further applied to the purication of multi-partite entanglement, specif-
ically two-colorable graph states. The improvement of the delity and noise threshold has
been shown for the Steane seven-qubit code state as a typical example. The double se-
lection can be extended for various graph states in the same way. These results really
indicate that the double selection is protable for entanglement-based protocols. Since
multi-partite entangled states, such as CSS codes and cluster states, play important roles
in quantum computation as well as quantum communication, the double selection has a
good potential to improve the performance of quantum computation.
Finally we have investigated fault-tolerant topological one-way computation on veri-
ed logical cluster states. The nite-size cluster states, star clusters, are prepared with
postselection. Then, the 3D cluster state for topological one-way computation is con-
structed from star clusters near-deterministically. This scheme works with a signicantly
high error rate p = 2 %, suggesting potentially an even higher noise threshold 5   10%.
The resources usage with p = 1% is much smaller than that of the best known scheme
(Knill's error-correcting C4=C6 architecture [20]). The resources usage is still moderate
for p = 4% with the 23-qubit code. We have further made the perspective for the limita-
tion of the noise threshold. The real noise threshold with a polynomial overhead would
be about p = 10%.
These results really indicate that the present approach, i.e., one-way computation with
logical qubits, is very promising for realization of fault-tolerant quantum computation,
though it still requires hard experimental eorts to satisfy the fault-tolerance condition.
To this end, bottom-up approaches, which make use of the properties of individual physical
systems [68, 69, 70, 71, 72, 73, 74, 75, 76], should be further developed. Recently quantum
coherence has been paid much attention experimentally and theoretically in biological
systems [130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 140]. Life is warm and wet, and
had been thought so far to have little to do with quantum coherence. We hope that some
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