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Abstract
In this paper a new algorithm for computing the intersection of two rational ruled surfaces, given
in parametric/parametric or implicit/parametric form, is presented. This problem can be considered as
a quantifier elimination problem over the reals with an additional geometric flavor which is one of the
central themes in V. Weispfenning research. After the implicitization of one of the surfaces, the intersection
problem is reduced to finding the zero set of a bivariate equation which represents the parameter values
of the intersection curve, as a subset of the other surface. The algorithm, which involves both symbolic
and numerical computations, determines the topology of the intersection curve as an intermediate step and
eliminates extraneous solutions that might arise in the implicitization process.
c© 2006 Elsevier Ltd. All rights reserved.
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0. Introduction
Computing the intersection curve of two surfaces is a fundamental process in many areas, such
as the CAD/CAM treatment of complicated shapes, design of 3D objects, computer animation,
NC machining and creation of Boundary Representation in solid modelling (see, for example,
Hoschek and Lasser (1993), Miller and Goldman (1995), Patrikalakis (1993), Patrikalakis and
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Maekawa (2002) or Rossignac and Requicha (1991)). The main goal concerning the surface-to-
surface intersection problem is to develop a robust, accurate and fast algorithm for computing
the intersection curve, requiring the least user intervention.
Given two surfaces S1 and S2, if S1 is given in implicit form and S2 is given in parametric
form, each variable in the implicit equation of S1 may be replaced with the parametric expression
of the corresponding component of S2, reducing the problem to the solution of an equation
of two variables. The solutions of this equation are the parameter values corresponding to the
intersection curve, as part of S2. If both surfaces are given parametrically, the implicitization of
one of them is not an easy task in general. However, in this paper it is shown that, when dealing
with rational ruled surfaces, the implicitization can be done in a straightforward manner.
A ruled surface is formed by a one-parameter family of straight lines moving along a curve;
the curve is called the directrix, and the straight lines are called rulings. Ruled surfaces appear in
many applications; a particular class of ruled surfaces, the developable surfaces, are suitable for
building objects with certain materials. We consider the intersection of two ruled surfaces with
parametric equations
S1(u, s) = C1(u) + sa1(u) and S2(v, t) = C2(v) + ta2(v),
where the functions Ci and ai are rational and take vector values. First, it is shown how to
obtain the implicit equation H (x, y, z) = 0 of S1, by just computing one single resultant, so the
intersection problem is reduced to the solution of an equation G(v, t) = 0. Then the efficient
algorithm presented in Gonzalez-Vega and Necula (2002) is used to determine the topology of
the curve defined by the equation G(v, t) = 0. Assuming that the surfaces do not overlap (in a
two-dimensional subset), each component of the solution curve in the (v, t)-plane corresponds to
a component of the intersection curve. Moreover, with the exception of singular points, which can
appear only in the striction curve of the surface (see Eq. (8)), there is a one to one correspondence
between the curve in the (v, t)-plane and the intersection curve. Finally, the solution points of
G(v, t) = 0 are computed numerically, which allows one to generate the points of S2 that
form the intersection curve. In some cases, the implicitization process gives a few extraneous
components which do not correspond to real points of the intersection curve. The algorithm
checks suitable points on each component in order to eliminate these extraneous solutions.
A different reduction method, eliminating the linear components s and t , is presented in Heo
et al. (1999). It is based on the linear dependency of the vectors C1(u)− C2(v), a1(u) and a2(v),
at each intersection point. However, since these vectors may be linearly dependent at pairs (u, v)
which do not correspond to intersection points, the correspondence between the solution points
in the (u, v)-plane and the intersection curve fails to be one to one in some cases, other than
the cases corresponding to singular points (for instance, parallel rulings). In addition, it is more
convenient to have the intersection curve parametrized by v and t , the parameters of one of the
surfaces, instead of a mixture of parameters, one from each surface.
The proposed algorithm starts with the implicitization process of one of the surfaces which is
done symbolically, then the determination of the topology of the plane algebraic curve involves
both symbolic and numerical methods, and the final computation leading to the points of the
intersection curve is performed numerically. For verification purposes and a first efficiency
analysis, this algorithm has been implemented in the Computer Algebra System Maple. The
graphic interface of the algorithm has been created with the Maple package Maplets. The
program starts with a user given arithmetic precision, and automatically increases the number
of digits until the topology is correct. The output of the Maplet, as shown in Fig. 1, displays the
graph indicating the topology of the algebraic curve, the picture of the intersection curve alone
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Fig. 1. The graphic interface of the implementation of the algorithm, created with the Maple package Maplets. The first
window shows the topology of the intersection curve in the (v, t)-plane, the second one shows the intersection curve (the
colors indicate where each branch comes from the (v, t)-plane curve), and the third one shows both the intersection curve
and the considered surfaces. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
and together with the surfaces. It also shows the number of points used to draw the intersection
curve, the final precision required to certify the computed topology and the computing time.
The problem of computing the intersection curve of two ruled surfaces defined parametrically
can be considered as a quantifier elimination problem over the reals with an additional
geometrical flavor and with a potential application in Geometric Modeling. And this has been,
and it is currently one of the central themes in V. Weispfenning research. More precisely, if
S1(u, s) and S2(v, t) are two rational ruled surfaces whose intersection is to be determined, the
computation of the intersection curve between the surfaces is reduced to the analysis of the
semialgebraic set in R2 defined as the projection onto the (v, t)-plane of the semialgebraic set in
R
4 defined by
{(u, s, v, t) ∈ R4 : S1(u, s) = S2(v, t)}.
The paper is divided into four sections. In the first one, it is explained how to compute the
implicit equation of a rational ruled surface, showing that for such surfaces it is easy to deal
with the degeneracies that make very difficult, in general, the problem of obtaining implicit
equations. The second section is devoted to showing how to get the correct information about
the intersection curve of two rational ruled surfaces when the implicit equation of one of them
is available. The third section presents a collection of examples showing how to apply the
different techniques that we propose. The last section draws several conclusions and sketches
some problems to be addressed.
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1. Computing the implicit equation
Consider the ruled surface given by
S(u, s) = C(u) + sa(u) (1)
where C and a are vector valued functions with rational components. The components of the
parametrization of S are
x = Cx (u) + sax(u), y = Cy(u) + say(u), z = Cz(u) + saz(u). (2)
First, the parameter s is eliminated. It is assumed that a is not identically zero. Suppose az(u) ≡ 0
and using
saz(u) = z − Cz(u)
it follows that
f (x, z, u) ≡ az(u)(x − Cx (u)) − (z − Cz(u))ax(u) = 0
g(y, z, u) ≡ az(u)(y − Cy(u)) − (z − Cz(u))ay(u) = 0 (3)
for any u ∈ R and (x, y, z) ∈ S. Since ax , ay and az are not simultaneously identically zero, if
az ≡ 0 then the x or y component has to be used in order to eliminate the parameter s.
Without loss of generality, it is assumed that the expressions appearing in (3) are polynomials
in u: since the components of C and a are rational, if necessary, the equations (3) are multiplied
by appropriate polynomials coming from the corresponding denominators.
Then, the Sylvester resultant of f and g with respect to u, H1(x, y, z), is computed. In most
cases, H1(x, y, z) = 0 represents the implicit equation of S. Nevertheless, Sylvester resultant
may be identically zero if there is a polynomial factor J (u) dividing both f and g (note that
since az ≡ 0 and due to the form of f and g, J should be the greatest common divisor of f and
g). In this case, f and g are previously divided by J (u) before computing the Sylvester resultant.
Afterwards, the rulings (in S) associated with the solutions (in R) of J (u) = 0 must be checked
to verify the final implicit equation of S.
Let
f (x, z, u) = α f (u)x + β f (u)z + γ f (u)
g(y, z, u) = αg(u)y + βg(u)z + γg(u)
with α f , αg , β f , βg , γ f and γg polynomials in R[u]. Note also that, in the case that one of the
polynomials J f (u) = gcd(α f , β f , γ f ) or Jg(u) = gcd(αg, βg, γg) is non-trivial then f will be
divided by J f and g by Jg . As before, the rulings (in S) corresponding to the solutions (in R) of
J f (u) = 0 and Jg(u) = 0 must be checked to verify the final implicit equation of S.
The following lemma provides very useful information about the degrees in x , y and z of the
polynomial H1(x, y, z).
Lemma 1.1. Let
f (x, z, u) = α f (u)x + β f (u)z + γ f (u)
g(y, z, u) = αg(u)y + βg(u)z + γg(u)
with α f , αg, β f , βg, γ f and γg polynomials in R[u] such that gcd(αg, βg, γg) = 1 and
gcd(α f , β f , γ f ) = 1. Then:
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(1) degx(H1) = degu(g) = max{degu(αg), degu(βg), degu(γg)}.
(2) degy(H1) = degu( f ) = max{degu(α f ), degu(β f ), degu(γ f )}.
(3) degz(H1) ≤ degu( f ) + degu(g).
Proof. The first and second equalities come from the classical fact concerning resultants saying
that for two polynomials P(T ) and Q(T ) in K[T ] (with K a field),
Resultant(P, Q) =
∏
{Δ∈K:Q(Δ)=0}
P(Δ)
with K an algebraically closed field containing K. In our concrete case, the application of this
formula provides
H1(x, y, z) =
∏
{Δ∈R(y,z):αg(Δ)y+βg(Δ)z+γg(Δ)=0}
(α f (Δ)x + β f (Δ)z + γ f (Δ)).
Since
(1) α f (u) is not identically zero (it is the product of az(u), which is assumed to be non-identically
zero, and three denominators; see Eq. (3)),
(2) g(y, z, u) does not contain x, and
(3) there is no Δ ∈ R(y, z) such that α f (Δ) = g(y, z,Δ) = 0 (if this is not the case then
there exists a non-trivial factor h(u) ∈ R[u] of α f (u) dividing g(y, z, u), and similarly with
αg(u), βg(u) and γg(u), which is not possible),
it is possible to conclude that the degree in x of H1(x, y, z) is equal to the degree in u of g. In
the same way it is proved that the degree in y of H1(x, y, z) is equal to the degree in u of f .
The third inequality comes directly from the fact that the resultant of f and g with respect to
u is the determinant of a square matrix with degu( f ) + degu(g) rows and columns, and where z
appears with degree 1 once in each row. 
In the next section, when computing the intersection curve of two ruled surfaces, it is proposed
to compute, first, the implicit equation of one of them. The previous lemma can be used to choose
which ruled surface to implicitize: the one providing the simpler equation, i.e. with the smallest
degrees.
In some cases there might also appear in H1 some extraneous factors which do not correspond
to points of S. To avoid this problem, the computations which lead to equations (3) are repeated
with x playing the role of z and then with y playing the role of z, obtaining in this way two
new resultants H2 and H3. Finally, the implicit equation of S is given by H (x, y, z) = 0, where
H = gcd(H1, H2, H3). The next example shows the different reasons why these extraneous
factors can appear:
(1) the existence of values of u making vanish some denominator at C(u) or a(u),
(2) the existence of values of u making vanish the denominator of the description of s in terms
of u and z (or y or x), or
(3) those coming from the greatest common divisor of the leading coefficients with respect to u
of f and g.
Example 1.2. Let S(u, s) = C(u) + sa(u) be the ruled surface defined by
C(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 0
)
, a(u) =
( −2 u
1 + u2 ,
1 − u2
1 + u2 , 1
)
and whose implicit equation is to be computed.
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Solving s in terms of z and u provides two equations f and g without common factors to
remove and whose resultant
H1(x, y, z) = (1 + z2)(x2 + y2 − z2 − 1)
contains the extraneous factor 1 + z2. Even if it does not contain real points, the reason why it
appears is described, in order to clarify the situation. In this case, the two equations f (x, i, u) = 0
and g(y, i, u) = 0 have a common solution u = −i, for any x and y; but this value annihilates
the denominators in the parametrization.
Solving s in terms of y and u provides the two equations f and g where, in the first one, the
common factor u2 + 1 is removed and whose resultant
H2(x, y, z) = (y − 1)(y + 1)(x2 + y2 − z2 − 1)
contains the extraneous factor (y − 1)(y + 1). In this case, both extraneous factors, y − 1 and
y + 1, come from the values of u (u = 1 and u = −1) annihilating the denominator of the
obtained expression when solving s in terms of y and u.
Solving s in terms of x and u provides the two equations f and g where, in the first one, the
common factor u2 + 1 is removed and whose resultant
H3(x, y, z) = (x − 1)(x + 1)(x2 + y2 − z2 − 1)
contains the extraneous factor (x − 1)(x + 1). The first one, x − 1, comes from the value of u
(u = 0) annihilating the denominator of the expression obtained when solving s in terms of x
and u. The second one, x + 1, is due to the fact that both leading coefficients of f and g with
respect to u are exactly x + 1, making this factor appear in the resultant. Geometrically this last
factor corresponds to u = +∞ and to the straight line {(−1,−s, s) : s ∈ R} (which is contained
in x2 + y2 − z2 − 1 = 0).
The implicit equation of S is in this case
H (x, y, z) = gcd(H1, H2, H3) = x2 + y2 − z2 − 1,
without extraneous factors. 
When the degrees of the equations (3) are high, in order to avoid difficulties when computing
the implicit equation, other formulations of the resultant, such as the Bezout expression (or
others: for example, see Chionh et al. (2002), Diaz-Toca and Gonzalez-Vega (2004), Gonzalez-
Vega (1997) or Sederberg and Zheng (2002)) should be used.
When the coefficients of the equations (3) are floating point real numbers, in order to avoid the
numerical instabilities arising from the computation of the determinant of a polynomial matrix,
ad hoc techniques such as polynomial interpolation should be used, instead of the classical ways
of computing the determinant (such as the Gauss Method). Note that Lemma 1.1 provides the
required bounds for using any interpolation scheme providing the implicit equation (see Wang
(2004) or Marco and Martinez (2002)).
There is another possible method for computing the implicit equation of a rational ruled
surface, namely, by determining the so called mu-basis (see Chen et al. (2001)). This way is
specially efficient when the procedure is totally symbolic. If the coefficients of the polynomials
are floating point numbers, the approach that we propose is more adequate, since it relies only
on a resultant-like formulation allowing one, for instance, to interpolate the implicit equation,
as in Marco and Martinez (2002, 2004). The mu-basis formulation requires a division procedure
(similar to the one appearing in the Buchberger algorithm for computing the Grobner Basis)
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whose numerical behavior is difficult to predict in terms of accuracy and stability. Nevertheless,
when using the algorithm that we propose with floating point coefficients, the greatest common
divisor computations should be avoided, and what is computed is a multiple of the implicit
equation.
2. Computing the intersection curve
Consider two ruled surfaces given by
S1(u, s) = C1(u) + sa1(u), S2(v, t) = C2(v) + ta2(v), (4)
where C1, a1, C2 and a2 are vector valued functions with rational components. Let H (x, y, z)
be the implicit equation of S1. If a point S2(v, t) is also on the surface S1, its components must
verify the equation H (S2(v, t)) = 0. Thus,
G(v, t) = H (S2x(v, t), S2y (v, t), S2z (v, t)) = 0 (5)
is the implicit equation of the curve in the (v, t)-plane whose study will guide the computation
of the intersection curve of the two considered ruled surfaces.
It has been proved in Heo et al. (1999) that if two ruled surfaces overlap in a two-dimensional
subset, then each of them must be a plane or a quadric. On the other hand, since a nondegenerate
quadric (in three-dimensional space) is determined by 9 points in general position (see Boehm
and Prautzsch (1994), Ch. 14), two overlapping ruled surfaces must have a common connected
component, which contains the overlapping piece. Therefore, we assume that the surfaces
intersect, either tangentially or transversally, in a spatial curve, even though some components
may reduce to a point. Hence, the solution of the equation G(v, t) = 0 is a real algebraic curve
in the (v, t)-plane defined implicitly.
If a point (v0, t0) of the plane curve is non-singular, the tangent vector to the curve at this
point is proportional to
(
∂G
∂ t
(v0, t0),−∂G
∂v
(v0, t0)
)
. (6)
Then, the corresponding tangent vector to the curve on the surface S2 at S2(v0, t0) will be
w = ∂G
∂ t
∂S2
∂v
− ∂G
∂v
∂S2
∂ t
. (7)
Thus, if (v0, t0) is a nonsingular point of the plane curve G(v, t) = 0, and S2(v0, t0) is a
regular point of S2, then the tangent vector defined in (7) is different from zero. Hence there is a
one to one correspondence between the plane curve and the surface-to-surface intersection curve,
in a neighborhood of (v0, t0). On the other hand, if a ruled surface has a singular point, it must
be on the striction curve.
The striction curve of a non-cylindrical surface S2(v, t) = C2(v) + ta2(v) is a curve on S2
whose tangent vector is everywhere orthogonal to a′2 (see Do Carmo (1976)). It is defined by
E(v) = C2(v) − 〈C
′
2(v), a˜
′
2(v)〉
〈a˜′2(v), a˜′2(v)〉
a2(v), where a˜2(v) = a2(v)‖a2(v)‖ . (8)
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The surface admits a new parametrization S˜2(v, t) = E(v) + t a˜2(v), with the striction curve as
directrix. The vector a˜′2 is orthogonal to both a˜2 and E
′
, since E′ × a˜2 = τ a˜′2. Then∣∣∣∣∣
∂ S˜2
∂v
× ∂ S˜2
∂ t
∣∣∣∣∣
2
= (τ 2 + t2) ∣∣a˜2∣∣2 .
Thus, singular points of the surface may appear only on the striction curve, and a point on the
striction curve is singular if and only if τ (v) = 0 (see Do Carmo (1976)).
Therefore, there is a one to one correspondence between the plane curve and the intersection
curve, with the only possible exceptions of the singular points of the surface and singular points
of the plane curve. In some cases, a piece of the (v, t)-plane curve corresponds to a single singular
point on the surface (see Examples 3.4 and 3.6 in Section 3).
Comparing with the algorithm in Heo et al. (1999) the situation here is much better. In Heo
et al. (1999) the linear parameters s and t are eliminated and the problem is reduced to the
solutions of
λ(u, v) = det(a1(u), a2(v), C1(u) − C2(v)) = 0, (9)
such that
Δ(u, v) = ‖a1(u) × a2(v)‖2 = 0, (10)
or
‖a1(u) × (C1(u) − C2(v))‖2 + ‖a2(v) × (C1(u) − C2(v))‖2 = 0.
The one to one correspondence between those solutions in the (u, v)-plane and the points of the
intersection curve breaks down when: (i) there are parallel rulings, (ii) λ(u, v) ≡ 0, (iii) an apex
or a self-intersection point of one surface is contained in the other. In some of these cases, a
single point in the (u, v)-plane represents a one-dimensional piece of the intersection curve, and
in other cases, the general approach is not useful, and a separate different treatment is needed
(see Examples 3.4–3.7).
2.1. Computing the topology and shape of G(v, t) = 0
The seminumerical algorithm presented in Gonzalez-Vega and Necula (2002) (based on the
use of the Sturm–Habicht sequence and on the concept of generic position) is applied here to
determine the topology and characteristics of the real algebraic plane curve G(v, t) = 0.
The usual strategy, also followed in Gonzalez-Vega and Necula (2002), for computing the
graph (even topologically) of a real algebraic plane curve defined implicitly by a polynomial
f (x, y) ∈ R[x, y] proceeds in the following way:
(1) Step I
Computation of the discriminant of f with respect to y, R(x), and characterization of the
real roots of R(x), α1 < · · · < αr .
(2) Step II
For every αi , computation of the real roots of f (αi , y), βi,1 < · · · < βi,si .
(3) Step III
For every αi and βi, j , computation of the number of half-branches to the right and to the left
of the point (αi , βi, j ).
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Following Gonzalez-Vega and Necula (2002) and, in order to avoid the numerical problems
arising from the computation of the roots of R(x) and of every f (αi , y) which has always
multiple roots, before starting the computations, a generic linear change of variables is performed
in order to have the following condition for every α ∈ R:
#
{
β ∈ R : f (α, β) = 0, ∂ f
∂y
(α, β) = 0
}
≤ 1.
This assures that for every real root αi of R(x), there is only one critical point (i.e. one singular
point or one point with a vertical tangent) of the curve in the vertical line x = αi , whose y-
coordinate, as shown in Gonzalez-Vega and Necula (2002), can be rationally described in terms
of αi . Moreover this allows one to symbolically construct, from every f (αi , y), a square-free
polynomial gi(αi , y) whose real roots need to be computed in order to finish with the so called
Step II. Step III is thus accomplished by merely computing the number of real roots of the square-
free polynomials f (γi , y) (i ∈ {0, 1, . . . , r+1}) with γ0 = −∞, γr+1 = ∞ and γi being any real
number in the open interval (αi , αi+1). These computations provide a graph of the considered
curve which is very helpful when the curve is going to be traced numerically, since we know
exactly how to proceed when coming closer to a complicated point (usually singular).
Since any univariate polynomial to be solved in this process has no multiple solutions,
numerical techniques are used to get the required real solutions in a very efficient way. The
algorithm starts with a precision of 10 digits which is increased automatically when two real roots
of the same polynomial are very close (if the distance is smaller than 10−9). This phenomenon
can easily happen as shown in the examples presented in Gonzalez-Vega and Necula (2002).
The algorithm generates a data structure containing the critical points and the regular points
with the same y-coordinate as the critical points of the curve, in generic position, and also
determines the number of branches on each side of a critical point, and the branch connections
between the critical and regular points.
Using this information for our problem, for each branch connection of the curve G(v, t) = 0,
a certain number of intermediate points of the (v, t)-plane curve are computed by using standard
numerical methods (for instance, Newton’s method), once v is evaluated to a value providing a
square-free polynomial, and the corresponding points of S2 are obtained by lifting these (v, t)-
points to the surface S2.
More precisely, in the examples presented in the Section 3, the computation of the points in
the curve of intersection between S1 and S2 proceeds by determining a partition a1 < · · · < as of
each interval (αi , αi+1) (the αi ’s are the real roots of the discriminant of G(v, t) with respect to
v), and determining the real roots of each square-free polynomial G(ai , t). If bi,1 < · · · < bi,mi
are the real roots of G(ai , t) = 0 then the points (ai , bi, j ) are lifted to the curve of intersection
between S1 and S2 by evaluating the parametrization of S2 at these (v, t)-points:
S2(ai , bi, j ) = C2(ai ) + bi, j a2(ai ).
Note that also the critical points (αi , βi, j ) of the curve G(v, t) = 0 are also lifted to the curve of
intersection between S1 and S2 by following the same procedure as before.
3. Experimental examples
The results of the application of the algorithm outlined in previous sections to some illustrative
examples are shown in this section. We have also included pictures of the resulting planar
algebraic curves.
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Fig. 2. G(v, t) = 0: Topology and shape.
Example 3.3 (Intersection of a One-sheet Hyperboloid and a Cylinder). Let S1(u, s) = C1(u)+
sa1(u) and S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
C1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 0
)
, a1(u) =
( −2 u
1 + u2 ,
1 − u2
1 + u2 , 1
)
,
C2(v) =
(
0,
1 − v2
1 + v2 ,
2 v
1 + v2
)
, a2(v) =
(
1, 0, 0
)
.
There is a generator missing in each parametrization, corresponding to the limits u → ∞ and
v → ∞, respectively (see Fig. 3). The implicitization process (see Example 1.2) gives
H = x2 + y2 − z2 − 1 = 0,
whence
G(v, t) = t2 + 2t2v2 + t2v4 − 8v2 = 0 (11)
is the implicit equation of the algebraic curve in the (v, t)-plane to be analyzed. A critical point
is obtained, from which depart two branches to the left and two branches to the right. These
branches would close at the same point when v goes to infinity (see Fig. 2). The results of the
computation are represented in Fig. 3. There is a one to one correspondence between the (v, t)-
plane curve and the intersection curve. In this example, Eq. (11) can be solved algebraically,
namely t = ± 2
√
2v
1+v2 , and the high accuracy of the numerical results is verified by comparison. 
Accurate results were also obtained modifying slightly the radius of the cylinder, namely
C2(v) =
(
0, α
1 − v2
1 + v2 , α
2 v
1 + v2
)
,
where α is constant and |α| small.
Example 3.4 (Intersection of Two Cones, Each One Containing the Apex of the Other). Let S1
(u, s) = C1(u) + sa1(u) and S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
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Fig. 3. Hyperboloid and cylinder: Intersection curve.
Fig. 4. G(v, t) = 0: Topology and shape.
C1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 1
)
, a1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 1
)
,
C2(v) =
(
1 − v2
1 + v2 ,
(1 + v)2
1 + v2 , 0
)
, a2(v) =
(
1 − v2
1 + v2 ,
2 v
1 + v2 , 1
)
.
In this case too, there is a generator missing in each parametrization (see Fig. 5). The implicit
equation of S1 is
H = y2 − z2 + x2 = 0,
and the square-free implicit equation of the algebraic plane curve is
G(v, t) = v3 + v3t + v2 + tv2 + v + tv + 1 + t = 0.
The real solutions of this equation are t = −1, the line of the (v, t)-plane which corresponds
to the common generator where the cones meet tangentially, and v = −1, the line which
corresponds to the apex (0, 1,−1) of the second cone, which is a singular point. 
The ruled surfaces considered in Example 3.4 are also considered in Heo et al. (1999).
Applying the algorithm presented in Heo et al. (1999), the solutions in the (u, v)-plane are the
lines {(u, v) : u = −1} and {(u, v) : v = −1}. All points in {(u, v) : v = −1, u = −1}
correspond to the point (0, 0, 0), all points in {(u, v) : u = −1, v = −1} correspond to the point
(0, 1,−1), and the single point (u, v) = (−1,−1) represents the rest of the intersection line.
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Fig. 5. Two cones: Intersection curve.
Fig. 6. G(v, t) = 0: Topology and shape.
Example 3.5 (Intersection of a Cone and an Elliptic Cylinder (See Fig. 7)). Let S1(u, s) =
C1(u) + sa1(u) and S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
C1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 1
)
, a1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 1
)
,
C2(v) =
(
1 − v2
1 + v2 ,
2 v
1 + v2 , 0
)
, a2(v) =
(
0, 1, 1
)
.
S1 is the same as in Example 3.4. The (v, t)-plane curve implicit equation is
G(v, t) = t (1 + v2)(v − 1) = 0.
The solution points of the line t = 0 correspond to the points in the circle which is the directrix
of both surfaces. The solution points of the line v = 1 correspond to the common generator at
which the cone and the cylinder meet tangentially. A one to one correspondence between the
(v, t)-plane curve and the intersection curve is obtained. 
If the algorithm in Heo et al. (1999) is applied to Example 3.5, the resulting (u, v)-plane curve
is {(u, v) : u = v} ∪ {(u, v) : v = 1}. The points of {(u, v) : u = v, v < 1} and {(u, v) : u =
v, v > 1} correspond to the points in the circular arcs {(cos θ, sin θ, 1) : −π < θ < π/2} and
{(cos θ, sin θ, 1) : π/2 < θ < π}, respectively, {(u, v) : v = 1, u = 1} correspond to the
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Fig. 7. Cone and cylinder: Intersection curve.
Fig. 8. G(v, t) = 0: Topology and shape.
point (0, 0, 0), and the point (u, v) = (1, 1) represents the ruling at which the surfaces meet
tangentially.
Example 3.6 (Intersection of Two Cones with the Same Apex (See Fig. 9)). Let S1(u, s) = C1
(u) + sa1(u) and S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
C1(u) =
(
2 u
1 + u2 ,
1 − u2
1 + u2 , 1
)
, a1(u) =
(
2 u
1 + u2 ,
1 − u2
1 + u2 , 1
)
,
C2(v) =
(
1,
1 − v2
1 + v2 ,
2 v
1 + v2
)
, a2(v) =
(
1,
1 − v2
1 + v2 ,
2 v
1 + v2
)
.
The implicitization gives for S1
H (x, y, z) = x2 + y2 − z2 = 0,
from which follows the square-free implicit equation for the plane curve
G(v, t) = tv2 + v2 − t − 1 = 0,
with solutions v = −1, v = 1 and t = −1. The solutions v = ±1 correspond to a pair of rulings.
The points in the line t = −1 correspond to the apex of S2 which is the same as the apex of
S1. 
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Fig. 9. Two cones with the same apex: Intersection curve.
Variations of Example 3.6, of the form
C1(u) =
(
2 u
1 + u2 ,
1 − u2
1 + u2 , 1 + α
)
, a1(u) =
(
2 u
1 + u2 ,
1 − u2
1 + u2 , 1 + α
)
,
C2(v) =
(
1,
1 − v2
1 + v2 ,
2 v
1 + v2
)
, a2(v) =
(
1,
1 − v2
1 + v2 ,
2 v
1 + v2
)
.
with α constant and |α| small, were tested, yielding always very accurate results.
In Heo et al. (1999), this kind of example is called degenerate because λ(u, v) ≡ 0, and the
general procedure proposed there does not apply to this case (see Eq. (9) for the definition of
λ(u, v)).
Example 3.7 (Intersection of Two Parallel Cylinders). Let S1(u, s) = C1(u) + sa1(u) and
S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
C1(u) =
(
1 − u2
1 + u2 ,
2 u
1 + u2 , 1
)
, a1(u) =
(
0, 0, 1
)
,
C2(v) =
(
2
1 + v2 ,
2 v
1 + v2 , 1
)
, a2(v) =
(
0, 0, 1
)
.
Then, S1 is given implicitly by
H (x, y, z) = x2 + y2 − 1 = 0,
whence
G(v, t) = v4 − 2v2 − 3 = 0,
is the implicit equation for the (v, t)-plane curve. It has as solutions the lines v = √3 and
v = −√3, each of them corresponding to a generator common to both cylinders. 
Example 3.7 is a degenerate case in the terminology of Heo et al. (1999). Here,Δ(u, v) ≡ 0,
whence λ(u, v) ≡ 0 (see Eqs. (9) and (10) for the definitions of λ(u, v) and Δ(u, v)).
Example 3.8 (Intersection of a Cone and a Ruled Surface whose Directrix is Similar to a Third
Degree Curve (See Fig. 11)). Let S1(u, s) = C1(u) + sa1(u) and S2(v, t) = C2(v) + ta2(v) be
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Fig. 10. G(v, t) = 0: Topology and shape.
two ruled surfaces defined by
C1(u) =
(
0,
2 u
1 + u2 ,
1 − u2
1 + u2
)
, a1(u) =
(
1,
u
5(1 + u2) ,
1 − u2
10(1 + u2)
)
,
C2(v) =
(
v,
(v − 6)(v − 1)(v + 2)
5 + v2 , 0
)
, a2(v) =
(
v
20 + v2 ,
v2
20 + v2 , 1
)
.
Then, S1 is given implicitly by
H = x2 + 20x − 100z2 + 100 = 0.
and the implicit equation for the (v, t)-plane curve is
G(v, t) = 23 800 + 629
2
v4 − 1645
2
v3t + 16 460v3 + 8499
20
v4t2 − 809
4
v4t + 5000t2
− 39 400v + 19 999
8
v2t2 + 1195v2t − 103tv5 + 169
10
tv7 − 1133
10
tv6
− 501
100
v8t + t2v8 + v9t + 5999
200
v6t2 + 2583
8
v6 − 197
2
v5 + 95
4
v8 − 153v7
− 51
10
v9 + 99
200
v10 − 50vt − 10 870v2.
As clearly shown in Fig. 10, this is a typical example where there is a very meaningful
correspondence between the topology of the plane curve G(v, t) = 0, with three closed
components, and the intersection curve of the two considered surfaces. 
Example 3.9 (Intersection of a Cone and a Ruled Surface (See Fig. 12)). Let S1(u, s) = C1(u)+
sa1(u) and S2(v, t) = C2(v) + ta2(v) be two ruled surfaces defined by
C1(u) =
(
1,
1 − u2
1 + u2 ,
2u
1 + u2
)
, a1(u) =
(
1,
1 − u2
60(1 + u2) ,
u
30(1 + u2)
)
,
C2(v) =
(
v, v(v − 1)(v − 2)(v − 3), 0) , a2(v) =
(−v
10
,−v, 1
)
.
Then, S1 is given implicitly by
H = 3481 + 118x + x2 − 3600y2 − 3600z2 = 0
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Fig. 11. Cone and degree 3 directrix ruled surface: Intersection curve.
Fig. 12. Cone and ruled surface.
and the implicit equation for the (v, t)-plane curve is
G(v, t) = 348 100 + 11 800v − 1180tv − 12 959 900v2 − 4320 020tv2
− 359 999t2v2 + 51 840 000v5 + 720 000v5t − 4320 000v4t
+ 7 920 000v3t − 360 000v8 + 4320 000v7 − 20 880 000v6
+ 47 520 000v3 − 69 480 000v4 − 360 000t2 = 0.
The topological analysis of the curve G(v, t) = 0 is quite intricate. It produces three components,
one of them closed. The two other components are very far away from the closed component (see
the first two pictures in Fig. 13 for the topology and the shape of the closed component). In this
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Fig. 13. Topology and shape (only the closed component) of G(v, t) = 0 and intersection curve of the surfaces on the
cone. Colors show the one to one correspondence between the branches in G(v, t) = 0 and the intersection curve. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 14. The three components of the intersection curve (Example 3.9) together with the considered surfaces.
topological analysis it was necessary to increase the digits of the computation from the initial
value of 10 to 50, in order to get the certified (and correct) topology of the curve G(v, t) = 0.
The different colors in the second and third pictures of Fig. 13 show the correspondence between
the discretized branches in the closed component of the curve G(v, t) = 0 and the generated
branches in the intersection curve (providing also a closed component). Fig. 14 presents the
1204 M. Fioravanti et al. / Journal of Symbolic Computation 41 (2006) 1187–1205
areas where the three components of the intersection curve are located together with the two
ruled surfaces. 
With respect to the efficiency of this algorithm, computing time is mainly consumed by
the determination of the topology and shape of the algebraic curve G(v, t) = 0. But this is
solved fast by using the algorithm presented in Gonzalez-Vega and Necula (2002): for instance,
Example 3.9, using Maple 9.5 on a PowerPC G4 processor at 1 GHz, requires less than 2 s for
computing the topology (going to a precision of 50 digits), and less than 10 s for obtaining the
shape of the closed component.
4. Conclusions
A new algorithm computing the intersection curve of two ruled surfaces has been presented.
It is based on the use of the implicit equation of one of them, which can be easily computed
for such surfaces. This reduces the problem to the study of a real algebraic plane curve defined
implicitly, which is treated using the seminumerical algorithm in Gonzalez-Vega and Necula
(2002). Moreover, the procedure assures that the lifting to R3 of the components of this plane
curve does not produce an increase of the dimension: the algorithm proposed in Heo et al. (1999)
can produce one point in the corresponding plane curve whose lifting produces a one-dimensional
component in the intersection curve. In addition, the performed experimentation shows a nice
initial practical behavior.
It remains to analyze in more detail the behavior of the outlined algorithm when the initial
ruled surfaces description involves floating point real numbers. Note that, in this case, the
computation of the greatest common divisors required in Section 1 to produce the implicit
equation of one of the surfaces cannot be easily performed. Our proposal is to compute only
the polynomial H1(x, y, z) (a factor of this polynomial is the implicit equation), by using
interpolation techniques (as in Marco and Martinez (2002) or Wang (2004)) together with the
Lemma 1.1, and to continue the application of the algorithm as if H1(x, y, z) were the true
implicit equation. An a posteriori check must be performed at the end, just to verify that the
extraneous factors that can appear in H1(x, y, z) do not produce any extraneous solution in the
intersection curve.
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