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Resumen: En este art´ıculo se propone la utilizacio´n de grafos de fonemas para
tareas de deteccio´n y localizacio´n de palabras en documentos hablados. Los grafos
de fonemas propuestos se construyen a partir de probabilidades fone´ticas calculadas
frame a frame. Tambie´n se propone un modelo de error sobre los grafos de fonemas
que permite simplificar los algoritmos de exploracio´n que buscan secuencias fone´ti-
cas. Se aplica un modelo de duracio´n de fonemas para reducir falsos positivos que
penaliza adecuadamente la deteccio´n de secuencias fone´ticas en intervalos tempora-
les demasiado cortos.
Palabras clave: Grafos de Fonemas, Deteccio´n y Localizacio´n de Palabras, Pro-
gramacio´n Dina´mica
Abstract: In this paper we propose the use of phoneme graphs for word spotting
tasks. The proposed phoneme graphs are built using phonetic probabilities estima-
ted at frame level. We also propose an error model on phoneme graphs which allows
to simplify the exploration algorithms used for finding phonetic sequences. A pho-
neme duration model is also applied for avoiding the detection of too short phonetic
sequences, which helps to reduce the number of false positive detections.
Keywords: Phoneme graphs, Word Spotting, Dynamic Time Warping
1. Introduccio´n
La modelizacio´n y deteccio´n de unidades
fone´ticas es uno de los objetivos principa-
les para muchas aplicaciones del a´mbito de
las tecnolog´ıas del habla. Aunque los siste-
mas de Reconocimiento Automa´tico del Ha-
bla (RAH) se basan en las palabras como uni-
dades lingu¨´ısticas ba´sicas, y por tanto ele-
mentos del modelo de lenguaje, la modeli-
zacio´n acu´stica de las palabras se represen-
ta en te´rminos de las unidades ba´sicas del
habla, que son los fonemas (u otras unida-
des suble´xicas similares). La limitacio´n en el
nu´mero de unidades de tipo fone´tico a partir
de las cuales se pueden componer todas las
palabras de un lenguaje, y la relacio´n quasi-
directa entre fonemas y letras, las convierten
en las unidades ideales para representar las
caracter´ısticas acu´sticas de una lengua. Des-
graciadamente, su corta duracio´n y su varia-
bilidad acu´stica hace muy dif´ıcil abordar ta-
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reas puras de Decodificacio´n Acu´stico-Fone´ti-
ca (DAF). Adema´s, las fuertes restricciones
que se pueden imponer mediante un mode-
lo de lenguaje basado en palabras, no son
comparables con la de´bil estructura sinta´cti-
ca que representar´ıa las posibles concatena-
ciones de fonemas. Por ello el son˜ado objetivo
que empezo´ a tomar fuerza a principios de los
80 (con el desarrollo de te´cnicas robustas de
aprendizaje y modelizacio´n acu´stico-fone´ti-
ca, principalmente los basados en HMM), de
disponer de sistemas que reconocieran direc-
tamente la secuencia de unidades fone´ticas
pronunciadas, y a partir de ellas obtener la
secuencia de palabras, ha quedado algo ol-
vidado por los me´todos de Reconocimiento
del Habla continua basado en palabras. No
obstante, con el desarrollo de las tecnolog´ıas
en los u´ltimos an˜os, y las nuevas necesidades
creadas al abordar nuevas y ma´s complejas
tareas, la capacidad de detectar y reconocer
unidades fone´ticas en una pronunciacio´n es
una tarea que esta´ tomando cada vez ma´s in-
tere´s.
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En la medida que se han abierto nuevas
expectativas en el a´mbito de las tecnolog´ıas
del habla, como son el reconocimiento del ha-
bla para muy grandes vocabularios (Rastrow
et al., 2009), los sistemas de recuperacio´n y
extraccio´n de informacio´n en corpus habla-
dos (Amir, Efrat, y Srinivasan, 2001; Sara-
clar y Sproat, 2004), o deteccio´n de palabras
relevantes en este tipo de corpus, el recono-
cimiento a nivel fone´tico adquiere mayor im-
portancia. Su aportacio´n se basa en que en
muchos casos es imposible tener representa-
do todo el vocabulario y por tanto habra´ que
detectar palabras o subsecuencias le´xicas en
te´rminos de secuencias fone´ticas. Tal puede
ser el caso de entidades nombradas, por ejem-
plo nombres propios en otros idiomas, que
pueden ser usadas para deteccio´n y recono-
cimiento de palabras fuera del vocabulario
o para extraccio´n de informacio´n basada en
subsecuencias le´xicas (Ng y Zue, 1998).
En aproximaciones cla´sicas basadas en
modelos de palabras, la bu´squeda se circuns-
cribe a encontrar palabras incluidas en el mo-
delo de lenguaje utilizado para entrenar los
sistemas de RAH, en cuyo caso resulta ma´s
eficiente localizar las palabras a buscar en la
salida del reconocedor. Con esta aproxima-
cio´n se obtienen buenos resultados cuando se
trabaja con las n-mejores frases que devuelve
el reconocedor (Saraclar y Sproat, 2004). A
partir de las aproximaciones basadas en mo-
delos de palabras se construyen grafos de fo-
nemas utilizando las secuencias fone´ticas de
las palabras de las n-mejores frases a la sa-
lida del reconocedor. Esto permite encontrar
palabras fuera del vocabulario (Amir, Efrat,
y Srinivasan, 2001).
En este trabajo se presenta una aproxi-
macio´n diferente, basada en grafos de fone-
mas para tareas de bu´squeda de palabras en
corpus de voz a partir de la secuencia fone´ti-
ca. Disponiendo de un transcriptor fone´tico
se puede buscar cualquier palabra o secuencia
de palabras que pida el usuario. Esto facili-
ta la bu´squeda de palabras que no pertenecen
al vocabulario, y adema´s permite la bu´squeda
de secuencias fone´ticas cualesquiera. Secuen-
cias fone´ticas que pueden ser parte de una
palabra o abarcar varias palabras, segu´n sea
de intere´s, por ejemplo, para la indexacio´n de
corpus de voz en base a secuencias fone´ticas.
En el resto del documento se describe el
sistema en la seccio´n 2, se detallan los expe-

















Figura 1: Sistema desacoplado para el proce-
sado de la sen˜al vocal por etapas
seccio´n 3, finalmente se presentan las conclu-
siones en la seccio´n 4.
2. Descripcio´n del sistema
Nuestro sistema para la deteccio´n y locali-
zacio´n de palabras o secuencias fone´ticas so-
bre documentos de audio es un sistema des-
acoplado, procesa la sen˜al vocal por etapas.
La Figura 1 muestra el esquema general con
los mo´dulos en disposicio´n secuencial. Una
implementacio´n multihilo permite hacer efi-
ciente un proceso desacoplado cuyos mo´du-
los funcionan en modo pipe-line. Este tipo de
implementaciones adquiere especial relevan-
cia desde la aparicio´n de los microprocesado-
res multinu´cleo. A continuacio´n presentamos
una breve descripcio´n de las distintas etapas,
cada una correspondiente a un mo´dulo:
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1. La sen˜al vocal analo´gica capturada por
el micro´fono es digitalizada (t´ıpicamente
a 16KHz) y filtrada.
2. El preprocesador convierte la sen˜al vocal
en una secuencia de vectores acu´sticos.
En nuestro sistema cada vector acu´sti-
co o frame contiene 39 para´metros: la
Energ´ıa, los primeros 12 Mel Frequency
Cepstral Coefficents (MFCC), ma´s las
primeras y segundas derivadas. Se extrae
una frame cada 10ms aplicando una ven-
tana de Hamming de 20ms.
3. La finalidad de los para´metros acu´sticos
es distinguir las unidades fone´ticas. Pa-
ra ello el mo´dulo extractor de probabi-
lidades fone´ticas convierte cada vector
acu´stico en un vector de probabilidades
fone´ticas. La salida de este mo´dulo es
una secuencia de vectores con probabi-
lidades fone´ticas.
4. Explorando la evolucio´n temporal de la
probabilidad de cada unidad fone´tica lo-
calizamos segmentos en los que ha sido
pronunciada. Determinando donde co-
mienzan y donde acaban las distintas
ocurrencias de cada unidad fone´tica se
construye un grafo de fonemas como re-
presentacio´n de una pronunciacio´n.
2.1. Estimacio´n de las
probabilidades fone´ticas
A diferencia de los sistemas de reconoci-
miento automa´tico del habla (RAH) esta´nda-
res, basados en modelos ocultos de Mar-
kov (HMM, Hidden Markov Models), nues-
tro sistema calcula las probabilidades “a pos-
teriori” de que cada unidad fone´tica u ha-
ya sido pronunciada dado un vector acu´stico
xt, Pr(u|xt), donde el sub´ındice t represen-
ta el instante de tiempo. Esta aproximacio´n
permite obtener un vector con probabilida-
des fone´ticas {Pr(ui|xt)} i = 1..|U | a par-
tir de cada vector acu´stico xt, cumplie´ndo-
se
∑
u∈U Pr(u|xt) = 1, donde U representa
el conjunto de unidades fone´ticas. Aplicando
este proceso a cada frame se obtiene una se-
cuencia de vectores de probabilidades como
representacio´n de una pronunciacio´n.
El ca´lculo de las probabilidades fone´ticas
“a posteriori” se realiza combinando proba-
bilidades acu´sticas con probabilidades condi-
cionales estimadas al efecto.
2.1.1. Clustering a nivel acu´stico
Las probabilidades acu´sticas se obtienen a
partir de una mixtura de Gaussianas o GMM
(Gaussian Mixture Model), donde cada Gaus-
siana representa una clase acu´stica natural.
El GMM se obtiene mediante un proceso de
clustering parame´trico a nivel acu´stico, don-
de la estimacio´n de los para´metros que de-
finen las Gaussianas o distribuciones norma-
les se obtienen por ma´xima verosimilitud en
modo no supervisado (Duda, Hart, y Stork,
2001).
La idea subyacente a esta aproximacio´n
se basa en considerar que, una vez trans-
formada la sen˜al vocal en vectores acu´sticos
d-dimensionales, e´stos se distribuyen en una
regio´n del espacio Rd, acumula´ndose en su-
bregiones ma´s densas segu´n rasgos acu´stico-
fone´ticos similares. Las subregiones ma´s den-
sas obedecen a las distintas manifestaciones
acu´sticas del tracto vocal. Entendemos que
cada unidad fone´tica tiene muchas manifesta-
ciones acu´sticas posibles, debidas, entre otros
feno´menos, al estado de a´nimo y al acento del
locutor. Tambie´n de manera destacada debi-
das al contexto, es decir, que la manera en
que se pronuncia un fonema depende mucho
de los fonemas que le preceden y de los que
le suceden. Adema´s, no todas las manifesta-
ciones acu´sticas posibles pertenecen a un so´lo
fonema, hay muchas que se ubican en la in-
terseccio´n entre dos o ma´s fonemas. Las su-
bregiones de cada fonema no son estancas ni
continuas.
Resumiendo, consideramos que las uni-
dades fone´ticas se distribuyen en subregio-
nes solapadas dentro de Rd, y que las clases
acu´sticas naturales permiten modelar de ma-
nera ma´s precisa la regio´n de Rd por la que se
distribuyen los vectores acu´sticos. Obviamen-
te el nu´mero de clases acu´sticas sera´ mucho
mayor que el de unidades fone´ticas.
2.1.2. Ca´lculo de las probabilidades
fone´ticas
Para tomar en consideracio´n los distintos gra-
dos de relacio´n entre las clases acu´sticas y
las unidades fone´ticas hemos utilizado pro-
babilidades condicionales estimadas al efec-
to. As´ı, por cada unidad fone´tica dispone-
mos de Pr(a|u), es decir, la probabilidad de
que la clase acu´stica a se haya manifesta-
do cuando la unidad fone´tica u ha sido pro-
nunciada. Estas probabilidades condicionales
esta´n normalizadas de manera que se cum-




a∈A Pr(a|u) = 1, donde A representa
el conjunto de clases acu´sticas naturales.
En base al GMM podemos calcular
p(xt|a), la densidad de probabilidad condicio-
nal de observar el vector acu´stico xt cuando
se ha manifestado la clase acu´stica a. Cuya
fo´rmula es la conocida distribucio´n normal o
de Gauss. Combinando e´stas con las probabi-
lidades condicionales arriba mencionadas po-
demos calcular p(xt|u), la densidad de pro-
babilidad condicional de observar el vector
acu´stico xt cuando ha sido pronunciada la




p(xt|a) · Pr(a|u) (1)
y aplicando la regla de Bayes obtenemos las






donde pi(·) es la probabilidad “a priori” de
cada unidad fone´tica. En nuestro caso con-
sideramos todas las unidades fone´ticas equi-
probables a priori, por tanto eliminando e´stas












Las probabilidades condicionales Pr(a|u)
pueden estimarse bien de manera supervisada
a partir de un corpus segmentado y etiqueta-
do manualmente, bien de manera no super-
visada mediante un proceso de refinamien-
to sucesivo de las fronteras fone´ticas. Para
el sistema presentado aqu´ı estas probabilida-
des condicionales se estiman de manera no
supervisada, dado que tambie´n es utilizado
para segmentar y etiquetar automa´ticamente
corpus de voz (Go´mez y Castro, 2002).
2.2. Grafos de Fonemas
Los grafos de fonemas resultan adecuados pa-
ra representar frases pronunciadas entre si-
lencios, incluso cuando se trata de una so´la
palabra. El hecho de considerar varias uni-
dades fone´ticas alternativas para un segmen-
to de tiempo permite reflejar la incertidum-
bre asociada al proceso de deteccio´n fone´tica
sin utilizar conocimiento de niveles superio-
res: le´xico, sinta´ctico y sema´ntico.
La Figura 2 muestra un ejemplo de los gra-
fos de fonemas utilizados aqu´ı, formados por
nodos que representan instantes de tiempo y
arcos etiquetados con unidades fone´ticas. Los
arcos tambie´n incorporan una medida de con-
fianza, calculada como la probabilidad media
de la unidad fone´tica desde la frame corres-
pondiente al nodo origen hasta la frame ante-
rior al nodo destino. Los nodos esta´n etique-
tados con el ı´ndice de vector acu´stico. De-
bemos tener presente que el mo´dulo prepro-
cesador emite un vector acu´stico de mane-
ra constante cada cierto intervalo de tiempo.
Este intervalo de tiempo es invariable, t´ıpica-
mente 10ms. Por tanto el ı´ndice representa el
tiempo en intervalos de 10ms.
Figura 2: Trozo de un grafo de fonemas
La modalidad en que los nodos represen-
tan unidades fone´ticas y los arcos represen-
tan las transiciones posibles entre e´stas ha
sido estudiada previamente por los autores
(Go´mez, Castro, y Sanchis, 2002).
2.2.1. Construccio´n
La construccio´n de un grafo de fonemas con-
siste en explorar la evolucio´n temporal de las
probabilidades fone´ticas. Se trabaja con dos
umbrales ajustados emp´ıricamente, uno para
deteccio´n y otro para ampliacio´n. Por cada
unidad fone´tica se observa si su probabilidad
supera el umbral de deteccio´n, crea´ndose en-
tonces una hipo´tesis de segmento fone´tico que
se extiende en ambos sentidos mientras se su-
pera el umbral de ampliacio´n. Una vez deter-
minados los l´ımites de un segmento fone´tico
se crean dos nodos, uno para el instante ini-
cial y otro para el instante final, en caso de
que todav´ıa no existiesen. Despue´s se crea un
arco entre cada dos nodos consecutivos desde
el que representa el instante inicial hasta el
que representa el instante final.
Los nodos se crean en aquellos instantes en
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los que el proceso de deteccio´n de fonemas ha
determinado que comienza o acaba cualquier
unidad fone´tica. Los arcos siempre unen dos
nodos consecutivos. Puede observarse en la
Figura 2 co´mo en segmentos temporales don-
de claramente se ha pronunciado un fonema
hay pocos arcos: unidades a y o entre los no-
dos 38 y 43. Mientras que en otros segmentos
ma´s ambiguos hay ma´s arcos, por ejemplo en-
tre los nodos 45 y 46.
Las unidades fone´ticas incluyen los fone-
mas del idioma a reconocer ma´s el silencio
<SIL> y la pausa corta <SP>.
2.2.2. Modelo de Error
Para cualquier tarea posterior como la cons-
truccio´n de grafos de palabras y la localiza-
cio´n de palabras o segmentos de palabras, lo
que se requiere es encontrar secuencias fone´ti-
cas dentro del grafo de fonemas. Al pretender
completar secuencias fone´ticas es muy habi-
tual que e´stas no existan completas, surgien-
do la necesidad de permitir sustituciones, bo-
rrados e inserciones. El algoritmo que realiza
estas operaciones necesita un modelo de error
para estimar su coste.
Aqu´ı se propone un modelo de error que
consiste en an˜adir al grafo de fonemas los
arcos que faltan, de manera que entre cada
dos nodos consecutivos habra´ un arco por ca-
da unidad fone´tica. Estos nuevos arcos lle-
van asociada una medida de confianza, tam-
bie´n relacionada con la probabilidad, que re-
fleja el hecho de que la unidad fone´tica no
se detecto´ originalmente. En la implementa-
cio´n de nuestro sistema para los experimen-
tos aqu´ı presentados hemos utilizado directa-
mente las probabilidades fone´ticas de las uni-
dades a an˜adir, al igual como se han calcula-
do las medidas de los arcos originales. Esto ya
supone una adecuada penalizacio´n y aporta
la ventaja de disponer de arcos para todas las
unidades, en consecuencia el algoritmo que
explora el grafo de fonemas es mucho ma´s
simple y eficiente, todas las operaciones son
coincidencias.
Las medidas asignadas a los arcos an˜adi-
dos por el modelo de error se pueden calcu-
lar mediante otras aproximaciones. Por ejem-
plo calculando una matriz de confusio´n con
la probabilidad de que el sistema confunda
una unidad fone´tica con otra, y utilizar es-
tas probabilidades de confusio´n para calcular
la medida de confianza de los arcos an˜adidos
a partir de las medidas de confianza de los
arcos originales. El estudio comparativo de
diferentes variantes de modelo de error cons-
tituye una extensio´n al presente trabajo. El
intercambio entre modelos de error es senci-
llo gracias a que la estructura de los grafos
ya preve´ utilizar distintos modelos de error.
En resumen, la incorporacio´n de todos los
arcos gracias al modelo de error facilita la
bu´squeda de secuencias fone´ticas en el grafo
de fonemas, donde todas las operaciones del
algoritmo de bu´squeda sera´n coincidencias.
La penalizacio´n correspondiente ya esta´ pre-
calculada y reflejada en las medidas de con-
fianza de los arcos an˜adidos.
2.2.3. Modelo de duracio´n de
fonemas
Al recorrer los grafos de fonemas para en-
contrar secuencias fone´ticas, es habitual que
e´stas se localicen en intervalos excesivamente
pequen˜os por el simple hecho de que el sis-
tema ha detectado, de manera consecutiva,
segmentos cortos de los fonemas que las com-
ponen, dando por buena una palabra en un
intervalo donde es casi imposible que fuese
pronunciada. Este feno´meno se agrava para
las secuencias ma´s cortas.
Con el fin de penalizar la asignacio´n de fo-
nemas a segmentos excesivamente cortos se
aplica un modelo de duracio´n de fonemas.
Cada vez que se asocia un fonema de la se-
cuencia a encontrar con varios arcos consecu-
tivos la probabilidad fone´tica de los arcos se
pondera segu´n el modelo de duracio´n.
El modelo de duracio´n de fonemas utiliza-
do en este trabajo es independiente del con-
texto y ha sido estimado con la misma base
de datos utilizada en los experimentos. Cabe
destacar que su aplicacio´n ha sido determi-
nante para la mejora de resultados. Como se
aprecia en los experimentos de DAF, aplicar
un modelo de duracio´n incontextual mejora
los resultados significativamente. La tasa de
fonemas acertados pasa del 42,8% al 63,2%.
Analizando con ma´s detalle vemos que la
desproporcio´n se debe al aumento de borra-
dos cuando no se aplica el modelo de dura-
cio´n, es decir, s´ımbolos de ma´s que apare-
cen en la secuencia fone´tica correspondiente
al mejor camino. Al calcular la distancia de
edicio´n con respecto a la secuencia correcta
para obtener la tasa de aciertos estos s´ımbo-
los incrementan el nu´mero de operaciones de
borrado.
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2.2.4. Uso de los grafos de fonemas
Los grafos de fonemas son aptos para dis-
tintos fines, por ejemplo: 1) Decodificacio´n
Acu´stico Fone´tica (DAF), 2) localizacio´n de
las distintas ocurrencias de una o ma´s pa-
labras en documentos hablados (Word Spot-
ting), o de subsecuencias fone´ticas que no
correspondan a una palabra completa, y 3)
construccio´n grafos de palabras.
Tareas de deteccio´n y localizacio´n de se-
cuencias fone´ticas se pueden abordar desde
diferentes perspectivas, siendo la ma´s aplica-
da la que se basa en la salida de un sistema
de RAH, obtenie´ndose buenos resultados si se
trabaja con el grafo de palabras que represen-
ta las n-mejores frases reconocidas (Saraclar
y Sproat, 2004).
Utilizar sistemas de RAH tiene la limita-
cio´n de no poder localizar palabras de fuera
del vocabulario. Otra perspectiva interesante
y bastante aplicada es la de buscar secuencias
fone´ticas, lo que permite encontrar cualquier
palabra disponiendo de su secuencia fone´ti-
ca (Amir, Efrat, y Srinivasan, 2001). En esta
modalidad resultan de aplicacio´n los grafos
de fonemas descritos en el presente trabajo,
cuyos resultados se presentan en la seccio´n 3.
3. Experimentacio´n
Los grafos de fonemas obtenidos para repre-
sentar una pronunciacio´n pueden servir para
diferentes propo´sitos. En el trabajo presen-
tado aqu´ı se proponen como paso intermedio
para detectar y localizar palabras en archivos
de audio.
La recuperacio´n de informacio´n a partir
de audio (SDR: Spoken Document Retrieval),
junto a la indexacio´n de archivos de audio
segu´n un conjunto de palabras clave, son dos
de las tareas ma´s utilizadas en los u´ltimos
an˜os para aprovechar la informacio´n conte-
nida en las grabaciones de audio acumula-
das desde hace de´cadas (Garofolo, Auzanne,
y Voorhees, 2000). La deteccio´n y localiza-
cio´n de palabras o Word Spotting es una de
las aproximaciones ma´s utilizadas para am-
bas tareas.
Con el objeto de evaluar la idoneidad de
los grafos de fonemas construidos a nivel
acu´stico y fone´tico, es decir, sin hacer uso
de informacio´n a niveles superiores: le´xico,
sinta´ctico o sema´ntico, se presentan dos ti-
pos de experimentos: DAF y Word Spotting.
El corpus de voz utilizado en este trabajo
ha sido el corpus fone´tico de la base de datos
sin ML con ML
sin MD 42.8% 53.7%
con MD 63.2% 65.6%
Cuadro 1: Tasa de aciertos a nivel de fonema
al utilizar los grafos de fonemas para Decodi-
ficacio´n Acu´stico-Fone´tica, con y sin modelo
de lenguaje a nivel fone´tico combinado con la
utilizacio´n o no de modelo de duracio´n.
Albayzin (Moreno et al., 1993).
3.1. DAF
Los experimentos de DAF tienen por obje-
to evaluar la capacidad de los grafos de fone-
mas anteriormente descritos para representar
pronunciaciones. Su construccio´n se basa en
la simple deteccio´n de segmentos en los que
el sistema considere que una unidad fone´tica
esta´ presente. Obviamente no podemos espe-
rar que los fonemas ma´s probables coincidan
con los realmente pronunciados. Es por ello
que entre cada dos nodos existen varios ar-
cos, etiquetados con las unidades fone´ticas
ma´s probables y con una medida de confian-
za asociada. En la pra´ctica el mejor camino
a trave´s del grafo de fonemas nunca con-
tendra´ la transcripcio´n correcta al 100%.
El Cuadro 1 presenta los resultados de
DAF a partir de grafos de fonemas sin los ar-
cos an˜adidos por el modelo de error, so´lo con
los arcos detectados originalmente. No´tese la
significativa influencia de un modelo de dura-
cio´n de fonemas. Los porcentajes mostrados
corresponden a la tasa de aciertos a nivel de
secuencia fone´tica detectada, no a nivel de
frame, donde los resultados son mejores pero
no sirven de referencia. La tasa de aciertos se
calcula con la siguiente expresio´n:
100 ·
A
A+ S +B + I
(4)
donde A es el contador de aciertos, S el de
sustituciones, B el de borrados e I el de inser-
ciones. Estos contadores se obtienen al calcu-
lar la distancia de edicio´n entre la secuencia
fone´tica correspondiente el mejor camino y la
de referencia.
Adicionalmente hemos calculado la tasa
de aciertos obtenida al buscar en los grafos
de fonemas la secuencia fone´tica de referen-
cia: 78,64%. Este valor mide la capacidad
del sistema para detectar los fonemas pro-
nunciados aunque no sean siempre los ma´s
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probables. Cuando u´nicamente se consideran
los ma´s probables se obtiene el resultado del
Cuadro 1 correspondiente a la combinacio´n
sin modelo de lenguaje a nivel fone´tico y sin
modelo de duracio´n de fonemas.
El modelo de lenguaje a nivel fone´tico u´ni-
camente se ha utilizado en los experimentos
de DAF para ilustrar su influencia, pero no
ha sido utilizado en los experimentos de la
siguiente subseccio´n.
3.2. Word Spotting
En nuestro sistema la deteccio´n y localizacio´n
de palabras se lleva a cabo mediante un algo-
ritmo de Programacio´n Dina´mica que intenta
ubicar una secuencia fone´tica dentro de un
grafo de fonemas. Este algoritmo utiliza los
arcos originales ma´s los an˜adidos por el mo-
delo de error, luego no necesita contemplar
posibles inserciones, borrados o sustituciones.
Tambie´n permite que la secuencia fone´tica
a encontrar comience en cualquier nodo, no
obliga a que la secuencia parta del nodo ini-
cial y llegue hasta el nodo final. Gracias a
esta caracter´ıstica el algoritmo puede encon-
trar varias ocurrencias de una misma secuen-
cia fone´tica en una sola pasada.
El sistema construye un grafo de fonemas
por cada pronunciacio´n, entendiendo por pro-
nunciacio´n un segmento de voz entre dos si-
lencios suficientemente largos. Por tanto, una
pronunciacio´n puede ser una palabra suelta,
una frase o un pa´rrafo. Sobre cada grafo de fo-
nemas se buscan las palabras a localizar ma´s
todas las del vocabulario disponible. Incluir
en la bu´squeda todas las palabras de un am-
plio vocabulario permite podar para contro-
lar la tasa de falsos positivos.
Para medir el rendimiento de nuestro sis-
tema a nivel de Word Spotting hemos utili-
zado las medidas esta´ndar “Recall” y “Preci-









donde Correctas(w) representa el conta-
dor de aciertos, Referencia(w) el nu´me-
ro de ocurrencias realmente pronunciadas, y
Detectadas(w) el nu´mero de todas las ve-
ces que el sistema ha detectado w. Despue´s
se calculan los valores medios de “Recall”
y “Precision” considerando todas las pala-
bras utilizadas para test. En los experimen-
tos aqu´ı mostrados el conjunto de palabras
a buscar es un subconjunto del vocabulario
formado por las superiores a 6 fonemas.
La Figura 3 presenta una gra´fica DET
(Detection Error Trade-off), donde la diago-
nal representa el punto EER (Equal Error
Rate). Este tipo de gra´ficas ilustra el com-
portamiento del sistema segu´n se ajusta un
umbral para encontrar un equilibrio entre ta-
sa de aciertos y de falsos positivos. En nuestro
caso el umbral es el l´ımite inferior de la me-
dida de confianza asociada a cada ocurrencia













Figura 3: Recall frente a Precision sin poda.
En la Figura 3 se observa como el precio
de obtener un alto porcentaje de aciertos es
un excesivo nu´mero de falsos positivos (ba-
ja precisio´n). No obstante, el EER se situ´a
cercano al 65%, valor similar, y en algunos
casos superior, a los EER obtenidos en otros
trabajos mediante aproximaciones que utili-
zan conocimiento le´xico y sinta´ctico pero con
diferentes corpus de voz (Amir, Efrat, y Sri-
nivasan, 2001), (Saraclar y Sproat, 2004).
Gracias a que la bu´squeda se realiza para
todas las palabras del vocabulario se puede
podar para mejorar la precisio´n. La Figura 4
presenta el caso en que se han considerado las
N -mejores palabras detectadas frame a frame
(N=4). Esto quiere decir que una palabra de-
tectada no ha sido desechada si en alguna de
las frames que abarca ha estado entre las N -
mejores. La Figura 5 ilustra el efecto de la
poda para distintos valores de las N -mejores.
Podar mejora el EER, consiguiendo situarlo
en torno al 70% para valores de N alrededor
de 4.














Figura 4: Recall frente a Precision conside-

























Figura 5: Recall frente a Precision para varios
valores de poda. inf representa no poda.
4. Conclusiones
Hemos presentado la construccio´n de gra-
fos de fonemas utilizando u´nicamente cono-
cimiento acu´stico y fone´tico, y su aplicacio´n
a tareas de bu´squeda y localizacio´n de pala-
bras en documentos hablados.
Respecto de la construccio´n de los grafos
de fonemas es destacable su sencillez y su ba-
jo coste computacional. Del modelo de error
es importante destacar el efecto que tiene pa-
ra los algoritmos de exploracio´n an˜adir los
arcos que faltan, en el presente trabajo pa-
ra el algoritmo utilizado en los experimentos
de Word Spotting. Queda pendiente contras-
tar diferentes aproximaciones de modelo de
error en trabajos futuros.
Otro aspecto a destacar es la aplicacio´n
de un modelo de duracio´n de fonemas, para
Word Spotting consigue una reduccio´n consi-
derable de falsos positivos gracias a que pe-
naliza adecuadamente la deteccio´n de secuen-
cias fone´ticas en segmentos temporales de-
masiado cortos. Dada la mejora que tambie´n
aporta a nivel de DAF el modelo de duracio´n
de fonemas incontextual, queda pendiente co-
mo desarrollo futuro el estudio de modelos de
duracio´n dependientes del contexto.
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