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• A methodology to detect discussion communities on vaccination is proposed.
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a b s t r a c t
Vaccines have contributed to dramatically decreasemortality from infectious diseases in the 20th century.
However, several social discussion groups related to vaccines have emerged, influencing the opinion of
the population about vaccination for the past 20 years. These communities discussing on vaccines have
taken advantage of social media to effectively disseminate their theories. Nowadays, recent outbreaks
of preventable diseases such as measles, polio, or influenza, have shown the effect of a decrease in
vaccination rates. Social Networks are one of the most important sources of Big Data. Specifically,
Twitter generates over 400 million tweets every day. Data mining provides the necessary algorithms
and techniques to analyse massive data and to discover new knowledge. This work proposes the use of
these techniques to detect and track discussion communities on vaccination arising from Social Networks.
Firstly, a preliminary analysis using data fromTwitter and official vaccination coverage rates is performed,
showing how vaccine opinions of Twitter users can influence over vaccination decision-making. Then,
algorithms for community detection are applied to discover user groups opining about vaccines. The
experimental results show that these techniques can be used to discover social discussion communities
providing useful information to improve immunization strategies. Public Healthcare Organizations may
try to use the detection and tracking of these social communities to avoid or mitigate new outbreaks of
eradicated diseases.
© 2016 Elsevier B.V. All rights reserved.
1. Introduction
The use of vaccines has contributed to dramatically decrease
mortality rates from infectious diseases in the 20th century [1]. In
1920, 469,924 measles cases were reported in United States, and
7575 patients died. The number of cases decreased to fewer than
150 per year in the 50s, and in 2008 there were only 64 suspected
cases of measles in the world. However, currently, social groups
related to vaccines have emerged influencing on the opinion of
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population about vaccination. This fact could bring on disease
outbreaks because they are more common when vaccination rates
decrease [2–4].
The vaccination communities have taken advantage of social
media technologies to effectively disseminate its message and to
spread their theories [5]. In recent years, several studies on various
social media services such as YouTube [6], MySpace blogs [7], and
Social Networks (SN) [8], present this dissemination, and their
effect. In addition, statistical analysis show how this vaccination
information influences social media users in their treatment
decisions [9].
Currently, one of the most popular social networks is Twit-
ter [10], producing huge amounts of public information. Twitter
users can generate new sources of collective intelligence through
http://dx.doi.org/10.1016/j.future.2016.06.032
0167-739X/© 2016 Elsevier B.V. All rights reserved.
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their comments and interactions, allowing the application of
data mining techniques in several fields [11] such as marketing
campaigns [12,13], financial prediction [14] or public healthcare
[15–17], amongst others.
In the related literature, there are several works investigating
knowledge acquisition from social networks about vaccine senti-
ments using classification techniques [18–20]. These classification
techniques usually obtain better results than Clustering techniques
as a consequence of its supervised nature. However, clustering
techniques are able to discover hidden information (or patterns)
on a dataset, and they do not need a previous human-labelling pro-
cess. Any human-labelling process can be really time-consuming,
or even impossible, for huge datasets extracted from SN as Twitter.
The information extracted from a SN can be represented as
a graph, where the vertices represent the users, and the edges
represent the relationships among them (i.e. a re-tweet of a
message or a favourite tweet). This graph representation can be
clustered into user groups, or communities, based on the topology
information of the graph. Each community should include strongly
interconnected vertices and few connectionswith the rest of graph
vertices. Therefore, the problem of community detection within a
SN can be handled using graph clustering algorithms [21]. These
algorithms can automatically organize a set of users from a SN into
similar communities to acquire collective knowledge about their
behaviour, preferences, profiles, etc.
This work aims to detect communities in Twitter which
are disseminating vaccine opinions in order to analyse how
it could be influencing to the rest of users in a particular
community, zone, or country. Many people looks for vaccination
information on the internet, and the data found can impact on
their vaccination decisions. Therefore, Public Healthcare strategies
could be improved through the application of data mining
and community detection techniques, increasing control and
preventive measures in the identified risk zones. In this particular
work, the use of these techniques is focused on discovering and
tracking anti-vaccine movements arising in SN. For this purpose,
firstly an analysis of the Twitter Social Influence on the vaccine
coverage rates is carried out. The second part of the work is
focused on the study of the re-tweet graph, representing the
user interactions who talk about vaccination. Firstly, applying
Community Detection Algorithms to this graph, the existing
vaccine communities are found. Then, different network metrics
are calculated over these communities to discover the most
relevant users to analyse their social influences.
The rest of the paper has been structured as follows: Section 2
shows the state of the art concerning the health impact of
social vaccine groups, web mining solutions to detect them,
and community detection algorithms. Section 3 describes the
methodology used in this work to analyse the social influence on
healthcare of user groups talking about vaccination, and how to
detect these social vaccine communities from Twitter. Section 4
describes the dataset used, and the experimental results obtained.
Finally, in Section 5, the analysis and conclusions of this work are
presented.
2. Related work
2.1. Studies on anti-vaccination health impact
Recent outbreaks of preventable diseases such asmeasles, polio,
and influenza show the effect of the decrease in immunization
rates. The MMR vaccine is an immunization vaccine against
measles, mumps, and rubella, generally administered to children
around the age of one year, with a second dose before starting
school (4–5 years). The first 20 years of licenced measles
vaccination in the United States prevented an estimated 52million
Fig. 1. Number of measles reported cases between 2000 and 2013 from United
Kingdom.
cases of the disease. The reported cases decreased from hundreds
of thousands to tens of thousands per year since the introduction of
the vaccine in 1963 [22]. Fewer than 200 cases have been reported
year on year since 1997, and the disease is no longer considered
endemic.
In theUK, theMMRvaccinewas the subject of avast controversy
after the publication of a paper by Andrew Wakefield et al. [23].
This work reported the results of a study of the MMR vaccine
on twelve children who had bowel symptoms along with autism
or other disorders in 1998. The research was declared fraudulent
in 2011 by the British Medical Journal [24]. However the MMR-
autism controversy covered by popular media caused a decline
in vaccination rates. Before this publication, the rate for MMR
vaccination in the UK was 92%, decreasing after to below 80%. In
2003, a study by Jansen et al. [2] showed that if the low level of
MMR vaccine persisted, the increasing number of unvaccinated
individualswillmake ameasles epidemic again. In fact, the number
of new cases has heavily increased over the last years [25]. As
shown in Fig. 1, while in 2000 there were 104 measles cases from
UK, in 2013 there were 1919 cases, with 1 confirmed death.
Public Health Wales reported at the end of 2014, 44 cases in
measles outbreak detected in that year. This outbreak has been
linked to four schools in the Neath and Swansea area, and it
follows the largest ever occurred in Wales with more than 1200
cases in the same area between November 2012 and July 2013.
In that outbreak, 88 people were hospitalized and one adult died.
Although more than 70,000 catch up doses of MMR were given
across Wales during the last outbreak, around 30,000 children and
young people in the 10 to 18 age group remain unprotected.
In April 2014, Health officials of New York City reported that
at least 25 persons, including 13 children, have contracted the
measles virus. The outbreak emerged in northern Manhattan and
the Bronx, and later spread downtown to the Lower East Side.
Furthermore, a case of diphtheria was recently detected in Spain
on 30May 2015. A six year old child, who had not been immunized
against the disease, was being treated with an antitoxin that
proved ineffective, and the child died. There has not been a single
case of diphtheria in Spain for the previous 28 years.
Another example of the potential effects on public health care
due to distrust in vaccines is the influenza A(H1N1) vaccine.
In June 2009, the World Health Organization (WHO) declared
the influenza A(H1N1) pandemic. The influenza A(H1N1) virus
was monitored around the world for changes in virulence or
epidemiology, to have vaccines ready, but vaccine supply was
insufficient in some areas [26]. The populationwants to be assured
that there will be enough vaccine when an outbreak occurs, but at
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the same time some were questioning the safety and effectiveness
of the vaccine.
Finally, the controversy over polio vaccination happened in
northern Nigeria between 2003 and 2004. It led to a resurgence
of the disease and contributed to reinfection in 20 previously
polio-free countries, reaching as far as Indonesia and still affecting
Nigeria [27,28].
The previous studies show that social groups related to
vaccines can influence the opinion of population about vaccination,
decreasing the immunization rates in some cases. Furthermore,
this can bring on disease outbreaks because these outbreaks
emerge when vaccination rates decrease. Therefore, Healthcare
Organizations may try to use the detection and tracking of these
groups or communities to avoid or mitigate new outbreaks of
eradicated diseases.
2.2. Web mining solutions for vaccination sentiments and attitudes
Nowadays, there are several works related to knowledge
acquisition from web sources focused on vaccine sentiments.
For this purpose, the VASSA (Vaccine Attitude Surveillance using
Semantic Analysis) framework [18] combines Semantic Web and
Natural Language Processing (NLP) techniques with online data
for the assessment and analysis of vaccination attitudes and
beliefs. Blog posts were sampled using the Google.ca search engine
to search terms such as immunize, immunization, vaccine, and
vax, among others. Then, using the Vaccine Sentiment Ontology
(VASON) the framework identifies the concepts and relationships
between them that can be used to infer vaccination attitudes
and beliefs. The annotation scheme generated has been tested
on a small sample of blog posts. The authors proposed as future
improvements the application of their method for extraction and
classification onto a larger sample to validate it.
In Botsis et al. [29], a multi-level text mining approach is
presented for automated text classification of reports collected
from the US Vaccine Adverse Event Reporting System (VAERS). A
total of 6034 VAERS reports for the H1N1 vaccine were classified
by medical officers as positive or negative, generating a corpus of
text files. Firstly, text mining techniques were applied to extract
three feature sets for important keywords. Then, several machine
learning classifierswere trained and tested. The results of thiswork
showed that Rule-based classifies, boosted trees, and weighted
support vector machines performed well in terms of macro-recall,
however at the expense of a higher misclassification error rate.
A novel modelling framework combining Social Impact Theory
(SIT) characterization, with a game-theoretical analysis to study
vaccination decision making is proposed by Shang et al. [30].
They used a social network representation of individuals to model
the structure of their relationships. Moreover, they modelled
using SIT characterization the strength of social influence on
changing vaccination decisions by the influence of others, and
the associated costs. The simulation results obtained suggest that
individuals with high social influence increase the vaccination
coverage, if the cost of vaccination is low. However, if individuals
are social followers, the resulting vaccination rates depend on the
vaccination sentiment rather than the associated costs. Another
framework is presented in Shaw et al. [31] by modelling the
spread of pathogens throughout a population to generate policies
that minimize the impact of those pathogens. This framework
combines agent-based simulation, mathematical analysis and an
Evolutionary Algorithm (EA) to determine the optimal distribution
of vaccine supply.
In 2010, The Vaccine Confidence Project was launched to mon-
itor and generate online reports about vaccines, vaccination pro-
grammes, and vaccine-preventable diseases, using data collected
from the HealthMap system [19]. These reports were manually
analysed, and categorized by concern, vaccine, disease, location,
source of report, and overall positive or negative sentiment to-
wards vaccines. Data from10.380 reports (from144 countries)was
analysed between May 1, 2011, and April 30, 2012 showing that
69% of the collected corpus contained positive or neutral content,
and 31% contained negative content. To further improve the sys-
tem, extra efforts were focused on automating the data gathering
and classification as much as possible.
Finally, in Salathe et al. [20], machine learning algorithms were
applied to classify tweets. These tweets were labelled as negative,
positive or neutral with respect to the user’s intent of getting
vaccinated with the influenza H1N1 vaccine. The authors used an
hybrid approach based on a naive Bayes and a maximum entropy
classifier. Moreover, a study of the spread of health sentiment
was performed. For this purpose, a statistical approach was used
to measure the individual temporal effects of a large number
of variables based on social network statistics. They found that
negative sentiments are contagious while positive sentiments are
generally not. These results suggest that the effects of behaviour
spread on social networks are strongly content-dependent.
2.3. Community detection algorithms
The Community Detection Problem in Complex Networks has
been the subject of many studies in the field of Data Mining and
Social Network Analysis. There are several methodologies in the
literature to find optimal groups of nodes into communities. The
goal of the Community Detection Problem is similar to the idea of
graph partitioning in graph theory [21,32]. In computer science,
the unsupervised process of identifying the underlying structure
of the data in terms of grouping the most similar elements is
called clustering [33]. Elements included in the same cluster should
be similar, and elements included in different clusters should be
dissimilar. The concept of similarity or dissimilaritywill depend on
some kind of metric. A cluster in a graph could be easily mapped
into a community.
Graphs are structures formed by a set of vertices (also called
nodes) and a set of edges which are connections between pairs
of vertices. Graph clustering [34,35] can be understood as the
process of grouping the vertices into clusters considering the edge
structure of the graph. One of the most well-known algorithms for
Community Detection was proposed by Girvan and Newman [36].
This method uses a similarity measure called ‘‘Edge Betweenness’’
based on the number of the shortest paths between all vertex pairs.
This algorithm has however a high computational complexity.
For this reason, Newman reformulated the modularity measure
in terms of eigenvectors. The new characteristic matrix for
the network is called modularity matrix [37]. The reformulated
algorithm, based on modularity, has been employed by many
authors to study community structures of complex networks,
and it shows excellent performance when the size of the
network is small. The main disadvantage of this algorithm is
the high computational complexity on very large networks.
Subsequently, the modularity measure was modified trying to
reduce the computational demands significantly through several
new approaches [38–41].
3. Detecting and analysing social vaccine communities from
twitter
In this work, in order to extract collective knowledge from
Twitter and to discover social vaccine movements or trends,
two main phases have been performed. The first one is focused
on measuring and analysing the potential healthcare influence
of vaccine opinions from Twitter users. For this purpose, a
comparative assessment of two factors is carried out: Topic
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Relevance (TRf ), and Kurtosis of Vaccination Coverage Rates (KVCR).
TRf per country measures the importance of the countries which
are talking about vaccination (see Eq. (2)). On the other hand,
KVCR per country measures the variation in the coverage rates of
population vaccinated by antigen in a particular country (see Eq.
(3)). Therefore, the comparative assessment between these two
factors will allow us to perform an influence analysis of opinions
from social networks on vaccination decision making.
The second phase is based on the analysis of Social Network
structure, to retrieve information about how the different commu-
nities are constructed, and to find the most relevant users. In this
case, users have been considered as network nodes, and their rela-
tionships (re-tweets) are represented as the edges. Once the graph
is generated, several network algorithms andmetrics are applied to
the detected communities, discriminating the most relevant users
within each community. Finally, an information diffusion analysis
is carried out to discover users that control the flow of informa-
tion and therefore are most influential. The following subsections
describe both phases in detail.
3.1. Analysing the potential influence of social vaccine communities
on healthcare
To carry out a social influence analysis, firstly a dataset which
contains vaccine-related tweets has been gathered. In addition,
the vaccination coverage rates published by the immunization
monitoring system of the World Health Organization (WHO) [42]
have been retrieved and used. This official report shows, for
each country, its official coverage estimation per year. Using both
datasets, two factors (TRf and KVCR) have been calculated per
country in order to measure the social influence on immunization
rates. For this purpose, four sub-phases have been performed: Data
Extraction, Data Preprocessing to Identify Tweet Locations, Social
Data Analysis, and Visualization of Geo-Spatial Information. These
are detailed in the following subsections.
3.1.1. Data extraction
In this work, all gathered data has been extracted from two
sources: Twitter and the Immunization Monitoring System of the
World Health Organization (WHO).
• Twitter [10]: This is a Social Network where users share in-
formation about personal opinions in tweets. Tweets are posts,
limited to 140 characters, containing information about opin-
ions, photos, links, etc. A special kind of tweet is the re-tweet,
which is created when one user reposts the tweet of another
user. Users on Twitter generate over 400 million tweets every
day, and they are available through public APIs which provide
functionalities for searching by keywords, hashtags, phrases,
geographic regions, or user-names. The information collected
for this work were all the tweets containing the word ‘vaccines’.
• WHO web site [42]: The immunization monitoring system of
WHO, collects reports including information such as the esti-
mations of national Immunization Coverages, reported cases of
Vaccine Preventable Diseases (VPDs), Immunization schedules,
or indicators of immunization system performance, amongst
others. This information is available by WHO Member State, as
well as summarized by WHO Region.
3.1.2. Data preprocessing to identify tweet locations
Data preprocessing methods prepare the data to be analysed.
Immunization coverage rates obtained from theWHO are reported
per country, therefore the location information of the tweets is
necessary to analyse social influence on vaccination coverage.
Location information on Twitter is available from two different
sources: geotagging (users can optionally choose to provide
location information for the tweets using a system with GPS
capabilities) or using theuser profile information (user location can
be extracted from the location field in the user profile).
Only 1% of all Tweets are geolocated, and it is often necessary to
use the user profile information to determine location. In addition,
the location string from the user profile must first be translated
into geographical coordinates. There are several online services
(Bing, Google, and MapQuest among others) which can take a
location string as input, and return the coordinates of the location
as output. The granularity of the location is generally thicker in the
case of large regions, such as the centre of town for a given city
name. In this work the preprocessing has been divided into two
further steps:
1. Geocoding Process: It is the process of converting addresses
(‘‘Mountain View, California’’) into geographic coordinates
(37.42, −122.08). To determinate the location information for
not geolocated tweets, the http geocoding service provided by
the Google Maps API has been used.
2. Finding country location: This process translates the geo-
graphical coordinates into a particular country. The Geospa-
tial Data Abstraction Library (GDAL) is a translator library for
geospatial data formats, and it has been used for processing the
geographic coordinates to find the origin country.
3.1.3. Social data analysis
Once the vaccine information is extracted and preprocessed,
two factors per country are calculated to measure the healthcare
impact of vaccine opinions: Topic Relevance Factor (TRf ) and
Kurtosis of Vaccination Coverage Rates (KVCR).
1. Topic Relevance Factor (TRf ): The number of Twitter userswho
talk about vaccines in a given country can be used to quantify
the relevance of this topic for each country. Countries with a
higher number of tweets related to vaccinationwill be themost
relevant ones. However, there is a huge difference in Twitter
usage per country, therefore a normalization will be made.
Statista [43] provides information on the Twitter penetration
per country. It is defined as the number of active twitter users
relative to the total amount of internet users. On the other
hand, the data on internet users by country can be extracted
from Internet Live Stats [44] (see Fig. 2). The TRf factor for each





where C is a given country, %NTwitterVaccineUsers is the
percentage of users retrieved who are talking about vaccines
in this country, %TwitterPenetration is the percentage of
Twitter Penetration for this country, and %InternetUsers is the
percentage of Internet Users in the country. Finally, to scale the






2. Kurtosis of Vaccination Coverage Rates (KVCR): The potential
influence of social movements on vaccination coverages can
be estimated by measuring the distribution of changes of the
coverages rates. In probability theory and statistics, kurtosis is
themeasure of the ‘‘peakedness’’ of the probability distribution,
also showing how heavy the tails are. A high kurtosis
distribution has a sharper peak and fatter tails, whereas a low
kurtosis distribution has a more rounded peak and thinner
tails [45]. In this work, the kurtosis value is calculated as
per Fisher’s definition [46] where 3.0 is subtracted to the
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Fig. 2. Penetration of twitter users and internet users per country (Top 20).
Source: Data taken from statista and internet live stats.
kurtosis values in order to obtain a result of 0.0 for normal-
like distributions. Therefore, values equal to 0 correspond
to a normal distribution, whereas values greater than 0 are
indicative of a leptokurtic distribution. Finally, a platykurtic
distribution corresponds to values lower than 0. Regarding the
variation of the coverage vaccination rates, high kurtosis values
represent a sharp change on these rates. It can be assumed that
these changes can be used to detect strong variations in the
immunization rates. In this work, the kurtosis value has been
calculated using the last 10 years of coverage vaccination rates











2 − 3 (3)
where C represents a given country, n is equal to 10 (the
coverage rates in the 10 last years are used as sample to
calculate the metric), and Xi is the immunization coverage rate
of a specific year.
Finally, to validate the potential influence on immunization
coverages of twitter opinions, the Spearman correlation coef-
ficient [47] has been used. This coefficient is a nonparametric
measure of the linear relationship between two datasets. If both
previous factors (TRf and KVCR) are correlated, this could be due to a
potential influence from social trends which affect the vaccination
decision-making. It means that the most relevant countries talk-
ing about vaccination (with higher TRf ), are the countries having
strong variations in vaccination rates (with higherKVCR values). The
values of Spearman’s correlation coefficient varies between−1 and
+1, with 0 implying no correlation. Correlations of −1 or +1 im-
ply an exact linear relationship. Positive correlations imply that as
x increases, so does y. Oppositely, negative correlations imply that
as x increases, y decreases. A table of critical values of the Spear-
man correlation coefficient for different significance levels is given
in Zar [48]. In our work these critical values are used to validate
whether there is a significance correlation between both factors.
3.1.4. Visualization of geo-spatial information
Geo-spatial visualization can help to study the results obtained
from the social data analysis. The location information can be used
to show the most interesting locations or countries discussing on
a specific topic. A Map is the best choice to visualize this kind
of information. It can be used to effectively summarize location
information, allowing an easy identification of interest regions on
the topic (with high number of users opining about vaccines).
In this case, the events measured have been the user locations
grouping per countries. Therefore, the map is generated based on
the TRf factor per country, as previously calculated.
3.2. Vaccine community detection in twitter
The second analysis phase is focused on the study of data
network structure to provide information about twomain aspects:
on the one hand, the community detection of different user
communities into the social network that are talking about a topic;
on the other hand, the most relevant users of these communities
to analyse the social information diffusion showing how each
community is opining about vaccination. For this purpose, a
network representation of the dataset has been generated. The
users have been considered as the network nodes, and their
relationships represent the edges. The relationships which have
been considered in this work are the re-tweets. When any user re-
tweets a message from other user, an edge between both users is
generated. Therefore, for a social analysis of the re-tweet network
generated, two phases are performed: Finding Social Communities
and Analysing Social Network Data.
3.2.1. Finding social communities
Community detection algorithms have been studied exten-
sively in computer science [21] but in particular, for social media
mining [14,49]. Individuals often form groups based on their com-
mon interests, and identifying groups of similar users can provide
a global view of user interactions and their behaviours. In addition,
some behaviours are only observable into a group and not on an
individual level. This is because individual behaviour could easily
change, but collective behaviour is more robust to changes.
There are several community detection algorithms, usually
classified into two types: member-based algorithms that find
groups based on the characteristics of their members; and group-
based algorithms where the groups are formed based on the
density of interactions among their members. In this work, a
comparative assessment of group-based algorithms is carried out,
to choose the most appropriate method for better identifying
communities talking on a particular topic (vaccination in this case).
The algorithms selected for this purpose were the following:
1. Fast-Greedy [38]: This algorithm merges individual nodes into
communities in a way that greedily maximizes the modularity
of the graph.
2. InfoMap [50]: This algorithm uses the probability flow of
randomwalks on a network, as a proxy for information flows in
the real system. Then the network is decomposed into modules
by compressing a description of the probability flow. The result
is a map that simplifies and highlights the regularities in the
structure, and their relationships.
3. Leading Eigenvector [39]: In this algorithm the network is split
into two components according to the leading eigenvector of
the modularity matrix. Then recursively takes a given number
of steps by splitting the communities as individual networks.
4. Label Propagation [51]: Initially, each vertex is assigned to a
different label. Then, each vertex chooses the dominant label in
its neighbourhood for each iteration. Ties are broken randomly
and the order in which the vertices are updated is randomized
in every iteration. The algorithm ends when vertices reach a
consensus.
5. Multi-Level [52]: This is a bottom-up algorithm, where initially
every vertex belongs to a separate community, and vertices
are moved between communities iteratively in a way that
maximizes the vertices local contribution to the overall
modularity. The algorithm stops when it is not possible to
increase this modularity.
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Table 1
Number of tweets on vaccine related topics during seven months.
Total number of tweets 1.448.010
Number of geolocated tweets 11.566 (0.8%)
Number of geolocated tweets after preprocessing data 761.924 (51.2%)
6. Walktrap [53]: It based on random walks, according to the idea
that short random walks tend to stay in the same community.
Community evaluation is a difficult task, partly because a list of
community members is rarely known. A good community, based
on their network structure, would be: modular, balanced, dense,
and robust. Therefore, traditional metrics of network topology can
be useful to evaluate the results obtained:
1. Modularity [54]: It is the most popular quality function to
identify good partitions. This measure is based on the idea that
a random graph is not expected to have a cluster structure.
Therefore the possible existence of clusters is revealed by the
comparison between the actual density of edges in a subgraph
and the density that would be expected in a random subgraph.
2. Density [55]: The connectivity of a node is computed using the
size of its neighbourhood. The average number of neighbours
indicates the average connectivity of a node in the network. A
normalized version of this parameter is the network density,
which is a value between 0 and 1.
3. Cohesion [56]: This metric computes the vertex connectivity
between some vertices of the graph. This value represents
the number of vertices that need to be removed in order to
disconnect two vertices into two separate components. The
vertex connectivity will be the minimal vertex connectivity
over all vertex pairs.
4. Omega [57]: It represents the clique number of the graph that
is the size of the largest clique (a subset of its vertices such that
every two vertices in the subset are connected by an edge).
3.2.2. Analysing social network data
After the anti-vaccine communities have been detected, there
are several networks metrics that can be used to discriminate the
most relevant users within each community to allow the study of
their social influence. Usually, the importance, or influence, in a
social network is analysed through centrality measures. Themost
frequently used in social media analysis are [49]:
1. Degree Centrality: It used to analyse the interactions between
users. Users with higher number of connections, or larger
degree values, will be considered the most representative. The
degree centrality for a node in an undirected graph is calculated
as the number of adjacent edges of this node.
2. Eigenvector Centrality: Using degree centrality, nodeswithmore
connections are considered more important. However, in real-
world cases, having more friends does not by itself guarantee
relevance. Instead of this, having more important friends
usually provides a higher relevance degree. This measure tries
to generalize the degree centrality based on this idea by
incorporating also the importance of the neighbours.
3. Betweenness Centrality: Other approach for measuring the
centrality is to compute the number of shortest paths between a
particular node and the ones that pass through it. This measure
shows how central is a node connecting any other pair of nodes
into the network.
Each of these measures provides a different view about who is
important in the network. In the context of a re-tweet network,
thesemeasures allow to detect different aspects: who are themost
re-tweeted users (Degree Centrality), who are the most influential
users (Eigenvector Centrality), and who are the users controlling
the information flow (Betweenness Centrality).
Fig. 3. Values of TRf for the countries talking on the vaccination topic. The results
are shown in order as a ranking of countries by relevance.
4. Experimental results
4.1. Dataset description
As described in Section 3.1, the data collected to perform the
data analysis of vaccination influence was extracted from two
sources: Twitter APIs, and WHOWeb Site.
1. Twitter APIs [10]: The information collected from the Twitter
APIs are comments mentioning the hashtags: ‘vaccine, vaccines,
#vaccine or #vaccines’. These comments have been taken from
all the countries between ‘04-15-2014’ and ‘11-08-2014’ (both
dates inclusive). Table 1 shows the number of tweets gathered
during this time period. As shown, less than the 1% of all tweets
are geo-located. However, after performing the preprocessing
to identify tweet locations (described in Section 3.1), this value
increases noticeably up to 51%.
2. WHOWeb Site [42]: The official country reported coverages are
extracted at the last 10 years for five different vaccines:
(a) DPT1: First dose of diphtheria toxoid, tetanus toxoid and
pertussis vaccine.
(b) DPT3: Third dose of diphtheria toxoid, tetanus toxoid and
pertussis vaccine.
(c) HepB3: Third dose of hepatitis B vaccine.
(d) MCV : Measles-containing vaccine.
(e) POL3: Third dose of polio vaccine.
The total number of countries with data on vaccination
coverages is equal to 194.
4.2. Results of the potential influence of social vaccine communities
on healthcare
Using the aforementioned information the two factors (TRf and
KVCR) have been calculated to measure the social influence on im-
munization coverage of social communities on Twitter. In this sec-
tion, firstly a preliminary analysis of the results for TRf is performed
to identify the most relevant countries and their relevant regions.
Finally, a comparative assessment between both factors has been
carried out, analysing the potential influence that opinions from
social networks have on vaccination decision making.
4.2.1. Preliminary analysis for Topic Relevance Factor (TRf )
Fig. 3 shows the results obtained for TRf factor. To show the
results, the TRf values are ordered generating a ranking of countries
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Fig. 4. World Map based on TRf , measuring the relevance of vaccination topics for each country.
Table 2
TRf and KVCR values for the top 5 most relevant countries on vaccination discussion. The KVCR values are calculated for the five vaccines, considered in the last 10 years. There
is no data available of HepB3 vaccine for United Kingdom.
Country Number of users TRf KVCR
DPT1 DPT3 HepB3 MCV POL3
Ireland 860 1 −1.14 −1.12 −0.67 −0.67 −1.12
United States 49278 0.78 −2 −0.63 −0.58 1.14 −0.5
United Kingdom 9560 0.74 −0.22 0.97 NaN −0.83 −0.97
Canada 4117 0.5 5.11 −0.63 −1.65 −1.27 −1.23
Australia 1 719 0.48 −1.24 5.11 −1.49 −3.0 5.11
by relevance. It can be noticed that there are only a few countries
with large values while most countries have very low values. As
shown in Fig. 3, the top five countries have values higher than the
mean plus one standard deviation. Itmeans thatmost users talking
about vaccines belong to these group of countries, therefore it can
be considered that they are the most relevant for the topic.
To continue the analysis of results, a geo-spatial visualization
has been performed to allow for a visual analysis a social data
across all countries. A Map summarizing the location information
of the users talking about vaccines is generated, allowing the
identification regions of interest. The map is generated using the
TRf results obtained for each country.
Analysing the World Map shown in Fig. 4, tree distinct blocks
of interest can be identified. The first block is formed by Ireland,
United States, United Kingdom, Canada and Australia which are
the countries more active on vaccination in Twitter. For this five
countries the TRf factor takes values much higher than for the
rest. The second block is build by several countries which show a
moderate interest, such as France, Netherlands, Sweden, Malaysia,
South Africa, Spain and the Philippines. Whereas, the third block
is composed by most of the countries, which have very low values
of relevance (less than 0.1). In the last block, there is not a clear
influence effect over vaccination coverage.
4.2.2. Analysing the potential influence of twitter vaccine communi-
ties on healthcare
Taking into account the previous results, countries belonging to
the first block (top 5) are relevant, and have been selected in order
to continue the analysis. Table 2 shows the results of both factors
computed for these top five countries. If vaccine opinions affect
user vaccination decision making, the immunization coverage
Table 3
Values of Spearman Coefficient Correlation applied to TRf and KVCR vaccination
factors. This coefficient has been calculated using the top 5 relevant countries. For
a ranking of 5 values, the minimal critical value is 0.5. In the HepB3 case, there is no
data available for United Kingdom, being 0.6 the minimal critical value.






rates of vaccination would show variations. This can be analysed
studying the KVCR values. In this work this measures are calculated
using the Fisher definition. If all immunization coverage values
are identical during the last 10 years, the value obtained will be
−3, implying that there is no variation on the distribution. On the
other hand, high kurtosis values would indicate a sharp change in
the variation of vaccination. As can be seen in Table 2, almost all
KVCR values are higher than −3, being pretty high in cases such as
Canada and Australia, which take values of 5.11 for some vaccines.
Therefore, it is possible to notice a change on the vaccination
pattern in these countries.
As mentioned in Section 3.1, to discover a potential social
influence of twitter opinions on immunization rates, it should
appear a linear relationship between both vaccination factors
(TRf and KVCR). For this, the Spearman correlation coefficient [47]
has been calculated for each vaccine. This correlation coefficient
measures the dependency between variables. It allows evaluating
if countries who are talking more about vaccination correspond to
countries with higher variations in vaccination rates. The results
obtained can be seen in Table 3.
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Table 4
Comparative assessment of community detection algorithms for different network topology metrics.
Algorithm Communities Omega Cohesion Density Modularity
Fast-Greedy 11 0.36 0.27 0.06 0.83
InfoMap 20 0.1 0.05 0.02 0.79
Loading Eigenvector 13 0.15 0.08 0.03 0.79
Label Propagation 12 0.24 0.18 0.04 0.80
Multi-Level 12 0.25 0.08 0.01 0.84
Walktrap 11 0.36 0.27 0.06 0.78
In Zar [48], the critical values of the Spearman correlation co-
efficient for different significance levels were presented. Specifi-
cally, for a ranking of 5 values, theminimal critical value that shows
a significant correlation between two variables, is 0.5. As shown
Table 2, there is no data available of HepB3 vaccination coverages
for United Kingdom. Therefore, the minimal critical value is 0.6 for
this specific case. Analysing the results shown in Table 3, two val-
ues are higher than this threshold. This means that vaccine opin-
ions from social groups could influence the vaccination decision
making for DPT3 and MCV vaccines. Positive correlations mean
that both variables simultaneously increase (MCV). On the other
hand, negative correlationsmean that as one variable increases the
other variable decreases (DPT3). In the results obtained, there is
one vaccination coverage rate (MCV) that shows an increment di-
rectly related to the increase of TRf in the countries. On the other
hand, there is one vaccine (DPT3) where the opposite effect occurs.
This may be because not all social movements arising from Twit-
ter are against vaccination. It can be that there are also supporting
movements trying to increase immunization rates.
4.3. Results of community detection for groups on vaccination
discussion
Once the social influence analysis from twitter opinions has
been carried out, this section reports an additional analysis
based on the data network structure. This analysis is focused
on community detection for users talking about vaccination.
Then, using these communities detected, a study of the most
relevant users, user interactions, and their collective behaviour
is performed. For this purpose, a network representation of the
dataset based on the user re-tweets is generated. To select themost
influential users, a minimum threshold number of re-tweets has
been fixed. In this case this threshold is set to 10 re-tweets. There
are 2865 users exceeding this threshold in our dataset, which are
used to generate the network for the social study.
In the literature there are several community detection algo-
rithms which can be applied to solve this problem [38,39,51–53].
Therefore, firstly a comparative assessment of these algorithms is
carried out to choose the most appropriate. Table 4 shows several
topology networkmetrics (omega, cohesion, density andmodular-
ity) computed for each algorithm (see Section 3.2 for a further de-
scription of thesemetrics). Algorithms showing the best results are
Fast-Greedy and Walktrap, which generate the highest values for
Omega, Cohesion and Density metrics. Regarding the Modularity
metric, the Multi-Level algorithm obtains the best value, but Fast-
Greedy algorithm obtains a value which is very close. Taking into a
count all these network metrics, it can be concluded that the Fast-
Greedy algorithm has obtained overall the best results. Therefore,
it has been chosen to perform the detection later on.
Table 5 shows the communities found applying the Fast Greedy
algorithm. To study the importance, or influence, of the different
users into the re-tweet network generated, centrality network
metrics have been computed. In addition, to identify the collective
opinion for each community about the topic, a human-labelling
process of the most frequent re-tweets has been performed.
Fig. 5. Vaccine Communities showing the most re-tweeted users based on their
Degree Centralitymetric (node size according to its value). Node labels are filtered
by a degree value higher than 4. Top 5 users: VaccinesToday(1)(P), UNICEF(1)(P),
washingtonpost(4)(P), WHO(1)(P) and BillGates(1)(P).
For each community, the top 10 of most frequent re-tweets
are classified as positive or negative extracting the collective
sentiment for the community. The last column in Table 5 shows
the most frequently re-tweet for each community, and in the
first column it can be seen the results of the human-labelling
process, showing if the community has a positive (P) or negative
(N) opinion.
As shown in Table 5, there are 7 communities (1, 2, 4, 5, 7,
8 and 10) talking positively about vaccination against 4 which
are talking negatively (3, 6, 9, 11). Analysing the network
structure, negative vaccine communities often include few users
and have low values regarding centrality metrics. Specially,
very low values are observed when Betweenness Centrality
(representing the users that control the information flow) metric
is analysed. Otherwise, the positive vaccine communities are
generally bigger and have higher values of centrality metrics. This
means that the most important and influential users, and those
controlling the information flow, belong to positive communities.
Therefore, as these results show, it is possible to identify anti-
vaccine movements from Twitter applying community detection
algorithms. These algorithms are unsupervised data mining
techniques, thereby human-labelling is not needed. This is a big
advantage for huge datasets collected from social networks such
as Twitter.
Regarding the social analysis of the communities found, each
centrality metric shown in Table 5 provides a different aspect of its
social influence. Firstly, analysing Degree Centrality, the most re-
tweeted users can be identified as seen in Fig. 5. Using this metric,
users with more connections are considered as more relevant. In
Fig. 5 we see two main communities (1 and 4) including most
of the important users, or institutions, which are discussion on
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Table 5
Communities detected using Fast Greedy algorithm. The centrality metrics (Degree Centrality, Eigenvector Centrality and Betweenness Centrality) are related to the most
influential user of the community, and are marked in bold. The Id column shows if the community has a positive (P in green) or negative (N in red) opinion on vaccination.
vaccination. Several of these users correspond to relevant health
organizations such as WHO, UNICEF or VaccinesToday, which
belong together in the same community (1). In addition, Bill Gates
also belongs to this community, and he is one of the most well-
known and influential personalities who actively supports pro-
vaccination campaigns. In the other most relevant community
(4) based on Degree Centrality, an important international media
as Washington Post appears. On the other hand, there is only
a highly re-tweeted user (Vaccine eXchange) belonging to a
negative vaccine community (9). This may be because negative
communities tend to be small and poorly connected, as was
previously discussed in the network structure analysis.
In real-world cases, users with more connections or number
of re-tweet do not have necessarily to be the more influential
individuals. Betweenness Centrality is based on this idea, and
it incorporates the importance of the neighbours to take into
account the relevance of the friends. Using this metric, it can be
identified the most influential person talking about vaccines from
Twitter, as shown in Fig. 6. The community that includes the most
important users based on Degree Centrality (1) still includes the
largest number of influential users. But within this community,
new influential individuals appear such as Shakira,who is a famous
public personality. The most influential users of communities 4
and 7 (CMichaelGibson and AmerAcadPeds) remain as so in this
newanalysis based on social influence. Regarding the communities
against vaccination, Fig. 6 shows that only onenegative community
(3) includes influential personalities.
To finalize the social influence study, the results of Betweenness
Centrality measure have been used. This metric takes into account
how important are nodes connecting others (Fig. 7 shows the
results obtained). Users controlling the information flow can be
identified using this information. Therefore, analysing the results
shown in Fig. 7, communities 1 and 4 include the largest number
Fig. 6. Vaccine communities showing the most influential users and institutions
based on the Eigenvector Centrality metric (node size according to its value).
Node labels are filtered by a eigenvector value higher than 0.15. Top 5 users:
VaccinesToday(1)(P),WHO(1), UNICEF(1)(P), BillGates(1)(P) and shakira(1)(P). Only
one negative community (3) includes influential personalities.
of users controlling the information flow. However, there are
other communities that also include users with high values in this
metric such as community 3 and 8. For example, a relevant health
organization (CDCgov) belongs to community 8. In order to detect
communities corresponding to negative discussion on vaccination,
two negative communities (3 and 9) have been discovered. In
addition community 3 has relevant users for this measure. As
mentioned in different works on Social Networks [55,20], this can
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Fig. 7. Vaccine Communities showing the userswho control the information flow
based on the Betweenness Centrality metric (node size according to its value).
Node labels are filtered by a betweenness value higher than 1100. Top 5 users:
VaccinesToday(1)(P), CMichaelGibson(4)(P), UNICEF(1)(P), washingtonpost(4)(P)
and DoctorNatasha(3)(N).
be due to the effects of behaviour spread on social networks that
are typically strongly content-dependent. Moreover, the negative
sentiments are often contagious while positive sentiments are
generally not.
A geographical visualization of the communities detected can
help to analyse the results. Fig. 8 shows a map summarizing the
location information relating to communities. This map allows
quickly identification of regions of interest (positive or negative)
on vaccination. For this purpose, anti-vaccine communities are
marked with red, while communities disseminating positive
comments are shown in green. Analysing the results, it can be seen
that four of the most relevant countries talking about vaccination
(Ireland, United Kingdom, Canada, and Australia) mainly include
positive communities. The European countries belonging to the
block which show a moderate interest on vaccine topic such as
France, Netherlands, or Sweden have only positive communities.
On the other hand,most of the negative communities are located in
EEUU, and as can be seen in the community detection results, these
communities are relatively small and disconnected. Therefore, it
can be concluded that strong communities supporting vaccination
have emerged from the social networks.
Finally, considering all the results obtained for the different
analysis performed, it can be concluded that the application
of Communities Detection Algorithms is able to discover and
track the discussion groups on vaccination arising by Twitter.
In addition, the network structure analysis of the resulting
communities allows to identify the most relevant users analysing
their social influences, and their collective opinion, or sentiment,
about the topic for each community.
5. Conclusions
This work shows a practical application of Data Mining
Techniques to detect and analyse Twitter communities which
are disseminating vaccination opinions. A dataset collected from
Twitter, and the vaccination coverage rates retrieved from the
immunization monitoring system of WHO, have been used to
carry out several analysis. Using both datasets, an initial analysis
is performed focused on measuring the potential influence of
vaccine opinions based on the variation in the coverage rates.
For this purpose two factors are used: Topic Relevance Factor
(quantifying the relevance of vaccine topic in a given country)
and Kurtosis of Vaccination Coverages (measuring the distribution
changes of vaccination coverages rates). Afterwards, generating
a network representation of the Twitter dataset, Community
Detection Algorithms have been applied to identify groups of
similar users opining about vaccines. Finally, several centrality
network metrics have been used to study these communities,
discovering the most relevant users and analysing their social
influence.
The results obtained in this preliminary analysis show that
vaccine opinions from Twitter users could affect the vaccination
decision-making process in some cases. However, it can be noticed
that most of communities discussion on vaccination from Twitter
are not against vaccines. In fact, currently most of the emerged
movements are supporting vaccination and trying to increase the
coverages rates.
Fig. 8. Map summarizing the location information for the communities detected. Anti-vaccine communities are marked in red and positive communities in green. It can be
seen that the most relevant anti-vaccines communities appear in EEUU. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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The second part of the work is focused on the application
of Community Detection Algorithms in order to discover com-
munities opining about vaccines. The results obtained show that
the most important and influential users belong to communities
supporting vaccinationmovement,whereas negative vaccine com-
munities often include few users that are not well connected. In
addition, a geographical visualization of these communities shows
that themost relevant countries (Ireland, United Kingdom, Canada,
and Australia) talking about vaccination are filled with positive
communities. On the other hand,most of the communities dissem-
inating negative opinions on vaccination are located in EEUU.
Taking into account all the experimental results presented,
it can be concluded that the data mining techniques applied
are useful for this kind of analysis. The methodology proposed
can be used to find and track vaccine movements, discovering
new knowledge in data that could be useful to improve Public
Healthcare immunization strategies. Moreover, this new acquired
knowledge could also be used to detect and locate communities
against vaccination that could generate future disease outbreaks
in different parts of the world.
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