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Abstract—Power system planning problems become 
computationally intractable if one accounts for all uncertain 
operating scenarios. Consequently, one selects a subset of 
scenarios that are representative of likely/extreme operating 
conditions, e.g. heavy summer, heavy winter, light summer, and 
so on. However, such an approach may not be able to accurately 
capture the dependencies that exist between renewable 
generation (RG) and system load in RG-rich power systems. This 
paper proposes the use of fast dynamic time warping (FDTW) 
and fuzzy c-means++ (FCM++) clustering to account for key 
statistical properties of load and RG for scenario generation for 
power system planning problems. Case studies using a U.S. power 
network, and comparison with existing scenario generation 
techniques demonstrate the benefits of the proposed approach.  
 
Index Terms—Fast dynamic time warping (FDTW), fuzzy c-
means++ (FCM++) clustering, power system planning, optimal 
BESS allocation, scenario generation. 
I. INTRODUCTION 
Power system planning problems (e.g., transmission 
expansion planning, optimal storage allocation) have two main 
components: investments and operations. Decisions regarding 
investment are made considering longer time spans (e.g., 
yearly or more), while decisions regarding power system 
operation are made considering shorter time spans (e.g., daily 
or less). To capture combined uncertainties in both investments 
and operations, several representative scenarios must be 
analyzed, as it is computationally intractable to solve power 
system planning problems, especially for large systems, 
considering all possible scenarios. Therefore, an appropriately 
reduced set of representative scenarios is selected for analysis 
by most power utilities (e.g. heavy summer, heavy winter, light 
summer, and so on). This, however, may become challenging 
for renewable generation (RG)-rich systems (having high 
penetration of solar PV and wind) because the correlations that 
exist between RG and load are functions of location and time, 
and can be very different for different systems [1], [2]. 
Power system planners have adopted different approaches 
to generate representative scenarios of RG and load [3]-[15]. 
References [3]-[5] depicted the diverse characteristics of RG 
and load across different seasons of the year by generating 
representative days using a combination of Hierarchical and k-
means clustering with Euclidean distance being used as a 
measure of the similarity between the temporal sequences. 
However, Euclidean distance is not suitable for comparing 
temporal sequences that have similar trends, but with minor 
deviations and drifts [16]. Moreover, Euclidean distance 
cannot be applied to temporal sequences of unequal length. 
Reference [6] generated scenarios in an ad hoc manner by 
ignoring the correlations that exist between different uncertain 
variables. References [7]-[9] provided a sound basis for 
generating representative scenarios; however, they generated 
scenarios separately for solar, wind, and load, which could not 
capture the cross-correlations that exist between the three. 
References [10], [11] devised techniques for generating 
representative scenarios for power system expansion planning 
in the presence of storage. Reference [12] generated an 
appropriate number of prototypical scenarios based on a 
snapshot selection method for integration into the transmission 
expansion planning problem. Reference [13] generated natural 
gas and electricity demand scenarios using k-means clustering. 
Reference [14] proposed a new scenario generation technique 
specifically for transmission expansion planning in presence of 
uncertain dynamic thermal rating of overhead lines. However, 
the inability to capture the cross-correlations was still present 
in the methodologies developed in [10]-[15]. Finally, the 
quality of the generated representative scenarios was not 
evaluated in the aforementioned references. 
Considering the research gaps identified in prior works, the 
key contributions of this paper are summarized below: 
1. Generation of realistic load and renewable power output 
scenarios using fast dynamic time warping (FDTW) and 
fuzzy c-means++ (FCM++) clustering. We compare the 
proposed method’s performance with other representative 
scenario generation methods.  
2. Performance evaluation of the proposed representative 
scenario generation approach by applying it to a practical 
power system planning problem – optimal battery energy 
storage system (BESS) allocation in the transmission 
system of an actual U.S. power utility. 
The rest of the paper is structured as follows. Section II 
provides theoretical background of the distance metrics and the 
clustering technique used in this research. Section III describes 
the proposed scenario generation technique. Section IV 
presents the mathematical formulation of a power system 
planning problem that serves as the test case to validate the 
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 proposed scenario generation approach. Section V evaluates 
the performance of the proposed technique via multiple case 
studies. Lastly, Section VI contains the concluding comments. 
II. DISTANCE METRICS AND CLUSTERING TECHNIQUE 
A. Distance metrics 
1) Euclidean distance: Use of an appropriate distance metric 
is essential for accurate clustering of temporal sequences. 
Euclidean distance, one of the most commonly used distance 
measures, requires the number of samples in the two temporal 
sequences to be equal. Therefore, it cannot be used to compare 
two sequences that have different granularities (say, hourly and 
half-hourly). Additionally, it is based on a one-to-one 
alignment of the two sequences, which makes it difficult to 
capture the temporal correlations and assess the similarity of 
two temporal sequences exhibiting similar trends but having 
minor deviations [16]. 
2) Dynamic time warping (DTW): DTW is a nonlinear 
distance metric which optimally aligns two temporal 
sequences such that the distance between them is minimized 
[17]. Let there be two temporal sequences with lengths |𝐴| and 
|𝐵|, given by, 
𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑥 , … , 𝑎|𝐴|}                                                        (1) 
𝐵 = {𝑏1, 𝑏2, … , 𝑏𝑦 , … , 𝑏|𝐵|}                                                         (2) 
where, 𝑎𝑥 and 𝑏𝑦 may be univariate or multivariate. An |𝐴|-
by-|𝐵| matrix is built to align the series 𝐴 and 𝐵 with each 
element (𝑥, 𝑦) of the matrix containing the distance 𝑑(𝑎𝑥 , 𝑏𝑦). 
A warp path 𝑊 contains a set of adjacent matrix elements 
defining a mapping between 𝐴 and 𝐵, which is given by, 
𝑊 = {𝑤1, 𝑤2, … , 𝑤𝑧 , … , 𝑤𝑍},max(|𝐴|, |𝐵|) ≤ 𝑍
< |𝐴| + |𝐵| − 1                                            (3) 
where, 𝑤𝑧 = (𝑥, 𝑦)𝑧, and 𝑥 is an index from series 𝐴, and 𝑦 is 
an index from series 𝐵. The constraints imposed on the warp 
path are, (i) the path must start at the beginning of every time 
series at 𝑤1 = (1,1) and end at 𝑤𝑍 = (|𝐴|, |𝐵|), (ii) the 
allowable steps in the path are limited to adjacent cells, and 
(iii) 𝑥 and 𝑦 must be monotonically increasing in the path. The 
optimal warp path is determined by minimizing the objective 
function in (4) using dynamic programming [17]. 
𝐷𝑇𝑊(𝐴, 𝐵) = 𝑚𝑖𝑛
(
 √∑𝑤𝑧
𝑍
𝑧=1
)
                                                (4) 
DTW has been used for solving power systems problems, 
e.g., forced oscillation source location [18], load curve 
clustering [19], estimation of metering errors [20], and 
mechanical fault diagnostics of on-load tap changers [21]. 
However, two problems associated with DTW are [19], [22]: 
(i) potential mismatch between two temporal sequences due to 
excessive warping, and (ii) increased computational burden 
due to iterative computation of the distance matrix, particularly 
for very long temporal sequences. 
3) Fast dynamic time warping (FDTW): An improved DTW 
algorithm known as FDTW was proposed in [22] that has 
linear time and space complexity as opposed to the quadratic 
time complexity of DTW. The FDTW algorithm utilizes 
constraints and data abstraction techniques to resolve the ill-
matching issues due to excessive warping and also accelerates 
the traditional DTW. The detailed algorithm for FDTW can be 
found in [22]. The three key tasks in FDTW are: 
1. Coarsening: This task contracts the time series by 
averaging adjacent points. The task is carried out multiple 
times to generate time series of different resolutions. 
2. Projection: This task first determines the optimal warp path 
for the temporal sequences with the lowest resolution from 
Task #1. This warp path serves as a heuristic for the next 
higher resolution’s optimal warp path. The procedure is 
repeated for all time resolutions generated in Task #1. 
3. Refinement: This task carries out local adjustments of the 
warp path projected from a lower resolution in a specific 
neighborhood of the warp path. The size of the 
neighborhood is controlled by a radius parameter.  
B. Clustering technique 
Fuzzy c-means++ (FCM++) clustering proposed in [23], 
uses an appropriate seeding technique for initializing the cluster 
centers that accelerates the convergence and improves the 
solution quality of the traditional fuzzy c-means. The objective 
function of FCM++ is given by (5). 
𝑀𝑖𝑛: 𝐹 =∑∑(𝑣𝑖𝑗)
𝑚
‖𝑑𝑖 − 𝑐𝑗‖
2
𝐶
𝑗=1
𝑁
𝑖=1
                                         (5) 
where, 𝑣𝑖𝑗 =
1
∑ (
‖𝑑𝑖−𝑐𝑗‖
‖𝑑𝑖−𝑐𝑙‖
)
2
𝑚−1
𝐶
𝑙=1
                                                    (6) 
𝑐𝑗 =
∑ (𝑣𝑖𝑗)
𝑚
𝑑𝑖
𝑁
𝑖=1
∑ (𝑣𝑖𝑗)
𝑚𝑁
𝑖=1
                                                                       (7) 
where, 𝑣𝑖𝑗  denotes the degree to which element 𝑑𝑖 belongs to 
cluster 𝑐𝑗; 𝑚 is the hyperparameter controlling the degree of 
fuzziness introduced in the clustering process (usually equal to 
2); 𝑑𝑖 is the 𝑖
𝑡ℎ element of the dataset and 𝑐𝑗 is the 𝑗
𝑡ℎ cluster 
center. Instead of randomly initializing all the cluster centers, 
as is done in traditional fuzzy c-means, FCM++ initially selects 
the first center uniformly at random from the dataset, while the 
subsequent cluster centers are sequentially selected from the 
dataset, with a probability proportional to square of the 
distance of the point from the closest cluster center. 
III. PROPOSED SCENARIO GENERATION TECHNIQUE 
We propose the combined utilization of FDTW and 
FCM++ clustering to generate realistic scenarios of RG and 
load. To the best of our knowledge, our proposed approach has 
not been used for scenario generation before. The main steps 
in our approach are as follows: 
1. Create a matrix 𝐷 ∈ ℝ3 from the available load/renewable 
dataset; its first dimension represents the represents the 
number of variables (in this case, equal to the sum of the 
number of load buses, wind resources, and solar PV 
resources), the second dimension represents the number of 
time-instants in a day, and the third dimension represents 
the number of days across multiple years (𝑁). 
 2. Create a matrix 𝐹𝐷𝑇𝑊 ∈ ℝ2 with the two dimensions 
representing the total number of days across different years. 
Each element in 𝐹𝐷𝑇𝑊 is the minimum distance quantified 
using the symmetric Kullback-Leibler metric [24] between 
two daily temporal sequences in 𝐷. 
3. Perform FCM++ clustering on the distances in 𝐹𝐷𝑇𝑊 to 
assign a cluster number to each distance value. 
4. Identify groups of identical rows in 𝐹𝐷𝑇𝑊. 
5. Create representative profiles for each identified group by 
averaging the individual daily load and renewable profiles. 
Probability of 𝜓th representative day is 𝑝𝜓 = 𝑛𝜓/𝑁, where 
𝑛𝜓 is the number of days in the identified group. 
Fig. 1 illustrates the proposed scenario generation process. 
The first block in Fig. 1 represents the matrix 𝐷 described in 
Step 1. Each day in 𝐷 is a multivariate time sequence that 
captures the temporal correlations within the load, wind, and 
solar PV profiles. One is also able to capture the spatial 
correlation between load points (RG resources) since each day 
consists of separate daily profiles of all load points (RG 
resources) rather than aggregate load profiles (RG profiles) for 
the entire system. The second block is an illustration of the 
matrix 𝐹𝐷𝑇𝑊 created in Step 2 where the colors represent how 
similar/dissimilar, two days in 𝐷 are. The third block 
represents Steps 3 and 4 of the aforementioned five-step 
procedure. Lastly, the fourth block shows the 𝑅 representative 
scenarios generated in Step 5. 
 
Fig. 1. Proposed scenario generation process using FDTW and FCM++ 
clustering; 𝑅 denotes the number of representative days.  
IV. PROBLEM FORMULATION FOR THE POWER SYSTEM 
PLANNING PROBLEM 
In this section, we utilize the representative scenarios of RG 
and load created in Section III for solving the optimal BESS 
allocation problem in large transmission networks. The 
network is assumed to have both wind and solar PV and is also 
equipped with capacitor banks. The problem formulation is 
given by (8)-(31), where (8) is the objective function. 
𝑀𝑖𝑛: 𝐶𝑇 = 𝐶𝑂𝑃 + 𝐶𝐼𝐵 + 𝐶𝑅𝐵                                                       (8) 
𝐶𝑂𝑃 = ∑ 𝑝
𝜓
𝛯
𝜓=1
[∑{∑𝐶𝐺𝑔,𝑡
𝜓
𝑁𝑔
𝑔=1
+
𝐼
𝑡=1
𝑐𝑒𝑚∑𝑃𝐺𝑔,𝑡
𝜓
𝑁𝑔
𝑔=1
+ 𝑐𝑝𝑙∑𝑃𝑙𝑙,𝑡
𝜓
𝑁𝑙
𝑙=1
 
+ 𝑐𝑠𝑝𝑠∑𝑆𝑃𝑆𝑔,𝑡
𝜓
𝑁𝑔
𝑔=1
+ 𝑐𝑠𝑝𝑤∑𝑊𝑃𝑆𝑔,𝑡
𝜓
𝑁𝑔
𝑔=1
+∑(𝑐𝑣𝑗)𝐵𝑉𝑗,𝑡
𝜓
𝑁
𝑗=1
 
+ 𝑐𝑐𝑎𝑝∑(𝑃𝑑𝑗,𝑡
𝜓
Δ𝑡 + 𝑃𝑐𝑗,𝑡
𝜓
Δ𝑡 + 𝐸𝑆𝑗,𝑡
𝜓
⋅ 𝜂𝐿𝐿)
𝑁
𝑗=1
}]                   (8𝑎) 
𝐶𝐼𝐵 =
𝑟(1 + 𝑟)𝑁𝑦
𝐷[(1 + 𝑟)𝑁𝑦 − 1]
(𝑐𝑖𝑒∑𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑖𝑝∑𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑐𝑜𝑛∑𝑆𝑃𝑗
𝑚𝑎𝑥
𝑁
𝑗=1
)                                   (8𝑏) 
𝐶𝑅𝐵 = 𝑐𝑟∑𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑
𝑁
𝑗=1
+ 𝑐𝑐∑𝑆𝑃𝑗
𝑚𝑎𝑥
𝑁
𝑗=1
                                   (8𝑐) 
In (8), indices 𝑡, 𝑔, 𝑙, and 𝑗 refer to the time-instant, 
generator unit, branch number, and bus number, respectively. 
𝐶𝑇, 𝐶𝑂𝑃, 𝐶𝐼𝐵, and 𝐶𝑅𝐵 are variables representing the total cost, 
network operation cost, storage investment cost, and storage 
repair cost, respectively. 𝐼, 𝛯, 𝑝𝜓, 𝑁𝑔, 𝑐𝑒𝑚, 𝑐𝑝𝑙 , 𝑁𝑙, 𝑁, 
𝑐𝑣𝑗, 𝑐𝑠𝑝𝑠, 𝑐𝑠𝑝𝑤, 𝑐𝑐𝑎𝑝, Δ𝑡, 𝜂𝐿𝐿, 𝑟, 𝑁𝑦, 𝐷, 𝑐𝑖𝑒 , 𝑐𝑖𝑝, 𝑐𝑐𝑜𝑛, 𝑐𝑟, and 𝑐𝑐 
are parameters representing the number of time-instants, 
number of scenarios, scenario probability, number of 
generating units, emission cost, loss cost, number of lines, 
number of buses, voltage deviation penalty factor, PV spillage 
cost, wind spillage cost, BESS energy cost per cycle, 
optimization time-step, leakage loss factor of BESS, discount 
rate, BESS’s lifetime, length of year (days), BESS energy 
investment cost, BESS power investment cost, BESS power 
conditioning system (PCS) investment cost, BESS’s repair 
cost, and PCS repair cost, respectively. 𝑃𝑙𝑙,𝑡
𝜓
, 𝐶𝐺𝑔,𝑡
𝜓
, 𝑃𝐺𝑔,𝑡
𝜓
, 
𝐵𝑉𝑗,𝑡
𝜓
, 𝑆𝑃𝑆𝑔,𝑡
𝜓
, 𝑊𝑃𝑆𝑔,𝑡
𝜓
, 𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑, 𝑃𝑑𝑗,𝑡
𝜓
, 𝑃𝑐𝑗,𝑡
𝜓
, 𝐸𝑆𝑗,𝑡
𝜓
, 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑 , and 
𝑆𝑃𝑗
𝑚𝑎𝑥 are variables representing the line loss, linearized fuel 
cost function, active power output of the generator, bus voltage 
deviation, solar power spillage, BESS energy rating, BESS 
discharge power, BESS charge power, energy stored in BESS, 
power rating of BESS, and power rating of PCS, respectively.  
The following constraints are enforced on (8): 
∑𝑃𝐺𝑔,𝑡
𝜓
𝑁𝑔
𝑔=1
+∑(𝑃𝑆𝑔,𝑡
𝜓
− 𝑆𝑃𝑆𝑔,𝑡
𝜓
)
𝑁𝑔
𝑔=1
+∑(𝑃𝑊𝑔,𝑡
𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝜓
)
𝑁𝑔
𝑔=1
 
+∑(𝑃𝑑𝑗,𝑡
𝜓
− 𝑃𝑐𝑗,𝑡
𝜓
)
𝑁
𝑗=1
=∑𝑃𝐷𝑗,𝑡
𝜓
𝑁
𝑗=1
+∑𝑃𝑙𝑙,𝑡
𝜓
𝑁𝑙
𝑙=1
, ∀𝑡, 𝜓.             (9)  
𝑃𝐺𝑗,𝑡
𝜓
+ 𝑃𝑆𝑗,𝑡
𝜓
− 𝑆𝑃𝑆𝑗,𝑡
𝜓
+ 𝑃𝑊𝑔,𝑡
𝜓
−𝑊𝑃𝑆𝑔,𝑡
𝜓
− 𝑃𝐷𝑗,𝑡
𝜓
 
+𝑃𝑑𝑗,𝑡
𝜓
− 𝑃𝑐𝑗,𝑡
𝜓
=∑{(1 + Δ𝑉𝑗,𝑡
𝜓
+ Δ𝑉𝑘,𝑡
𝜓
)𝐺𝑗,𝑘
𝑁
𝑘=1
+ (𝛿𝑗,𝑡
𝜓
− 𝛿𝑘,𝑡
𝜓
)𝐵𝑗,𝑘} , ∀𝑗, 𝑡, 𝜓.                   (10) 
𝑄𝐺𝑗,𝑡
𝜓
+ 𝑄𝑆𝑗,𝑡
𝜓
+ 𝑄𝑊𝑗,𝑡
𝜓
− 𝑄𝐷𝐿𝑗,𝑡
𝜓
− 𝑠𝑡𝑗,𝑡
𝜓
𝑄𝐷𝐶𝑗 + 𝑄𝑑𝑖𝑠𝑗,𝑡
𝜓
= 
 ∑{(𝛿𝑗,𝑡
𝜓
− 𝛿𝑘,𝑡
𝜓
)𝐺𝑗,𝑘 − (1 + Δ𝑉𝑗,𝑡
𝜓
+ Δ𝑉𝑘,𝑡
𝜓
)𝐵𝑗,𝑘}
𝑁
𝑘=1
, ∀𝑗, 𝑡, 𝜓.  (11) 
0 ≤ 𝑆𝑃𝑆𝑔,𝑡
𝜓
≤ 𝑃𝑆𝑔,𝑡
𝜓
, 0 ≤ 𝑊𝑃𝑆𝑔,𝑡
𝜓
≤ 𝑃𝑊𝑔,𝑡
𝜓
 ∀𝑔, 𝑡, 𝜓.            (12) 
(𝑃𝑆𝑔,𝑡
𝜓
)
2
+ (𝑄𝑆𝑔,𝑡
𝜓
)
2
≤ (𝑆𝑆𝑔
𝑚𝑎𝑥)
2
, (𝑃𝑊𝑔,𝑡
𝜓
)
2
+ (𝑄𝑊𝑔,𝑡
𝜓
)
2
≤ (𝑆𝑊𝑔
𝑚𝑎𝑥)
2
 ∀𝑔, 𝑡, 𝜓.                              (13) 
−𝑆𝑆𝑔
𝑚𝑎𝑥 ≤ 𝑄𝑆𝑔,𝑡
𝜓
≤ 𝑆𝑆𝑔
𝑚𝑎𝑥 , −𝑆𝑊𝑔
𝑚𝑎𝑥 ≤ 𝑄𝑊𝑔,𝑡
𝜓
≤ 𝑆𝑊𝑔
𝑚𝑎𝑥  ∀𝑔, 𝑡, 𝜓.                                    (14) 
Δ𝑉1,𝑡
𝜓
= 0, 𝛿1,𝑡
𝜓
= 0, ∀𝑡, 𝜓.                                                          (15) 
Δ𝑉𝑗
𝑚𝑖𝑛 ≤ Δ𝑉𝑗,𝑡
𝜓
≤ Δ𝑉𝑗
𝑚𝑎𝑥 , ∀𝑡, 𝑗 ∈ {2, … , 𝑁}, 𝜓.                    (16) 
Eqs. (9)-(16) describe constraints related to power balance, 
power flow, solar PV resource operation, and bus voltage 
limits. 𝑃𝑆𝑔,𝑡
𝜓
, 𝑃𝑊𝑔,𝑡
𝜓
, Δ𝑉𝑗,𝑡
𝜓
, 𝐺𝑗,𝑘, 𝛿𝑗,𝑡
𝜓
, 𝐵𝑗,𝑘, 𝑄𝐺𝑗,𝑡
𝜓
, 𝑄𝑆𝑗,𝑡
𝜓
, 𝑄𝑊𝑗,𝑡
𝜓
, 
𝑃𝐷𝑗,𝑡
𝜓
, 𝑄𝐷𝐿𝑗,𝑡
𝜓
, 𝑄𝐷𝐶𝑗, 𝑠𝑡𝑗,𝑡
𝜓
, and 𝑄𝑑𝑖𝑠𝑗,𝑡
𝜓
 are variables 
representing the solar power output, wind power output, bus 
voltage deviation, bus admittance matrix’s real part, bus angle, 
bus admittance matrix’s imaginary part, reactive power 
dispatch, reactive power output of solar resource, reactive 
power output of wind resource, active power demand, inductive 
power demand, constant capacitive power demand, binary 
status variable for capacitor bank, and BESS reactive power 
dispatch. We have also carried out piecewise linearization of 
𝐶𝐺𝑔,𝑡
𝜓
, and modeled ramping and power dispatch constraints 
related to conventional generation. Suitable linearization of the 
original non-linear power flow equations is carried out using 
the logic proposed in [25]. The original non-convex active 
power loss equations are piecewise linearized based on [26]. 
Eq. (17)-(26) are the constraints on BESS operation: 
∑𝑃𝑐𝑗,𝑡
𝜓
𝑁
𝑗=1
≤∑(𝑆𝑃𝑆𝑗,𝑡
𝜓
+𝑊𝑃𝑆𝑗,𝑡
𝜓
)
𝑁
𝑗=1
, ∀𝑗, 𝑡, 𝜓.                           (17) 
0 ≤ 𝜂𝑗,𝑡
𝑐 𝑃𝑐𝑗,𝑡
𝜓
≤ 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑 , 0 ≤
𝑃𝑑𝑗,𝑡
𝜓
𝜂𝑗,𝑡
𝑑 ≤ 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑 , ∀𝑗, 𝑡, 𝜓.    (18) 
0 ≤ 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑 ≤ 𝑑𝑗
𝐵𝐸𝑆𝑆𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥 , ∀𝑗.                                  (19) 
𝐶𝐷𝑖𝑠𝑗,1
𝜓
= 𝐶𝐷𝑖𝑠𝑗,0
𝜓
+
𝑃𝑑𝑗,1
𝜓
𝜂𝑗,1
𝑑 Δ𝑡, ∀𝑗, 𝜓.                                       (20) 
𝐶𝐷𝑖𝑠𝑗,𝑡
𝜓
= 𝐶𝐷𝑖𝑠𝑗,𝑡−1
𝜓
+
𝑃𝑑𝑗,𝑡
𝜓
𝜂𝑗,𝑡
𝑑  Δ𝑡, ∀𝑗, 𝑡 ≥ 2, 𝜓.                       (21) 
𝐶𝐷𝑖𝑠𝑗,𝑡
𝜓
≤ 𝑃𝐸𝑗
𝑟𝑎𝑡𝑒𝑑𝐷𝑇𝑗
𝑚𝑎𝑥 , ∀𝑗, 𝑡, 𝜓.                                         (22) 
𝐸𝑆𝑗,𝑡
𝜓
− (1 − 𝜛)𝐸𝑆𝑗,𝑡−Δ𝑡
𝜓
− 𝜂𝑗,𝑡−Δ𝑡
𝑐 𝑃𝑐𝑗,𝑡−Δ𝑡
𝜓
Δ𝑡 +
𝑃𝑑𝑗,𝑡−Δ𝑡
𝜓
𝜂𝑗,𝑡−Δ𝑡
𝑑 Δ𝑡
= 0, ∀𝑗, 𝑡, 𝜓.                                                (23) 
𝑆𝑂𝐶𝑗
𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝑗,𝑡
𝜓
≤ 𝑆𝑂𝐶𝑗
𝑚𝑎𝑥 , ∀𝑗, 𝑡, 𝜓.                                  (24) 
𝐸𝑆𝑗,𝑡
𝜓
= 𝑆𝑂𝐶𝑗,𝑡
𝜓
𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑 , 0 ≤ 𝐸𝑆𝑗,𝑡
𝜓
≤ 𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑 , ∀𝑗, 𝑡, 𝜓.        (25) 
0 ≤ 𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑 ≤ 𝑑𝑗
𝐵𝐸𝑆𝑆𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑,𝑚𝑎𝑥 , ∀𝑗 ∈ {1, … , 𝑁}.            (26) 
Eqs. (17)-(26) describe constraints related to the BESSs’ 
power output at a time-instant, power rating, discharge 
duration, energy at a time-instant, and energy rating. 𝜂𝑗,𝑡
𝑐 , 𝜂𝑗,𝑡
𝑑 , 
𝑑𝑗
𝐵𝐸𝑆𝑆, 𝐶𝐷𝑖𝑠𝑗,𝑡
𝜓
, and 𝑆𝑂𝐶𝑗,𝑡
𝜓
 are variables representing the 
charging efficiency of BESS, discharging efficiency of BESS, 
binary siting decision variable, cumulative energy discharged 
by BESS at a time-instant, and SOC, respectively. 𝐷𝑇𝑗
𝑚𝑎𝑥  and 
𝜛 are parameters representing the maximum BESS discharge 
duration and self-discharge rate, respectively. We linearize the 
bi-linear term 𝑆𝑂𝐶𝑗,𝑡
𝜓
𝐸𝑆𝑗
𝑟𝑎𝑡𝑒𝑑 in (25) by using McCormick 
envelope [27]. Lastly, BESSs’ charging/discharging powers 
are limited to their maximum absorption/delivering power 
[28]. The constraints on the BESS’s ability to control reactive 
power can be found in [9]. We also built accurate linear 
programming models to represent the non-linear operation of 
BESSs; the detailed description of those models can be found 
in [8]. 
V. NUMERICAL RESULTS 
We assess the performance of the developed representative 
scenario generation scheme described in Section III by applying 
it to a practical power system planning problem described in 
Section IV for a 2,604-bus U.S. transmission network. The total 
generation capacity and total system active power demand are 
24,840 MW and 24,773 MW, respectively. A power utility 
from the U.S. Southwest provided the current and future 
locations of solar PV and wind farms for this system. The total 
renewable penetration level as a percentage of total system load 
was fixed at ~50%. Historical hourly data for wind and solar 
PV resources for ten years was also obtained from the utility. 
Hourly zonal load data for ten years was obtained from [29]. 
The problem formulation described in Section IV was solved 
using GUROBI on a CPU with 3.6 GHz, Intel® Core™ i7-
9700K 8-core processor and 64 GB RAM. Values of 
parameters from Section IV can be found in Appendix B of [9].  
A. Evaluation of scenarios generated by the proposed 
approach considering different distance metrics 
The dataset provided by the power utility contained 3,652 
days of wind, solar, and load data. We applied the scenario 
generation method described in Section III to determine 
representative scenarios from the aforementioned dataset. We 
consider three different distance metrics in Step 2 of the 
scenario generation technique: (i) FDTW, (ii) DTW, and (iii) 
Euclidean distance. The remaining steps in the scenario 
generation procedure remain the same. It is found that the 
number of representative scenarios generated by using metrics 
(i), (ii), and (iii) are 158, 203, and 265, respectively. Though the 
usage of lesser number of representative scenarios by using 
metric (i) may alleviate the computational burden of the power 
system planning problem being considered, the aforementioned 
values do not provide a conclusive indication of the superiority 
of one distance metric over others. To that end, we plot the 
average of all the representative wind, solar PV, and load 
profiles generated by using metrics (i) to (iii) and compare them 
with the average of all the wind, solar PV, and load profiles in 
the unclustered dataset. The results are shown in Table I and 
Figs. 2 to 4. 
Figs. 2 to 4 show that, in comparison to DTW and Euclidean 
distance, the wind, solar PV, and load profiles generated using 
FDTW match more closely with the average profiles generated 
using the unclustered dataset. We use the average normalized 
 root mean square deviation (RMSD) metric to quantitatively 
compare the three profiles. The mathematical expression for 
this metric is shown in (27). 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑅𝑀𝑆𝐷 =
√1
𝑇
∑ (𝑑𝑖
𝐶 − 𝑑𝑖
𝑈)𝑇𝑖=𝑖
2
1
𝑇
∑ 𝑑𝑖
𝑈𝑇
𝑖=1
     (27) 
where, 𝑇, 𝑑𝑖
𝐶, and 𝑑𝑖
𝑈 represent number of time-instants in the 
profile, 𝑖𝑡ℎ element in the average wind/solar PV/load profile 
generated using clustered data, and 𝑖𝑡ℎ element in the average 
wind/solar PV/load profile generated using unclustered data. 
  
 
Fig. 2. Comparison of average wind power profiles generated by using metrics 
(i) to (iii) with the average profile generated using the unclustered dataset. 
 
 
Fig. 3. Comparison of average solar PV profiles generated by using metrics (i) 
to (iii) with the average profile generated using the unclustered dataset. 
 
 
Fig. 4. Comparison of average load profiles generated by using metrics (i) to 
(iii) with the average profile generated using the unclustered dataset. 
TABLE I: AVERAGE NORMALIZED RMSD FOR AVERAGE WIND POWER, SOLAR 
PV POWER AND LOAD PROFILES GENERATED BY USING THREE DIFFERENT 
DISTANCE METRICS AND FCM++ CLUSTERING 
Distance metric Wind power Solar PV power Load 
FDTW 0.0329 0.0357 0.0053 
DTW 0.1345 0.1218 0.0356 
Euclidean 0.3027 0.2927 0.0755 
 
Table I clearly shows that the average normalized RMSDs 
generated by using FDTW are superior (smaller) than those 
generated by using DTW and Euclidean distance metrics. The 
relative superiority of FDTW over DTW is due to the fact that 
the coarsening, projection, and refinement tasks in the FDTW 
algorithm (described in Section II-A) are able to effectively 
resolve the ill-matching of the multivariate time-sequences that 
happens with DTW due to excessive warping. FDTW is 
substantially superior to the Euclidean metric since FDTW (as 
opposed to Euclidean) works based on a one-to-many 
alignment of two signals that effectively captures the temporal 
correlations between the two signals, and appropriately 
evaluates the similarity between temporal sequences. 
Table I also shows that the relative differences between the 
three average normalized RMSDs generated for wind and solar 
PV are greater than those generated for load. This happens 
because, (i) load exhibits lesser variability than RG resources – 
as such, the differences between the profiles generated in Fig. 4 
are lesser than those in Figs. 2 and 3, and (ii) load values are 
significantly larger in magnitude than wind power and solar PV 
power outputs as seen in Figs. 2 to 4 – as such, the differences 
that existed between the load profiles in Fig. 4 are not very 
pronounced when normalized by the denominator in (27). 
B. Comparision of planning decisions generated by the 
proposed scenario generation scheme with other schemes 
In the next study, we compare the storage investment 
planning decisions made by using the proposed scenario 
generation approach (denoted as Approach (1), henceforth) and 
three other approaches that are described as follows. Approach 
(0): utilizing the entire unclustered 10-year dataset obtained 
from the power utility; Approach (2): representative scenario 
generation using DTW and FCM++ clustering, and Approach 
(3): representative scenario generation using the approach 
proposed in [9]. We use network operation metrics (average and 
max. voltage deviations); annual network operation costs; and 
BESS investment and repair costs for comparing the 
approaches. The results are shown in Table II. 
TABLE II. POWER SYSTEM PLANNING RESULTS CONSIDERING APPROACHES 
(0) TO (3) 
 
Approach 
(0) 
Approach 
(1) 
Approach 
(2) 
Approach 
(3) 
 Network operation metrics (p.u.) 
Avg. voltage 
deviation 
0.015 0.015 0.017 0.018 
Max. voltage 
deviation 
0.030 0.031 0.032 0.034 
 Network operation costs (M$) 
Conventional 
generation 
106.25 106.33 106.93 107.59 
Emission 7.53 7.54 7.65 7.88 
Renewable 
spillage 
30.20 30.22 30.92 31.64 
Active power 
loss 
21.13 21.14 21.72 22.43 
BESS operation 66.90 66.88 65.85 64.77 
 BESS investment and repair costs 
Investment (M$) 581.13 581.10 573.13 564.05 
Repair (M$) 94.88 94.85 93.54 92.65 
 
Approach (0), being the most realistic, is the baseline for 
this analysis, so the power system planning results generated by 
Approaches (1)-(3) are compared with those obtained by 
 Approach (0). It is clearly seen that the BESS allocation results 
generated by Approach (1) is the closest to Approach (0), which 
further validates the appropriateness of FDTW as a distance 
metric. However, the solution time of Approach (1) (~3.6 
hours) is substantially lower than Approach (0) (~172 hours). 
The reason behind the differences between the planning results 
obtained using Approach (2) and Approach (1) is due to the 
inferiority of DTW with regards to FDTW while matching 
time-sequences (as described in Section V-A). In Approach (3), 
the scenarios are generated separately for solar, wind, and load, 
which may not capture the cross-correlation that exists between 
the three variables; this results in Approach (3) having the 
largest differences in results with regards to Approach (0).  
VI. CONCLUSIONS 
This paper developed a novel approach for generating 
representative scenarios of RG and load for large-scale power 
system planning problems using a combination of FDTW and 
FCM++ clustering. The proposed method was able to more 
effectively capture the different correlations associated with 
RG and load. The performance of the proposed scenario 
generation approach was evaluated by applying it to a power 
system planning problem of a U.S. power utility. Extensive 
simulation studies showed that the FDTW and FCM++ based 
scenario generation approach outperformed other scenario 
generation approaches in terms of closeness of the power 
system planning results to those generated by using the 
unclustered set of wind/solar PV/load profiles. Scenario 
generation by using the proposed approach assumes greater 
importance in more complicated power system planning 
problems such as coordinated investment planning and 
operation in integrated transmission & distribution (T&D) 
networks, which will be reported in a future publication.  
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