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The l i s t  below contains symbols i n  general use throughout the 
dissertation. Additional specialized symbols of limited usage, such as 
those appearing i n  examples, are defined as they are encountered. 
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C H A P T E R  I 
I MT RO DUCT I ON 
A. Background Information 
The imposition of stringent performance requirements on systems 
wlii ch undergo wide parameter variations frequently necessitates the use 
of an adaptive control system. 
been applied t o  devices such as autopilots [l] - [2] where satisfactory 
response characterist ics are rcqui red i n  the presence of unpredi ctable 
changes i n  f l i gh t  conditions along the a i r c ra f t ' s  trajectory,  causing 
parameter variations i n  the airframe's equations of motion. More 
recently, an extensive investigation into the possible application o f  
adaptive techniques t o  the control of tactical  missiles [3] was per- 
formed. Air targets require the missile autopilot t o  achieve rapid 
response to  guidance commands i n  order to overcome target maneuvers. 
Other possible applications include the control of optical tracking 
mounts. 
i n  Chapter V .  
presence of changing mount iner t ia  and bearing fr ic t ion.  
For example, adaptive techniques have 
The results o f  preliminary testing on one such mount are given 
In this case, small tracking errors are required i n  the 
A brief summary o f  the various paths which research i n  adaptive 
control systems has taken is  shown i n  Figure 1.1 e The majori "cy o f  the 
design techniques which have been developed can be classified as one o f  
two types: parameter adaptive or adaptive insensi ti ye. A parameter 
adaptive control system is  an adaptive system i n  which the adaptive 
mechanism i s  fixed t o  a s e t  of adjustable gains,  which are e i ther  
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contained i n  the open loop p lan t  dynamics o r  introduced external ly .  
These gains are then adjusted according t o  a spec i f ied  adaptation algo- 
rithm. An example o f  t h i s  k ind  o f  adaptive system i s  shown i n  
Figure 1.2. 
elements o f  the vector x (t) whi le  the vector q( t) , the s ta te  vector 
o f  a model reference system, represents the desired p l a n t  t ra jec to r i es .  
A measure o f  performance i s  given by the e r r o r  vector 2 which i s  def ined 
as - e = Q-llp. It i s  evident t h a t  p lan t  compensation i s  t o  be accom- 
p l ished v i a  a vector, &(t), o f  adjustable parameters which are defined 
as feedback gains on the p l a n t  states. The parameter ad just ing 
mechanism i s  t o  provide continuous adjustment o f  k(t> i n  a manner which 
guarantees t h a t  l i m  g(t) = 0. 
t i v e  contro l  system, as shown i n  Figure 1.3, incorporates a f i x e d  
I n  the f igure,  the p l a n t  outputs o r  s ta te  var iables are 
-P 
On the other hand, an adaptive insensi-  
t- 
c o n t r o l l e r  s t ruc tu re  t o  minimize the p lan t ' s  s e n s i t i v i t y  t o  unknown 
parameter var iat ions.  
t i o n  o f  Figure 1.3 i s  the c lass ica l  h igh gain feedback approach [4], [SI 
The simplest  technique which f i t s  the configura- 
i n  which the c o n t r o l l e r  i s  j u s t  a large negative gain. Liapunov theory 
has a lso been u t i l i z e d  [6] t o  design the c o n t r o l l e r  i n  order t o  achieve 
a s tab le e r ro r  system. 
con t ro l l e rs  obta in  a f a s t  convergence r a t e  w i thout  a great  deal o f  
c o n t r o l l e r  complexity. 
I n  general, the techniques u t i l i z i n g  i nsens i t i ve  
However, they usual ly  r e s u l t  i n  l a rge r  cont ro l  
i npu t  s ignal  magnitudes and are more l i k e l y  t o  exc i te  high order p l a n t  
s t ruc tu ra l  modes than the parameter adaptive scheme in Figure 1.2. 
A l l  o f  the parameter ad just ing designs which have been developed 
employ e i t h e r  e x p l i c i t  o r  i m p l i c i t  p l a n t  i d e n t i f i c a t i o n  i n  the process 
r 
U 
- kT 4 
t 
A 
1 Parameter I 
4 
D Adjust ing 4 
Mechanism 
1 
Figure 1.2. A Parameter Adaptive Control System 
r 
F i  xed 
Control 1 er  
Figure 1.3. An Adaptive Insensitive Control System 
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of control. An adaptive scheme w i t h  expl ic i t  plant identification 
attempts t o  directly estimate the unknown p l a n t  parameters and then 
u t i l i zes  this  information t o  adjust  the adaptive gains.  Techniques 
based on this  approach are found i n  [7] and [SI. The implicit  plant 
identification approach maintains continuous parameter adjustment based 
on minimizing the error  between the plant outputs and desired responses. 
This method, while more complex t h a n  the adaptive insensitive schemes, 
does not  require the degree of controller coniplexi t y  necessitated by 
techniques which perform expl ic i t  plant identification. 
B. Summary of Previous Research on Gradient and 
Li apunov Methods 
The f i r s t  parameter adaptive design util-izing implicit  p l a n t  
identification were gradient methods used t o  minimize a suitable perfor- 
mance index. The most popular of these was the "M.I.T." rule developed 
by Whitaker, Kezar, e t  a l .  [SI. 
th i s  approach led t o  analysis d i f f i cu l t i e s  as well as possible 
ins tab i l i ty  for  simple systems with step i n p u t s .  
based on gradient methods [ l l ]  - [12] suffered from these problems as 
well. 
loop synthesis be based on Liapunov's direct  method. 
adaptive laws were chosen i n  order t o  make the time derivative of a 
Li apunov function negati ve defi ni t e .  
was obtained as a byproduct of the design. 
in [lo], [13], the technique was improved and extended by other 
I t  was shown i n  [lo], however, t h a t  
Subsequent techniques 
As an alternative method, i t  was suggested i n  [lo] t h a t  adaptive 
In [13] the 
Hence , global asymptotic s t a b i  1 i t y  
Following i t s  introduction 
6 
researchers , [14] - [16]. For the case of plants  w i t h  an unknown 
constant gain, a more heavily damped error response was obtained i n  [14] 
w i t h  the addition of a subsidiary feedback loop. In [lS], the technique 
was extended to  plants w i t h  unknown time-varying gains and i n  [15] and 
[ l G ]  the number of derivative signals required fo r  controller implemen- 
tation was reduced i n  the case of plants w i t h  an unknown constant gain.  
In [17] the design technique was extended t o  a broader class of l inear ,  
time-invariant plants which contained as many as n2 + nr adjustable 
parameters (nth- order plant w i t h  r i n p u t s ) .  However, there were several 
disadvantages w i t h  the technique i n  [17]. First, simulations show tha t  
large adaptive loop gains are  necessary t o  achieve a satisfactory plant 
response. 
oscil lations i n  the transient response of the plant i f  the error system 
i s  perturbed from i t s  equilibrium point. 
plant parameters cannot be adjusted directly;  i .e. , feedback gains only 
can be adjusted. 
most frequently i n  practice, 
These large gains may be shown to  lead to  h i g h  frequency 
Second, the method fa i l s  i f  
This i s  unfortunate since this i s  the case which occurs 
The problem which ar ises  is  t h a t  the 
adaptive laws fo r  the feedback gains are generally nonunique. Third, 
the adaptive laws as presented i n  [17] require the generation o f  n - 1 
output derivative signals (or n plant states). 
implementation necessitates b u i l d i n g  ( n  - 1)th - order physically 
unrealizable deri vati ve networks. 
the Liapunov technique i n  [lo], [13] - [17], w i t h  the exception of [15], 
has been concerned w i t h  plants containing unknown parameters whi ch a re  
constant. 
Hence, controller 
Finally , a1 1 of the work reported on 
In [15], a technique was developed for  plants w i t h  unknown 
7 
time-varying gains only, and required a bound on the unknown parameter 
as well as i t s  time derivative. 
C. Purpose of the Dissertation 
The adaptive echnique discussed i n  this dissertation is o f  the 
parameter adaptive variety u t i l i z i n g  implicit plant identification. 
Due to  the difficu ties i n  analysis and possible ins tab i l i ty  associated 
w i t h  most gradient methods, L i  apunov's direct  method has been selected 
as the basis for  synthesizing the adaptive laws. I t  is the purpose of 
this dissertation t o  eliminate several disadvantages which a re  asso- 
ciated w i t h  the Liapunov approach. 
fol  1 owi ng : 
Specifically, the goals are  the 
1. 
2. 
3. 
4. 
Develop adaptive laws which yield a rapidly convergent error  
response and eliminate the h i g h  frequency oscil lations which 
are present i n  the transient response of both the plant out- 
puts and the adjustable parameters. 
A1 1 evi a te  the problem of conf 1 i c t i  ng adapti ve 1 aws whi  ch 
results i n  the practical si tuation where the adjustable 
parameters a re  incorporated into the plant dynamics as feed- 
forward and feedback adjustable gains. 
Develop a parameter adaptive configuration and associated 
adaptive laws which require a minimum number of physically 
unreal i zable derivative networks fo r  their implementation. 
Extend the L i  apunov technique t o  plants whose unknown 
parameters are time-varying. 
8 
Furthermore, a l l  of the results above are  t o  be obtained while 
maintaining the global s tab i  1 i ty  of the resul ti ng error system. 
D. Layout of the Dissertation 
In Chapter 11, a "modified adaptive rule" is  derived which resu l t s  
from the choice of a new Liapunov function. A local s t a b i l i t y  analysis 
o f  the modified system is performed which shows tha t  a more rapidly 
convergent error  response is  attainable.  I t  is  also shown t h a t  the 
h i g h  frequency osci l la t ions i n  the plant outputs and adjustable para- 
meters are n o t  present when u s i n g  the modified adaptive laws. 
addition, simulation resul ts  are presented which show the f l ex ib i l i t y  
afforded by the modified design. 
In 
For instance, by varying the fixed 
adaptive loop gains, a tradeoff between small error overshoot and 
minimum se t t l i ng  time i s  effected. 
comparable t o  the previous design may be maintained w i t h  much smaller 
gains i n  the adaptive loop. Furthermore, the modified adaptive rule 
requires only one more summing amplifier per adjustable parameter as 
addi t i  onal imp1 ementati on. 
Furthermore, system performance 
Section A of Chapter I11 i s  devoted t o  the problem of conflicting 
adaptive laws which resul ts  when the Liapunov design technique i s  applied 
t o  single-input single-output p lan ts  whose adjustable parameters are 
introduced in to  the p l a n t  dynamics externally. 
i n  Section 111-B eliminates this problem, while requiring only n - m - 1 
derivative networks on the plant o u t p u t  i n  contrast  t o  the n s t a t e s  
(or  n - 1 derivative networks) required i n  [17] (nth -order plant w i t h  m 
The adaptive technique 
9 
zeros). Accordingly, i f  m = n - 1,  no derivative networks a re  required 
even though the p l a n t  transfer function i s  not  positive real ( P . R . )  as 
required i n  [lo]. Furthermore, the resu l t  i n  [lo] appl ied t o  plants  
whose t ransfer  function was known t o  w i t h i n  a ga in  factor  as did the 
derivative reduction technique i n  [16]. 
Chapter IV deals w i t h  the extension o f  the Liapunov parameter 
adaptive approach t o  plants w i t h  unknown time-varying parameters. 
Adaptive laws are  derived which guarantee the global s t a b i l i t y  ( i n  the 
sense of Lagrange) of the resulting system error.  I t  is  shown t h a t  a 
suitable norm of the error vector e may be driven i n t o  an a rb i t r a r i l y  
small region of s t a t e  space about the o r i g i n ,  the error  bound being 
determined by certain fixed adaptive loop gains .  
bounds on the unknown parameters be known and i f  the p l a n t  contains 
different ia l  operators acting on the i n p u t ,  bounds on certain o f  the 
time deri vati ves of the unknown parameters are required. 
I t  is required that  
In Chapter V ,  the resul ts  of the adaptive control of an optical 
tracking mount are presented. 
tion of changing mount iner t ia  and bearing f r ic t ion  resul ts  i n  increased 
tracking accuracy. 
I t  i s  shown tha t  the adaptive compensa- 
10 
C H A P T E R  I1 
IMPROVED CONVERGENCE IN THE PARAMETER ADAPTIVE CONTROL 
OF PLANTS WITH UNKNOWN CONSTANT PARAMETERS 
A. The Modified Liapunov Design 
In this chapter, an adaptive rule [18] is  derived which is  based 
on a certain L i  apunov function , thereby assuring the global asymptotic 
s t ab i l i t y  o f  the resulting system equations. 
developed here include the integral terms incorporated i n  the laws 
given i n  [17] p lus  the time derivative of these terms, they are  termed 
the "modi f i  ed adapti ve 1 aws , I' Local 1 i neari zat i  on and root 1 ocus 
Since the adaptive laws 
techniques are uti l ized t o  i l l u s t r a t e  the more rapid convergence and 
improved transient response of the modified design. 
Consi der the mu1 ti -i n p u t  , mu1 ti -output p l a n t  described by the s t a t e  
equations (see Figure 2.1), 
= A ( t ) x  + Bp(t)y % P 1 ,  
where the s t a t e  vector xT = ( x l p ,  x2p, ... , x ), the i n p u t  vector 
-P nP 
u = ( u l ,  u2,  ... , ur )  and A (t) and B (t) are, respectively, n x m P P 
and n x r matrices containing adjustable parameters as well as unknown 
parameters. For example, each of the elements aFj and b y j  of A and B 
respectively, are assumed to  be of the form 
T - 
P'  P 
i = l , n ; j = l , n  P - a  a a  a i j  - c i j  + k . . d  IJ i j '  
i = 1,  n ;  j = 1,  r byj  = c i j  b + k i j d i j ,  b b  
11 
I I  
I 
-I I 
I 
I 
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w E l  n 
1 I 
I 
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a b a b  where c i j ,  c i j ,  d i j  , d .  . are constant unknown parameters w 
signs of dyj  and di b being known and each k;j and ki b is  a 
1J 
meter t o  be adjusted. Furthermore, i t  i s  assumed t h a t  the 
t h  only the 
unique para- 
desi red plant 
characterist ics are represented i n  a model reference system described by 
. 
$ = A x  d-d + B &  (2-3) 
- lX1dS X2d Y . . where x+., Xndl , Ad and Bd are known constant matrices T 
of dimensions n x n and n x r ,  respectively, I f  the error  i s  defined as 
where - e = [e l s  e2,  ... , en ] then (2-1) may be subtracted from (2-3) t o  
yield the error equation 
. 
e = A & +  Ax + Bu 
- P -  - .  (2-5) 
where A = Ad - A and B = Bd - Bp. P 
The design procedure leading t o  the modified adaptive law begins 
by choosing the following potential Liapunov function: 
In (2-6), the elements o f  the symmetric matrix P are denoted by p i j  
and the column vectors a, by zx, and z+, are o f  dimensionality n , nr, 
n 
2 
2 and nr, respectively, partitioned according t o  
T T  aT = (sly a,+, ... aT) - '-il 
13 
where a. and b. are the i t h  - rows o f  the matrices A and B y  respect ively;  
i .e. , the n elements o f  gi are ai , j = 1 , n whi le  the r elements o f  
-1 -1 
b. are b 
-1 i j  
Sri 
j = 1 , r. The n elements o f  the vectors rxi (n x 1) and 
(r x 1) are given i n  (2-8). 
n 
= 1 ekPkixjp9 j = l , n  
j = 1 , i n  
Lxi k= l  
n - 
%i - ekPkiu j ’  
The matrices A i  1 2  ,(n x n 2 ), hs,(n 2 x n 2 ) ,  A - i  ,(nr x nr) and A6.(nr x nr) 
2y 
1 
are pos i t i ve  de f i n i t e  and diagonal. The n nonzero elements o f  A ~ ,  i n  
the order of t he i  r pos i t i on  along the diagonal , are given by l/ai , 
j = 1, n; l / ~ t ~ ~ ,  j = 1 ,  n; ... ; l /an j y  j = 1 , n, whi le  the diagonal 
elements o f  A B ,  A , and A6 are, respect ively,  pij9 i, j = 1, n; 
, Y i j s  1 ,  J - 1, n; and 6ijs j = 1, n which are ordered i n  the same manner 
as the elements of Aa. The second and t h i r d  terms on the right-hand 
side o f  (2-6) d i f f e r  from the corresponding terms i n  the Liapunov 
function used i n  [17] which was 
Y . .  
I 
T T -1 T -1 V = e P e + a A  a + b A  b 
a- - Y -  _ -  - (2-7) 
The addi t ional  terms i n  (2-6) lead t o  d i r e c t  feedback of the e r r o r  
14 
s ta tes  t o  each ad jus tab1 e parameter , resul ti ng i n  a fas te r  convergence 
rate  and an improved transient response. The time derivative of (2-6) 
is  
'T -1 T -1 2' T -1' + a h  A z  + z A  A z  + b A  b - a $ X  - x a  6-x - y -  
+ b A  'T -1 A z  - y  6 - 4  - y  6 - u  + b A  T -1 A z  
where the second and t h i r d  terms i n  (2-8) may be written as 
T T e P A X .  = 2 gx 
- - P  
. . . 
The vectors - a and are now selected i n  order t o  make V negative 
definite. They are chosen as 
(2-10) 
(2-11) 
Since from (2-2) the elements a i j ,  b . .  of the vectors 
1J 
'b respectively, are related t o  the adjustable parameters k i j  and k i j  
.a a according t o  ii = O P  = -k. . d . .  and i~ i j  = --ifj = -l??.dbI J  i j '  i n t e g r a t i n g  -ai j 1J 1J 
both sides of (2-10) and (2-11) yields the adaptive laws 
(2-12) 
15 
(2-1 3)  
b In (2-12) and (2-13), the vectors - ka and - k are defined by 
where the elements of k? are given by k y j ,  j = 1,  n and the elements of 
b b k .  are denoted by k i j ,  j = 1 ,  n. The elements of the positive def ini te  
Ad@) A , and Ads are given by u . . / d i j Y  a 6 i j /d i j3  a dY 1J diagonal matrices Ad,, 
yi j /dqj  and 6i j / d i j ,  respectively, positioned along the diagonal i n  
the same manner as the elements l /ui  are ordered along the diagonal of 
the matrix Aa. These elements are arbitrary positive or negative 
constants depending on the signs of d t j  and di and to is the time 
ins tan t  the adaptive loop i s  closed. 
i n t o  (2-8) , V becomes , in view of (2-9), 
-1 
-1 
b 
Substituting (2-10) and (2-11) 
(2-14) 
Now i f  Ad i s  a stable matrix, the positive def ini te  symmetric matrix P 
may be determined as the unique solution [19] of 
(2-15) 
where Q i s  an arbitrary positive definite symmetric matrix. 
l a s t  two summation terms in (2-14) ai-e less than or equal t o  0,  V, with 
this  choice of Q ,  i s  a negative def ini te  form over the space of and V 
Since the . 
16 
i s  a Liapunov func t ion  f o r  the e r r o r  equation, (2-5). Thus, asymptotic 
s t a b i l i t y ,  i n  the sense t h a t  - -  e -t 0 as t -t m, i s  assured. The aij and 
b. .  may o r  may n o t  converge t o  zero s ince V i s  on ly  a negative semi- 
1J 
de f in i t e  function of the variables ek, aij, and bij. The p l a n t  output 
however, w i l l  always t rack  the model output. 
(2-13) are the modif ied adaptive laws f o r  each adjustable parameter i n  
the A and B matrices. Implementation o f  these laws requires only  one 
more summer f o r  each gain than implementation o f  the adaptive laws i n  
[77] which can be obtained from (2-12) and (2-13) by s e t t i n g  B~~ = 6ij 
= 0, f o r  a l l  i, j. 
Equations (2-12) and 
P P 
B. Comparison o f  Convergence Propert ies 
The convergence proper t ies o f  t h i s  design and previously reported 
, 
, Liapunov designs w i l l  be compared by performing a l oca l  s t a b i l i t y  
analysis when the adjustable parameters are implemented f i r s t  according 
t o  the development i n  [17] and then according t o  the modif ied adaptive 
law. A comparison o f  the r o o t  l o c i  o f  the cha rac te r i s t i c  equations o f  
the perturbed l i nea r i zed  system equations f o r  the two cases w i l l  show 
t h a t  the modif ied law speeds convergence. 
the d e t a i l s  o f  t h i s  comparison, the l o c a l  s t a b i l i t y  analysis i s  f i r s t  
performed on a second order system. 
i npu t  described by 
I n  order t o  c l e a r l y  i l l u s t r a t e  
Consider the p l a n t  w i t h  sca lar  
* pJ '= l 1  - 0  x'3 2P + " 1  b b g '  F2 + k2d2 
(2-16) 
17 
w i t h  x being the p l a n t  output. The model is  taken as 
1P 
(2-1 7)  
where ai l  and a& are negative constants. Hence, the e r r o r  equation i s  
d a a a  - d a a a  where aZ1 = a21 - cZ1 - kpldZl , aZ2 - aZ2 - c22 - k22d229 and 
b b b  b2 = b2d - C2 - k2d2. 
The adaptive law i n  [17] requires t h a t  the time der ivat ives of the 
adaptive parameters be chosen as 
(2-19) 
where aZ1 aZz9  and y2 are a r b i t r a r y  pos i t i ve  constants. I 
Equations (2-18) and (2-19) cons t i tu te  a s e t  o f  system equatiops. 
An equ i l ib r ium p o i n t  f o r  t h i s  se t  o f  equations may be def ined by tak ing 
ki i  = kZi, a0 i = 1, 2; k2 b = k2 bO , e = e = 0, - -  
+ = 4 and u = uo (2-20) 
a0 where kZi, i = 1, 2; k io;  and uo = l i m  u ( t )  are constants and 4 i s  a 
constant vector. 
b2 are a l l  equal t o  zero f o r  k l i  = k2i a0 and k2 = k!'. The l i nea r i zed  
t-.." 
Note t h a t  i t  i s  n o t  necessary t o  assume a21, a22 and 
18 
s e t  o f  system equations given i n  (2-21) i s  der ived assuming small per tur -  
bations from the equ i l ib r ium point .  Thus, 
where the d e f i n i t i o n s  f o r  the perturbed var iables are given by 
a0 b bO b 
k;i = kpi + akZi, i = 1, 2; k2 = k2 + ak2, 
(2-22) 0 0 e = ae, and x = x + AX = % - ~ e -  - 4 - P  - -  
T where ae = [Lel ae2]. 
cha rac te r i s t i c  equation i n  a form f o r  r o o t  locus analysis f o r  t h i s  system 
i s  found t o  be 
Equation (2-21) i s  Laplace transformed and the 
Kl(P12 + P22S) 
= o  (2-23) 2 
s ( s  - a&s - 4 1  
2 + u0y2 i s  a l i n e a r  combination o f  the a r b i t r a r y  0 2  where K1 = 1 (x id )  a2i 
i - 1  
p o s i t i v e  gains aZ1 , aZ2, y2 i n  (2-19). It i s  seen t h a t  the gains a21s 
and a2 do n o t  a c t  independently o f  one another .In t h e i r  e f f e c t  on a22 ' 
the l i nea r i zed  system dynamics. A t yp i ca l  r o o t  locus f o r  (2-23) as a 
func t ion  o f  K1 i s  shown i n  Figure 2.2. 
made la rge  i t  i s  evident t h a t  the l i nea r i zed  system response becomes 
I f  the gains c ~ ~ ~ ,  a22 and y2 are 
Figure 2.2. Root Locus w i t h  Respect t o  Kl for  Linearized 
Error Sys tern 
19 
Figure 2.3.  Root Locus w i t h  Respect to  K1 for  Linearized 
Error System (Modified Rule) 
20 
highly oscil latory.  This is  verified i n  simulation results presented i n  
Section B. 
For comparison, the development (2-16) t o  (2-23) is repeated w i t h  
the adaptive parameters defined by (2-10) and (2-11) instead of (2-19). 
Thus 
(2-24) 
The characterist ic equation fo r  this case i s  
Kl(P12 P22S)(1 K2S/K1) 
s ( s  - 92s  - a211 = o  (2-25) 2 d  d l +  
0 2  2 where K2 = 1 ( x i d )  @2i + u0s2. The root locus for (2-25) i s  plotted 
i=l  
as a function of K1 i n  Figure 2.3 where R (> 0) i s  defined by K1 = RK2. 
The e f fec t  of the additional terms i n  (2-24) has been t o  place a zero 
a t  - R ,  which eliminates the oscil latory behavior of the previous design. 
In addition, i t  is evident that  one pole of the linearized system response 
may be made as heavily damped as necessary by increasing R and K1. 
The root locus behavior i n  Figures 2.2 and 2.3 for  large K1 i s  
typical for higher order systems o f  the form (2-2) and (2-3) as well. 
The characterist ic equation fo r  an na order system analogous t o  (2-23) 
i s  given by 
(2-26) 
21 
where K1 i s  a 1 inear  combination o f  the ai 
funct ions of the aij, aij, fiij, and qij and the roots  o f  
sn t d1snm1 t 0 + dn = 0 are i n  the l e f t  h a l f  s-plane. From (2-26) 
i t  i s  seen t h a t  there are two more poles than zeros whose l o c i  must 
approach 290" asymptotes i n  the complex plane f o r  la rge  K1. On the 
other hand, using the modi f i e d  adaptive ru le ,  the cha rac te r i s t i c  
and the di , i = 1 , n are 
d 
equation becomes 
K,(sntl + glsn + 0 . .  + gntl) 
1 +  n = o  (2-27) 
d where the gi, i = 1, n + 1 are funct ions o f  the a. ., fiij, ai 
Again, the modified r u l e  forces the locus back t o  the rea l  ax is  by 
in t roducing an addi t ional  l e f t  h a l f  plane zero. 
and qij. 1J 
C. Simulation Results 
Example 1. Consider the second-order system shown i n  Figure 2.4 
where u ( t )  i s  a sca lar  input, Kv ( >  0) i s  a constant unknown p l a n t  gain, 
Kc i s  the adjustable p l a n t  gain, and 
gain. The system can be represented 
equations 
ro 11 r o  
e =  
- 11 -21 e ' LK - KvKcJ 
K (constant) i s  the known desired 
i n  the form o f  (2-5) by the 
. 
where el(t) = e ( t )  and e2( t )  = e ( t > .  
p o s i t i v e  de f i n i t e  symmetric matr ix,  i s  chosen as 
I n  (2-J5), Q, which may be any 
22 
Y 
Figure 2.4. Second Order Model Reference System 
0.25 
0 
1 -0.25 -0.50 I-- Using Equation (2-32) Usi ng Equation (2-31 ) 
Figure 2.5. Time Response of e ( t )  for Second Order System 
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(2-29) 
i n  order to  yield a P matrix which is  
(2-30) 
The application of (2-13) results i n  the following implementation of Kc. 
K, = a (eu + i u )  d t  + B(eu + i u )  + K c ( t o )  (2-31 ) 
where a (> 0) and 8 (> 0) are arbitrary constants. The application of 
Equation 9 i n  [17], u s i n g  (2-30), yields 
(2-32) 
where y is  an arbitrary positive constant. 
The dashed line i n  Figure 2.5 is  the e r ror  response, e ( t ) ,  when the 
adaptive controller i s  implemented according t o  (2-32) w i t h  K = 25, 
K v  = 1 ,  u ( t )  = 1.5 sin 2.8t, to = 0, Kc(0) = 5, e(0) = e(0) = 0,  and 
y = 93. I t  was found that  Im l e ( t ) J  d t  = 0.63 and any decrease i n  y 
0 
resulted i n  a larger integral absolute error. The solid line indicates 
e (  t) when Kc i s  implemented according t o  (2-31). I t  was found t h a t  the 
same integral absolute error could be obtained i f  a = (3 = 16, about six 
times smaller than the gain requirement when u s i n g  (2-32). 
shows the response of e ( t )  w i t h  the two different  implementations of Kc. 
Figure 2.6 
. 
The rapid convergence of e ( t )  when us ing  (2-37) i s  clearly evident. The 
24 
- - - Using Equation (2-32) 
Using Equation (2-31) 
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Figure 2.6. Time Response o f  e ( t )  f o r  Second Order System 
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Figure 2.7. Time Response o f  K c ( t )  f o r  Second Order System 
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time response of the adjustable parameters of (2-31) and (2-32) are 
compared direct ly  i n  Figure 2.7, i l l u s t r a t ing  the smooth adaption 
afforded by (2-31). 
Example 2. An i l l u s t r a t ion  of the f l ex ib i l i t y  of the modified 
design is  provided i n  this example. 
system i n  Figure 2.8 where u ( t )  is a step i n p u t  w i t h  magnitude 5 and 
a ( >  0) is  an unknown constant. 
for  the difference i n  the location of the model and p l a n t  poles. The 
system can be represented i n  the form of (2-5) by the equation 
Consider the f i rs t  order adaptive 
The adaptive controller must compensate 
V 
. 
e = -4e + (ac + a, - 4)xp (2-33) 
The matrices P and Q i n  (2-15) are scalars i n  this case and the choice 
of Q = 8 yields P = 1. 
adaptive law f o r  a,(t) 
r t  
The application of (2-12) yields the following 
ex d t  + B exp + "(to) P (2- 34) 
where (11 (> 0) and ,6 (2 0)  are arbi t rary constants. The developments i n  
[lo] and [17] yield an adaptive law containing only the integral term i n  
(2-34); hence,. (2-34) represents the previous design i f  5 0. 
Three simulations were performed on the system i n  Figure 2.8 w i t h  
= 1 ,  to = 0, e(0)  = 0, ac(0) = 0, and 01 = 100, Figure 2.9 illustrates a V  
the error response for  the system when the adaptive controller i s  imple- 
mented according t o  (2-34). The three curves correspond t o  three 
different  values of B ;  i.e., B = 0,  which corresponds t o  the design i n  
[lo] and [17], and B = 10 and 90, which correspond t o  the modified 
26 
Figure 2.8. F i r s t  Order System wi th  Adaptive Time Constant. 
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Figure 2.9. Error Response o f  F i r s t  Ordcr System. 
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design. 
value of l e ( t ) l  equal t o  0.043, which i s  f ive times smaller than the 
peak value of the previous design (0.22). In addi t ion,  the modified 
design w i t h  B = 10 requires only 0.8 sec for  l e ( t )  I t o  reach and remain 
below 0.02% of the i n p u t ,  whereas the previous design requires almost 
I t  i s  seen tha t  the modified design w i t h  6 = 90 yields a peak 
four times as long (2.9 secs). 
modified design resu l t  i n  a tradeoff between se t t l i ng  time and peak 
absolute value of e ( t ) .  
ac ( t )  for  the three simulations. 
Values of B between 10 and 90 i n  the 
Figure 2.9 i l l u s t r a t e s  the time response o f  
The rapid adaption provided by the 
modified design for  both values of B i s  evident. As i n  the previous 
example, the modified design does not  contain the undesirable osci l la t ions 
encountered i n  the designs i n  [e] and [9]. 
D. Remark 
The design technique presented in [14] is  actually a special case 
of the modified design presented here. 
configuration which resul ts  when the adaptive technique i n  [14] i s  
applied t o  the system of Example 1 i n  Section C is shown i n  Figure 2.11 
(See [21].) For example, the 
where y and G are arbi t rary positive constants. 
implementation of the adaptive controller i n  Figure 2.4 according t o  the 
modified rule given by (2-31) is  shown in Figure 2.12. 
seen tha t  the configurations i n  Figures 2,11 and 2.12 are mathematically 
On the other hand, the 
I t  i s  easi ly  
identical i f  cx and B are related t o  y and G by cx = G and 0 = yG. The 
use of the subsidiary i n p u t  technique in [14] i s ,  however, res t r ic ted t o  
plants w i t h  unknown gains only and requires exact cancellation of the 
30 
Figure 2.1 1. Figure 4 of  Reference 14 
31 
Figure 2.12. Implementation o f  (2-31) 
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p l a n t  zeros with a f i x e d  p r e f i l t e r  p r i o r  t o  i n j e c t i o n  o f  the subsid iary  
input.  
33 
C H A P T E R  I11 
EXTERNAL PARAMETER ADJUSTMENT SCHEMES FOR 
PLANTS WITH UNKNOWN CONSTANT PARAMETERS 
A. Motivation 
In Chapter 11, i t  was assumed tha t  the adjustable parameters could 
be introduced in to  the plant dynamics i n  the manner described by (2-1) 
and (2-2).  Oftentimes i n  practice th i s  must be done by u t i l i z i n g  feed- 
back and feedforward gains on the plant s t a t e s  and i n p u t s ,  respectively. 
I t  was shown i n  [17], however, tha t  the L i  apunov approach suggested i n  
[lo] and [13] results i n  nonunique adaptive laws for  single-input/single- 
o u t p u t  plants. To see this, consider the plant described by the 
equations : 
T x = h z  
P W  (3-2) 
where z i s  an n-dimensional s t a t e  vector defined by 
Pn P 
-P 
, z .), x (t)  is the plant o u t p u t ,  r ( t )  i s  the - (ZPl , zp29 * 0 
command i n p u t ,  and u ( t )  i s  
element ( fyj)  of the n x n 
respectively, of the n x 1 
the control i n p u t  t o  be defined. Each 
* 
matrix F and each element gpi , gpi , hpi , 
Jr 
P 
dimensional vectors a ( n o t  necessari l y  v 9  9p 
equal to  g,,) and h i s  an unknown constant parameter. The equations 
of the model are given by 
I> 
. 
q = F z  d d  + sdr (3-3 1 
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(3-4) 
T = h z  'd -66 
Plant compensation is  provided by implementing the scalar control law 
in (3-5); i.e.,  
T 
--P 
u = k x  + k r r  
T where - k = ( k l s  k2 '  ... k n )  and k r  are 
tuting (3-5) i n t o  (3-1) '  the closed loop 
(3-5) 
ad jus tab1 e parameters. 
form of the plant becomes 
Subs t i  - 
Lp = [ F p - 9 p  *kT]z -P f [% - gp*kr]r (3-6) 
Equation (3-6) i s  now i n  the form of (2-1) with A (t) = Fp - $(t)  
and B (t)  = q., - 9p - +kr(  t)  , where B (t) i s  now a column vector. 
Each element, then, of A (t) and B (t) i s  defined i n  the form of (2-2); 
i .e. , 
P * 
P P 
P P 
* 
p = f p j  - g . k  
ai j PI j 
(3-7) 
I f  (3-6) i s subtracted 
(2-5) results w i t h  g = q - 
I t  was assumed in [17] t h a t  
from (3 -3 ) ,  an error  equation i n  the form of 
= h and hence, i f  - e = 0, then, the 
%I, -I- 
desired resu l t  e = Xd - x = & = O i s  achieved. 
i s  seen tha t  
For this system, i t  
P 
e * e  
i - 7 l , n  - O p  - a i j  - -a i j  - g p i k j ,  
* *  
bi = -bg = gpi kr 3 i = 1 , n  
(3-8) 
35 
which, upon the application of (2-10) and (2-11) generally results i n  
n conflicting definitions for  each of the k , j = 1,  n and kr. Thus ,  
fo r  systems i n  which one has access only t o  a set  of feedback and feed- 
. . 
j 
forward adjustable gains, the adaptive laws given by (2-10) and (2-13) 
are not direct ly  appl  i cable. 
Several other authors [SI, [ll],  [12], [23] have considered the 
parameter adaptive control of plants described by (3-1) and (3-2). The 
basis fo r  synthesizing the adaptive loops i n  these techniques has been 
the minimization of some performance index via a gradient adjustment 
law. All of these design techniques, however, suffer  from the disadvan- 
tage tha t  the global asymptotic s t a b i l i t y  of the error e cannot be 
guaranteed. 
i n  [9J i s  unstable even for  f i r s t  order plants w i t h  step i n p u t s .  
Furthermore, the approaches i n  [l 1 ] and [12] requi re extensi ve s tab i  1 i ty 
analyses and/or simulations i n  order to  determine i f  the e r ror  will 
converge t o  zero. Finally, the method presented i n  [23] guarantees 
only 1 oca1 s tabi 1 i ty for  s t a t i  onary i n p u t s  . 
For example, i t  has been shown i n  [lo] that  the technique 
6. Design Technique for  Plants w i t h  Feedback 
and Prefi 1 t e r  Adjustable Gains 
1. Development. The design technique presented i n  this section 
[22] a l leviates  the problem of conflicting adaptive laws for  the class 
of plants described by (3-1) and (3-2). Unique adaptive laws are 
derived which result i n  a globally asymptotically s table  e r ror  system 
for  arbitrary i n p u t s .  In a d d i t i o n ,  i t  i s  n o t  required that  the elements 
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of the vector h i n  (3-2) be known or tha t  the s t a t e s  o f  the system be 
available for measurement. 
plant o u t p u t  and i t s  first n - m - 1 derivatives ( n t h  - order plant w i t h  
m zeros). 
-P 
The technique, however, does uti l ize the 
The class of plants t o  which the technique applies can be described 
by (3-1) and (3-2) which may be p u t  i n t o  the form 
* 
where the a , i = 1 ,  n; b 
constants w i t h  b 
and x ( ' ) ( t )  denotes the i t h  derivative of x ( t)  w i t h  x( ')( t)  = x p ( t ) .  
The reference i n p u t  i s  r ( t )  and u ( t )  i s  the control i n p u t  through which 
the feedback and p re f i l t e r  adjustable gains zri? t o  be introduced. The 
constants sips i = 1 ,  n ;  b i p 9  i = 1 ,  R ;  and hip. i = 1 ,  m i n  (3-9) can 
be related t o  the vectors 
i = 1 ,  R ;  and b i P 3  i = 1,  m are known i p s  
> 0 and R ,  m 5 n - 1. The p l a n t  o u t p u t  is x p ( t )  * 
i P  
OP 
P P -P 
* 
and the matrix F i n  (3-1) and P 
(a-i)  a (3-2) as follows. I f  mp(S) = 1 a .  s (n - i  ) n,(s) = 1 hips 
(m- i ) ,  then 
* m *  
and n ( s )  = 1 bips 
P i =O 
3 
n 
i =O 1 P  i =O 
and 
(3-10) 
(3-11) 
The desired plant character is t ics  are given by a stable  model reference 
sys tern described by 
(3-12) 
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n 
i=l  
where the roots of sn + 1 aids (n-i)  = 0 l i e  i n  the open l e f t  half 
s-plane. The a id ,  i = 1 ,  n and bid,  i = 1,  R i n  (3-12) may be related 
n 
i=l  
and i n  (3-3) and (3-4) i n  the same manner as described to 5 i ’  $I 
by (3-10) and (3-11); i .e. ,  i f  md(s) = 1 aids (n-1) and 
(3-1 3) 
A different ia l  equation for  the e r ror ,  e = Xd - x 
subtracting (3-9) from (3-12) which yields  
is obtained by 
P’ 
where 
* ( m - i )  - C bipU 
i =O 
(3-1 4) 
(3-15) 
A reduction o f  the order o f  Equation (3-14) may be accomplished as 
follows. Take the Laplace transform of b o t h  sides of (3-15) and then 
d iv ide  both sides by the polynomial P(s) = sm f 1 cism-i where 
‘i 
s--plane. Since the coefficients a ids  i = l 9  n ,  are rea l ,  the poles o f  
m 
i= l  
> 0 ,  i = 1 ,  m ,  and the roots o f  P(s )  = 0 are i n  the open l e f t  half 
the model t ransfer  function are e i the r  real or they occur i n  complex 
conjugate pairs. 
equal t o  m of the model poles, i e e e .  the roots o f  Is1 - Fdl = 0, i f  m 
i s  even. I f  m is  odd and the model possesses no real poles, the root 
Hencep the roots o f  P(s) = 0 may always be chosen 
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o f  P(s) = 0 which does n o t  cancel a root of (SI - Fd( = 0 is  chosen i n  
order t o  make Ad i n  (3-16) a s table  matrix. 
m = 1 ,  and the two model poles are complex, P(s) i s  given by P ( s )  = s + c 
where c i s  chosen such t h a t  0 < c < ald, After the Laplace inverse i s  
taken, the error equation may be written i n  phase variable form as 
For example, i f  n = 2, 
. * 
(3-1 6) e = A& + k(d T fd - bOpu) - 
. 
where g T = (e,  e ,  ... , e (n-nl-’)), bT = (0, 0, ... , 0, I ) ,  and Ad i s  a 
s table  matrix (by the choice of P(s) i n  standard form representation as 
and R(s) are the laplace transforms of x 
the vector fd i s  defined by 
u, and r ,  respectively; then 
P’ 
w i t h  
(3-17) 
(3-18) 
and e s ( t )  = L‘l{E(s)/(s + s y ) }  where s! is the root  o f  P ( s )  = 0 which 
does n o t  cancel a model pole. If  m i s  even or i f  the inodel t ransfer  
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function has a real pole, then e s ( t )  does n o t  appear on the right-hand 
side of (3-16). 
elements are comprised of plant and model parameters and i n i t i a l  
conditions on x , Xd, and their  n - 1 derivatives. 
case where n = 2 and m = 1 ,  the elements o f  - d are 
The vector - d i s  an n + 3m + 2 dimensional vector whose 
For example, i n  the P 
The control i n p u t ,  u, i n  (3-16) i s  now defined as 
u = Q  T (3-20) 
where - k i s  a vector of adjustable parameters defined by 
kT = ( k l ,  k, ... 
and model parameter differences represented by the vector d. 
t u t i n g  (3-20) i n t o  (3-16) yields 
kn+3,,,+2 ) which is introduced t o  compensate f o r  plant 
L - 
S u b s t i -  
= Ade- + k(GT - b k T ) f  (3-21) 
OP- -d 
The system e r ro r  equation, (3-21), i s  now i n  sui table  form so tha t  the 
development (2-6) t o  (2-15) may be avplied t o  obta in  the adaptive laws 
f o r  the adjustable parameters 
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(3-22) 
In Equation (3-22), Al and A2 are arbitrary positive definite diagonal 
matrices and 4 = Pbwhere P i s  the unique solution of PAd + AdP = -Q. 
The Liapunov theory guarantees tha t  lim g ( t )  -f 0 i f  the adaptive control 
system i s  implemented according t o  (3-21) and (3-22). However, i n  order 
t o  maintain a bounded control i n p u t ,  u ( t ) ,  i t  i s  necessary i n  practice 
T 
t 
t o  r e s t r i c t  the zeros of the plant t o  the open l e f t  half s-plane. 
order t o  show th i s ,  the model equation (3-12) i s  alternatively described 
In 
(3-23) 
where m,(s) and nd(s) are defined above (3-13) and 
aidx:jmi)(0). The p lan t  equation (3-9) i s  n-1- j 
n- 1 
j =O i =O 
= 1 
similarly described by 
(3-24) 
The steady s t a t e  transfer function, U(s)/R(s), can be derived from the 
steady s t a t e  condition e ( t )  = x d ( t )  - x p ( t )  = 0 which implies tha t  
Xd(s) = X,(s). 
and (3-24) tha t  
For arbitrary i n p u t s  r ( t ) ,  this requires, from (3-23) 
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Hence, i n  order tha t  u ( t )  remain bounded, we require t h a t  the polynomials 
m (s)  and nd(s) be nonminimum phase. 
* 
In other words , the model must be P 
s table  and the zeros of the plant t ransfer  function X (s) /U(s) must l i e  
i n  the open l e f t  half plane. 
P 
2. Second-order example. The implementation of (3-20) for a 
second-order system ( i .e .$  n = 2,  rn = 1) is  shown i n  Figure 3.1 where, 
* 
1P’ for  convenience, b and b* have been chosen equal t o  b and b OP 1P OP 
respectively. 
b u i l d i n g ,  on-line, an appropriate cascade compensator, feedback compen- 
sa to r$  and p re f i l t e r  t o  give the desired plant behavior. 
I t  i s  evident tha t  the adaptive control system i s  
In addition, 
the adaptive scheme u t i l i zes  no derivative signals nor i s  i t  required 
tha t  the plant t ransfer  function be positive real (P.R.) as i n  [lo]. 
Furthermore, the resu l t  i n  [lo] applied to  plants containing an unknown 
gain only, whereas the resul ts  here obtain for  plants w i t h  n + rn + 1 
unknown parameters. 
A simulation was performed on the system i n  Figure 3.1 u s i n g  
particular parameter values i n  order t o  verify the preceding theoretical 
results. Consider a p l an t  i n  the form of (3-9) described by 
x t x  t x  = r + 2 r + u + 2 u  
P P P  
(3-26) 
where x (0)  = xp(0) = 0 and r ( t )  = 1 i- sin t ,  t > 0, r(0) = 0. The P 
model reference representing the desi red plant characteri s t i  cs , is  
42 
MODEL 
t 
Figure 3.1. Design of Second Order System Using Feedback 
and Feedforward Ad jus tab1 e Gai ns 
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defined i n  the form of (3-12) by 
(3-27) 
where xd(0) = Xd(0) = 0. Applying ,he development (3-14) t o  (3-22) 
w i t h  P(s)  = s + 1 and yi /b  
the following adaptive laws for the adjustable parameters, ki 
= 100, s./b = 10 for i = 1 - 4 ,  7 yields 
OP -I OP 
t 
0 
ki = 100 ,/ efdi d t  + 10efdi, i = 1 - 4 ,  7 (3-28) 
where ki  (0) = 0, i = 1 - 4, 7. In th i s  example, i t  i s  n o t  necessary t o  
introduce the adjustable parameters k5 and k6 since d5 = 0 and d6 = 0,  . 
respectively. I t  i s  not  necessary t o  introduce k5 since e(0) = e(0)  
= xp(0) = r(0) = u(0) = 0 and k6 i s  n o t  necessary since the root of 
P(s) = 0; i , e , ,  -1 is one of the poles of the model. 
e ( t ) , ,  and the input, r ( t ) ,  are plotted i n  Figure 3.2 for 0 I t I 1.2 sec 
i l lus t ra t ing  the rapid convergence provided by the adaptive scheme. 
After 1.2 sec i t  was found t h a t  the absolute value of the error  remained 
bel ow 0 e 003 e 
- ihe error  response, 
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C H A P T E R  IV 
E-VARY ING PARAMETERS 
A. Development for Plants w i t h o u t  Input 
D i  fferenti  a1 Operators 
The research presented f n  Chapters I1 and 111 as well as the work 
reported i n  [ l l ]  - [18l9 [20] - [22], dealt  only w i t h  the control of 
p lan ts  whose unknown parameters were constant. 
such as the control of tactical  missiles, this could be a severe 
l imitat ion [3}. The design technique to  be developed herep which  was 
summarized f n [25] ?I extends the biapunov parameter adaptive approach 
t o  plants whose unknown parameters are time-varyi ng. 
In many applications, 
The technique i s  perhaps best i l lus t ra ted  by i t s  application t o  
The case when the p l a n t  contains plants of the form given i n  (4-1)- 
differential operators acting on the i n p u t  i s  considered i n  Section B. 
Conslder the single-input/single-output plant described by the equation 
n * 
x(n)  + 1 a i p ( t )  xp = bp(t)r  + bp(t)u 
P !=I 
where instead o f  constant parameters as i n  (3-9), the a .  ( t) i = 1 n 
1 P  
SP * 
bp( t )  (>  0) and b (t) ( n o t  necessarily equal t o  b ( t ) )  are u ~ k n o w n  
time-varying parameters bounded by A,i 
* * * P P 
(t) I A h i $  B, I b (t) I B h s  
a i P  P 
and B, I b p ( t )  5 Bh’  respectively, 
desired plant behavior i s  represented by a stable linears t ~ ~ - i n v a r ~ a ~ ~  
model described by 
I t  is assumez! as i n  (3-9) tha t  the 
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where the a ids  i = 1 
for the different ia l  equation o f  the e r ror ,  e = Xd - x , i s  obtained by 
subtracting (4-1) from (4-2) and d i v i d i n g  by b p ( t )  ( >  0) ,  which yields  
n and bd are known constants. A particular form 
P * 
The control i n p u t ,  u ( t ) ,  i s  t o  be defined i n  a manner which insures tha t  
11 - ell s E where 11 0 l is  a suitable norm and E i s  a positive constant which 
can be made as small as necessary by adjusting certain fixed design 
parameters. 
cal s tab i l i ty .”  The design procedure i s  as follows. Rewrite the 
This kind of s t a b i l i t y  i s  generally termed “strong practi-  
parameter differences on the right-hand 
constants plus time-varying unknowns. 
s ide of (4-3) as the sums of 
i = l , n  
where the f i o 9  i = 1 
i = 1 ,  n ,  and g ( t )  are unknown time-varying deviations about the f i o ,  
i = 1 ,  n and go, respectively, w i t h  Ifi(t)l 
t. 
bounds on the a .  ( t ) ,  i = 1 ,  n ,  b (t), and b (t).  
u ( t ) ,  i s  now defined as 
n and go are unknown constants , and the f i  ( t)  , 
Fi and I g ( t ) l  I G for a l l  
The F i 9  i = 1 ,  n and G may be determined from the upper and lower 
The control i n p u t ,  
* 
1 P  P P 
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n 
i=l 
u = 1 kixp ( n - i >  + krr (4-5) 
where each of the adjustable parameters ki  , i = 1 
written as the sum of two terms; i.e., ki = ki + k i ,  i = 1, n and 
k r  = k r  + k r m  The superscript I denotes the f ac t  t h a t  k i 3  i = 1,  n 
and kr  are to  be integral functions o f  the e r ror  s ta tes  while the 
superscript P in ki , i = 1 
relationship t o  the error  s ta tes .  
substituted into (4-3) 
variable canonic form, the result i s  Equation (4-6). 
n and kr  may be 
I P  
I P  I 
I 
P P n and k r  i s  indicative of a proportional 
When Equations (4-4) and (4-5) are 
and the error  system i s  rewritten i n  phase 
where 
and the pair  ( A d 9  b-) are i n  phase variable canonic form defined by 
1 0 e . .  0 
bT = (0 ,  0,  ... 1) - 
-a 
(4-8) 
’ 0  1 0 
0 0 
- 
n s d  an-l,d * * ’  -a 
The structure of the error  equa5ion (4-6) is  such that  adaptive 
laws fo r  the k i p  i = l 9  n and k r  may be defined so that  the k i s  i = 1,  n I 
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I and k, will compensate for the constant pa r t  of the unknown quantit ies 
while the ki  
of these quantit ies.  
chosen, which i s  a positive def ini te  function of - e and includes n + 1 
semidefinite forms i n  certain parameter differences. 
P P i = 1 n and k r  are t o  compensate for  the rapid variations 
To this  end, a potential Liapunov function i s  
I t  i s  given by 
1 2  1 2  n 
i =1 
1 T  V = 7~ Pg + 1 hi ( f io  - k i )  + Xr(go - k r )  
bP 
where - eT = ( e ,  is , e ( n - 1 ) ) 5  P i s  a positive def ini te  
(4-9 1 
symmetric 
matrix t o  be determined and h i ,  i = 1 ,  n and hr  are arbi t rary positive 
cons tan ts e 
The adjustable parameters are now defined by 
I t k: = ai / eTPbx(n"'i ) d t  + ki  (0) , 
0 -  - P  
t 
k i  = a r 1 o - -  eTPbr d t  + kk(0) 
1 9  k p  = Mi sat[(Bi/Mi)g T Pbx (n- i )  
k; = N satl:(er/N)gTPkr] 
- P  
i = 1 , n  
i = l , n  
(4-1 0) 
where the ai = l / h i r  6, = l /hr ,  B~ and B, are arbi t rary positive 
constants and Mi 2 F i ,  N 2 G. 
sa t ( z )  = 1 i f  Izl> 1 and sa t (  z) = z i f  Izls 1. 
(4-9) w i t h  the definit ions i n  (4-10) becomes 
The s a t  function i n  (4-10) i s  defined by 
T ~ P  time derivative of 
"*  "2 T * T  
V = - ( b  /b )e  Pe - ( l / b p ) & Q g +  y ( t )  P P - -  (4-11) 
T where PAd .t AdP = -Q, Q positive def in i te ,  and y ( t )  i s  given by 
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(n- i  ) 
Y ( t )  = 2z n c xp (n-i) [fi(t) - Mi sa t [8 i lX i i  ]] 
i = l  
+ 2zr  [g( t )  - N s a t [ y ] ]  (4-12) 
T w i t h  z = - -  e Pb. There are two cases f o r  which i(t) i n  (4-11) must be 
"* "*  
examined: 
if eTQg > b*y(t).  
both sides o f  (4-11)s t h a t  
( 1 )  bp 2 0, and ( 2 )  bp i 0. 
P 
I n  the f i r s t  case, V 0 
I n  the second case, i t  can be shown, by i n teg ra t i ng  - 
T * 
Hence, V i s  bounded by a decreasing exponential i f  - -  e Qe > bpy(t).  I n  
* 
order t o  obtain a bound then on eTQe, an upper bound on b ( t )y( t )  must 
be obtained. 
sat[firzr/N] = 1 and since I g ( t ) l  I G < N, i t  fo l lows t h a t  
P - -  
Consider the second term i n  (4-12). When Ifirzr/NI > 1 ,  
J(t)  = 2zr (g ( t )  - N sat[~,zr/N]) < 0 (4-1 4) 
On the other  hand, when I Brzr/Nl < 1 sat[~,zr/N] = przr/N, and 
J ( t )  = 2z r (g ( t )  - B,zr) (4-1 5) 
I n  t h i s  case, s e t t i n g  aJ/azr = 0 y i e l d s  the f a c t  t h a t  J ( t )  a t ta ins  i t s  
maximum value when z r  = g(t)/2@,. This impl ies t h a t  f o r  a l l  t, 
The other  n terms i n  (4-12) may be bounded i n  a s i m i l a r  manner and since 
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* * 
b p ( t )  5 B h ;  then, 
Hencep V ( t )  will decrease u n t i l  
(4-17) 
(4-1 8) 
Therefore, (4-9) i s  a Liapunov function for  (4-6). 
e Qe 2 x e e ,  where x i s  the smallest eigenvalue of Q and an appropriate 
norm on the vector - e i s  IIeJI = (gTe)'I2, - i t  is seen from (4-18) tha t  
llell 5 E where E = [(Bl/2hq) [ 1 (D: /B~)  + (G2/br))] 
small as necessary by increasing the arbi t rary positive gains  f i i  , 
i = 1 ,  n and B,. 
Since 
T T 
q- - 9 - -  
n 1 /2  
can be made as 
i=l  
B. Plants w i t h  Differential Operators 
Acting on the Input 
In this section, the design approach is extended t o  plants w i t h  
m t h  -order i n p u t  d i f ferent ia l  operators. 
laws may be defined on a reduced s t a t e  space e r ro r  vector a t  the expense 
I t  is shown t h a t  the adaptive 
o f  requi ring tha t  certain derivatives of the unknown parameters be 
bounded. Consider the p l a n t  
R (m-i  ) 
= 1 bip(t ) r  ( n - i )  
n 
x (n)  + 1 aip( t )xp 
P i=l  i =O 
(m-i) m + 1 b* ( t ) u  
i =O 7P (4-19) 
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where the definitions of the a .  ( t) ,  x , r, and u are the same as i n  
(4-1) and the b. ( t)  and b. ( t)  are time-varying unknown parameters 
bounded by BRi I b (t) I Bhi , and BRi s b 
The s table  l inear time-invariant model for  (4-19) i s  given by 
1 P  P * 
* * * * 1 P  1 P  
(t) I Bhi w i t h  BR0 > 0. i P  j P  
(4-20) 
where the a ids  i = 1, n and bid, i = 0,  m are known constants. 
e r ror  e = xd - x is defined as before, and (4-19) i s  subtracted from 
(4-20), the e r ror  equation i n  (4-21) i s  obtained. 
I f  the 
P 
( R - i  ) a = 1 (b id  - b. ) r  (n - i  ) n 1 P  e(') + 1 aide i= l  i =O 
* ( m - i )  - C bipU 
i =O 
(4-21 ) 
From here on, this approach deviates from the development (4-4) t o  
(4-18) since this would lead t o  adaptive laws which require m t h  -order 
derivatives of the reference i n p u t ,  r(t). 
order of (4-21) is  performed t o  eliminate i t s  dependence on the deriva- 
tives of r ( t )  and the ( n  - m + 1 ) t h  - t o  n t h  -order derivatives o f  e( t ) .  
In order t o  accomplish th i s  reduction of order, the procedure i s ,  as i n  
Chapter I11 , t o  take the Laplace transform of (4-21 ) and divide both 
sides of the equation by the polynomial P(s) = sm + 1 ci~m-i  where 
> 0, i = 1, n, and the roots of P(s) = 0 l i e  on the negative real 'i 
axis of the s-plane. 
Instead, a reduction o f  the 
m 
i =1 
After the Laplace inverse is  taken, i t  i s  shown 
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i n  Appendix A t h a t  Equation (4-21) may be written as 
* - e = A& + b(vl + v2) 
where v l ( t )  i s  defined by 
(E-i) m R 
i= l  i =O 
= 1 (bid - bip)r 
(n-i ) m+l 
i =1 
+ (sip aid)xp 
= 1 bipu * (m-i) 
i =O 
(4-22) 
(4-23) 
and v2(t)  i s  defined by i t s  Laplace transform as 
In (4-22), the pa i r  (Ad, - b) i s  i n  phase variable canonic form and Ad -is 
s table  and i n  (4-24), H(s) i s  a known transfer function which  can be 
generated w i t h  (n - m - 1)th -order derivative networks (see Appendix A ) .  
The yi are functions of the i n i t i a l  conditions on the error and i t s  
derivatives and - b and - e are  defined as  i n  (4-6). In order t o  eliminate 
the dependence of v l ( t )  on the mth - order derivatives of r and u and the 
(n - m + 1) th  t o  n t h  order derivatives of x 
state-variable formulation i n  [26] is uti l ized. 
t ha t  (4-23) may be represented by the s ta te  equations 
a par t icular ly  useful P’ - -
In [26] i t  i s  shown 
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(4-25) 
where & ( t )  = 9 x (n - m - 1) + s,r + 4 u  and l+w(t) = ( a lp  - aid)xp (n-m-1 ) 
+ (bod - bop)' - b u. The matrix Ac is the ( s t a b l e )  companion 
matr ix  of  P(s) i n  s tandard form representation which  i s  def ined,  along 
w i t h  the vector - d i n  (4-26). 
* X P  
O P  
- 
*c - 
' 0  1 0 ... 0 '  
0 0 1 0 0 . .  0 
The q u a n t i t i e s  gX, s,, and 9, a r e  m-dimensional column vectors  whose 
elements are generated according t o  (4-27). These elements are 
where 1. 
* - - w i t h  gxo = a lp  - a i d s  gro - bod - bip9 guo - -bop. 
bounds on the gri gui and gxi exist  and they are given by 
I t  i s  assumed t h a t  
G r i 9  Isuil 2 G u i 9  and Ig X l  . I  5 Gxi. I t  follows from (4-25) t h a t  
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-- dTw(t) may be rewr i t t en  as 
(4-28) 
T T where 9 ( s )  = - d (SI - Ac)-' e The elements wi , i = 1 ,  m o f  the vector 
- w(0) are defined from (4-22) and are given by 
Wi(0) = -Ji)(0) - 1 Zbij ( m - i >  (O), i = 1, m 
j=l  
(4-29) 
U t i l i z i n g  (4-25) t o  (4-28), the funct ion (vl + v )/b* can be 
2 OP 
w r i t t e n  as 
where 
+ (4-31 ) 
and Ic(t) i s  given by 
(4-32) 
The parameter d i f ferences i n  (4-30) can be decomposed i n  a manner 
s i m i l a r  t o  (4-4). 
term on the right-hand side o f  (4-30) i s  w r i t t e n  
For instanceg the d i f fe rence appearing i n  the f i r s t  
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(4-33) 
and similarly decomposing the unknown parameters i n  the f i rs t  term o f  
y ( t )  yields 
(4- 34) 
where a i ,  b i ,  and g i  are unknown constants and a y ( t ) ,  b z ( t ) ,  and 
g i (  t) 
is seen t h a t  
respectively , are variations about these constants. Hence i t  
(4-35) 
where d! = a: and d l ( t )  = ar(t)x(n-m-’)9 while the f i r s t  term on the 
right-hand side o f  (4-31) is  written as 
P 
(4- 36) 
0 0 c c  where d2 i s  a constant given by d2 = b2g2 and 
11 
I+  g$;(t) L%il (s )  %bp (n-m-1 ) 11. 
The signal I c ( t )  is  handled i n  the fo l lowing  manner. 
q (s) = ADJ(sI - Ac)/Ps, I c ( t )  can be written as 
Since 
T 
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(4-37) 
in- 1 
i =O 
where Q(s) = 1 y i s  + ADJ(s1 - Ac)x(0). Expanding Q(s)/P(s) i n t o  
par t ia l  fractions yields  
(4- 38) 
0 i f  the s i ,  i = 1 ,  in are d is t inc t .  
unknown constants and -si, i = 1,  m are the roots of P(s) = 0 w i t h  the 
0 0 si being real and positive due to  the choice of P(s). 
d i s t inc t ,  the right-hand side of (4-38) contains terms of the form 
Bi/(s + s i )  , R = 2 ,  3 ,  ... , where the Bi are unknown constants. 
U t i l i z ing  (4-38), I c ( t )  becomes 
In (4-38), the Ai ,  i = 1 ,  m are 
0 
I f  the si are not 
O R  
m - s i t  0 
Y t 2 0  1 
i=l  
(4- 39) 
and i n  lieu of the f i rs t  equation in (4-34), Equation (4-39) can be 
written as 
- s i t  0 m m 
I c ( t )  = 1 d Y + p  + 1 d j + i ( t ) ;  t 2 0 
i =1 i=l 
(4-40) 
0 C V 
Since a l l  of the terms i n  (4-30) and (4-31) can be written i n  a 
where j = n + 2m + 2,  dj+i = b2Ai, and d j + i ( t )  = b2(t)Ai .  
* 
manner similar t o  (4-35), (4-36), o r  (4-40), the function (vl  + v ) /b  
i n  (4-30) and (4-31) can be al ternat ively described by 
2 O P  
v1 + v2 n+3111+2 n + 3 ~  r 2
.-= 1 d i h i  + 1 d i ( t )  - u 
i=l  i =1 
(4-41 ) 
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where the hi , i = 1 , n + 3m + 2 are a sequence o f  f i l t e r e d  s ignals  which 
(n-m-1) ; hi = %- ’€9T(s) i (xp  (n-m-I) )>,  i = 2, m +  1; P are given by hl = x 
= a - ’ {P - ’ (~ )& (x ( ”~ ) ) } ,  i = m + 2, n; hn+, = r; 
hi P 
1 T  = $i- 1 T  {g. ( S ) U ( ~ ) > ,  i hi = L” {g (s)R(s)I, i = n + 2, n + m + 1; h 
- S Y t  
i = n + m + 2, n + 2m + 1; hn+2,,,+2 = d L - 1 C H ( ~ ) E ( ~ ) 3 ;  hi = e 3 
i = n + 2m + 3, n + 3m + 2. 
The contro l  input,  u( t) i n  (4-41) i s  def ined by 
n+3m+2 I ni-3mt.2 
u = 1 kihi + 1 kih; 
i=l i =1 
(4-42) 
where the h;, i = 1, n + 3m + 2 are obtained from the hi, i = 1, n i- 3m + 2, 
respect ively,  by p lac ing  absolute value signs on the signal  associated 
w i t h  t h a t  term. 
. * *  ’ ht!l+2mt.2 = Ik- {H(s)E(s)I l ,  h i  = hi, i = n + 2m + 3, n + 3m + 2. 
Subs t i tu t ing  (4-41) and (4-42) i n t o  (4-22) and d i v i d i n g  both sides o f  
(4-22) by b y i e l d s  an equation s i m i l a r  t o  (4-6); lee. ,  
I ) } $  I ; h i  = g- ’ {q1(s) i (  lx, (n-m-1 ) I x;n-m-l For example, h i  = 
1 
* 
OP 
(4-43) 
where 
The development (4-7) through (4-18) can now be appl ied t o  (4-43), 
y i e l d i n g  the fo l  1 owi ng adapti ve 1 aws : 
gPbhi d t  i- ki(0), I i = 1, n + 3m + 2 
(4-45) 
i = 1, n t 3m + 2 k i ( t )  P = Mi sat[(Bi/Mi)e T Pbhi], - -  
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I where the ai , 
(4-lo), - b i s  defined i n  (4-8), and the Mi s D i 9  the D i ,  i = 1 ,  n t 2m + 3 
being defined below. 
, ki (0) , and the matrix P are defined as i n  (4-9) and 
In this case, the error is bounded by 
I1 e II E (4-46) 
1 /2 
e The D i ,  i = 1 ,  n + 3m + 2 are upper 
* 
bounds obtained from the d i ( t ) ,  i = 1,  n + 3m -b 2. 
D2 are defined by (4-47) and (4-48) as follows: 
For example, D1 and 
and 
* 
= Gxl/B,O. 
q l ( t )  = t - ' ( q l ( s ) )  2 0 for  a l l  tiiiie. T h i s  i s  shown i n  Appendix B. I t  
is  also shown i n  Appendix B t h a t  q i ( t )  = LM1(qi(s)) ,  i = 2,  m and 
p ( t )  = L- ' ( l /P(s))  are greater than or equal t o  zero for a l l  t. 
Therefore, fol lowing Equations (4-47) and (4-48) , the di ( t) 
i = 1,  n + 3m t 2 are bounded by 
Equation (4-48) follows from the f ac t  t h a t  
Id#)[ I D i h i ( t )  (4-49) 
Hence, the adaptive control of plants i n  the form of (4-19) may be 
accomplished u t i l i z i n g  n - m - 1 outr,i; derivatives. 
required on some o f  the derivatives o f  the unknown parameters. 
Bounds are 
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Simi la r  t o  the case of p lants w i th  unknown constant parameters 
which was discussed i n  Chapter 111, i t  i s  necessary t o  examine the 
boundedness of the contro l  i npu t  u. 
t h a t  
From Equation (4-19), i t  i s  seen 
A t  the completion o f  adaptation, - e i s  bounded by (4-33) and 
(rn-i) R (n - i )  n 
i =O 
f d t )  (4-51 ) 
where E ( t ) ,  I ~ ( t ) l  < E, ar ises from the d i f ference between the model and 
p lan t  outputs. Since r i s  bounded and the reference model i s  stable, t o  
determine i f  u ( t )  i s  bounded, i t  i s  necessaiy t o  ascertain the bounded 
input-bounded output s t a b i l i t y  (b.i .b,o.) o f  the equation 
(4-52) 
R 
(m-i) + E ( t ) .  It i s  shown C b i p r  (n - i )  
n 
where p ( t )  = x in)  .+ 1 aipXd 
i =1 i =O 
i n  [27] t h a t  (4-52) i s  b.i.b,o. s tab le i f  the so lu t ion  o f  the homo- 
geneous equation 
(4-53) 
goes t o  zero a t  an exponential rate; i.e., I4( t ) l  s kmAt f o r  some 
p o s i t i v e  constants M and A. 
(4-53) becomes 
For example, i f  m = 1, the so lu t ion  o f  
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' 0  1 0 e . .  0 - 
0 0 1 0 ... 0 
. . 
* * * 
-b i l l  ... 3 4  gbm- 1 
(4-54) 
* * * 
Since bop( t) > 0 and Bt1 < b* (t) < Bhl , +(t) approaches zero a t  an 
exponential r a t e  i f  b (t) > 0 except over a f i n i t e  number o f  f i n i t e  
time i n t e r v a l s  dur ing which b 
m, s u f f i c i e n t  condi t ions f o r  the exponential s t a b i l i t y  o f  (4-53) are 
given i n  [27]. 
rewr i t t en  as m f i r s t  order s ta te  equations 
1P * 
* 1P 
may be negative o r  zero. For a r b i t r a r y  
1P 
F i r s t ,  however, i t  i s  seen t h a t  Equation (4-53) may be 
where 
B ( t )  = (4-56) 
T * 
and A' = (+, +, ... , +(m-l))e NOW, fo l low ing  Brockett, r e s t r i c t  the 
eigenvalues o f  B ( t )  t o  the hal f -p lane Re(s)< 0 f o r  a l l  t and def ine the 
Liapunov funct ion 
v = xTP(t)x (4-57) 
where P ( t )  (m x m) i s  a pos i t i ve  d e f i n i t e  symmetric matrix. The time 
de r i va t i ve  o f  (4-57) i s  given by 
(4-58) 
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where P ( t )  has been chosen as the unique so lu t i on  o f  
T P B + B  P = - I  (4-59) 
where I (m x m) i s  an i d e n t i t y  matrix. Now F ( t )  i s  a funct ion o f  the 
bip/b:p, i = 1, m and t h e i r  t ime der ivat ives and the maximum eigenvalue 
A H ,  o f  i(t) can be made less than one by p lac ing su i tab le  bounds on 
the time 
d i  v i  d ing 
der ivat ives of the quanti  t i es ,  (b* /b* , = 1 , m. Hence , 
both sides o f  (4-57) by x T ~ y i e l d s  
'P  OP 
r 
(4-60) 
. 
where xW i s  the maximum eigenvalue o f  P(t).  
above, then V <: 0 unless L = - 0. Hence (4-57) i s  a 
I f  . 
Liapunov funct ion f o r  (4-55) and (4-55) i s  
general, then, i t  i s  necessary t o  r e s t r i c t  
( m - i )  = 0 t o  m *  i.e., the roots o f  1 b. ( t ) s  
i =O 1P 
exponent ia l ly  stable. I n  
the e i  genval ues o f  B ( t) ; 
the open l e f t  h a l f  s-plane 
f o r  every t as i n  the case o f  constant parameters discussed i n  
Chapter 111. 
the t i m e  der ivat ives o f  the r a t i o s  (b. /b ) i = 1, m. 
I n  addi t ion,  however, i t  i s  necessary t o  place bounds on 
* *  
1P OP 
C. Simulat ion Results 
I n  t h i s  section, the adaptive contro l  o f  the second order p l a n t  i n  
the form o f  (4-19); i.e., n = 2, m = 1, is  considered. 
the polynomial P(s) i s  given by P(s) = s + c, 0 < c < aid, and the e r r o r  
equation i n  the form o f  (4-22) becomes 
I n  t h i s  caseg 
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(4-61 ) 
* 
where (vl + v2)/bOp is  defined by (4-30) as 
"2 (.lpb; 'ld] xp ,. r - y - u  (4-62) -= 
r o d  OP 
In (4-62), y ( t )  i s  defined i n  (4-31) by 
- 1 2 f  (aldc - a2d - c )e 
(4-63) 
where aidc - aZd - c2 = 0 i f  -c i s  fixed a t  one of the model pole 
locations. In (4-63), gx, gr ,  and gu are scalars w i t h  the following 
def i n i  ti ons : 
The signal e f ( t )  i n  (4-63) is  a f i l t e r ed  version of e ( t )  given by 
'f f e + c e  = e  
(4-64) 
(4-65) 
f w i t h  e (0) = 0, and y ( t )  i s  defined by 
The signals, h i ( t ) ,  i = 1, 7 and the h i ( t ) ,  i = 1 ,  7 i n  the control 
P’ 
f h g = r , h 4 = r , h 5 = u  f f , h g = e  
h7 = esctU(t) and h i  = I x p ] ,  h i  = ]xpl  f , h i  = Irl, h i  = lrl f , h i  = 
of (4-42) become h l  = x p s  h2 = x 
f m. ‘f h i  = le1 h; = h7 = e %(t) ,  where, for instance, r + crf = r. 
A simulation for  t h i s  system u s i n g  particular parameter values 
performed. The plant parameter values selected were 
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1 aw 
9 
f 
U I  3 
was 
* 
a l p ( t )  = 2 + sin(2t) + estl a 2 p ( t )  = 1.5 - 2 cos(5t) ,  b ( t)  = b o p ( t )  
= 2 + s in (4 t )  + te”5t and b* ( t )  = 1 + 0.5 cos(cos t) while the model 
parameters chosen were a 
In i t i a l  values for  the plant and model signals were given by x (0) 
= xp(0) = 0, Xd = Xd(0) = 0, r(0) = 1 ,  u(0) = 0 and the reference i n p u t  
was r ( t )  = U ( t ) ,  a u n i t  step function. The parameter c ,  i n  (4-65) was 
chosen equal t o  1 which yields aldc - a2d - c2 = 0, eliminating the 
necessity for  introducing the adjustable parameters k6 and kg. 
these parameter values, the M i s  i = 1, 7 i n  the adaptive laws i n  (4-45) 
were computed as M1 = 1 ,  M2 = 6, M3 = 5, M4 = 6,  M5 = 5, M6 = 0, 
MI7 = 5, The arbi t rary positive gains ai and B~ i n  (4-45) were chosen 
to  be ai = 
O P  
O P  
= 2, aZd - 1, bod = 1.5, and bld = 1. - I d  
P * 
I P Using 
= 10, i = 1-5, 7. B i  
Figure 4-1 shows the response of the uncontrolled p l a n t ,  the model 
reference systemg and the controlled plant for 10 seconds. 
i l l u s t r a t e s  the e r ror  response, e = Xd - x f o r  the same time interval .  
Figure 4-2 
P 
I t  i s  seen t h a t  a f t e r  the i n i t i a l  t ransient  the adaptive system resul ts  
-in an error which i s  bounded by l e ( t ) l  I 0.01 for 0 I t I 10 secs. After 
10 secs,  the absolute value o f  the e r k o r  remained below 0.01 as well. 
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C H A P T E R  V 
APPLICATION OF THE MODEL REFERENCE PARAMETER 
TRACKING MOUNT 
ADAPTIVE TECHNIQUE TO AN OPTICAL 
A. The Exis t ing  Servo Control System and 
Motivation for  an Adaptive System 
The National Aeronautics and Space Administration has recently 
developed a telescope a t  the Optical Research Facil i ty o f  Goddard Space 
F1 i g h t  Centers Greenbelt, Maryland for  research and development work 
i n  laser  space communications and the tracking o f  deep space probes. 
The telescope consists o f  a tube, gimballed about two axes ( X  and Y )  
which is  approximately 14 f t  long and 3 f t  i n  diameter. The 3,500 l b  
weight of the telescope must be pointed to  an accuracy o f  1 o r  2 
arc-sec (less than O . O O l o )  due to  the narrow laser beamidths which are 
required. In a d d i t i o n ,  the system must drive smoothly a t  rates ranging 
from 0.001 deg/sec to  5 deg/sec i n  order t o  track s ta rs  and low a l t i t u d e  
sa t e l l i t e s .  
The control system configuration for  one axis of the mount, as i t  
presently ex is t s ,  i s  depicted i n  Figure 5.1. The design philosophy is 
discussed thoroughly i n  [28] and will be treated only i n  brief here. 
In the figure, the i n p u t  signal,  r[(n + l ) T ]  i s  a predictive position 
command consisting o f  an angle i n  d igi ta l  form tha t  indicates, for  
example, a s a t e l l i t e  or s t a r ' s  position a t  time t = ( n  + 1)T, where n i s  
the number of the current sample interval ,  and T i s  the sampling interval e 
In the course of operation, two system s ta tes  ( t)  and x ( t ) ,  are ' xP P 
monitored which represent the mount's continuous pos i t ion  and velocity, 
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respectively, i n  one axis. As seen i n  Figure 5-1, the control system 
for each axis of the mount incorporates three feedback loops. 
one i s  an analog rate  loop closed by a D.C. tachometer. T h i s  loop acts 
to  minimize the effects  of f r ic t ion  and t o  reduce the effective mechani- 
cal time constant. The second loop i s  an incremental position loop 
which drives the mount O.O0lo for each pulse of the command t ra in  € ' ( n T ) .  
The outer loop i s  a d i g i t a l  position loop which i s  differenced w i t h  the 
reference i n p u t  t h u s  generating a discrete position error ,  
E ( n T )  = r[(n f l ) T ]  - x ( n T ) .  A rate signal generated on the basis of 
th i s  difference, drives the rate  loop a t  the precise ra te  required t o  
reduce the e r ror  t o  zero i n  the sampling interval. 
counter and analog compensation network are designed to  provide zero 
The inner 
P 
Finally the digi ta l  
steady s t a t e  position, velocity, and acceleration errors,  substantial 
g a i n  and phase .margins and appropriate forward loop bandwidth. 
Due t o  the variety o f  uses fo r  which i t  was assembled, the mount i s  
operational . i n  several d i  f ferent  modes. The f i  rs t mode analyzed was the 
manual velocity mode, i n  which the m o u n t  is  required t o  drive smoothly 
a t  low rates i n  order tha t  slowly moving s t a r s  and s a t e l l i t e s  may be 
acquired w i t h i n  the field of view (about 20 arc-sec) of the automatic 
tracking system. In this mode, the position loop is open and a fixed 
command rate signal i s  applied direct ly  t o  the incremental ra te  loop. 
Figure 5.2 depicts the ou tpu t s  of the D/A converter, compensation net- 
worko and tachometer, respectively, while the mount was d r i v i n g  i n  the 
manual velocity mode. Although the rate  selected was 0.005 deg/sec, 
the tachometer o u t p u t  p l o t  shows tha t  the mount ra te  was actually 
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40 mv 
20 fi1V 
0 
-20 mv 
-40 mvi 
Compens a t i on 
output 
0 
-10 mv 
-20 mv 
Tac home t e  r 
output (XP( t ) )  
0 
-10 mv 
-20 mv 
-30 mv 
Figure 5.2. D/A, Compensation, and Tachometer Outputs i n  
Manual Veloc i ty  Mode 
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fluctuating about the nominal ra te  from 0.001 deg/sec t o  0.012 deg/sec. 
T h i s  fluctuation is  apparently due t o  the discontinuous nature o f  the 
D/A o u t p u t ,  which is smoothed over somewhat by the compensation network, 
b u t  reaches the analog tach loop i n  the form shown i n  the second plot  i n  
Figure 5.2, 
In order t o  drive the mount smoothly a t  given i n p u t  ra tes ,  the 
following scheme was developed. The output of the compensation network 
i n  Figure 5.1 was disconnected and a constant reference signal was 
applied t o  the analog tach loop. 
t i o n  i s  shown, along w i t h  the t ransfer  functions of the different  
elements i n  the loop. The constants K and -a are  the gain and pole, 
respectively, of the t ransfer  function of the combined D.C. motor and 
load, r ( t )  i s  the reference i n p u t ,  and x (t) i s  the tachometer o u t p u t .  
The transfer function of the motor and load neglects variations due t o  
In Figure 5.3, the result ing configura- 
P P 
P 
changing mount inertia and f r i c t ion ,  b u t  these ef fec ts  will be discussed 
shortly. The closed loop t ransfer  function i s  given by 
1400 K - 
s + a + 1400 Kp P 
where K(s) = %[r(t)]. 
A and i (0) =. 0 ,  t h e n  from (5-1), 
Hence, i f  r ( t )  i s  a step function w i t h  amplitude 
P 
1400 K A - ( ap+l 400K ) t 
ip(tl  = [aP + 140: K A  (1 - e P I  (5-2) 
Since the order o f  magnitude of K is  lom2, the transient decays rapidly 
and x p ( t )  Figure 5.4 i l l u s t r a t e s  the 
P 
(1400 KpA)/(a f 1400 K p ) .  P 
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tachometer o u t p u t  when d r i v i n g  the X-axis w i t h  r ( t )  = 13 mv. This  i n p u t  
voltage was selected so t h a t  the X-axis of the mount would move a t  
0.005 deg/sec Mhen the Y-axis was fixed a t  0 degrees and the X-axis was 
i n i t i a l l y  positioned a t  0 degrees driving East t o  West. The coordinates 
X = O", Y = 0" correspond t o  the mount's zenith position. The X-axis 
was then i n i t i a l l y  positioned a t  -80" 9 -40", +40", +80" , respectively, 
and the output ra te  was recorded a t  each point for 30 secs. The Y-axis 
was then fixed a t  +80" and the various X-axis rates were again recorded. 
The l a s t  two p lo ts  in Figure 5.4 show the o u t p u t  rates when the same 
procedure was followed w i t h  the mount d r i v i n g  i n  the opposite direction 
(West t o  East). 
f a r  smoother tach o u t p u t  ra tes  are obtained when applying a fixed voltage 
I t  i s  apparent by comparing Figures 5.2 and 5.4 tha t  
t o  the analog tach loop as i n  Figure 5.3 rather than t o  the incremental 
ra te  loop as shown i n  Figure 5.1. However, i n  Figure 5.4, i t  is  also 
observed tha t ,  depending upon the p o s i t i o n i n g  of the X and Y axes and 
the direction of motion of the X-axis, an i n p u t  of 13 mv will drive the 
mount a t  various rates ranging from 0 deg/sec t o  0.0094 deg/sec. I t  i s  
apparent, then, that  changing X-axis i ne r t i a ,  mount imbalance, and 
s t a t i c  f r ic t ion  cannot be neglected i f  the mount  is t o  move smoothly a t  
the desired rate  over the entire field of view. I t  is here tha t  the 
adaptive technique described i n  Chapters I1 and I11 can be of use. 
B. Developing the Model Reference Adaptive Control 
Technique for the Tracking Mount 
The adaptive technique presented here i s  an application of resul ts  
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Figure 5.4, X-Axis Tachometer Output w i thout  Adaptive 
scheme (r = 13 mv). 
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presented i n  Chapters I1 and 111, and includes a new adaptive term which 
compensates for  the nonlinear bearing f r ic t ion  characterist ic.  Consider 
now a diagram of the analog tach loop i n  Figure 5.5. The different ia l  
equation relating x (t) t o  z which includes an approximate model 
(neglecting hysteresis) of s t a t i c  and coulomb f r ic t ion  as reported i n  
[29] , i s  given by 
P a 
.. 
x f a = 140 K z + f ( i  ) f 140 Kpu 
P P P  P a  P (5-3) 
where u ( t )  is the adaptive i n p u t  to  be defined and - f (k  ) i s  described 
i n  Figure 5.6. I t  i s  assumed tha t  the plant parameters, K and a as 
well as the coulomb f r ic t ion  level f c ,  are slowly time-varying parameters, 
which are essentially constant over the adaptation period of the adaptive 
mechanism. T h i s  assumption will be jus t i f ied  shortly. An ideal model 
o f  the motor 1 oad, and tachometer ., representi ng nominal p l  ant  charac- 
P 
P P’ 
t e r i s t i c s ,  i s  g iven  by 
0 
where Xd is  the model o r  ideal velocity, 
subtracting (5-3) from (5-4) yields the error  equation 
Defining e = Xd - x and P 
.. - 1 2 ) ~  + (140 Kp - 0.25)s -  f(Xp) - 140 Kpu ( a P  P e f 12e = 
(5-5) 
In order t o  provide adaptive parameters t o  compensate for  the unknown 
quantities appearing on the r ight -hand side of Equation (5-5) the 
control i n p u t  u ( t )  i s  defined as 
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1 P  P 
76 
(5-6) 
where kl (t) , k2( t) , and k3( t) are the adjustable parameters and 
sgn x = +1 f o r  x > 0, sgn xp = -1 f o r  x < 0. The t h i r d  term i n  
(5-6) i s  new here and i t s  purpose i s  t o  compensate f o r  coulomb f r i c t i o n  
P P P 
i n  the mount bearings. Subs t i tu t ing  (5-6) i n t o  (5-5), and r e w r i t i n g  
(5-5) y i e l d s  an e r r o r  equation i n  the form o f  (2-5), given by 
.. . 3  
e + 12e = 1 yigi i = l  (5-7) 
where yi = a - 12 - 140 Kpkl, y2 = 140 Kp - 0.25 - 140 K k 
P P 2' 
= za, and g3 = sgn x I n  Equation (5-7) P. Y3 = f, - 140 Kpk3, 91 
i t  has been assumed, from Figure 5.6 t h a t  f ( x  ) = -sgn x 
equations (5-7), i s  now i n  an appropriate form so t h a t  the development 
(2-6) t o  (2-15) may be applied, which y ie lds  the adaptive laws 
The e r r o r  
P P. 
ki(t) = a egi d t  + qeg i  i = 1, 2, 3 (5-8) 
where the ai and fii i = 1 3, are a r b i t r a r y  p o s i t i v e  gains. Hence, . 
we are guaranteed t h a t  l i m  e ( t )  = 0 and t h a t  x (t) w i l l  t rack  the output, 
t- P 
xd( t) o f  a l inear ,  t ime- invar iant  model 
C. Dr iv ing  the Mount a t  Fixed Rates 
U t i  1 i zing the Adapti ve Scheme 
The implementation of the adaptive design i s  shown i n  Figure 5.7 
w i t h  the ki 
f i e r ,  motor, load, and tachometer have been combined as the "p lant"  and 
i = 1, 3 def ined i n  (5-8). I n  the f igure,  the power ampli- 
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the model system i s  represented by the t rans fe r  func t ion  f o r  Equation 
(5-4). Figure 5.8 i l l u s t r a t e s  the resu l t s  o f  using t h i s  design with 
values fo r  the ai and Bi i n  (5-8) o f  al = a2 = 100, = e2 - a3 = 10, 
and B3 = 1. The reference inpu t  (r = 13 mv) f o r  Figure 5.8 was the same 
as the i npu t  f o r  Figure 5.4. 
d r i v i n g  a t  0.005 deg/sec regardless o f  the i n i t i a l  pos i t ion ing  o f  the 
X and Y axes. 
Y-axis f i x e d  a t  0". This corresponds t o  the th i rd  p l o t  i n  Figure 5.4 
which was obtained wi thout  u t i l i z i n g  the adaptive system. It i s  seen 
t h a t  when Y i s  f i x e d  a t  0" and X i s  i n i t i a l l y  pos i t ioned a t  -8O", the 
mount dr ives a t  near ly  0.006 deg/sec wi thout  the adaptive scheme. 
Hence, the contro l  i n p u t  (Figure 5.8) i s  negative, r e s u l t i n g  i n  an 
opposing torque t o  slow the X-axis rate. However, f o r  the nex t  four 
runs (-40", O o ,  +40°, +80° ) ,  the mount w i l l  d r i ve  too s lowly o r  no t  a t  
a l l  w i thout  the adaptive technique. I n  Figure 5.8 i t  i s  seen t h a t  the 
contro l  i npu t  gets increas ing ly  more p o s i t i v e  as the X-axis i s  moved 
f u r t h e r  East , s upply i  ng the addi ti onal cont ro l  force necessary t o  
d r i ve  the mount a t  the desired rate. A t ab le  i l l u s t r a t i n g  the steady- 
s ta te  values o f  kl , k2, and k3 f o r  the 35-sec runs i n  Figure 5.8 i s  
given below. The tab le  shows the d i f f e r e n t  conf igurat ions which the 
However, i t  i s  ev ident  t h a t  the mount i s  
I n  Figure 10, the mount was moving West t o  East w i t h  the 
system i n  Figure 5.7 assumes as the X and Y coordinates o f  the mount 
vary e 
Figure 5.9 i s  a concise i l l u s t r a t i o n  o f  what i s  t o  be gained by 
employing the system i n  Figure 5.7. I n  the f igure,  the tachometer 
output and i t s  time in tegra l ,  which i s  propor t ional  t o  the mount's 
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Table 5-1 : Steady-State Adaptive Gains Dr iv ing  West 
t o  East (Y-Axis a t  0') 
X-axis pos i t ion,  are compared dur ing a t yp i ca l  run when incorporat ing 
both the e x i s t i n g  manual ve loc i t y  mode depicted i n  Figure 5.1 and the 
adaptive technique i n  Figure 5.7. For both runs, the Y-axis was f i x e d  
a t  0" and the X-axis was d r i v i n g  East t o  West beginning from 10" East. 
I n  the manual ve loc i t y  mode, the tach output deviated more than 50.004 
deg/sec o r  +80% o f  i t s  cor rec t  value, whi le  the mount pos i t i on  deviated 
+_% arc-sec from i t s  nominal posit ion. On the other  hand, u t i l i z i n g  the 
adaptive scheme w i th  an analog tach loop input, the tach output deviated 
only +0.0002 deg/sec o r  &4% o f  i t s  cor rec t  value, whi le  the mount was 
t rack ing t o  w i t h i n  an arc-second o f  i t s  nominal pos i t ion.  
0. Adapti ve Compensati on o f  S t a t i c  F r i c t i o n  
I n  order t o  i l l u s t r a t e  the effectiveness o f  the adaptive scheme t o  
compensate f o r  s t a t i c  f r i c t i o n  i n  the bearings, a tach loop inpu t  o f  
r = 0.013 s i n  0.01 t (vo l t s )  was chosen. This input  approximates the 
the ve loc i t y  cha rac te r i s t i c  of the c i r c u l a r - o r b i t  100-mile high o r b i t .  
The graphs i n  Figure 5.10 were taken on separate runs w i t h  the Y-axis 
f i x e d  a t  80" North and the X-axis o s c i l l a t i n g  about 40' West. The 
i n p u t  f o r  a l l  three runs i s  shown i n  the f i r s t  graph. The second graph 
i l l u s t r a t e s  the tach output wi thout u t i l i z i n g  the adaptive technique. 
The ef fect  o f  the increasing re ta rd ing  torque caused by increasing 
f r i c t i o n  when the mount v e l o c i t y  passes through zero i s  c l e a r l y  evident. 
The t h i r d  p l o t  i n  Figure 5.10 shows the mount ve loc i t y  when the adaptive 
mechanism o f  Figure 5.7 i s  employed. It i s  seen t h a t  the r e s u l t i n g  
mount ve loc i t y  i s  near ly f ree o f  s t a t i c  f r i c t i o n  e f f e c t s  as w e l l  as 
being completely symmetrical about zero ve loc i ty .  The l a s t  p l o t  i n  
Figure 5.10 shows the mount v e l o c i t y  when only two adjustable parameters 
i n  Figure 5.7 are incorporated, Le . ,  kl and k2. Although t h i s  repre- 
sents an improvement over the second graph, the mount does n o t  d r i v e  as 
smoothly as when the adjustable gain, k3, i s  u t i l i z e d .  The compensation 
afforded by u t i l i z i n g  the addi t ional  adjustable parameter i s  c l e a r l y  
i l l u s t r a t e d  i n  Figure 5.11. The f i r s t  p l o t  i s  the negative o f  the t i m e  
va r ia t i on  of k3( t ) .  I t  i s  evident t h a t  k3( t )  i s  fo l low ing  the changing 
f r i c t i o n  leve l  as shown i n  Figure 5.6. Since k3 ( t )  i s  m u l t i p l i e d  by 
sgn(; ) p r i o r  t o  i n j e c t i o n  i n t o  the power ampl i f ie r ,  as shown i n  Figure 
5.7, the adaptive mechanism automatical ly provides a cantro l  s ignal  o f  
P 
. 
the proper sign, depending upon the sign o f  x (t). The t h i r d  p l o t  i n  
P 
Figure 5.11 i s  the time response o f  e ( t ) ,  the e r r o r  between the model 
reference and the "plant." The peaks i n  t h i s  curve occur around the 
instants  of time when (t) passes through zero and t h e i r  absolute 
P 
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value i s  less  than 1.3 mv. 
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C H A P T E R  VI 
SUMMARY AN D SUGGESTIONS 
A. Summary 
A modified Liapunov design technique for  model referenced parameter 
adaptive control systems was presented. A modified adaptive rule for  
plants whose open loop transfer function contained adjustable parameters 
was developed from a new quadratic form Liapunov function. The modified 
design yielded a more rapidly convergent error  system and an ircprovement 
in the transient response of the adjustable parameters. Simulations 
i l lus t ra ted  t h a t ,  by varying certain fixed gains i n  the system, a trade- 
off between small e r ror  overshoot and rapid settling time could be 
effected. 
designs could be maintained with smaller gain requirements. As 
additional implementation, the modified design required only one more 
summing amp1 i f i e r  for each adjustable parameter. 
In addition, comparable system performance w i t h  previous 
The case when the adaptive parameters must be introduced as feed- 
back and feedforward adjustable gains was also treated. A technique was 
developed, ut i l iz ing the modified adaptive rule, which alleviated the 
problem of nonunique adaptive laws reported i n  the l i t e r a tu re  [17]. 
addi t ion  t o  the adjustable gains,  physically realizable,  linear, time- 
invar ian t  f i l t e r  networks were incorporated i n  the design i f  the open 
loop plant transfer function contained zeros. Unique adaptive laws were 
derived which required the generation of only n - m - 1 derivative net- 
works ( n t h  order p l a n t  with m zeros) i n  contrast t o  the n s ta tes  or  
In 
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n - 1 derivative networks required i n  previous designs. Furthermore, 
i n  the case where n = m - 1,  the p l an t  transfer function was not 
required t o  be positive real as i n  [10Ie In order t o  maintain a 
bounded p lan t  i npu t ,  i t  was necessary t o  r e s t r i c t  the plant zeros t o  
the open l e f t  half plane. 
The parameter adaptive approach was then extended t o  plants whose 
unknown parameters were time-varying. Adaptive laws were derived which  
guaranteed the Lagrange or practi cal s tabi 1 i t y  o f  the resul t i n g  error  
system. 
and i f  the open loop p l an t  contained different ia l  operators acting on 
the i n p u t ,  bounds on certain of the time derivatives of these unknown 
parameters were also required. 
Upper and lower bounds on the unknown parameters were required 
Finally,  the results of the parameter adaptive control o f  an 
optical tracking mount were presented. 
was the adaptive compensati on of the nonl i near s t i  c t i  on-f r i  c t i  on 
Included i n  this application 
characterist ic of a D.C. motor, 
error could be reduced t o  less than 1 arc-sec w i t h  the adaptive scheme 
whereas the existing servo control system yielded an error of 8 arc-secs. 
I t  was shown t h a t  the mount's position 
B. Suggestions for Future Research 
Future research i n  parameter adaptive control systems should 
include the control of plants whose open loop transfer function i s  
nonminimum phase. I t  would seem t h a t  i n  order t o  accomplish th i s  while 
maintaining a bounded p l a n t  i n p u t ,  one will have t o  be content w i t h  a 
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scheme which provides adaptive compensation for the p l a n t  poles only. 
Subsequent endeavors should also be concerned w i t h  the e f fec ts  of 
measurement noise on the adaptive schemes discussed here. Some resul ts  
have already been reported i n  this area [30] for plants whose unknown 
parameters are constant. 
Furthermore, i t seems clear  that  discrete adapti  ve 1 aws analogous 
t o  the continuous laws ex i s t  for the classes of plants treated i n  the 
dissertation. 
regard i s whether o r  not  the mu1 ti p l  i cations , addi t ions , and numerical 
integrations required for  each i terat ion of the discrete adaptive laws 
can be accomplished i n  "real time." 
will have t o  be performed i n  time t '  I T where T i s  the sampling inter- 
val e 
One problem which will have t o  be resolved i n  t h i s  
For example, these calculations 
Additional areas of research would also include extending the 
parameter adaptive approach t o  systems w i t h  more general nonlineari t i e s  
than the one treated i n  Chapter V ,  as well as developing a technique 
w h i c h ,  when implemented, requires no derivative networks. 
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APPENDIX A 
I f  the Laplace transform o f  both sides o f  (4-21) i s  taken, i t  i s  
seen t h a t  
n 
i =1 
sn + aidsn-i) = W,(S) 
(n-i)  n 
i =O i =1 
where ve(s) = ${ (bid - bip)r (a - i )  + 1 (sip - aid)xp R 
n- 1 j C b i p  * u(m- i ) }  + s m - l - j  a ide (j-i)(0). Div id ing both sides 
i =O j=O i =O 
m 
i =1 
o f  (A-1) by P(s) = sm + 1 cisi where the r o o t s o f  P(s) = 0 are i n  the 
1 e f t  ha1 f s-pl ane y i e l d s  
n - i  n 
i =1 
where Pa(s) = s n + 1 aids 
can be w r i t t e n  as fo l lows: 
. The r a t i o  o f  polynomials, Pa(s)/P(s) 
(A-3) 
where k, = n - m, and pi 
p i + l  - ai+l,d . ‘i+l 
remainder term G(s)/P(s) i s  o f  order m - 1. 
rewri  t t e n  as f o l  1 ows : 
i = 1,  k, are given by 
i 
j=l 
- - cjpimj and the polynomial G(s) i n  the 
Equatian (A-3) can be 
(A-4) 
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r kr-i t $$ and the roots o f  kr where H ( s )  = 1 (pi - aid)s 
i = f  
kr kr kr-i 
= 0 are i n  the l e f t  h a l f  s-plane. Subs t i t u t i ng  
(A-4) i n t o  (A-2) and tak ing  the Laplace inverse o f  both sides o f  (A-2) 
s + 1 ardS 
i =1 
y i e l d s  
- ( - ve = v1 + v2 kr r e ( k  r +  1 aide 
i =1 
(A-5) 
where ve ( t )  = f.-'[V,(s)] has been decomposed i n t o  the s ignals vl(t)  
and v2 ( t )  , defined i n  (4-23) and (4-24) , respectively. Equation (A-5) 
may be represented by the s ta te  equations: 
. - e = A& + - b(vl + v2) 
where Ad and - b are given by 
0 0 . .  0 0 
(A-7) 
1. 
1 0 
0 1 
0 . .  
r r 
k rd  r "ak-l ,d 
(n-m-1) 
Ad = 
and the vector - e i s  defined by - eT = (e, i, ... , e 
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APPENDIX B 
The vector g(s) may be written as 
since (SI - AC)’”’ = ADJ(s1 - Ac)/lsI - AcI  and Is1 - AcI = P ( s )  
= sm + c cismni. The m elements dai of the row vector 
dT(s)  = dADJ(s1 - Ac) are given by 
m 
i=l 
T 
-a 
m-i m-i . j 
i = l , m  ¶ m-i t 1 c.s J dai = s j = l  
The polynomial P(s) may be written as a product of factors; i.e.s 
03-31 0 
m 
i =1 
P(s) = ( s  + Si) 
where the s e ,  i = 1 ,  m are real and positive. 
be rewritten in terms of the s y ,  i = 1 , m i n  the following manner. 
Each element i n  (B-2) can 
m-i c s .  s m-i -2 m- i 
i =l i1,i2=1 ’1 i~ 
dai = s m-i sm-i-l s g t s  
Dividing (B-4) by (B-3), i t  i s  seen t h a t  the elements qi (s)  of q(s) are 
given by 
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Since the sp ,  i = 1, m are rea l  and pos i t i ve ,  i t  i s  evident from 
(B-5) t h a t  each element qi(t) = $-'[qi(s)] i s  comprised o f  a sum o f  
terms o f  the form k g( t )  where g( t) = e I t  @ e'SQt @ 0 . -  f o r  some 
i, j, ... , and k > 0. Since g ( t )  i s  a convolutfon o f  time functions 
which are greater than o r  equal t o  zero, we have t h a t  g ( t )  2 0 as wel l .  
Hence, qi(t) 2 0 f o r  every i. 
-SO 
g 
9 
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