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Abstract Schramm Loewner Evolution (SLE) is a one-parameter family of
random planar curves introduced by Oded Schramm in 1999 as the can-
didates for the scaling limits of the interfaces in the planar critical lattice
models. This is the only possible process with conformal invariance and a
certain “domain Markov property”. In 2010, Chelkak and Smirnov proved
the conformal invariance of the scaling limits of the critial planar FK-Ising
model which gave the convergence of the interface to SLE16/3. We derive the
arm exponents of SLEκ for κ ∈ (4, 8). Combining with the convergence of
the interface, we derive the arm exponents of the critical FK-Ising model. We
obtain six different patterns of boundary arm exponents and three different
patterns of interior arm exponents of the critical planar FK-Ising model on
the square lattice.
Keywords Schramm Loewner Evolution · random-cluster model · FK-Ising
model · arm exponents
1 Introduction
Fortuin and Kasteleyn introduced the random-cluster model in 1969. The
random-cluster model is a probability measure on edge configurations of a
finite graph G where each edge is open or closed, and the probability of a
configuration is proportional to
p#open edges(1− p)#closed edgesq#clusters,
where p ∈ [0, 1] is the edge weight and q > 0 is the cluster weight. The
graph G will always be a finite subgraph of Z2 in this paper. When q ≥ 1,
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2the model enjoys FKG inequality which makes it possible to consider infinite
volume measures: infinite volume measures may be constructed on Z2 or
Z × N by taking limits of measures on finite increasing subgraphs of Z2 or
Z × N respectively. When q < 1, little is know for the model. The random
cluster model is related to various models: percolation, Ising model etc. and
the readers could consult [8] for background. For q ≥ 1, there exists a critical
value pc for each q such that for p > pc, any infinite volume measure has
an infinite cluster almost surely; whereas for p < pc, any infinite volume
measure has no infinite cluster almost surely. This dichotomy does not tell
what happens at criticality p = pc and the critical phase is of great interest.
It turns out to have continuity of the phase transition for 1 ≤ q < 4, proved in
[9]. When q ∈ (0, 4], the critical phase is believed to be conformally invariant
and the interface at criticality is conjectured to converge to SLEκ where
κ = 4pi/ arccos(−√q/2). (1)
This conjecture is proved for q = 1 for Bernoulli site percolation on
triangular lattice [25] and is proved for q = 2 on isoradial graphs by the
celebrated works of Chelkak and Smirnov [6], [5]. When q = 2, the random-
cluster model is also called the FK-Ising model. In this paper, we derive the
polychromatic arm exponents of FK-Ising model on the square lattice Z2.
In the random-cluster model, an arm is a primal-open path (type 1) or
a dual-open path (type 0). For integer m ≥ 1, denote the box by Λm =
[−m,m]2 and the semi-box by Λ+m = [−m,m] × [0,m]. For integers N >
n ≥ 1, denote the annulus by A(n,N) = ΛN \ Λn and the semi-annulus
by A+(n,N) = Λ+N \ Λ+n . For j ≥ 1 and a color pattern σ ∈ {0, 1}j , de-
fine Hσ(n,N) (resp. H+σ (n,N)) to be the event that there are j arms of the
pattern σ in the annulus A(n,N) (resp. in the semi-annulus A+(n,N)) con-
necting the inner boundary to the outer boundary. These probabilities should
decay like a power in N as N →∞: Suppose φΛm (resp. φΛ+m) is the critical
random-cluster probability measure on Λm (resp. on Λ
+
m) with m ≥ 2N , we
have, for fixed n ≥ 2j,
φΛm [Hσ(n,N)] = N−ασ+o(1), φΛ+m [H+σ (n,N)] = N−α
+
σ+o(1), as N →∞,
for constant ασ depending on q and σ and constant α
+
σ depending on q, σ
and the boundary conditions. The exponents ασ, α
+
σ are called the interior
critical arm exponent and the boundary critical arm exponent respectively.
In the case of percolation, Kesten [12] proved the so-called scaling re-
lations for the near-critical percolation. The existence and value of many
exponents would follow from the existence and the value of critical 1-arm
exponent and 4-arm exponent.
In [22], Oded Schramm introduced Schramm Loewner Evolution as the
candidate of the scaling limits of critical lattice models. In [25], Smirnov
proved the convergence of the interface in the critical percolation to SLE6,
hence made it possible to calculate the value of the arm exponents of the
critical percolation through SLE6. In [26], the authors explained that, in order
to derive the arm exponents of critical percolation, one needs three inputs: 1.
the convergence of the interface to SLE6; 2. the arm exponents of SLE6 (that
3is, the computation of asymptotic probabilities of certain events for SLE that
mimic arm events); and 3. the quasi-multiplicativity of probabilities of arm
events. The value of the arm exponents were computed using this strategy
and the results of Smirnov in [14], [15], [26].
In this paper, we will introduce the crossing events for SLEκ which are the
analogs of Hσ(n,N) and H+σ (n,N) defined above for random-cluster models.
The parameters κ and q are related through (1). We will estimate the decay
rate of these crossing events and derive certain arm exponents of SLEκ with
κ ∈ (4, 8) in Theorems 1 and 3. In these theorems, we state the conclusion
using the terminologies of the random-cluster model. The precise definition
for SLE are sophisticated and we omit them from the introduction. They will
become clear in Sections 3.1 and 4.
For FK-Ising model, the convergence of the interface to SLE16/3 is proved
in [6],[5] and the quasi-multiplicativity is obtained in [4]. Following the above
strategy, it is then standard to deduce the arm exponents of the critical FK-
Ising model, see [27, Section 5]. For other random-cluster models that are
conjectured to converge to SLEκ as in (1), to derive the arm exponents, we are
missing the convergence of the interface, but the arm exponents of the corre-
sponding SLEκ are given in Theorems 1 and 3, and the quasi-multiplicativity
is announced in [9, Section 1.3.3]. As long as the convergence of the interface
is at hand, the values in Theorems 1 and 3 are the arm exponents for the
random-cluster model with q related to κ via (1).
Theorem 1 Fix κ ∈ (4, 8) and j ≥ 1. We have the following six different
patterns of boundary arm exponents of SLEκ.
– Consider the wired boundary conditions (11) and the pattern σ = (010 · · · 10)
with length 2j−1. The corresponding boundary arm exponents are given
by
α+2j−1 = j(4j + 4− κ)/κ. (2)
– Consider the wired boundary conditions (11) and the pattern σ = (010 · · · 1)
with length 2j. The corresponding boundary arm exponents are given by
β+2j = j(4j + κ− 4)/κ. (3)
– Consider the wired boundary conditions (11) and the pattern σ = (101 · · · 01)
with length 2j+1. The corresponding boundary arm exponents are given
by
γ+2j+1 = (j + 1)(4j + 3κ− 16)/κ+ (κ− 6)(κ− 8)/(2κ). (4)
– Consider the free/wired boundary conditions (01) and the pattern σ =
(10 · · · 10) with length 2j. The corresponding boundary arm exponents are
given by
α+2j = j(4j + 8− κ)/κ. (5)
– Consider the free/wired boundary conditions (01) and the pattern σ =
(10 · · · 101) with length 2j−1. The corresponding boundary arm exponents
are given by
β+2j−1 = j(4j + κ− 8)/κ. (6)
4– Consider the free/wired boundary conditions (01) and the pattern σ =
(0101 · · · 01) with length 2j. The corresponding boundary arm exponents
are given by
γ+2j = j(4j + 3κ− 16)/κ+ (κ− 4)(κ− 6)/(2κ). (7)
We list the formulae for six different patterns in Theorem 1 for complete-
ness. Not all of them are new: The formulae (2), (3), (5), and (6) were ob-
tained in [28]. The novelty part of this theorem are the formulae (4) and (7).
We will prove these two formulae in Sections 3.2 and 3.3 using (6) and (3).
Theorem 2 For the critical planar FK-Ising model on Z2, we have six dif-
ferent patterns of boundary arm exponents as in Theorem 1 taking κ = 16/3.
Theorem 3 Fix κ ∈ (4, 8) and j ≥ 1. We have the following three different
patterns of interior arm exponents of SLEκ.
– Let σ = (10 · · · 10) with length 2j. The corresponding interior arm expo-
nents are given by
α2j =
(
16j2 − (κ− 4)2) /(8κ). (8)
– Let σ = (10 · · · 101) with length 2j + 1. The corresponding interior arm
exponents are given by
β2j+1 = j(2j + κ− 4)/κ. (9)
– Let σ = (0110 · · · 10)1 with length 2j+ 2. The corresponding interior arm
exponents are given by
γ2j+2 =
(
4(2j + κ− 4)2 − (κ− 4)2) /(8κ). (10)
The value of α2 in (8) were obtained in [2]. The formula (8) were proved
for SLEκ with κ ≤ 4 in [27, Section 4]. But the formulae (9) and (10) only
make sense for κ ∈ (4, 8). We will prove all the three formulae in Section 4
using (5), (6) and (7).
Theorem 4 For the critical planar FK-Ising model on Z2, we have three
different patterns of interior arm exponents as in Theorem 3 taking κ = 16/3.
In Theorem 4, we derive various patterns of the the arm exponents for the
critical planar FK-Ising model, but we do not address the case of one-arm
exponent. The one-arm exponent for FK-Ising model equals 1/8, derived
in [16], see also the discussion in [11, Section 6]. In general, the one-arm
exponent of random-cluster model is conjecture to be α˜1 := (8 − κ)(3κ −
8)/(32κ) where κ and q are related via (1). The value of α˜1 is the same as
the one-arm exponent of SLEκ(κ− 6) derived in [23].
1 The pattern σ = (0110 · · · 10) with length 2j + 2 starts with 01 and then it is
followed by j pairs of 10
5Remark 1 In Theorem 1, if we set κ = 6 then we find all the six formulae
have the same expression:
α+j = β
+
j = γ
+
j =
j(j + 1)
6
,
which are the boundary arm exponents for the critical percolation. The reason
is that the boundary arm exponents for the critical percolation are indepen-
dent of boundary conditions and are the same over all patterns of any given
length. In Theorem 3, if we set κ = 6 then we find all the three formulae
have the same expression
α2j = γ2j =
(2j)2 − 1
12
, β2j+1 =
(2j + 1)2 − 1
12
,
which are the interior arm exponents for the critical percolation. The reason
is that the interior arm exponents for the critical percolation are the same
over all patterns of any given length, as long as they are polychromatic, i.e.
σ is not constant. These arm exponents for the critical site percolation on
the triangular lattice were derived in [14],[26]. To see that the exponents are
the same for all patterns, the authors used “color switching trick” which is
only valid for the triangular lattice.
Remark 2 We point out some interesting facts in the formulae of Theorems
1 and 3:
β+2 = 1, β
+
3 = 2, β5 = 2, ∀κ ∈ (4, 8).
All these three exponents are supposed to be universal for random-cluster
model with q ∈ [1, 4). They are proved for q = 2 in [4, Corollary 1.5]. See
discussion in [9, Section 1.3.3] for other random-cluster models.
Relation to previous works.
The proof for Theorems 2 and 4 from Theorems 1 and 3 are standard
and we refer interested readers to [26] or [27, Section 5]. In [27], the author
derived results similar to Theorems 2 and 4 for the critical planar Ising model
where the interface converges to SLE3.
The 2-arm exponents α2 is related to the Hausdorff dimension of SLE
which is 2−α2. This dimension was obtained in [2]. The 3-arm exponents β3
is related to the Hausdorff dimension of the frontier of SLE which is 2− β3.
This dimension is the same as the dimension of SLE16/κ by duality. The 4-
arm exponent α4 is related to the Hausdorff dimension of the double points of
SLE which is 2−α4. This dimension was obtained in [19, Theorem 1.1]. The
4-arm exponent γ4 is related to the Hausdorff dimension of the cut points
of SLE which is 2 − γ4. This dimension was obtained in [19, Theorem 1.2].
But, in general, our results about the arm exponents do neither imply nor
are implied by the conclusions on Hausdorff dimensions.
The formulae (2) and (8) were predicted by KPZ in [10, Eq. (11.44),
Eq. (11.45)], and our work confirms those predictions.
6To end the introduction, let us mention the arm exponents of the patterns
which are not listed in Theorems 1 or 3. In general, for the patterns are not
listed in Theorems 1 or 3, it is not clear how to relate them to the arm-
exponents of SLE, and hence we are not able to derive their values.
The simplest case is the monochromatic arm exponents—the pattern σ is
contant. It is proved in [3] that the monochromatic interior arm exponents for
the critical percolation are distinct from the polychromatic ones, and their
values are still unknown.
But it is still possible to derive certain arm exponents by closer analysis
on the discrete models. One example is the interior six-arm exponent of
FK-Ising model with the pattern σ = (100100). Note that this pattern is
not included in Theorem 3 and we do not know how to relate it to arm
exponents of SLE16/3. By a private communication with Vincent Tassion, we
believe its value is the same as the interior four-arm exponent of Ising model
which equals 21/8. The proof is not written yet, and the argument involves
Edward-Sokal coupling and a sophisticated “dust analysis”.
2 Preliminaries on SLE
Notation. For functions f and g, we denote by f . g if f/g is bounded from
above by universal finite constant, by f & g if f/g is bounded from below by
universal positive constant, and by f  g if f . g and f & g. We denote by
f() = g()1+o(1) if lim
→0
log f()
log g()
= 1.
For z ∈ C, r > 0, we denote B(z, r) = {w ∈ C : |w − z| < r}. We denote the
unit disc B(0, 1) by U.
For two subsets A,B ⊂ C, we denote dist(A,B) = inf{|x−y| : x ∈ A, y ∈ B}.
H-hull and Loewner chain We call a compact subset K of H an H-hull if
H \K is simply connected. Riemann’s Mapping Theorem and the Reflection
Principle assert that there exists a unique conformal map gK from H \ K
onto H such that lim|z|→∞ |gK(z) − z| = 0. We call such gK the conformal
map from H \K onto H normalized at ∞.
The following two lemmas estimate the image of balls under conformal
maps. Lemma 2 is a standard estimate using the Koebe 1/4 theorem.
Lemma 1 [27, Lemma 2.1] Fix x > 0 and  > 0. Let K be an H-hull and let
gK be the conformal map from H \K onto H normalized at ∞. Assume that
x > max(K∩R). Denote by γ the connected component of H∩ (∂B(x, )\K)
whose closure contains x+ . Then gK(γ) is contained in the ball with center
gK(x+ ) and radius 3(gK(x+ 3)− gK(x+ )), hence it is also contained in
the ball with center gK(x+ 3) and radius 8g
′
K(x+ 3).
Lemma 2 Fix z ∈ H and  > 0. Let K be an H-hull and let gK be the
conformal map from H\K onto H normalized at∞. Assume that dist(K, z) ≥
16. Then gK(B(z, )) is contained in the ball with center gK(z) and radius
4|g′K(z)|.
7Consider the family of conformal maps (gt, t ≥ 0) obtained by solving the
Loewner equation: for each z ∈ H,
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z,
where (Wt, t ≥ 0) is a one-dimensional continuous function which we call the
driving function. Let Tz be the swallowing time of z defined as sup{t ≥ 0 :
mins∈[0,t] |gs(z)−Ws| > 0}. Let Kt := {z ∈ H : Tz ≤ t}. Then gt is the unique
conformal map from Ht := H\Kt onto H normalized at∞. A Loewner chain
is the collection of H-hulls (Kt, t ≥ 0) associated with the family of conformal
maps (gt, t ≥ 0).
Here we discuss a little about the evolution of a point y ∈ R under gt. We
assume y ≤ 0. There are two possibilities: if y is not swallowed by Kt, then
we define Yt = gt(y); if y is swallowed by Kt, then we define Yt to the be
image of the leftmost of point of Kt∩R under gt. Suppose that (Kt, t ≥ 0) is
generated by a continuous path (η(t), t ≥ 0) and that the Lebesgue measure
of η[0,∞] ∩ R is zero. Then the process Yt is uniquely characterized by the
following equation:
Yt = y +
∫ t
0
2ds
Ys −Ws , Yt ≤Wt, ∀t ≥ 0.
Although gt(y) is only well-defined when y is not swallowed by Kt, we still
write gt(y) for all time t. When y IS swallowed by Kt, the notation gt(y)
stands for the process Yt.
SLE processes An SLEκ is the random Loewner chain (Kt, t ≥ 0) driven
by Wt =
√
κBt where (Bt, t ≥ 0) is a standard one-dimensional Brownian
motion. In [21], the authors prove that (Kt, t ≥ 0) is almost surely generated
by a continuous transient curve, i.e. there almost surely exists a continuous
curve η such that for each t ≥ 0, Ht is the unbounded connected component
of H\η[0, t] and that limt→∞ |η(t)| =∞.
Next, we define SLEκ(ρ
L; ρR; ρI) process with three force points (xL;xR; z)
where ρL, ρR, ρI ∈ R and xL ≤ 0 ≤ xR and z ∈ H. It is the Loewner chain
driven by Wt which is the solution to the following systems of SDEs:
dWt =
√
κdBt +
ρLdt
Wt − V Lt
+
ρRdt
Wt − V Rt
+Re
ρIdt
Wt − V It
, W0 = 0;
dV Lt =
2dt
V Lt −Wt
, V L0 = x
L; dV Rt =
2dt
V Rt −Wt
, V R0 = x
R;
dV It =
2dt
V It −Wt
, V I0 = z.
The solution exists up to the first time that W hits V L, V R or V I .
Suppose ρI = 0, when ρL > −2 and ρR > −2, the solution exists for all
times, and the corresponding Loewner chain is almost surely generated by
a continuous transient curve [17, Section 2 and Theorem 1.3]. When ρI 6= 0
and ρL > −2, ρR > −2, the solution exists up to the first time that z is
8swallowed, and the corresponding Loewner chain is almost surely generated
by a continuous curve [18, Section 2.1]. If ρI = 0, ρL = 0 or ρR = 0, they will
be omitted from the notation.
Fix ρI = 0 and ρL > −2. There are two special values of ρR: κ/2 − 2
and κ/2− 4. When ρR ≥ κ/2− 2, the curve never hits the interval [xR,∞).
When ρR ∈ (κ/2− 4, κ/2− 2), the curve accumulates at a point in (xR,∞)
at finite time. When ρR ≤ κ/2− 4, the curve converges almost surely to xR
at finite time, see [7, Lemma 15].
The SLE processes satisfy the Domain Markov Property : Let η be an
SLEκ(ρ
L, ρR; ρI) process with force points (xL, xR; z). Suppose that τ is
any stopping time (before z is swallowed), then the image of η[τ,∞) un-
der gτ − Wτ has the same law as an SLEκ(ρL, ρR; ρI) process with force
points (V Lτ ;V
R
τ ;V
I
τ ).
From Girsanov Theorem, it follows that the law of an SLEκ(ρ
L; ρR; ρI)
process can be constructed by reweighting the law of an ordinary SLEκ, see
[24, Theorem 6].
Lemma 3 Suppose xL < 0 < xR and z ∈ H, define
Mt(x
L;xR) =g′t(x
L)ρ
L(ρL+4−κ)/(4κ)(Wt − gt(xL))ρL/κ
× g′t(xR)ρ
R(ρR+4−κ)/(4κ)(gt(xR)−Wt)ρR/κ
× (gt(xR)− gt(xL))ρLρR/(2κ);
Mt(z) =|g′t(z)|ρ
I(ρI+8−2κ)/(8κ)(Imgt(z))(ρ
I)2/(8κ)|gt(z)−Wt|ρI/κ.
Then M(xL;xR) is a local martingale for SLEκ and the law of SLEκ weighted
by M(xL;xR) (up to the first time that W hits one of the force points) equals
the law of SLEκ(ρ
L; ρR) with force points (xL;xR). Also, M(z) is a local
martingale for SLEκ and the law of SLEκ weighted by M(z) (up to the first
time that z is swallowed) equals the law of SLEκ(ρ
I) with force point z.
The following lemmas are technical. They give lower bounds on the prob-
ability for an SLE curve to behave nicely. It is important later that the lower
bound on the probability is uniform over the location of the force points.
Lemma 4 [19, Lemma 2.4]. Suppose that η is an SLEκ(ρ
L; ρR) process
in H from 0 to ∞ with force points xL ≤ 0 ≤ xR. Fix κ ∈ (0, 8) and
ρL, ρR > (−2) ∨ (κ/2 − 4). Fix δ ∈ (0, 1/2) and define the stopping time
S1 = inf{t : η(t) ∈ ∂B(i, δ)}. Denote by U(δ) the δ-neighborhood of the seg-
ment connecting 0 to i. Define the stopping time S2 = inf{t : η(t) 6∈ U(δ)}.
Then there exists p0 = p0(δ) > 0 such that P[S1 < S2] ≥ p0. We emphasize
that p0 may depend on κ, ρ
L, ρR or δ, but it is uniform over xL, xR.
Lemma 5 Suppose that η is an SLEκ(ρ
L; ρR) process in H from 0 to∞ with
force points xL ≤ 0 ≤ xR. Fix κ ∈ (0, 8) and ρL, ρR > (−2) ∨ (κ/2− 4). Let
ξ be the first time that η exits B(0, 1). Then there exists q0 > 0 such that,
for δ small enough,
P[Imη(ξ) ≥ δ, dist(η[0, ξ], ) ≥ /4] ≥ q0.
We emphasize that q0 may depend on κ, ρ
L or ρR, but it is uniform over
xL, xR and .
9Proof Consider the event {η hits B(1, δ)}, since κ < 8, ρR > (−2)∨(κ/2−4),
there exist a function q(δ)→ 0 as δ → 0 such that (see [27, Lemma 6.5])
P[η hits B(1, δ)] ≤ q(δ).
It is important that q(δ) is uniform over xL, xR. Note that
P[Imη(ξ) ≥ δ, dist(η[0, ξ], ) ≥ /4] ≥ 1− P[η hits B(, /4)]− P[Imη(ξ) ≤ δ]
≥ 1− q(1/4)− 2q(δ).
Since q(δ)→ 0 as δ → 0, this implies the conclusion.
3 Proof of Theorem 1
In this section, we will first define the crossing events for SLE which corre-
spond to the different cases in Theorem 1. The formulae (2), (3), (5), (6)
were derived [28], and we will use these results to prove the formulae (4), (7),
hence completes the proof of Theorem 1. Set α+0 = β
+
0 = γ
+
0 = γ
+
1 = 0 and
α+j , β
+
j , γ
+
j are the numerical values listed in Theorem 1.
3.1 Definitions and Statements
Fix κ ∈ (4, 8) and let η be an SLEκ in H from 0 to∞. Suppose y ≤ 0 <  ≤ x
and let Tx be the swallowing time of x which is almost surely finite since
κ ∈ (4, 8). We are interested in the crossings of η between the ball B(x, )
and the interval (−∞, y).
We first define the crossing events Hα2j−1, Hβ2j and Hγ2j−1 for j ≥ 1 which
correspond to (2), (3), (4). Suppose that y ≤ 0 <  ≤ u ≤ x and let Tu be
the swallowing time of u. Set τ0 = σ0 = 0. Let τ1 be the first time that η hits
the ball B(x, ) and let σ1 be the first time after τ1 that η hits (−∞, y). For
j ≥ 1, let τj be the first time after σj−1 that η hits the connected component
of ∂B(x, ) \ η[0, σj−1] containing x +  and let σj be the first time after τj
that η hits (−∞, y). Define
Hα2j−1(, x, y) = {τj < Tx}, Hβ2j(, x, y) = {σj < Tx},
Hγ2j+1(, x, y, u) = {τ1 < Tu, σj < Tx}.
Imagine that η is the interface in the FK-Ising model and the bound-
ary conditions are free (0) on R− and are wired (1) on R+, then the event
Hα2j−1(, 1, 0) interprets that there are 2j − 1 arms going between ∂B(1, )
and ∂B(1, 1/2) of the pattern (010 · · · 10) clockwise. The event Hβ2j(, 1, 0)
interprets that there are 2j arms going between ∂B(1, ) and ∂B(1, 1/2) of
the pattern (01 · · · 01) clockwise. And the event Hγ2j+1(, 1, 0, 1/2) interprets
that there are 2j + 1 arms going between ∂B(1, ) and ∂B(1, 1/2) of the
pattern (10 · · · 101) clockwise. See Fig. 1.
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Fig. 1 In the panel on top, the curve η is an SLEκ in H from 0 to ∞. Let τ1
be the first time that η hits B(x, ). Let σ1 be the first time after τ1 that η hits
(−∞, 0). Let τ2 be the first time after σ1 that η hits the connected component of
∂B(x, )\η[0, σ1] containing x+ . In the panel on bottom left, this figure indicates
the event {τ2 < Tx} which corresponds to the case of three arms α+3 of the pattern
(010). In the panel on bottom middle, this figure indicates the event {σ2 < Tx}
which corresponds to the case of four arms β+4 of the pattern (0101). In the panel on
bottom right, this figure indicates the event {τ1 < Tu, σ2 < Tx} which corresponds
to the case of five arms γ+5 of the pattern (10101).
It is proved in [28, Theorems 1.1, 1.2] that, for any y ≤ 0 <  ≤ x and
j ≥ 1, we have
P[Hα2j−1(, x, y)] 
(
x
x− y
)α+2j−2 ( 
x
)α+2j−1
, (11)
P
[
Hβ2j(, x, y)
]

(
x
x− y
)β+2j−1 ( 
x
)β+2j
, (12)
where the constants in  are uniform over x, y, . In particular, for fixed
δ > 0, we have, for δ ≤ x ≤ 1/δ, and −1/δ ≤ y ≤ 0,
P[Hα2j−1(, x, y)]  α
+
2j−1 , P
[
Hβ2j(, x, y)
]
 β+2j , (13)
where the constants in  are uniform over . The readers may take (13) as the
definition of (2) and (3). In Section 3.2, we will prove the following estimate
on Hγ2j+1.
Proposition 1 Fix some δ > 0 small, define
F = {τ1 < Tu, η[0, τ1] ⊂ B(0, 1/δ), dist(η[0, τ1], [x− , x+ 3]) ≥ δ}.
Then, for δ ≤ u ≤ x/2 ≤ 1/δ, and −1/δ ≤ y ≤ 0,
P
[Hγ2j+1(, x, y, u) ∩ F]  γ+2j+1 , (14)
where the constants in  are uniform over . The readers may take (14) as
the definition of (4).
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Fig. 2 In the panel on top, the curve η is an SLEκ in H from 0 to ∞. Let σ1
be the first time that η hits (−∞, y). Let τ1 be the first time after σ1 that η hits
the connected component of ∂B(x, ) \ η[0, σ1] containing x + . In the panel on
bottom left, this figure indicates the event {τ1 < Tx} which corresponds to the
case of two arms α+2 of the pattern (10). In the panel on bottom middle, this figure
indicates the event {σ2 < Tx} which corresponds to the case of three arms β+3
of the pattern (101). In the panel on bottom right, this figure indicates the event
{σ1 = Tu, σ2 < Tx} which corresponds to the case of four arms γ+4 of the pattern
(0101).
Next, we define the crossing events Hα2j ,Hβ2j+1,Hγ2j+2 for j ≥ 0 which
correspond to (5), (6), (7). Suppose that y ≤ u ≤ − ≤  ≤ x and let Tu be
the swallowing time of u. Set τ0 = σ0 = 0. We emphasize that we will change
the definition of the stopping times in the following. Let σ1 be the first time
that η hits (−∞, y) and τ1 be the first time after σ1 that η hits the connected
component of ∂B(x, )\η[0, σ1] containing x+ . For j ≥ 1, let σj be the first
time after τj−1 that η hits (−∞, y) and τj be the first time after σj that η
hits the connected component of ∂B(x, ) \ η[0, σj ] containing x+ . Define
Hα2j(, x, y) = {τj < Tx}, Hβ2j+1(, x, y) = {σj+1 < Tx},
Hγ2j+2(, x, y, u) = {σ1 = Tu, σj+1 < Tx}.
Imagine that η is the interface in the FK-Ising model and the bound-
ary conditions are free (0) on R− and are wired (1) on R+, then the event
Hα2j(, ,−2) interprets that there are 2j arms going between ∂B(0, 4) and
∂B(0, 1/2) of the pattern (10 · · · 10) clockwise. The event Hβ2j+1(, ,−2) in-
terprets that there are 2j + 1 arms going between ∂B(0, 4) and ∂B(0, 1/2)
of the pattern (10 · · · 101) clockwise. And the event Hγ2j+2(, ,−2,−) inter-
prets that there are 2j + 2 arms going between ∂B(0, 4) and ∂B(0, 1/2) of
the pattern (01 · · · 01) clockwise. See Fig. 2.
It is proved in [28, Theorems 1.1, 1.2] that, for any y ≤ 0 <  ≤ x and
j ≥ 1, we have
P[Hα2j(, x, y)] 
(
x
x− y
)α+2j ( 
x
)α+2j−1
, (15)
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P
[
Hβ2j−1(, x, y)
]

(
x
x− y
)β+2j−1 ( 
x
)β+2j−2
, (16)
where the constants in  are uniform over x, y, . In particular, fix some
δ > 0, we have, for δ ≤ x ≤ /δ, and −1/δ ≤ y ≤ −δ,
P[Hα2j(, x, y)]  α
+
2j , P
[
Hβ2j−1(, x, y)
]
 β+2j−1 , (17)
where the constants in  are uniform over . The readers may take (17) as the
definition of (5) and (6). In Section 3.3, we will prove the following estimate
on Hγ2j .
Proposition 2 Fix some δ > 0 small, let S be the first time that η exits the
unit disc and define
F = {Imη(S) ≥ δ, S < Tu, S < Tx}.
Then, for −/δ ≤ u ≤ −,  ≤ x ≤ /δ, and −1/δ ≤ y ≤ −2,
P
[Hγ2j(, x, y, u) ∩ F]  γ+2j , (18)
where the constants in  are uniform over . The readers may take (18)
as the definition of (7). Moreover, for −/δ ≤ u ≤ −,  ≤ x ≤ /δ, and
−1/δ ≤ y ≤ −2, we also have
P
[Hγ2j(, x, y, u)] = γ+2j+o(1). (19)
Note that (14) and (18) are weaker than (11), (12), (15) and (16), as we
will only derive the upper bound of the probabilities of Hγ2j+1(, x, y, u) and
Hγ2j(, x, y, u) restricted to the event F . But they are sufficient to derive the
arm exponents for the critical FK-Ising model, see [27, Section 5, Proof of
Theorem 1.1]. In fact, assuming the convergence of interface and using RSW
of the random-cluster model, we can argue that (14) and (18) hold without
the intersection with F [27, Section 5]. However, we do not know an easy
way to prove it only using SLE techniques (it is possible to argue it using
Imaginary Geometry [17], but we prefer not to do it in this way). As RSW
is known for random-cluster model [9], we decide not to spend energy in
improving (14) and (18) to the case when there is no intersection with F .
Nevertheless, we will give the proof of (19), which does not require much
extra effort, as it will be needed in Section 4.
The rest of this section is organized as follows. We prove (14) in Sec-
tion 3.2 where we need (16) and an estimate on the expectation of derivatives
Lemma 6. We prove (18) and (19) in Section 3.3 where we need (12) and an
estimate on the expectation of derivatives Lemma 7.
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3.2 Proof of Proposition 1
Lemma 6 Fix κ > 4. For λ ≥ 0, define
u1(λ) =
κ2 − 6κ+ 16
4κ
+
κ− 2
2κ
√
4κλ+ (κ/2− 4)2.
Let η be an SLEκ in H from 0 to ∞. For  > 0, let τ be the first time that η
hits B(1, ) and let T be the swallowing time of 1/2. Fix some δ > 0 small,
define
G = {τ < T, Imη(τ) ≥ δ},
F = G ∩ {η[0, τ ] ⊂ B(0, 1/δ), dist(η[0, τ ], [1− , 1 + 3]) ≥ δ}.
Then we have
u1(λ)  E [g′τ (1)λ1F] ≤ E [g′τ (1)λ1G]  u1(λ),
where the constants in  are uniform over .
Proof Set ν = κ− 4, ρ = −κ/2−√4κλ+ (κ/2− 4)2 and
Mt = (gt(1/2)−Wt)ν/κg′t(1)ρ(ρ+4−κ)/(4κ)(gt(1)−Wt)ρ/κ(gt(1)−gt(1/2))ρν/(2κ).
By Lemma 3, the process M is a local martingale and the law of η weighted
by M becomes the law of SLEκ(ν, ρ) with force points (1/2, 1). Denote by
ORt the rightmost point of gt(η[0, t]) ∩ R. On the event {Imη(τ) ≥ δ}, we
know that
(gτ (1/2)−Wτ )  (gτ (1)−Wτ )  (gτ (1)− gτ (1/2)) 
(
gτ (1)−ORτ
)
,
where the constants in  depend only on δ. By the Koebe 1/4 theorem, we
have
(
gτ (1)−ORτ
)  g′τ (1). Therefore, by the choice of ν and ρ, we have,
Mτ  g′τ (1)λ−u1(λ), on G.
Thus
u1(λ)P∗[F∗]  E [g′τ (1)λ1F] ≤ E [g′τ (1)λ1G]  u1(λ)P∗[G∗],
where η∗ is an SLEκ(ν, ρ) with force points (1/2, 1), P∗ denotes the law of
η∗ and F∗,G∗ are defined for η∗ accordingly. To show the conclusion, it is
sufficient to show P∗[F∗]  1. Define ϕ(z) = z/(1−z). Then ϕ is the Mobius
transformation of the upper half plane that sends the triple (1/2, 1,∞) to
(,∞,−). Let η˜ = ϕ(η∗), then η˜ is an SLEκ(κ− 6− ρ; ν) with force points
(−; ). Let S˜ be the first time that η˜ exits the unit disc and define F˜ =
{η˜[0, S˜] ⊂ U(δ)} where U(δ) is the δ-neighborhood of the segment [0, i].
Note that ν ≥ κ/2 − 2 and κ − 6 − ρ ≥ κ/2 − 2, by Lemma 4, we have
P∗[F∗] ≥ P˜[F˜ ] ≥ p0(δ). This completes the proof.
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Proof (Proof of (14)–Upper Bound) Fix κ ∈ (4, 8) and let η be an SLEκ
in H from 0 to ∞. Let τ be the first time that η hits B(1, ), let T be the
swallowing time of u. Recall that
F = {τ < T, η[0, τ ] ⊂ B(0, 1/δ), dist(η[0, τ ], [1− , 1 + 3]) ≥ δ}.
Given η[0, τ ], let f = gτ −Wτ . We know that the image of η[τ,∞) under f ,
denoted by η˜, has the law of SLEκ. Define H˜β2j−1 for η˜. Given η[0, τ ] and on
the event F , we have the following observations.
– Consider the image of ∂B(1, ) under f . By Lemma 1, we know that
f(B(1, )) is contained in the ball with center f(1+ ) and radius 3(f(1+
3)−f(1+)). On the event {dist(η[0, τ ], [1−, 1+3]) ≥ δ}, by the Koebe
distortion theorem [20, Chapter I Theorem 1.3], we know that there exists
a universal constant C depending only on δ such that f(1 + )− f(1) ≤
f(1 + 3)− f(1) ≤ Cf ′(1). This implies that, on F , the image f(B(1, ))
is contained in the ball with center f(1) and radius Cf ′(1) for another
constant C depending only on δ.
– Consider f(y). On the event {η[0, τ ] ⊂ B(0, 1/δ)}, we know that |f(y)| is
bounded both sides by universal constants depending only on δ.
Combining these two observations with (16), we have
P
[Hγ2j+1(, x, y, u) | η[0, τ ],F] ≤ P [H˜β2j−1(Cf ′(1), f(1), f(y))] . (g′τ (1))β+2j−1 .
Therefore, by Lemma 6, we have
P
[Hγ2j+1(, x, y, u)] . E [(g′τ (1))β+2j−1 1F]  u1(β+2j−1)+β+2j−1 .
Note that u1(β
+
2j−1) + β
+
2j−1 = γ
+
2j+1. This completes the proof.
Proof (Proof of (14)–Lower Bound) Assume the same notations as in the
proof of the upper bound. Given η[0, τ ] and on the event F , we have the
following observations.
– Consider the image of ∂B(1, ) under f . By the Koebe 1/4 theorem,
we know that f(B(1, )) contains the ball with center f(1) and radius
f ′(1)/4. On the event {Imη(τ) ≥ δ}, we know that f(1)  f ′(1).
– Consider f(y). On the event {η[0, τ ] ⊂ B(0, 1/δ)}, we know that |f(y)| is
bounded both sides by universal constants depending only on δ.
Combining these two facts with (16), we have
P
[Hγ2j+1(, x, y, u) | η[0, τ ],F] ≥ P [H˜β2j−1(f ′(1)/4, f(1), f(y))]  (g′τ (1))β+2j−1 .
Therefore, by Lemma 6, we have
P
[Hγ2j+1(, x, y, u) ∩ F] & E [(g′τ (1))β+2j−11F]  γ+2j+1 .
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3.3 Proof of Proposition 2
Lemma 7 Fix κ > 4. For λ ≥ 0, define
u2(λ) =
(κ− 4)(κ+ 2)
4κ
+
(κ− 2)
2κ
√
4κλ+ (κ/2− 2)2.
Let η be an SLEκ in H from 0 to∞. For  > 0 small, let TL be the swallowing
time of − and let TR be the swallowing time of +. For C ≥ 2, let ξ be the
first time that η exits B(0, C). Fix some δ > 0 small, define
F = {ξ < TL, ξ < TR, Imη(ξ) ≥ δC}, G = F ∩ {dist(η[0, ξ], ) ≥ /4}.
Then we have
C−Au2(λ) . E[g′ξ()λ1G ] ≤ E[g′ξ()λ1F ] . (δC)−Au2(λ),
where A is some constant depending on κ and λ, the constants in . are
uniform over , C, δ.
Proof Set ρL = κ− 4, ρR = κ/2− 2 +√4κλ+ (κ/2− 2)2 and
Mt = (Wt−gt(−))ρL/κg′t()ρ
R(ρR+4−κ)/(4κ)(gt()−Wt)ρR/κ(gt()−gt(−))ρLρR/(2κ).
By Lemma 3, we know that M is local martingale and the law of η weighted
by M becomes the law of SLEκ(ρ
L; ρR) with force points (−; ). By [19,
Lemma 3.4], we have
δC . (gξ()−Wξ) , (Wξ − gξ(−)) ≤ (gξ()− gξ(−)) ≤ 4C, on F .
By the choice of ρR, we have ρR(ρR + 4− κ) = 4κλ. Thus,
(δC)Ag′ξ()
λ .Mξ . CAg′ξ()λ, on F ,
where A = ρL/κ+ ρR/κ+ ρLρR/(2κ). Therefore
C−AM0P∗[G∗] . E[g′ξ()λ1G ] ≤ E[g′ξ()λ1F ] . (δC)−AM0,
where η∗ is an SLEκ(ρL; ρR) with force points (−; ), P∗ denotes its law
and G∗ is defined for η∗ accordingly. Note that M0 = u2(λ). To show the
conclusion, it is sufficient to show P∗[G∗]  1 which is guaranteed by Lemma
5 since ρL ≥ κ/2− 2 and ρR ≥ κ/2− 2.
Remark 3 Taking λ = 0 in Lemma 7, we see (18) holds for γ+2 = (κ− 4)/2.
Proof (Proof of (18)–Lower Bound) Fix κ ∈ (4, 8) and let η be an SLEκ
in H from 0 to ∞. Let S be the first time that η exits the unit disc. Fix
x =  and u = − and let TL be the swallowing time of − and TR be the
swallowing time of . Let σ be the first time that η hits (−∞, y). Recall that
F = {Imη(S) ≥ δ, S < TL, S < TR}. Set fS = gS −WS and fσ = gσ −Wσ.
Given η[0, σ], the image of η[σ,∞) under fσ, denoted by η˜, has the law of
SLEκ, and we define H˜β2j−2 for η˜. We will control the behavior of η[0, S] and
η[S, σ] separately.
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– Consider η[0, S] and define G = F ∩{dist(η[0, S], x) ≥ /4}. Given η[0, S]
and on the event G, consider the image of B(x, ) under fS . On the event
G, by the Koebe 1/4 theorem, we know that fS(B(x, )) contains the ball
with center fS(x) and radius f
′
S(x)/16. Note that on the event G, we
know that |fS(x)| is bounded both sides by universal constants depending
only on δ.
– Given η[0, S] and on G, consider η[S, σ]. From the above item, we know
that fS(B(x, )) contains the ball with center w := fS(x) and radius r :=
f ′S(x)/16. Define E to be the event that σ = TL and that the distance
between fS(η[S, σ]) and B(w, r) is at least w/4. Clearly, the probability of
E is bounded from below by a universal positive constant depending only
on δ as long as |fS(y)| is bounded from above by a constant depending
only on δ, r ≤ w/16 and w is bounded from below by a universal constant
depending only on δ. On the event E , note that h := fσ ◦ f−1S is the
conformal map fromH\fS(η[S, σ]) ontoH, and the image ofB(w, r) under
h contains the ball with center h(w) = fσ(x) and radius rh
′(u)/4. Note
that on E , fσ(x) is bounded both sides by universal constants depending
only on δ; and, by the Koebe 1/4 theorem, the derivative h′(u) is bounded
from below by fσ(x)/(4u) which is therefore bounded from below by
universal constant depending only on δ. To summarize, given η[0, σ] and
on the event G ∩ E , we know that fσ(B(x, )) contains a ball with center
fσ(x) and radius cδf
′
S(x) where fσ(x) is bounded both sides by universal
constants depending only on δ and cδ > 0 depends only on δ.
Combining these two facts with (12), we have that
P
[Hγ2j(, x, y, u) | η[0, σ],G ∩ E] & P [H˜β2j−2(cδf ′S(x), fσ(x), fσ(y))] & (g′S(x))β+2j−2 .
Since the probability for E is bounded from below by positive constant de-
pending only on δ, we have
P
[Hγ2j(, x, y, u) | η[0, S],G] & (g′S(x))β+2j−2 .
Therefore, by Lemma 7, we have
P
[Hγ2j(, x, y, u) ∩ G] & E [(g′S(x))β+2j−2 1G]  γ+2j .
This completes the proof.
Lemma 8 Fix κ > 4, let η be an SLEκ in H from 0 to ∞. For y ≤ −2, u ∈
[−/δ,−], x ∈ [, /δ], let TL be the swallowing time of u and let TR be
the swallowing time of x. For C ∈ [2, 1], let ξ be the first time that η exits
B(0, C). Fix some δ > 0 small, define
F = {ξ < TL, ξ < TR, Imη(ξ) ≥ δC}.
Then we have, for j ≥ 2,
P
[Hγ2j(, x, y, u) ∩ F] . C−Aδ−Bγ+2j .
where A,B are some constants depending on κ and j, the constants in . are
uniform over , C, δ. Note that this lemma gives the upper bound in (18).
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Proof Given η[0, ξ], let f = gξ − Wξ. We know that the image of η[ξ,∞)
under f , denoted by η˜, has the same law as SLEκ. Define H˜β2j−2 for η˜. We
have the following observations.
– Consider the image of ∂B(x, ) under f . By Lemma 1, we know that the
image of ∂B(x, ) under f is contained in the ball with center f(x + 3)
and radius 8f ′(x+ 3). On the event F , we have δC . f(x+ 3) ≤ 2C.
– Consider f(y). The quantity |f(y)| is bounded from below by universal
constant as long as y ≤ −2.
Combining these two facts with (12), we have
P
[Hγ2j(, x, y, u) | η[0, S],F] ≤ P [H˜β2j−2(8f ′(x+ 3), f(x+ 3), f(y))]
. (δC)−A (g′S(x+ 3))
β+2j−2 ,
where A is some constant depending on κ and j. Therefore, by Lemma 7, we
have
P
[Hγ2j(, x, y, u) ∩ F] . (δC)−AE[(g′S(x+ 3))β+2j−2 1F ] . C−Aδ−Bγ+2j ,
where A,B are some constants depending only on κ, j. This completes the
proof.
Lemma 9 Fix κ ∈ (0, 8) and let η be an SLEκ in H from 0 to ∞. Fix
n ≥ 1 such that 2−n ≥ 2. For 1 ≤ m ≤ n, let ξm be the first time that η
exits B(0, 2m−n+1). Note that ξ1, ..., ξn is an increasing sequence of stopping
times and ξ1 is the first time that η exits B(0, 2
−n) and ξn is the first time
that η exits B(0, 1/2). For 1 ≤ m ≤ n, define
Fm = {Imη(ξm) ≤ δ2m−n+1}.
There exists a function p : (0, 1) → [0, 1] with p(δ) ↓ 0 as δ ↓ 0 such that
P[∩n1Fm] ≤ p(δ)n.
Proof For 1 ≤ m ≤ n, given η[0, ξm], let fm = gξm−Wξm . Denote 2m−n+1 by
r. The event Fm+2 is that η exits B(0, 4r) through B(−4r, δ4r)∪B(4r, δ4r).
Let η˜ be the image of η[ξm,∞) under fm. Then Fm+2 implies that η˜ hits
fm(B(−4r, δ4r)) ∪ fm(B(4r, δ4r)). Consider fm(B(4r, δ4r)). By Lemma 2,
we know that fm(B(4r, δ4r)) is contained in the ball with center fm(4r) and
radius 16δrf ′m(4r). By [13, Corollary 3.44], we have that 4r ≤ fm(4r) ≤ 8r,
and f ′m(4r)  1. Thus, by [1], we have P [Fm+2 | η[0, ξm]] ≤ Cδ8/κ−1. Iterating
this relation, we have
P [∩n1Fm] ≤
(
Cδ8/κ−1
)n/2
.
This implies the conclusion.
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Proof (Proof of (19)–Upper Bound) Assume the same notation as in Lemma 9.
For 1 ≤ m ≤ n, by Lemma 8, we have that
P
[Hγ2j(, x, y, u) ∩ Fcm] . 2nAδ−Bγ+2j ,
as long as y ≤ −2, where A,B are some constants depending on κ, j. Com-
bining with Lemma 9, we have, for any n and δ > 0 small,
P
[Hγ2j(, x, y, u)] . n2nAδ−Bγ+2j + p(δ)n,
where p(δ) ↓ 0 as δ ↓ 0. This implies the conclusion.
4 Proof of Theorem 3
Fix κ ∈ (4, 8) and let η be an SLEκ in H from 0 to ∞. Fix z ∈ H with
|z| = 1 and suppose y ≤ 0. Let Tz be the first time that η swallows z. We
are interested in the crossings of η between the ball B(z, ) and the interval
(−∞, y). We write c.c. for “connected component”.
Set τ0 = σ0 = 0. Let τ1 be the first time that η hits B(z, ) and let
σ1 be the first time after τ1 that η hits (∞, y). Given η[0, σ1] and suppose
σ1 < Tz, we know that B(z, ) \ η[0, σ1] has one c.c. that contains z, denoted
by Cz. The boundary ∂Cz consists of pieces of η[0, σ1] and pieces of ∂B(z, ).
Consider ∂Cz ∩ ∂B(z, ), there may be several c.c.s, but there is only one
which can be connected to ∞ in H \ (η[0, σ1] ∪ B(z, )). We denote this c.c.
by Cbz and orient it clockwise and denote the ending point of C
b
z by X
b
z . See
Figure 3. Let τ2 be the first time after σ1 that η hits C
b
z , and let σ2 be the
first time after τ2 that η hits (−∞, y). For j ≥ 2, let τj be the first time after
σj−1 such that η hits the c.c. of Cbz \ η[0, σj−1] containing Xbz and let σj be
the first time after τj that η hits (−∞, y). Define
Eα2j(, z, y) = {τj < Tz}, Eβ2j+1(, z, y) = {σj < Tz}.
Cbz
Xbz
η(τ1)
η(σ1)
z
Fig. 3 The gray part is the connected component of B(z, )\η[0, σ1] that contains
z, which is denoted by Cz. The bold part of ∂Cz is C
b
z and the point X
b
z is indicated
in the figure.
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The definition of Eγ is a little complicated. Given η[0, τ1], let fτ1 = gτ1 −
Wτ1 and set u = −4|g′τ1(z)|. Denote f−1τ1 (u) by w and let Tw be the first
time that η swallows w. Define
Eγ2j+2 = {σ1 = Tw, σj < Tz}.
We will estimate the probability of Eα, Eβ and Eγ , but due to technical
difficulty in the proof, we need an auxiliary event. Define
F = {η[0, τ1] ⊂ B(0, R)},
where R is a constant from Lemma 10 and it depends only on κ and z which
is decided in Lemma 10.
Proposition 3 Assume the same notations as in Theorem 3. For fixed z ∈ H
with |z| = 1, fixed δ > 0 small and for j ≥ 1, and for −1/δ ≤ y ≤ −2R, we
have
P
[Eα2j(, z, y) ∩ F] = α2j+o(1); (20)
P
[
Eβ2j+1(, z, y) ∩ F
]
= β2j+1+o(1); (21)
P
[Eγ2j+2(, z, y) ∩ F] = γ2j+2+o(1). (22)
The readers may take (20), (21) and (22) as the definition of (8), (9) and (10).
The rest of this section is organized as follows. We first explain the choice
of the constant R in Lemma 10 and then give the proof for the lower bound
of (20). To derive the upper bound of (20), we need Lemmas 11 and 12. The
proof of (21) and (22) are similar.
Lemma 10 [27, Lemma 4.2]. Fix κ ∈ (0, 8) and let η be an SLEκ in H from
0 to ∞. For λ ≥ 0, define
ρ = κ/2−4−
√
4κλ+ (κ/2− 4)2, v(λ) = 1
2
− κ
16
−λ
2
+
1
8
√
4κλ+ (κ/2− 4)2.
Fix z ∈ H with |z| = 1. For  > 0, let τ be the first time that η hits B(z, ).
Define Θt = arg(gt(z)−Wt). For δ ∈ (0, 1/16), R ≥ 4, define
G = {τ <∞, Θτ ∈ (δ, pi − δ)}, F = {η[0, τ ] ⊂ B(0, R)}.
There exists a constant R depending only on κ and z such that the following
is true:
v(λ) . E
[|g′τ (z)|λ1F∩G] ≤ E [|g′τ (z)|λ1G] . v(λ)δ−v(λ)−ρ2/(2κ),
where the constants in . are uniform over , δ.
Now we have decided the constant R in Lemma 10, and we will fix it in
the following of the paper.
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Proof (Proof of (20)–Lower Bound) Let η be an SLEκ in H from 0 to ∞.
Let τ be the first time that η hits B(z, ). Denote the centered conformal
map gt −Wt by ft for t ≥ 0. Recall that F = {η[0, τ ] ⊂ B(0, R)}. Fix some
δ > 0 and define G = F ∩ {Θτ ∈ (δ, pi − δ)}.
We run η until the time τ and on the event G, by the Koebe 1/4 theorem,
we know that fτ (B(z, )) contains the ball with center w := fτ (z) and radius
r := |f ′τ (z)|/4 and arg(w) ∈ (δ, pi − δ), and r ≤ Imw ≤ 16r. We wish to
apply (15), however this ball is centered at w = fτ (z) which does not satisfy
the conditions in (15). We will fix this problem by running η a little further
and argue that there is positive chance that η does the right thing.
Let η˜ be the image of η[τ,∞) under fτ . Let γ be the broken line from 0
to w and then to −r and let Ar be the r/4-neighborhood of γ. Let S1 be the
first time that η˜ exits Ar and let S2 be the first time that η˜ hits (−∞,−r).
By [19, Lemma 2.5], we know that P[S2 < S1] is bounded from below by
positive constant depending only on κ and δ. On the event {S2 < S1}, it
is clear that there exist constants xδ, cδ > 0 depending only on δ such that
fS2(B(z, )) contains the ball with center xδr and radius cδr. Let ηˆ be the
image of η[S2,∞) under fS2 and define Hˆα2j for ηˆ. Then, by (15), we have
P
[Eα2j(, z, y) | η[0, S2],G ∩ {S2 < S1}] ≥ P [Hˆα2j−2(cδr, xδr, fS2(y))] & (|g′τ (z)|)α+2j−2 .
Since {S2 < S1} has a positive chance, we have
P
[Eα2j(, z, y) | η[0, τ ],G] & (|g′τ (z)|)α+2j−2 .
Therefore, by Lemma 10, we have
P
[Eα2j(, z, y) ∩ G] & E [(|g′τ (z)|)α+2j−21G]  α2j ,
where the constants in & and  are uniform over . This completes the proof.
Lemma 11 Fix κ ∈ (4, 8) and let η be an SLEκ in H from 0 to ∞. Fix
z ∈ H with |z| = 1 and let Tz be the first time that η swallows z. Let Θt =
arg(gt(z) −Wt). For C ≥ 16, let ξ be the first time that η hits ∂B(z, C).
For δ ∈ (0, 1/16), define
F = {ξ < Tz, Θξ ∈ (δ, pi − δ), η[0, ξ] ⊂ B(0, R)}.
Then we have, for j ≥ 1,
P
[Eα2j+2(, z, y) ∩ F] . CAδ−Bα2j+2 , provided y ≤ −2R.
where A,B are some constants depending on κ and j, and the constant in .
is uniform over δ, C, .
Proof We run the curve up to time ξ and let f = gξ−Wξ. We know that the
image of η[ξ,∞) under f has the same law as SLEκ, we denote it by η˜ and
define H˜α2j for η˜. We have the following observations.
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– By Lemma 2, we know that f(B(z, )) is contained in the ball with center
f(z) and radius r := 4|f ′(z)|. Applying the Koebe 1/4 theorem to f , we
have
C|f ′(z)|/4 ≤ Imf(z) ≤ 4C|f ′(z)|. (23)
Next, we argue that f(B(z, )) is contained in the ball with center |f(z)| ∈
R and radius 8Cr/δ. Since f((z, )) is contained in the ball with center
f(z) and radius r, it is clear that f(B(z, )) is contained in the ball with
center |f(z)| with radius r + 2|f(z)|. By (23), we have
Cr/16 ≤ |f(z)| sinΘξ ≤ Cr.
Since Θξ ∈ (δ, pi−δ), we know that, for δ > 0 small, we have sinΘξ ≥ δ/2.
Thus, Cr/16 ≤ |f(z)| ≤ 2Cr/δ. Therefore, f(B(z, )) is contained in
the ball with center |f(z)| with radius 8Cr/δ. In summary, we know
that f(B(z, )) is contained in the ball with center |f(z)| and radius
32C|f ′(z)|/δ where
C|f ′(z)|/4 ≤ |f(z)| ≤ 8C|f ′(z)|/δ.
– Since {η[0, ξ] ⊂ B(0, R)} and y ≤ −2R, it is clear that |f(y)| is bounded
from below by universal constant.
Combining these two facts with (15), we have
P
[Eα2j+2(, z, y) | η[0, ξ],F] ≤ P [H˜α2j(32C|f ′(z)|/δ, |f(z)|, f(y))] . (C|g′ξ(z)|/δ)α+2j ,
where the constant in . is uniform over C, , δ. Thus, by Lemma 10, we have
P
[Eα2j+2(, z, y) ∩ F] . (C/δ)α+2j E [|g′ξ(z)|α+2j1F] . δ−b (C/δ)α+2j v(α+2j),
where b is some constant from Lemma 10. Note that α2j+2 = v(α
+
2j) + α
+
2j .
This completes the proof.
From Lemma 11, we see that in order to show the upper bound in (20), it
remains to argue that {Θξ ∈ (δ, pi − δ)} happens with high probability. This
is guaranteed by the following lemma.
Lemma 12 [27, Lemma 4.4]. Fix κ ∈ (0, 8) and let η be an SLEκ in H from
0 to ∞. Fix z ∈ H with |z| = 1. Let Tz be the first time that η swallows z and
set Θt = arg(gt(z) −Wt). Take n ∈ N such that B(z, 162n) is contained in
H. For 1 ≤ m ≤ n, let ξm be the first time that η hits B(z, 162n−m+1). Note
that ξ1, ..., ξn is an increasing sequence of stopping times and ξ1 is the first
time that η hits B(z, 162n) and ξn is the first time that η hits B(z, 32). For
1 ≤ m ≤ n, for δ > 0, define
Fm = {ξm < Tz, Θξm 6∈ (δ, pi − δ)}
There exists a function p : (0, 1) → [0, 1] with p(δ) ↓ 0 as δ ↓ 0 such that
P [∩n1Fm] ≤ p(δ)n.
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Proof (Proof of (20)–Upper Bound) Assume the same notations as in Lemma
12. Recall that F = {η[0, τ1] ⊂ B(0, R)}. By Lemma 11, we have, for 1 ≤
m ≤ n
P
[Eα2j+2(, z, y) ∩ F ∩ Fcm] . 2nAδ−Bα2j ,
where A,B are some constants depending on κ and j. Combining with
Lemma 12, we have, for any n and δ > 0,
P
[Eα2j+2(, z, y) ∩ F] . n2nAδ−Bα2j + p(δ)n,
where p(δ) ↓ 0 as δ ↓ 0. This implies the conclusion.
Proof (Proof of (21)) The lower bound for (21) can be proved in the same
way as the lower bound of (20). By the same proof of Lemma 11 where we
replace (15) by (16), we obtain
P
[
Eβ2j+1(, z, y) ∩ {ξ < Tz, Θξ ∈ (δ, pi − δ), η[0, ξ] ⊂ B(0, R)}
]
. CAδ−Bβ2j+1 ,
as long as y ≤ −2R, where A,B are some constants depending on κ, j. Then
we can repeat the same proof of the upper bound for (20) to obtain the upper
bound for (21).
Proof (Proof of (22)) We can repeat the same proof of the lower bound of
(20) to give the lower bound of (22). We only need to take care of the point
u := −4|g′τ (z)|. Given η[0, S2] and on the event {S2 < S1}, we also have
that fS2 ◦ f−1τ (u)  |g′τ (z)|. Then we can use the same argument to get the
lower bound for (22).
By the same proof of Lemma 11 where we replace (15) by (19), we could
obtain
P
[Eγ2j+2(, z, y) ∩ {ξ < Tz, Θξ ∈ (δ, pi − δ), η[0, ξ] ⊂ B(0, R)}] ≤ CAδ−Bβ2j+1+o(1),
as long as y ≤ −2R, where A,B are some constants depending on κ, j. Then
we can repeat the same proof of the upper bound for (20) to obtain the upper
bound for (22).
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