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ABSTRACT
Hyungju Andy Park Ph.D., Purdue University, May 2016. Representation and Con-
trol of Coordinated-Motion Tasks for Human-Robot Systems. Major Professor: C.
S. George Lee.
It is challenging for robots to perform various tasks in a human environment.
This is because many human-centered tasks require coordination in both hands and
may often involve cooperation with another human. Although human-centered tasks
require different types of coordinated movements, most of the existing methodologies
have focused only on specific types of coordination. This thesis aims at the description
and control of coordinated-motion tasks for human-robot systems; i.e., humanoid
robots as well as multi-robot and human-robot systems.
First, for bimanually coordinated-motion tasks in dual-manipulator systems, we
propose the Extended-Cooperative-Task-Space (ECTS) representation, which extends
the existing Cooperative-Task-Space (CTS) representation based on the kinematic
models for human bimanual movements in Biomechanics. The proposed ECTS rep-
resentation can represent the whole spectrum of dual-arm motion/force coordination
using two sets of ECTS motion/force variables in a unified manner. The type of coor-
dination can be easily chosen by two meaningful coefficients, and during coordinated-
motion tasks, each set of variables directly describes two different aspects of coor-
dinated motion and force behaviors. Thus, the operator can specify coordinated-
motion/force tasks more intuitively in high-level descriptions, and the specified tasks
can be easily reused in other situations with greater flexibility. Moreover, we present
consistent procedures of using the ECTS representation for task specifications in
the upper-body and lower-body subsystems of humanoid robots in order to perform
manipulation and locomotion tasks, respectively. Besides, we propose and discuss
xiv
performance indices derived based on the ECTS representation, which can be used to
evaluate and optimize the performance of any type of dual-arm manipulation tasks.
We show that using the ECTS representation for specifying both dual-arm manipu-
lation and biped locomotion tasks can greatly simplify the motion planning process,
allowing the operator to focus on high-level descriptions of those tasks. Both upper-
body and lower-body task specifications are demonstrated by specifying whole-body
task examples on a Hubo II+ robot carrying out dual-arm manipulation as well as
biped locomotion tasks in a simulation environment. We also present the results
from experiments on a dual-arm robot (Baxter) for teleoperating various types of
coordinated-motion tasks using a single 6D mouse interface.
The specified upper- and lower-body tasks can be considered as coordinated mo-
tions with constraints. In order to express various constraints imposed across the
whole-body, we discuss the modeling of whole-body structure and the computations
for robotic systems having multiple kinematic chains. Then we present a whole-
body controller formulated as a quadratic programming, which can take different
types of constraints into account in a prioritized manner. We validate the whole-
body controller based on the simulation results on a Hubo II+ robot performing
specified whole-body task examples with a number of motion and force constraints
as well as actuation limits. Lastly, we discuss an extension of the ECTS represen-
tation, called Hierarchical Extended-Cooperative-Task Space (H-ECTS) framework,
which uses tree-structured graphical representations for coordinated-motion tasks of
multi-robot and human-robot systems. The H-ECTS framework is validated by ex-
perimental results on two Baxter robots cooperating with each other as well as with
an additional human partner.
1
1. INTRODUCTION
1.1 Motivations and Objectives
It is challenging for robotic systems to perform tasks in human-centered environ-
ments. One of the main reasons is that many tasks require various types of coor-
dinated movements in both hands as well as cooperation with another human; e.g.,
daily tasks at home and workplace, assembly/inspection operations in factories, and
operations at construction or disaster sites (see Fig. 1.1).
Fig. 1.1. Task examples requiring coordinated movements.
Coordinated-motion tasks can be considered as having constraints imposed on the
motion/force of the hands; i.e., the end-effectors of manipulators. In order for robotic
systems to perform those tasks, the required coordination in motion/force needs to
be expressed as constraints, which have been studied as control of constrained robotic
systems over the last couple of decades.
The research efforts on constrained robotic systems started out with controlling
a fixed-base single manipulator robot [1, 2] for constrained movements due to the
2
Fig. 1.2. Examples of constrained robotic systems.
contact with rigid environments or objects [3, 4] (see Fig. 1.2(a)). When there are
more than one end-effector cooperating with one another (see Figs. 1.2(b)-(e)), the
robot systems are constrained by the coordination required in the movements of the
end-effectors. The control of multiple robots cooperatively manipulating a rigid object
was investigated, where a closed chain due to the rigid grasp of the object was imposed
as constraints (see Fig. 1.2(b)). It was followed by the control of dual-arm robots
having a fixed or mobile base for various coordinated-motion tasks (see Fig. 1.2(c)).
Besides, recently, many research efforts have been made for humanoid robot systems,
which are designed to perform dual-arm manipulation tasks with bipedal locomotion
capability in a human environment (see Fig. 1.2(d)). Humanoid robot systems are
of special interest since they consist of two dual-manipulator subsystems [5]: an
upper-body manipulation subsystem and a lower-body locomotion subsystem, where
each of them requires coordinated movements of two end-effectors (i.e., hands and
feet) for manipulation and locomotion tasks, respectively, as illustrated in Fig. 1.3.
Moreover, the cooperation of multiple manipulator robots or human-robot systems
(see Fig. 1.2(e)), called multi-agent systems, has been investigated more recently.
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“This thesis aims at investigating the representation and control of
coordinated-motion tasks of humanoid robot systems as well as those of
multi-agent systems.”
Fig. 1.3. Two subsystems in a humanoid robot: an upper-body and lower-body.
The objectives of our research with applications are summarized in Fig. 1.4. The
objectives of our research are:
1. Investigation of methodologies for the description and control of bimanually
coordinated-motion tasks, which will allow for more consistent descriptions of
dual-arm tasks involving different types of coordination in motion and force.
2. Effective specification of dual-arm manipulation and biped locomotion tasks for
humanoid robot systems.
3. Investigation of the modeling and kinematics/dynamics computations for hu-
manoid robots having multi-branch kinematic structures and formulation of a
whole-body controller, which can incorporate various types of constraints.
4. Investigation of methodologies for the description and control of coordinated-
motion tasks of multi-robot and human-robot systems
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Fig. 1.4. The objectives and applications of the research in this thesis.
1.2 Literature Survey
The previous work related to our research objectives can be largely grouped as
modeling and control of constrained robotic systems, and the areas of related work
can be laid out as shown in Fig. 1.5. This subsection provides the survey of the related
work in each of the areas: the control of cooperative manipulator systems, modeling
approaches for constrained dynamic systems, whole-body control of humanoid robots,
and the control of cooperative tasks for multi-agent systems.
1.2.1 Cooperative Manipulator Systems
Over the last two decades, control of cooperative manipulator systems (e.g., dual-
arm robot systems) has gained growing attention over single-arm manipulation for
its usefulness for handling heavier and bulkier objects and performing more sophis-
ticated operations [6]. The approaches on the control of cooperative manipulation
systems can be classified into two groups of approaches [6, 7]. One group is called
loose cooperative control approach, in which the coordination of both manipulators
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Fig. 1.5. Areas of related work for our research objectives.
was only considered at a task planning level; that is, they focused rather on the
coordination of the timing of the movements of two arms. Each manipulator was
individually controlled without explicitly considering the interaction in motion/force
and closed-chain constraints formed during grasping with a rigid object. The other
group of the approaches is called tight cooperative control approach, which explicitly
considered the motion/force interaction and closed-chain constraints. The coordina-
tion of both manipulators was considered not only at the task planning level but also
at the control level.
Loose Cooperative Control Approach
In the loose cooperative control approach [8–11], cooperative tasks of dual-arm
manipulator systems were defined in terms of the individual end-effector’s motion
and force, and the coordination for the timings of the individual arm movements was
manually specified. The concept of Petri net was used to coordinate the sequence
of movements (actions) of both arms, each of which was modeled as an event [9, 10].
Since manually specifying coordination for the timings requires expertise as well as
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more work for the operator, a specified task was usually valid only for a few specific
situations, and the task had to be re-specified for other similar situations. Hence,
motion planning and learning were costly since the information for coordination would
be implicit in high-dimensional data from the motions of the two end-effectors [8,11].
Tight Cooperative Control Approaches
The tight cooperative control approach [12–23] has been mostly investigated for
the task of controlling a common rigid object. In this approach, maintaining the
closed-chain constraint [13], controlling the internal forces [19–21], and having de-
sired distribution of the payload [15, 16, 18] have been important issues. To tackle
these issues, the main focus has been on the representations that can be used in
both task planning and control levels in order to effectively describe the closed-chain
and the forces involved (internal and external forces) in a cooperative manipulator
system. The literature of cooperative manipulator system control mainly consists of
two groups of approaches [6, 24]. The first group of approach is called the leader-
follower control [12, 14], and as suggested by its name, the two arms have fixed roles
as leader and follower, where one arm’s movement becomes the reference for another
arm’s motion. The follower arm utilized a compliance controller [12] or maintained
a closed-chain constraint [14] to follow the leader arm’s movement. They could be
used for simple coordinated-motion tasks but they relied heavily on motion/force
sensing, suffering from synchronization issues. On the other hand, in the other ap-
proach, called Cooperative-Task Space (CTS) [17, 22, 23, 25], no such roles were de-
fined, and tasks were equally shared between two manipulators. What is different
from the leader-follower approach is that two sets of CTS motion/force variables
instead of individual end-effectors’ movements were used to describe symmetrically
coordinated-motion/force tasks, treating a dual-arm system as a single system. The
main limitation in both approaches is that each of them could deal with only a specific
type of coordination, so switching among different representations was inevitable for
a general dual-arm task consisting of multiple types of coordination.
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1.2.2 Whole-Body Motion Control of Humanoid Robots
A humanoid robot system consists of four limbs capable of dexterous bimanual
movements and bipedal locomotion capabilities. Humanoid robots are useful for per-
forming various tasks in human environments, and they are different from industrial
robot arms, which mostly replace human workers for repetitive and dangerous tasks
or hard labor work in an environment in factory setting. Because of its human-form
structure, humanoid robots have greater potential to assist humans in our daily life in
human-living environment. However, the problem of generating whole-body motions
for humanoid robots is more challenging than industrial robot manipulators. One ma-
jor reason is the large number of Degrees-of-Freedom (DoF). Although this provides
greater flexibility in generating a variety of whole-body motions for manipulation and
locomotion tasks, it makes the system highly redundant and makes generating mo-
tions much more difficult compared to industrial robot arms, where the maximum
number of DoF is usually six and the locomotion and balancing problems are not
concerned. Besides, the mobility in humanoid robots is achieved by bipedal walking,
which differentiates them from other robots (e.g., wheeled mobile robots or industrial
robotic arms). For this reason, it is of paramount importance to maintain the balance
in whole-body motion, which is still a challenging issue to date. In this subsection, we
first review the methodologies and balance criteria used for bipedal walking control
and discuss the existing work for the whole-body motion control problem.
Biped Walking and Balance Criteria
The balance criteria for biped locomotion have been investigated by a number of
researchers for the past several decades. The Zero-Moment-Point (ZMP) introduced
by Vukobratovik [26, 27] has been the most widely used balance criterion for biped
robots and humanoid robots. The ZMP balance criterion in addition to the Center-
of-Mass (CoM) have been widely used for generating dynamic walking movements
for biped-robot systems. For generating walking patterns based on ZMP, a desired
ZMP trajectory is first designed for a given placement of footsteps, and then a CoM
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trajectory is derived such that the resulting ZMP would follow the desired or refer-
ence ZMP trajectory [28], [29]. One way to do this is by using the preview-control
method [30–32] to generate walking patterns for walking on flat terrain as well as un-
even terrains such as slopes and stairs. Although the preview-control method tracks
the desired ZMP trajectory reasonably well, it needs to solve Ricatti’s equation for
the optimal control problem. Wieber et al [33] formulated this problem into a Model
Predictive Control (MPC), which can exploit simpler matrix manipulations instead of
solving the more complex algebraic Ricatti’s equation. Another recent method, called
Convolution-Sum method [34, 35], solves the problem of finding the CoM trajectory
even more efficiently. It uses convolution-sum-based algorithms to compute the CoM
trajectory in real time from a given ZMP trajectory. This convolution-sum-based
method is able to track the ZMP trajectory exactly, and was also used to generate
walking patterns for walking on level ground and on uneven terrains (e.g., slopes and
stairs) [35].
Whole-Body Motion Control
The existing approaches to the whole-body motion balancing problem can be
classified into two categories. The first approach is to treat the whole-body system
as one dynamical system [36–44], and the other approach is to divide the whole-body
system into two subsystems – upper-body and lower-body subsystems [45–47].
In generating whole-body motions for a humanoid treated as one system, there
are multiple tasks and criteria that need to be accomplished – balancing, posture,
manipulation, etc. Tasks have different priorities [41]; for example, a balancing task
has a higher priority than a manipulation task. Hence, task-priority-based control has
been applied with the manipulation task projected into the null space of the balancing
constraint task in joint space. There are many approaches for task prioritization on
whole-body control of humanoid robot based on the projection of lower-priority tasks
into the null-space of the higher priority tasks [39, 48–56]. Moreover, based on the
task prioritization method, transferring human motion to humanoid robots has been
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investigated. Naksuk et. al. [38] transferred the captured human whole-body motions
to a humanoid robot and the whole-body robot motion was balanced by a double-
layer trajectory adjustment scheme [38], which can balance the whole-body motions
having double-support feet or single-stance foot.
Alternatively, whole-body motions can also be generated by merging upper-body
motion and lower-body motion generated separately. Stable whole-body motions were
generated by combining upper-body motions and leg motions with stationary feet [46,
47]. The leg motion was generated such that the Center of Mass (CoM) and Zero
Moment Point (ZMP) [27,35] remained inside the support polygon (i.e., feet contact
area). In our earlier work [5], the CTS representation was used to control coordinated
motions of the legs for balancing. This approach can handle leg motions for walking
as well as leg motions with stationary feet in a unified manner. The balancing task is
then described as modifying CoM/ZMP locations by making horizontal movements at
the hip while keeping the motion constraints in the feet, which account for maintaining
the contact at the stationary feet as well as stepping motions for walking.
1.2.3 Constrained Dynamic Systems
The control of constrained robotic systems has been developed based on the ap-
proaches for modeling and control of single manipulator robots with constrained move-
ments. They can be largely grouped into two categories: Lagrangian-multiplier-based
methods and Gauss’s principle-based methods. Lagrange multiplier-based meth-
ods [57–60] have been widely used because the coordinate partitioning can be ex-
ploited for a reduced dynamics of the system given holonomic constraints. However,
constraints are assumed linearly independent and the holonomic and non-holonomic
constraints have to be separately treated [61]. The other group of modeling ap-
proaches, which have been developed more recently, bases on Gauss’s principle of least
constraint [62–66]. They can handle the holonomic and non-holonomic constraints
in a unified manner and the constraints are not required to be linearly independent.
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Nevertheless, most of the existing approaches applied to the control of humanoid
robots with constraints fall into the former category, and within this category of
Lagrangian-multiplier-based methods, they can be summarized into the following four
subcategories [67]: direct augmentation methods, coordinate partitioning methods,
orthogonal projection methods, and quadratic-programming-based methods.
Direct Augmentation Methods
In direct augmentation methods [59], a set of differential algebraic equations de-
scribe the dynamics of a constrained robot system. They consist of the equation of
motion and the constraint equations, which are directly solved for the joint torques
and the Lagrangian multiplier. Although this approach is simpler to derive, the in-
version on the inertia matrices is required, which can be computationally expensive
for robots with a high number of DoF such as humanoid robots, and this can be very
sensitive to modeling errors. Some researchers applied this approach for the whole-
body control problem of humanoid robots [39,52,68,69]. Considering the constraints
due to contact with the ground, whole-body motions performing both locomotion and
manipulation tasks could be controlled with different priorities. Lower-priority tasks
(e.g., manipulation tasks) are projected into the null space of both higher priority
tasks (e.g., locomotion) and the constraints (e.g., ground contact at the feet).
Coordinate Partitioning Methods
The second approach, which is the coordinate partitioning method [57,61], derives
a reduced dynamics equation by eliminating the Lagrange multiplier, which describes
the motion in the null-space of the constraints. By applying the implicit-function
theorem to constraint equations, the coordinate variable is partitioned into dependent
and independent coordinates. This allowed the equation of motion to be expressed
only in terms of independent coordinates. This method has been widely used since
once the reduced equation of motion is obtained from constraint equations, the system
can be simply viewed as an unconstrained system, which can give a much simpler
controller formulation. However, the partitioning of the coordinate variable has to be
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performed at each time step, requiring the inversion of the inertia matrices. Following
this approach, a non-linear decoupled motion/force controller was formulated for
cooperative tasks of two manipulators in [60,70]. Also, some researchers utilized this
approach for the control of humanoid robot systems with varying closed chains and
contact constraints [71, 72].
Orthogonal Decomposition Methods
The third approach uses orthogonal decomposition methods [73] (e.g., QR de-
composition [58] and singular-value decomposition [74, 75]) in order to eliminate the
Lagrange multiplier. An orthogonal projection matrix was first obtained from the
orthogonal decomposition of the Jacobian of constraint equations, and was used to
obtain the reduced constrained dynamics equation. In contrast to the previous two
approaches, the inversion of the inertia matrix was no longer required, which eased
computational burden greatly. But it could not handle well the constraints which dy-
namically change during the runtime since using the projection matrix derived from
changing constraints caused discontinuous outputs from the controller [76]. Recently,
using this approach, simplified whole-body controller formulations for humanoid robot
systems have been derived [76–79].
Quadratic-Programming-based Methods
The last method formulates the control of constrained robot systems into a con-
strained optimization problem and computes optimal solution using numerical opti-
mization techniques instead of solving the dynamics equations with constraint equa-
tions analytically. This approach seeks to find an optimal solution minimizing the
cost expressed in quadratic form, subject to specified constraints expressed in equal-
ity as well as in inequality equations using various existing numerical solvers. Hence,
this approach is advantageous when other constraints need to be satisfied in addi-
tion to equality constraints, such as joint limits, friction constraints, and balancing
constraints which can only be expressed by inequality constraints. Besides, for the
case, where the constraints are added or removed during the runtime, the controller
12
formulation does not need to be modified, whereas in the previous approaches the
dynamics equation had to be modified at each time the constraints are modified.
Recently, many quadratic-programming-based controllers for humanoid robots have
been developed especially for biped locomotion and balancing tasks, where constraints
in inequality form are inevitable [80–87].
1.2.4 Multi-Agent Cooperative Systems
When people cooperatively perform tasks with robots, the motions/forces at the
hands of humans will be coordinated with those of the end-effectors of the robots. Re-
garding the hands of humans as end-effectors, muti-robot systems and human-robot
systems can be treated as multi-agent cooperative (MAC) systems. The literature in
MAC problems is summarized in Table 1.1, in which the existing work are largely
grouped into 6 categories: task types, object types, configurations, control architec-
tures, roles, and methods. In each category, the efforts corresponding to multi-robot
cooperation (MRC) and human-robot cooperation (HRC) are then divided by its
subcategories.
To begin with, the majority of existing efforts have dealt with the same type of
tasks – manipulating a commonly-held single object for both MRC and HRC scenar-
ios. With the assumptions of the rigid grasps made with rigid objects, grasp matrices
have been utilized to analyze the forces affecting the motion of the commonly-held
object as well as the internal stresses [88]. Besides, because of the rigid object as-
sumption, the haptic information (e.g., applied force by each agent) can be utilized to
identify the intention of the agent taking a leader role during a cooperative task [133].
This was widely used especially in solving HRC problems assuming that human agents
are taking leader roles and the robot agents are taking follower roles without any given
information about the task [97–99]. On the other hand, some research efforts have
also been made for assembly operations of manipulating multiple pieces of rigid ob-
jects by multiple agents. When the objects are manipulated by end-effectors of the
13
Table 1.1 Summary of related work on multi-agent cooperation.
Categories Subcategories MRC HRC
single object manipulation [88–95] [96–103]
Task types
assembly of multiple parts [104–106] [107,108]
rigid objects [88,89,91,92,94, 95] [98,109–112]
Object Types
non-rigid objects [113] [114]
group of single-arm agents [91,94,106] [101,109,111,112,115,116]
group of multi-arm agents [92,95] [100,110,114,117]Configurations




fixed roles [91] [97, 109,110,114,117]
Roles
changing roles [90] [96, 98,99,102]
impedance control [91, 92] [100,109,110,112,115]
motion estimation [122] [98,101,111]
learning [123,124] [112,125–128]
Methods
formation control [129–132] [119]
agents during assembly, the assembly operations will be specified in terms of the de-
sired relative configurations of the end-effectors. Part-mating tasks (e.g., screwing
a nut onto a bolt [104, 105], assembling furniture [106]) have been performed by co-
ordinated motion/forces of multiple robots. Also, it has been investigated to have
human agents involve assembly operations along with robot agents. Human agents
participate the operations by giving verbal cues as guidances [107] or cooperate with
the robot agents physically during the operations [108]. Furthermore, while most of
the approaches dealt with coordination of single-arm robots, some of them focused
on coordination of multiple robots, each of which has multiple arms (e.g., dual-arm
manipulators and humanoid robots) [92, 95]. Besides, the cooperative transporta-
tion task of dual-arm robots with a human partner [97, 110] and the coordination of
different robot systems [119] have also been investigated.
In dealing with deformable objects, modeling the internal motions of the objects
is necessary. With rigid grasping of a deformable object, it has resemblance to han-
dling the assembling operation of multiple pieces of rigid objects in that the task
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(i.e., desired deformation of the object) can be specified by the desired relative con-
figuration of the end-effectors. Also, depending on the non-rigidity of the object,
the forces applied by the end-effectors can affect its deformation. A generalization
of the methods developed for cooperative manipulation of rigid objects (augmented
object approach [88]) to handling a cloth-like deformable object was investigated for
the cooperation of multiple mobile manipulators in [113]. Cooperative handling of
a blanket-like object with a human partner was also implemented for HRC applica-
tions, where hybrid force/visual feedback was used [114]. The desired direction of the
object could be estimated from the pattern in the deformation of the object as well
as the sensed forces.
The controllers of multi-robot systems can be formulated in centralized or de-
centralized manner depending on communication requirement among the individual
agents. In the centralized control system, the main system needs real-time access to
the states of all the individual robots [88, 95, 120]. On the other hand, in the decen-
tralized control system, only the access of its own state of each individual robot is
required [88, 134]. The leader-follower system [91, 135] is a common example of the
decentralized control, where the followers will move in coordination with the leader
agent without having to communicate with the main system (operator system) for
the task specification, and the main system only needs to communicate with the
leader agent when necessary [136]. This type of decentralized control architecture
has been especially useful for HRC applications [137], where human agents usually
take the leader role. Moreover, when humans cooperatively perform tasks with one
another, the roles during the operation can dynamically change depending on the
situations [133]. Hence, the dynamic role assignment for the agents in leader-follower
systems has also been studied. While the roles can be switched in a binary man-
ner (e.g., either leader or follower) [90], soft-switching of the roles [96, 98, 99] can
occur depending on the predicted motions. Besides, during the tasks consisting of
multiple subtasks, an agent could take multiple roles (assigned differently for each
subtask) [102].
15
Since many approaches are based on the leader-follower strategy, where the leader
agent provides the guidance by haptic signal, the impedance controllers [138] has
been widely used. The applied interaction force of the leader agent can be translated
into the motion satisfying the desired impedance behavior specified by the impedance
(inertia, damping, and stiffness) parameters. The impedance parameters determine
the characteristics in the motion of the followers and the effect of varying impedance
parameters to the cooperative task have been investigated [102, 109, 139]. Besides, if
the motions are only dependent upon the applied force, it cannot only be vulnerable
to the external disturbances but the physical load for the leader agent can also be
heavy. Hence, some investigated utilizing motion-estimation techniques to determine
the desired motion of the follower agents’ end-effectors [98, 111]. This resulted in
a more human-like and natural characteristics in the motion of the followers with
reduced physical load on the leader agent [111, 140]. Besides, this has allowed the
robot agents to take more proactive roles during HRC tasks [98]. In addition to motion
estimation, more recent investigations suggested that learning impedance parameters
from demonstrations of human-human cooperation tasks can enable the impedance
parameters to be automatically determined [112, 125–128, 140]. Lastly, controlling
the formation of mobile robots and quadrotor robots (i.e., swarm of robots) has
been investigated [141]. The potential-field approach having attractive and repulsive
fields [142] to generate various group behaviors was first utilized for trapping an
object, forming different geometric shapes [129]. Later, the relative displacement
vectors or distance vectors were used to define the geometry in the formation [130,132].
1.3 Contributions and Organizational Overview
In this thesis, we first focus on the description and control of coordinated-motion
tasks of dual-arm manipulator systems, which apply to the upper-body manipulation
tasks and lower-body locomotion tasks for humanoid robot systems. Then as an
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extension, we discuss the description and control of coordinated-motion tasks of multi-
agent systems.
Firstly, from our investigation of the description and control of coordinated-motion
tasks of dual-arm manipulator systems, we have developed a new representation for
dual-arm manipulation tasks, called the Extended-Cooperative-Task-Space (ECTS)
Representation, which achieves the following contributions:
1) The ECTS representation can describe all different types of coordinated-
motion/force tasks as well as uncoordinated-motion tasks of two end-effectors
in a unified manner using the two sets of motion/force variables. Since the two
sets of variables directly represent the two types of coordination in motion and
force of two end-effectors, coordinated-motion tasks can be intuitively specified
in high-level descriptions.
2) The two meaningful ECTS coefficients allow the operator to directly choose
the desired type of motion/force coordination. Without modifying the task
specification itself, different coordinated behaviors can be easily generated only
by adjusting the coefficients, which provide greater flexibility to the task de-
scription made in terms of the ECTS motion/force variables.
Secondly, we have investigated effective ways of using the proposed ECTS rep-
resentation to specify upper-body manipulation and lower-body locomotion tasks of
humanoid robots. We have also investigated the modeling of whole-body of humanoid
robots having a branched-tree structure and the computations for kinematics and Ja-
cobians. Based on the modeling and computations, we have formulated a whole-body
controller, which can satisfy various types of constraints including the ones from the
specified upper- and lower-body tasks. The contributions of our findings can be sum-
marized as follows:
1) We present a consistent task specification procedure for upper-body ma-
nipualation tasks. The essence in coordinated dual-arm tasks can be specified
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only in terms of one set of the motion/force variables, and this greatly simplifies
the motion planning process with reduced burden in computations.
2) The biped walking motion generation problem can also be simplified by
using the ECTS representation. The operator can specify an arbitrary biped
walking task in a high-level description in terms of the desired change to the
overall location of the robot. Also, the stepping motions can be consistently
represented regardless of the stepping foot.
3) We have proposed a whole-body controller formulated as a constrained op-
timization with quadratic cost, i.e., Quadratic Programming, based on Gauss’s
principle of least constraint. The proposed controller computes optimal joint
torques and motions that satisfy various types of constraints such as hybrid
motion/force constraints as well as actuation limits.
Lastly, we further extend the ECTS representation and investigate the description
and control of the coordinated-motion tasks of multi-robot systems as well as human-
robot cooperative systems. The proposed framework is called Hierarchical Extended-
Cooperative-Task Space (H-ECTS), which achieves the following contributions:
1) The proposed H-ECTS framework can describe and control various types of
coordinated-motion tasks of multi-agent systems in a unified manner. As in
the ECTS, it allows the operators to focus on the high-level description when
specifying coordinated-motion tasks. The tasks can be specified intuitively and
directly from the point of view of the manipulated objects, regardless of the
number of agents and end-effectors. The specified tasks can be easily trans-
lated into desired motions and forces at the end-effectors of individual agents.
Besides, the same task specification can be “reused” for a variety of situations
with greater flexibility; e.g., modified number of agents, different types of robot
agents, or rearrangement of the agents in the task.
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2) The H-ECTS framework can be used consistently for coordinated-motion
tasks of multi-robot as well as human-robot systems. It uses a tree-structured
graphical representation for a coordinated-motion task, where the nodes in the
tree can correspond to either robots or human agents. This hierarchical repre-
sentation having different coordination modes will allow the roles for the agents
to be assigned in a flexible manner. Besides, various compliant behaviors dur-
ing coordinated-motion tasks can be easily generated with impedance controllers
defined in terms of the H-ECTS motion and force variables.
1.3.1 Organization of the Thesis
This dissertation is organized as follows. In Chapter 2 we will present the ECTS
representation for motion/force coordinated-motion tasks of dual-manipulator sys-
tems. We will first derive the ECTS motion and force variables and its two coefficients
extending the CTS representation based on the kinematic models of human bimanual
actions in Biomechanics. Then we will present procedures to specify upper-body ma-
nipulation tasks and lower-body locomotion/balancing tasks in terms of the ECTS
motion/force variables and its coordination modes. Also, we will discuss the advan-
tages of the ECTS-based task specifications and derive new performance measures
for dual-arm motion/force tasks based on the ECTS representation.
In Chapter 3, we will focus on whole-body modeling and controller formulations
for humanoid robots. We will first discuss the whole-body modeling and computations
for kinematics and Jacobians. We will then explain how various types of constraints
in robotic systems can be expressed into equality and inequality constraint equations.
We will derive an optimal whole-body controller formulation based on Gauss’s prin-
ciple of least constraint, which can consider those constraints in a prioritized manner.
In Chapter 4, we will discuss an extension of the ECTS representation, i.e., H-
ECTS representation, for coordinated-motion tasks of multi-robot and human-robot
systems. We will first present the concept of H-ECTS representation and then derive
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the H-ECTS motion and force variables. Describing the specification of different types
of multi-agent coordinated-motion tasks for different types of coordinated-motion
tasks, we will discuss the controller strategy for multi-agent coordinated-motion tasks
and define an impedance controller in terms of the H-ECTS motion and force variables
for the compliant behaviors during HRC tasks.
Finally, Chapter 6 provides concluding remarks and discusses the impacts and
future work that can be emerged from this dissertation.
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This Chapter discusses a new representation for the description and control of
dual-arm motion/force coordinated-motion tasks. Performing bimanual manipula-
tion tasks and biped walking tasks by a humanoid robot requires various types of
coordination in the upper-body and lower-body subsystems. The proposed represen-
tation is called Extended-Cooperative-Task-Space (ECTS) representation, and it will
be used for the description and control of coordinated-motion tasks in both subsys-
tems. Based on the kinematic models of human bimanual actions studied in biome-
chanics, we first define the ECTS motion and force variables and the two coefficients,
extending the existing Cooperative-Task-Space (CTS) representation (described in
Appendix A). The ECTS motion and force variables can completely describe any
type of motion/force coordination between two end-effectors in a unified manner. A
consistent procedure is then presented to specify various types of upper-body ma-
nipulation tasks into natural and artificial constraints expressed in terms of ECTS
motion/force variables. Next, we discuss how the ECTS motion variables can be
used to describe coordinated motions of both legs during biped walking and balanc-
ing tasks. We also present a procedure to specify a walking task more intuitively. It
uses a high-level description made in terms of a desired change to the overall location
of the robot. Moreover, we propose and develop new performance measures based
on the ECTS representation. They can be used to evaluate the performance of the
ECTS-based task specifications and can be used to optimize the configurations of
both arms as a whole during dual-arm coordinated-motion/force tasks for any de-
sired control objective. The effectiveness of using the ECTS representation is verified
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using a Hubo II+ robot model in V-REP simulation environment for valve-turning,
bimanual-scissor and biped walking tasks. Also, we discuss experimental results of
performing a number of coordinated-motion tasks on a Baxter robot.
2.2 The ECTS Representation
Modeling and control of a humanoid robot is quite challenging because of its large
number of degrees-of-freedom (DoF) and the task and environment constraints im-
posed on its movements. Thus, it is advantageous to view a humanoid robot in terms
of two subsystems [5, 143] – a manipulation subsystem (i.e., the upper-body subsys-
tem) and a locomotion subsystem (i.e., the lower-body subsystem) as illustrated in
Fig. 2.1(a). Each subsystem consists of two end-effectors, and bimanual coordination
is required in each subsystem for manipulation and locomotion/balancing tasks. For
this kind of system, using the individual end-effectors’ motion and force as the repre-
sentation in each subsystem may not be very suitable for dealing with various kinds
of coordinated-motion tasks. This section discusses using a more effective representa-
tion for various kinds of coordinated-motion/force tasks of two-end-effectors in each
subsystem of a humanoid robot (see Fig. 2.1). We will present a new representation,
called the Extended-Cooperative-Task Space (ECTS), which extends the CTS repre-
sentation to asymmetric behavior and uncoordinated movement with two additional
coefficients. The ECTS representation overcomes the shortcomings in the existing
representations we discussed in Chapter 1, and represents all types of bimanual co-
ordination required in motion and force tasks in a unified manner.
2.2.1 Three Kinematic Models of Human Bimanual Movements
The movements for dual-arm manipulation tasks can be largely categorized into
coordinated and uncoordinated movements [6, 9, 144]. The coordinated movements
are again sub-categorized into symmetrical and asymmetrical movements which cor-
respond to the types of coordination handled in CTS and leader-follower approaches,
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Fig. 2.1. (a) The ECTS representation for upper-body and lower-body subsystems
of a humanoid robot [5]. (b) The ECTS-based whole-body motion/force control
framework for a humanoid robot.
respectively [143]. Inspired by the research effort in biomechanical understanding on
human bimanual actions [145], those different types of movements for two arms can
be described by three kinematic models (orthogonal, parallel and serial models) as
shown in Fig. 2.2, where the basic element of the structures, i.e., a motor, represents
an entire arm bringing more focus on the hand’s motion (the mechanical effect of
the arm for the task) than its internal degrees of freedom. Hence, denoting two mo-
tors, LH and RH, as left arm and right arm, respectively, cooperative structures can be
formed by assembling two motors in all three possible ways – orthogonal, parallel, and
serial as illustrated in Fig. 2.2. Two arms of each structure can then be considered
to produce a unitary mechanical effect corresponding to a certain type of bimanual
action.
The orthogonal model, corresponding to the uncoordinated movements, describes
the mutually independent movements of two arms doing two separate tasks. This is
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Fig. 2.2. Three cooperative structures for human bimanual actions illustrated by
simple motor diagrams in which a motor receives a reference position (RP) as input
and controls a variable position (VP) as an output. LH and RH correspond to ẋ1
and ẋ2, respectively.
illustrated with separate inputs and outputs for the two motors (see Fig. 2.2(a)). For
example, when driving a vehicle, one hand of the driver is operating the steering wheel
while the other hand is operating the gear shift, and both arms are working on two
separate subtasks of driving a vehicle. On the other hand, in the other two models,
two arms are coordinated with each other. In the parallel model, corresponding
to symmetrically coordinated movement, there is mutual dependence between the
motion of the two motors; that is, they have the same reference position (or common
input) and variable position (or common output). Hence, two arms share a common
task (e.g., in moving a box with both hands as illustrated in Fig. 2.2(b)). Lastly, in
the serial model, corresponding to asymmetrically coordinated movement, two arms
have partial dependence; that is, one arm’s output variable position becomes the
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input reference position of the other arm (e.g., nailing with a hammer as illustrated
in Fig. 2.2(c)).
The ECTS representation was derived first by expressing all the three kinematic
models in terms of the two CTS velocity variables (ẋa, ẋr) (described in Appendix A).
Among the three models, the parallel model corresponds to the coordinated move-
ments described by the CTS representation. In this parallel model, both arms share
two common tasks: the absolute motion task (i.e., ẋa) and the relative motion task
(i.e., ẋr). ẋa is equally assigned to each end-effector, whereas ẋr is evenly dis-
tributed to the end-effectors in opposite directions; that is, ẋ1 = ẋa − 0.5ẋr and
ẋ2 = ẋa + 0.5ẋr, which can be obtained directly from the definition of the CTS vari-
ables (see Fig. 2.2(b)). For the serial model with LH as reference in Fig. 2.2(c), the
task variables will be the reference motion for the task (ẋ1) and the motion of the RH
relative to the LH (ẋ2 − ẋ1). They can also be described by the CTS variables if the
absolute motion ẋa is viewed as the reference motion of the relative motion ẋr. That
is, ẋ1  ẋa and ẋ2 − ẋ1  ẋr, and similarly ẋ2  ẋa if RH is the reference. Lastly,
for the orthogonal mode in Fig. 2.2(a), each CTS variable can directly map into indi-
vidual hand motion (i.e., ẋa  ẋ1 and ẋr  ẋ2 or vice versa). In fact, these velocity
relationships between the individual end-effector (i.e., hand) velocities and the CTS
velocities correspond to the forward velocity relationships which maps the two in-
dividual end-effector velocities to the CTS velocities. Besides, we can also express
the inverse velocity relationships of those three models, which map the CTS veloc-
ities to the two end-effector velocities. Then the observations made on the inverse
relationships can allow us to derive a generalized velocity model.
Some observations can be made for the inverse relationships of the three mod-
els, which are illustrated with their equivalent graphical models in Fig. 2.3. First,
the main difference between the uncoordinated and coordinated movements can be
characterized by the existence of shared tasks between the two arms. In the un-
coordinated movements (i.e., the orthogonal model in Fig. 2.3(a)), no motion tasks
are shared between the two individual-arm motions (ẋ1 and ẋ2) and each of the two
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Fig. 2.3. The corresponding graphical models from the equivalent inverse relationships
expressed by the two CTS variables. The number in the circle symbol represents the
gain multiplied by the input signal.
tasks (ẋa and ẋr) is assigned only to either of the arms. On the other hand, in the
coordinated movements (i.e., the parallel and serial models in Figs. 2.3(b) and (c),
respectively), the two motion tasks defined by ẋa and ẋr are shared between the arms.
More specifically, the difference between the parallel and serial models comes from
the distribution of the relative motion task (ẋr). While the absolute motion task (ẋa)
is equally assigned, ẋr is evenly distributed with opposite signs in the parallel model
and only assigned to either arm in the serial model. Hence, a bimanual action model
can be described in terms of the existence of shared tasks and the distribution of
the relative motion task, which we will further discuss in the derivation of the ECTS
model.
2.2.2 The ECTS Motion and Force Variables
From the observations made on the mathematical expression of the inverse rela-
tionships, one can think of a general expression for the three models shown in Fig. 2.3
as constructing both ẋ1 and ẋ2 by a linear combination of ẋa and ẋr, which can be
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where a, b, c, and d are unknown coefficients to be determined.
Equation (2.1) can be viewed as a general mathematical model for representing
any bimanual motions. Then it can be thought that the values of the four coefficients
(a, b, c, and d) determine a model to be one of the three models, which are put
into a 2×2 matrix as shown in Figs. 2.4(b)-(e). Note that for the orthogonal model
(Fig. 2.4(b)), there exist two choices of assigning ẋa and ẋr to ẋ1 and ẋ2 and they
can be interchangeable. One of them (assigning ẋa to ẋ1 and ẋr to ẋ2) is chosen to
be used in our derivation.
Fig. 2.4. Derivation of the two ECTS coefficients.
The general mathematical model of inverse velocity relationship with four coeffi-
cients in Eq. (2.1) can be further simplified into a model with only two coefficients,
namely the balance coefficient α and the coordination coefficient β as follows. First of
all, a which is the contribution of ẋa to ẋ1, is always 1 in all Figs. 2.4(b)-(e); thus, it
can be set it to 1, considered to be a constant. On the other hand, b, c, d are different
in Figs. 2.4(b)-(e), and these three coefficients will be re-expressed in terms of two
coefficients using the earlier observations (i.e., the existence of shared tasks and the
distribution of the relative motion task). b and d are related to the distribution of
the relative motion task. That is, the relative motion task ẋr is equally divided with
opposite signs (thus, b = 0.5 and d = −0.5) in the parallel model and it is assigned
either only ẋ1 or ẋ2 (b = 0, d = 1 or b = −1, d = 0). Hence, it can be thought that
only one coefficient could be used to re-express b and d, which specifies the distribu-
tion of the shared task (ẋr), or equivalently, balance of the shared load. Letting α
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denote this coefficient, one can express b and d as −(1− α) and α, respectively, and
α corresponding to Figs. 2.4(b), (c), (d), and (e) can be easily found as 1, 0.5, 1, 0,
respectively.
Moreover, the existence of a shared task can be characterized by the coefficient c.
It can be observed that the value of coefficient c is only 1 in coordinated movements
Figs. 2.4(c)-(e) while it is 0 in uncoordinated movements Fig. 2.4(a) with correspond-
ing b and d. Hence, c can be viewed as the coefficient used to activate/deactivate the
coordination between two hands (i.e., if c = 1, the arms are coordinated). In fact, as
our first observation made earlier, c = 1 defines the ẋa to be a shared task for both ẋ1
and ẋ2 (i.e., ẋ1 and ẋ2 are correlated by ẋa). For deactivation, in addition to c = 0,
meaning that ẋa is no longer a shared task (only assigned to ẋ1), b = 0 and d = 1
are required for ẋr to be also only assigned to ẋ2. To be consistent with α, we let β
denote c, and use β in our later discussions.
In summary, the general expression for the models in Eq. (2.1) can be simpli-
fied into Eq. (2.2) with two meaningful coefficients α and β that are related to the
balance of the load during coordinated movement and the coordination of the arms,
respectively.
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α ∈ [0, 1], and β ∈ {0, 1}, ẋ and ẋE denote the augmented vector for the individual
velocities of the end-effectors and the ECTS velocity variables, respectively.
The forward velocity relationship can also be derived by inverting the matrix T
in Eq. (2.2) as,
ẋE = T
−1ẋ  C(α, β)ẋ, where C(α, β) =
⎡




In deriving Eq. (2.3), we use the fact that 1/(α + β − αβ)  1 for both of the two
possible cases for α and β: (α = 0, β = 1) and (α = 1, β = 0).
The two matrix equations in Eqs. (2.2) and (2.3) together define the Extended-
Cooperative-Task Space (ECTS) velocity model – the inverse-velocity and forward-
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Fig. 2.5. The graphical models for three bimanual-action models in Fig. 2.3.
velocity relationships, respectively. This general model developed from the inverse
relationships is called the Extended-Cooperative-Task Space (ECTS) because it uses
the two CTS variables with two meaningful additional coefficients. Using the inverse
relationship in Eq. (2.2), the ECTS representation allows the operator to specify
dual-arm motion tasks in terms of ẋa and ẋr instead of ẋ1 and ẋ2. The desired type
of coordinated movements is determined by a choice of the two coefficients, α and
β. Figure 2.5 graphically represents the ECTS representation. α is called balance
coefficient since it modifies the balance of a shared load (i.e., relative motion task),
and β is called coordination coefficient since it can be used to activate the coordi-
nation between the arms by assigning a shared task to both arms, or deactivate the
coordination by individually assigning the two tasks (α = 1 is required for individual
assignment). For the sake of generality, α is defined to be a real number in the range
of [0, 1] while β is defined to be a binary number (i.e., β ∈ {0, 1}). Furthermore, the
physical interpretation of the two ECTS velocities during coordinated movements can
be illustrated as in Fig. 2.6(a): ẋa represents the end-effectors’ motion in the same
direction while the motion in the opposite direction (e.g., the motion of RH relative
to that of LH) is represented by ẋr.
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Fig. 2.6. (a) Two ECTS motion variables representing coordinated motions between
two end-effectors. (b) Manipulating a single rigid object. (c) Manipulating two pieces
of rigid objects connected by a rotary joint.
Based on the velocity relationships of the ECTS variables, the ECTS Jacobian
mapping the joint velocities q̇ ∈ Rn to the ECTS velocities can be obtained using the
forward velocity relationship in Eq. (2.3) as
ẋE = C(α, β)Jq̇  JEq̇, where J = [JT1 JT2 ]T , (2.4)
where JE ∈ R12×n is the ECTS Jacobian, Ji ∈ R6×n is the Jacobian for each arm
mapping q̇ to ẋi as ẋi = Jiq̇.
In addition, based on the definition of the two ECTS velocities, the ECTS positions
and orientations can be defined as follows. Let pi ∈ R3 and Ri ∈ R3×3 denote the
position and orientation of the ith end-effector coordinate frame (Σi), respectively.
Then, absolute and relative position vectors (denoted by pa,pr ∈ R3, respectively)
are defined as
pa = αp1 + (1− α)p2 , pr = p2 − βp1, (2.5)
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where pa and pr indicate the locations of the coordinate frames for absolute and rel-
ative variables (Σa and Σr), respectively. Also, the absolute and relative orientations,
denoted by Ra,Rr ∈ R3×3, respectively, can be defined as
Ra = R1R12((1− α)θ12, u12) , Rr = (RT1 )βR2, (2.6)
where R12((1 − α)θ12, u12) is the rotation matrix obtained from the rotation axis
vector (u12 ∈ R3) and the rotation angle (θ12 scaled by (1− α)) between Σ1 and Σ2.
Notice that Rr indicates the orientation of the Σ2 with respect to Σ1 for coordinated-
motion tasks. For uncoordinated-motion tasks, it indicates the orientation of the Σ2
with respect to the inertial frame (i.e., Rr = R2 if β = 0). Likewise, the relative
position pr can also be expressed as pr = (R
T
1 )
βpr. This allows the relative position
and orientation to be expressed consistently under the changes in the orientations of
both end-effectors with respect to ΣB as in the CTS representation [22].
Manipulating different types of objects with both end-effectors often require coor-
dination in forces as well as motions of both end-effectors. Figures 2.6(b)-(c) illustrate
manipulating two types of objects with both end-effectors. For each type, we will dis-
cuss how the ECTS motion variables can directly relate to the desired motion in the
objects. Then we will define the ECTS force variables which will directly relate to
the resultant forces and the internal forces applied at the object. For the first case of
manipulating a single rigid object (see Fig. 2.6(b)), the ECTS motion and force vari-
ables can be defined such that the absolute motion and force variables represent the
object motion and resultant forces acting on the object, respectively. Assuming firm
contacts, the object coordinate frame (ΣOb) can be expressed with respect to each Σi
by a static transformation consisting of a displacement (irOb) and a rotation matrix
(iROb), where
irOb is a position vector from the origin of Σi to that of ΣOb expressed in
Σi and
iROb is a rotation matrix describing the orientation of ΣOb with respect to Σi.
Using this static transformation the velocity of ΣOb, denoted by ẋOb = [vOb, ωOb]
T ,
can be expressed by the components in each ẋi; that is, vOb = vi+ωi× (RiirOb) and
ωOb = ωi. This ẋOb in fact can be treated as the velocities of each ẋi transformed by
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the static transformation; i.e., ẋOb = ˙̂xi, where ˙̂xi = [v̂i, ω̂i]
T denotes the transformed
velocity variables of Σi’s. Each ˙̂xi can be computed from ẋi as






where S(·) ∈ R3×3 is the matrix operator for the cross product. Then by replacing ẋ
with ˙̂x = [ ˙̂x1, ˙̂x2]
T in Eq. (2.3), the ECTS velocity variables are redefined as
ẋE = C(α, β) ˙̂x, where ˙̂x = Wxẋ, (2.8)
where Wx = diag[W1,W2].
Equation (2.8) implies that ẋa can directly represents the velocity at ΣOb (ẋOb),
i.e., ẋOb = ẋa, regardless of the value of α. Besides, the position and orientation
of the ECTS motion variables will be redefined from the transformed positions and
orientations of Σi’s by replacing pi and Ri in Eqs. (2.5) and (2.6) with p̂i and R̂i,
respectively, defined as p̂i = pi +Ri
irOb and R̂i = Ri
iROb. As a result, Σa will be
aligned with the ΣOb. Note that the ECTS Jacobian matrix JE in Eq. (2.4) will also
be redefined from ˙̂x as JE  C(α, β)WxJ.
Next we discuss how the forces applied at the object can be represented by the




T ∈ R6 denotes individual forces from each ith end-effector, where fi,mi ∈
R
3 denote linear force and moment components, respectively. Then we let hOb =
[fOb, mOb]
T ∈ R6 denote resultant forces acting at the ΣOb (located at the Center-of-
Mass of the object), and hOb and each hi are related as
fOb = f1 + f2, (2.9a)
mOb = m1 +m2 −R11rOb × f1 −R22rOb × f2, (2.9b)
where (−RiirOb) represents the position vector from ΣOb to Σi expressed in ΣB.
As we did for the motion variables, we define ĥi = [f̂i, m̂i]
T to be the transformed
force variable of Σi. ĥi can also be expressed using Wx in Eq. (2.8) as ĥ = W
−T
x h,
where ĥ  [ĥ1, ĥ2]T and h  [h1, h2]T . Note that ĥi can be interpreted as the forces
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from each end-effector felt at ΣOb. Then from ĥi’s we can define the absolute and
relative force variables, denoted by ha,hr ∈ R6, respectively. Based on the virtual
work principle as in the CTS representation [24], Eq. (2.8) is used to derive the
forward force relationship mapping (ĥ1, ĥ2) to (ha, hr) as
hE = C






where hE  [hTa ,hTr ]T . Note that the inverse force relationship can also be obtained
from Eq. (2.10) as
hE = C
T (α, β)hE, where C






Using Eq. (2.10), it can be concluded that ha = hOb with β = 1. Thus, ha can
represent the resultant forces acting in the object, which produces work (motion)
on the commonly grasped object. Also, the relative forces hr is expressed as hr =
−(1 − α)ĥ1 + αĥ2, and this means that hr describes the internal forces (the forces
applied in opposite directions from the end-effectors), causing only mechanical stress
to the object without affecting its motion.
The second case is manipulating two pieces of rigid objects with both end-effectors
as illustrated in Fig. 2.6(c). This task can be described by the relative motion between
the two objects, and there exist two object coordinate frames (ΣObi ’s) located in each
object grasped by the ith end-effector. Then the only difference from the first case
is that the position vectors (irObi) will be defined from the origin of Σi to that of
ΣObi expressed in Σi as well as rotation matrices (
iRObi) describing the orientation of
ΣObi with respect to Σi. Thus, Wi in Eq. (2.7) will be defined by replacing
irOb with
irObi . As a result, ẋr can represent the relative motion between the ΣOb1 and ΣOb2 .
This is illustrated in Fig. 2.6(c), where the motion task of operating the two objects
is represented by the change in the orientation of Σr, which can be directly described
by the relative motion variable (e.g., Rr).
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The ECTS Motion/Force Coordination Modes
Fig. 2.7. Four coordination modes in the ECTS representation.
A set of specified α and β assigns the motion/force task defined by the ECTS
variables with one of four coordination modes: orthogonal, parallel, blended and
serial modes as shown in Fig. 2.7. The orthogonal mode, selected by (α = 1 and
β = 0), describes the uncoordinated-motion tasks and each set of ECTS variables
corresponds to each of the individual variables, i.e., ẋa = ˙̂x1 and ha = ĥ1; ẋr = ˙̂x2
and hr = ĥ2. The rest of the modes (β = 1 and α ∈ [0, 1]) describe coordinated-
motion tasks. The effect of α for the relative motion can be explained using the
inverse velocity relationship (obtained from Eq. (2.8)) as ˙̂x1 = ẋa − (1 − α)ẋr and
˙̂x2 = ẋa + αẋr. This indicates that the distribution of ẋr to each ˙̂xi can be varied
by α, whereas ẋa is uniformly assigned to each ˙̂xi. Similarly, the effect of α for
the absolute forces can be explained using the inverse force relationship (obtained
using Eq. (2.10)) as ĥ1 = αha − hr and ĥ2 = (1 − α)ha + hr. This implies that
the resultant forces ha can be distributed to each ĥi with a ratio determined by α,
and that the internal forces, represented by hr, is applied by each ĥi with the same
amount regardless of α. Hence, one of the three modes can be selected by adjusting
α, which determines the distribution of ẋr or ha between two end-effectors. In the
parallel mode (α = 0.5), ẋr or ha are evenly shared by both end-effectors. In the
blended mode with α ∈ (0, 0.5) or (0.5, 1), one of the arms contributes more than the
other, whereas in the serial mode with α = 0or 1, ẋr or ha is assigned only to one of
the end-effectors (LH or RH for ẋr; RH or LH for ha, respectively).
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Using these four coordination modes, one can further view the ECTS represen-
tation as a general task descriptor for an arbitrary motion/force task of two end-
effectors. An arbitrary dual-arm operation can be decomposed into multiple basic
sub-operation units (or elementary operations) [146], and each basic sub-operation
unit can be performed in one of the coordinated modes as illustrated in Fig. 2.8.
Fig. 2.8. Constructing a dual-arm operation as a sequence of suboperations.
2.3 ECTS-based Task Specifications
This section discusses how the dual-arm manipulation and biped locomotion tasks
requiring various types of coordination between two end-effectors in each subsystem
can be effectively described in terms of the ECTS motion/force variables and its
coordination modes.
2.3.1 Upper-body Task Specifications
Descriptions of Tasks with Constrained Movements
The tasks involving interactions with rigid object or environment require con-
strained movements at the end-effectors. Those tasks can be conveniently specified
by natural constraints (NC) and artificial constraints (AC) with respect to a compli-
ant coordinate frame [3, 4], which we will call a C-frame (ΣC). In translational and
rotational directions of the principal axes of ΣC , i.e., along/about x-, y-, and z-axes,
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6 motion variables (vx, vy, vz, ωx, ωy, ωz) as well as 6 force (and moment) variables
(fx, fy, fz, mx, my, mz) are defined. The constrained and unconstrained (free) di-
rections during the task are specified as NC in terms of those variables with zero
motion and zero forces, respectively. Their complementary set of variables are then
used as AC to specify desired motion and forces in free and constrained directions,
respectively. The origin of ΣC can be located at the object/environment which give
simpler and more consistent task descriptions; e.g., the center of the object, the pivot
location of the rotatable object, or the location of the Center-of-Mass (CoM). We
suppose that at least one object coordinate frame (ΣOb) is defined in each object, and
ΣC can be directly defined from the coordinate variables in ΣOb (see the 1
st column
in Fig. 2.9(a)). The operations with two objects can be characterized by relative
motion/forces between the objects, and the translational and rotational directions in
ΣC are expressed in terms of the relative coordinate variables defined between ΣOb1
and ΣOb2 (see the 2
nd column in Fig. 2.9(a)).
We have categorized the elementary forms of manipulation tasks, which we call
elementary operations, into different types based on the constrained movements in the
task. Figure 2.9(a) illustrates examples of different types of the elementary operations
with one object or two objects. Each type can be characterized by the number of free
directions (from 0 to 6) in the task as shown in Fig. 2.9(b). For each type, subtypes
a, b, . . . are also defined depending on the nature of the unconstrained movements
(e.g., rotational or translational). The 0 and 6 types are the simplest elementary
operations, where the motion variables in the C-frame are either constrained or free
in all directions of the principal axes; i.e., 0 free directions (0a) or 6 free directions
(6a). Type 0a operation corresponds to push/pull operation, where only forces can be
applied at the object in any directions with zero motion. Type 6a operation is used
when transferring an object to another location (e.g., pick-and-place tasks) or altering
its position and/or orientation. For the rest of the types, the movements are partially
constrained. For example, in type 1, either translational or rotational movement can
occur in one unconstrained direction, which correspond to insertion/extraction (1a)
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Fig. 2.9. Examples of categorized elementary operations (commonly observed from
everyday tasks to assembly tasks in human living and work environments). C-frames
and object frames in each operation are displayed in red and orange colors, respec-
tively.
and turning (1b) operations, respectively. In type 2, two unconstrained directions
exist. For example, one of the subtypes can be making translational movement along
two principal axes (2a); e.g., sliding an object on a planar object/environment.
Classification of Dual-Arm Coordinated-Motion Tasks
Dual-arm manipulation tasks can involve up to two objects at the same time (see
Fig. 2.10). Three cases can be defined depending on the occurrence of the interac-
tion in motion and/or forces between two end-effectors through manipulated objects.
Cases I and II correspond to the tasks, where the interaction occurs during the task
through a single rigid object and two objects, respectively. In Fig. 2.10, tasks with a
single object correspond to Case I, and tasks defined by the relative motion between
two objects correspond to Case II. Lastly, the tasks in Case III correspond to ma-
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nipulating of two separate objects between which no interaction occurs; i.e., task 1
involves two separate blocks whose motions are uncoordinated for the task.
Fig. 2.10. Examples of typical dual-arm manipulation tasks.
ECTS-based Dual-Arm Task Descriptions
For each task in Fig. 2.10, object frames (ΣOb or ΣObi displayed in orange color)
are used to define C-frames [147] with respect to which motion constraint for the
task can be specified. For Case I tasks with a single object (e.g., tasks 3, 4, 8), ΣOb
can be directly treated as the C-frame for the task (e.g., ΣC displayed in red color).
Similarly, for Case III tasks (e.g., tasks 1, 2), when two objects whose movements are
uncoordinated, ΣCi is directly defined from ΣObi . But for Case II tasks (e.g., tasks
5, 6, 7) defined by the relative motion between two objects, the principal axes of
ΣC are defined from the relative coordinate variables between ΣOb1 and ΣOb2 . Once
the C-frames are defined, a task can be specified by the desired motion of the object
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in terms of the motion components defined with respect to the C-frames. This is
illustrated with blue arrows in each of the tasks.
In terms of the two sets of absolute and relative motion/force variables, all three
cases of the manipulation tasks can be specified as follows. Table 2.1 shows that the
tasks in Cases I and II can be performed by the coordinated movements of two arms.
One set of ECTS variables describing the essential part of the tasks is called the main
task variables set. In tasks of Case I, absolute variable set is the main task variable
set, and in tasks of Case II, relative variable set is the main task variable set. Then
the task specification made in terms of desired motion and forces with respect to
the C-frames can be directly described in terms of the components in the main task
variable set. The remaining variable set can be used to describe the non-essential
part of the task. For tasks of Case I, the relative variable set is used to maintain
the contacts of two end-effectors with the common object while applying the internal
forces. For tasks of Case II, the absolute variable set is used to describe the overall
movement of both objects.
Table 2.1 ECTS coordination modes for the three cases.
Tasks in each case can be performed in one of the four ECTS coordination modes
as shown in Table 2.1. First, tasks in Case I with a single object can be performed
in the orthogonal mode if one of the hands manipulates the object, and absolute and
relative variable set will be used for LH and RH, respectively. But when the object
is manipulated by both hands, the motion of ΣOb can be directly represented only
by the absolute motion variable. Note that the distribution of the absolute forces
(i.e., the resultant forces) can differ in each coordination mode and it is determined
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by α. Second, using the three modes (i.e., the parallel, blended, and serial modes)
during coordinated movements, the tasks in Case II (i.e., manipulating two objects
by its relative motion/forces) can be effectively described by relative variable set.
While the relative forces (i.e., the internal forces) are always evenly applied by both
hands, the contribution of each arm’s motion to the relative motion can differ in each
coordination mode (e.g., tasks 5-7 in Fig. 2.10). Especially, in the serial modes, one
hand becomes the reference for the other hand’s motion and the reference hand can be
easily switched only by changing α between 0 and 1 (see task examples in Fig. 2.10).
Lastly, tasks in Case III, i.e., moving the two objects with both hands separately
in uncoordinated manner (see tasks 1 and 2 in Fig. 2.10), can be performed in the
orthogonal mode, and the desired motion/force at each object is described by each
ECTS variable set. Based on this concept of task specification, we will show later
how tasks in Case I and II can be actually performed on the robot in Section 2.5.
For each of the ECTS variable sets, an elementary operation, whose type is de-
termined by the number and the characteristics of the constrained directions, will be
specified as follows. For each operation, a binary 6-tuple c will be used to indicate
free and constrained directions. The desired motion and forces in AC are specified by
the motion and force variables for the free directions with ci = 0 and the constrained
directions with ci = 1, respectively (i ∈ {1, . . . , 6}). Figure 2.11 shows the specifica-
tions of two dual-arm operations of type (1b). In both operations, c = (1, 1, 1, 1, 1, 0)
indicates that all directions but one rotational direction (about z-axis) with respect
to ΣC are constrained. Hence, AC specifies a desired rotational motion in the uncon-
strained direction (ωdz) along with the desired forces in the rest of directions. Based
on this concept, NC and AC for upper-body tasks will be specified in terms of mo-
tion/force components of the ECTS variables and coordination modes during the task
with αU and βU for each mode.
The following procedure describes how to express the constraints for an upper-
body manipulation task in terms of the ECTS motion/force variables. The first step
is to associate each set of the ECTS variables with an elementary operation. For
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Fig. 2.11. (a) Turning operation (1b) on a single object. (b) Turning operation (1b)
on two objects. The origins of ΣC (in red frames) are located at the pivot of the
rotation in the objects, and the blue arrows indicate the free directions in which the
desired motion in AC is specified.
the operations requiring both hands to be coordinated (i.e., βU = 1), the main task
variable set will be first identified, as explained earlier, and it is associated with one of
the elementary operations. Then NC and AC for the operations can be expressed by
the components in the main task variable set. In most cases, the remaining variable
set can then be assigned with one of the two simplest operations, i.e., either fully
constrained (0a) or fully unconstrained (6a) operation. For a task with a single
object (see Fig. 2.11(a)), if the object cannot be grasped by single hand due to its
size and/or weight, it needs to be operated by both hands with rigid grasps. In this
situation, the absolute motion/force variable set will be used as the main task variable
set to describe the movement of the commonly held object and the forces affecting its
motion. The remaining set of variables (i.e., relative) can then be used to maintain
the contacts of both hands with the object by applying a certain amount of squeezing
forces (i.e., pushing forces applied in opposite directions), which corresponds to type
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0a operation. On the other hand, for a task with two objects (see Fig. 2.11(b)), the
relative motion/force variables will be naturally considered as the main task variable
set. In this case, the remaining set of variables (i.e., absolute) can be used to specify
the overall movement of both objects, performing 6a operation. For the two task
examples, the bottom table of Fig. 2.11 shows the identified main task variables
and its associated type of elementary operations. Moreover, the coordination modes
will be assigned by αU depending on the desired distribution in the absolute forces
or relative motions between the end-effectors as explained earlier. If a task does
not belong to any of the two cases mentioned above, it will be considered as an
uncoordinated-motion task and will be performed in the orthogonal mode (αU = 1,
βU = 0); e.g., movements for reaching, releasing the object, and re-grasping during
the operations.
The second step is to specify the NC and AC of the associated operations in terms




irObi (for i = 1, 2) from the current grasping locations
of the hands to the origins of the C-frames will be used to transform each individual
end-effector’s motion and force vectors into ˙̂x and ĥ (see the positional vectors in
Figs. 2.11(a)-(b)). The ECTS variables are defined from those transformed vectors
and they will allow the AC for the associated operations to be directly expressed by the
motion/force components of the corresponding variable set. Let SNC ,SAC ∈ R12×12
denote two projection matrices mapping the components for NC and AC originally
defined with respect to ΣC into their corresponding components with respect to ΣB.
They can be computed from the specified constrained directions, i.e., c, of each op-
eration associated with each ECTS variable set. Let ca and cr represent c of the
operations associated with absolute and relative variable sets, respectively. Then two
corresponding diagonal selection matrices Sca and Scr having the elements of ca and
cr as diagonal elements are first constructed as Sca = diag[ca,1, . . . , ca,6], where ca,i is
the ith element in ca (i = 1, . . . , 6) whose elements are only ones and zeros in order
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to select specific components in the ECTS motion variables. Then SNC and SAC can












where S̄ca = I6−Sca and S̄cr = I6−Scr are the complementary set of matrices for Sca
and Scr , respectively; Pca ,Pcr ∈ R6×6 are coordinate transformation matrices, which
transform ΣB to ΣC of the operations for absolute and relative variable sets. Each of






where Rca ∈ R3×3 expresses the orientation of ΣC of the absolute variable set with
respect to ΣB. Similarly, Pcr is also obtained using Rcr . Note that SNC and SAC
can be viewed as the generalized task specification matrices [49] defined for ECTS
variables. Using SNC and SAC , the velocity and force components for NC and AC
(i.e., ẋNC , ẋAC ∈ R12 and hNC ,hAC ∈ R12) can be obtained by projecting the ECTS










T , respectively, as
ẋNC = SNCẋE and ẋAC = SAC ẋE, (2.14a)
hNC = SAChE and hAC = SNChE. (2.14b)
The motion and force components in AC (i.e., ẋAC and hAC) will be used to specify
the desired motion and forces while the ẋNC = 0 represents the kinematic constraints
in the motion task. Hence, the output of the procedure will be the two projection
matrices, SAC and SNC , the AC motion/force components of the ECTS variables,
ẋAC and hAC , and the coordination modes specified by the profile of (α
U , βU).
2.3.2 ECTS-based Lower-body Task Specifications
The main tasks of the lower-body subsystem are biped walking and balancing
tasks. In [5], the CTS representation was used for the control of the lower-body
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subsystem of a humanoid robot. Using the CTS representation for the control of both
legs provides two nicely decoupled CTS variables to easily solve balancing problems
for whole-body motions with pre-generated walking motions. However, using the
CTS could not generate biped walking motions since asymmetrical coordination is
also required during stepping, where only the swing foot moves with reference to the
supporting foot. Therefore, we will now discuss how the ECTS representation can
be used to describe different types of coordinated movements in both legs for biped
walking and balancing tasks.
Constraints During Biped-Locomotion Tasks
The ECTS representation can be used to describe the constraints for the motions
of both feet as well as balancing criteria such as the locations of CoM and Zero-
Moment Point (ZMP) [5, 35] during biped walking and balancing tasks.
Fig. 2.12. Constraints during a biped walking task expressed by the ECTS variables.
Biped walking tasks consist of Single-Support Phase (SSP) and Double-Support
Phase (DSP) as illustrated in Fig. 2.12. During SSPs, the coordination in the feet
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corresponds to the serial modes (αL = 0 or 1, βL = 1), where the swing foot moves
with respect to the supporting foot (i.e., the reference foot) having zero velocity,
which can be expressed by zero absolute velocity (i.e., ẋLa = 0). The reference foot
can be specified by setting αL accordingly, i.e., αL = 1 for LF or αL = 0 for RF. On
the other hand, non-zero relative velocity (ẋLr ) describes the motion of the swing foot.
During DSPs, the coordination in the feet corresponds to the parallel mode (αL = 0.5,
βL = 1). The zero velocities of both feet maintaining the ground contact at both feet
can be expressed by zero ECTS velocities (i.e., ẋLa = ẋ
L
r = 0). Hence, NC and AC
during walking tasks can also be specified in terms of ECTS velocity components;




r = 0 for NC during SSPs and DSPs, respectively, and desired
ẋLr , which is the motion components in AC that only exists during SSPs. Besides,
using cLa and c
L
r (see Fig. 2.12) denoting the constrained directions for each of the
lower-body ECTS variables during SSPs and DSPs, respectively, SLNC and S
L
AC can
then be constructed using Eq. (2.12) as we did earlier. Then the motion components
in NC/AC can be expressed in terms of ẋLNC , ẋ
L
AC obtained using Eq. (2.14).
Throughout walking, despite the zero absolute velocity (i.e., ẋLa = 0) set consis-
tently throughout walking, the absolute position (pLa ) changes in a discrete manner
due to alternating αL, as shown in Figs. 2.12(a)-(c). The locations of absolute coordi-
nate variable projected on the supporting ground can consistently represent the center
of the contact area at the feet, which in fact can be used as desired ZMP locations.
During SSPs, the absolute position projected on the supporting ground is located at
the center of the reference foot’s contact area, which is the desired ZMP location in
SSPs (see Figs. 2.12(a) and (c)). During DSPs, the projected absolute position is
located at the center of the support polygon of both feet, which is also the desired
location of the ZMP in the middle of DSPs (see Fig. 2.12(b)). Moreover, the absolute
positions during DSPs can be viewed as the overall location of the robot before and
after a walking task as shown in Fig. 2.12(b). This suggests that the desired change
between the initial and the final locations of absolute positions could be used as the
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input to a walking task. Hence, in the following, we will describe how an arbitrary
walking task can be specified only from the desired change to the absolute position.
ECTS-based Biped-Locomotion Task Specifications
Let x be a coordinate variable whose elements represent the positions and orien-
tations along/about x−, y−, and z− axes with respect to a coordinate frame. Then
we let x(p) = (x, y, θz)
T be the projected location of x on the XY -plane (i.e., sup-
porting ground) consisting of three components: positions along horizontal axes and
the orientation about the vertical axis. For simplicity of our discussion, it is assumed
that walking is performed on a flat ground, and that both feet will be aligned at the
beginning and the end of walking as illustrated in Figs. 2.13(a) and (b). Then the
initial and final relative position/orientation will be the same with respect to one of





r(p) ). In fact, this requires making a minimum of
two steps as illustrated in Fig. 2.13(a).
Fig. 2.13. Biped walking task examples described in terms of the ECTS variables
using the sequence of αL’s. (a) N = 1. (b) N = 3. The numbers in the footprints
indicate the order in steppings, and the black arrows indicate the transitions in the
absolute positions (i.e., the desired ZMP locations).
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A walking task can be specified from the desired final location of the robot, ex-
pressed in terms of the location of the projected absolute variable, denoted by xL
final
a(p) .
Given the initial location of the robot, also denoted by xL
init
a(p) , the total amount of the
change to xL
init
a(p) , denoted by Δx
L







and we assume that the locations of the robot and objects are available through
perception. Besides, depending on the total amount of the specified ΔxLa(p), walking
to the final location will require different numbers of steps. Let N denote the total
number of the discrete changes. It can be determined from the maximum amount
of a discrete change, (Δxmax,Δymax,Δθmaxz ), defined by the kinematic limits of the










z ) is the ith discrete change
(i = 1, . . . , N). Hence, for each walking task specified by ΔxLa(p), we first determine
N and ΔxL
(i)
a(p)’s. Then the AC during a walking task can be obtained by the following
procedure:
(1) Determine the sequence of αL’s.
(2) Compute the trajectory of ẋLr .
(3) Obtain the ZMP trajectories from the absolute variable’s locations and compute
the desired CoM motion.
The first step is to determine the sequence of αL’s, where each value of αL cor-
responds to the desired coordination mode during either a SSP (i.e., αL = 1 or 0)
or a DSP (i.e., αL = 0.5). The total number of values of αL in the sequence then
corresponds to the number of both SSPs and DSPs during walking, which can be
obtained using a specified N as 2N + 3. This is because, as mentioned earlier, a
walking task is assumed to start and end with DSPs requiring at least two SSPs (i.e.,
two steps), and a DSP will always exist between two neighboring SSPs. For example,
the αL sequence consists of 5 values of αL if N = 1 (i.e., only one discrete change
ΔxL
(1)
a(p) is required) as shown in Fig. 2.13(a) and 9 values of α
L if N = 3 as shown in
Fig. 2.13(b). Let αL
(k)
denote the k-th value in the sequence, k = 1, . . . , 2N +3. The
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DSPs and SSPs correspond to odd and even indices of k, respectively, and αL
(k)
’s of
two neighboring SSPs are always complementary numbers to each other due to the
alternating supporting foot. Hence, αL
(k)
can be obtained as
αL
(2j−1)
= 0.5 for j = 1, . . . , N + 2, (2.15a)
αL
(2j)
= 1 + (−1)αL(2(j−1)) for j = 2, . . . , N + 1. (2.15b)
Note that Eq. (2.15b) gives a value alternating between 0 and 1 for SSPs starting
from the pre-specified αL
(2)
, which indicates the supporting foot for the first SSP.
Also, αL
(2)
could be automatically determined from the sign of Δy(1) (i.e., the desired
direction of the first swing foot in the lateral direction) in order to avoid any collision
between the feet: αL
(2)
= 0 if Δy(1) > 0; otherwise, αL
(2)
= 1.
The second step is to generate stepping motions during each SSP in terms of the
trajectory of ẋLr . It can be computed from a desired discrete change to the relative









and a desired step height. Now the problem is then to compute ΔxL
(k)
r(p) for each SSP,
which can be computed using ΔxL
(i)
a(p)’s (i = 1, . . . , N) as follows. For the beginning














r(p) , displayed in dotted arrows,





If N > 1, for the rest of SSPs, the sum of two consecutive ΔxL
(i)








a(p) for j = 2, . . . , N. (2.17)
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is the rotation matrix indicating the rotation of an angle Δθ
(2j)
r(z) about
z-axis (i.e., the orientation component in ΔxL
(2j)
r(p) ), I3 is the 3×3 identity matrix, and
xinitr(p) is the initial relative positions (e.g., x
init
r(p) = [0,−2d, 0]T , where d is the distance
from the absolute position to the center of RF in the initial configuration). Note that
in Eq. (2.18) the first term vanishes if Δθ
(2j)
r(z) = 0 since RΔθ(2j)
r(z)
= I3 and the sign of
the second term becomes negative only if αL
(2j)
= 0 (i.e., RF is the supporting foot).
Lastly, the computed ΔxL
(k)
r(p) ’s can be used to obtain the trajectories of ẋ
L
r for the
duration of each SSP from xinitr(p) and vertical motions generated with a desired step
height.
The third step is to obtain the projected locations of absolute positions (xL
(k)
a(p) ’s)
during each of SSPs and DSPs, which will be considered as the desired ZMP locations.
For example, the red, blue, and purple dots in Figs. 2.13(a)-(b) are the projected









(e.g., red dots in Figs. 2.13(a)-(b)). During SSPs, the absolute positions can be





r(p) . They indicate the locations, where absolute and relative positions
would be at the end of walking if each discrete change was the final change (e.g.,
























r(p) = RΔθ(j)z x̄
L(2(j−1))
r(p) for j = 2, . . . , N + 1, (2.19)
where Δθ
(j)




a(p) located at the center

















r(p) for j = 1, . . . , N + 1. (2.20)
Note that the sign of the second term in Eq. (2.20) becomes negative if αL
(2j)
= 1.
This is illustrated in Fig. 2.13(b). Let d denote the half of initial relative positions
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(i.e., d = 0.5xinitr(p)). Then by adding d to the virtual absolute position indicated by
the first green dot, we can obtain the actual absolute position (the second blue dot).
For the second green dot, the supporting foot is LF (i.e., αL
(k)
= 1), and d is now
subtracted from the virtual absolute position (the second green dot). Once xL
(k)
a(p) ’s are
computed for even indices of k (SSPs), xL
(k)
a(p) ’s for odd indices of k (DSPs); e.g., purple
dots in Fig. 2.13(b), can be easily obtained by averaging xL
(k)
a(p) ’s of two neighboring










a(p) ) for j = 2, . . . , N. (2.21)
The output of this step will be xL
(k)
a(p) ’s for k = 1, . . . , 2N + 3, which correspond to
the desired ZMP locations during walking. The ZMP trajectory can be obtained
by linearly interpolating them with specified durations for DSP and SSP. Finally,
the desired CoM trajectory can be computed from the obtained ZMP trajectory
using existing walking pattern planner methods [30, 33, 35]. The final output is the
trajectory of the desired CoM motion which will be used in the constraints for walking
tasks along with the trajectory of ẋLr and the sequence of αL’s obtained earlier. Notice
that the desired stepping motions during the biped locomotion task can be expressed
with only relative motion variable, and this demonstrates the efficiency in using the
ECTS representation. In the following subsection, we shall discuss the advantages in
using the ECTS representation for both upper- and lower-body task specifications.
2.3.3 Advantages of the ECTS-based Task Specifications
Unified Representation for All Types of Coordinated-Motion Tasks
To begin with, the ECTS representation can be used to specify all possible types
of coordinated-motion/force tasks as well as uncoordinated-motion tasks in a unified
manner. Coordinated-motion tasks of dual-arm systems can be characterized by the
existence of shared motion/force tasks, which are absolute force and relative motion
tasks, as described earlier. Figure 2.14(a) shows the three cases of motion/force
coordination according to the distribution of the shared tasks. Note that each case is
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defined as having either fixed or varying distribution for absolute force and relative
motion components.
Fig. 2.14. Comparisons between the CTS and ECTS representations.
Most of the exiting work on the CTS [17,23,25] deal only with Case 1 correspond-
ing to a symmetrical motion/force coordination; i.e., the absolute force and relative
motion components are evenly distributed to both end-effectors’ forces and motions,
respectively. Uchiyama et. al. [16] discussed an extension of the original CTS repre-
sentation for an asymmetrical distribution of absolute force components (i.e., external
force). It was proposed to realize adaptive load distribution during cooperative ma-
nipulation of a commonly-held rigid object. This corresponds to Case 2, where the
distribution of the absolute force component can vary. Hence, it can be said that
the CTS representation can at most deal with the first two cases of motion/force
coordination as shown in Fig. 2.14(a).
On the other hand, our proposed ECTS representation can be used to specify all
three cases of motion/force coordination as shown in Fig. 2.14(a). The balance coeffi-
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cient α can be used to vary the distribution of the relative motion as well as absolute
force components. This enables the ECTS representation to be more versatile in
performing manipulation tasks with two objects, where the relative motion between
them defines the task. As illustrated in Fig. 2.14(b), since the ECTS representation
can allow any desired distribution for the relative motion, the tasks using the blended
and serial modes can also be conveniently described. In human bimanual tasks, the
movements performed in the serial modes (i.e., asymmetrically coordinated motions)
are most commonly observed [144, 145], so more variety of tasks can be specified by
the ECTS representation than the existing CTS representation. The four coordina-
tion modes enables all types of dual-arm coordinated-motion tasks to be specified by
the ECTS representation (see Fig. 2.10), and a general dual-arm manipulation task
consisting of uncoordinated and different types of coordinated movements can be de-
scribed consistently without switching among different representations. For instance,
the movements for reaching the objects before performing any coordinated-motion
tasks as well as regrasping during operations are uncoordinated. Hence, the ECTS
representation can unify and simplify the description and control of dual-arm tasks.
Intuitive and Consistent Task Descriptions
Second, coordinated-motion/force tasks can be intuitively specified by the ECTS
representation. For example, transporting a box with both hands is usually described
simply as moving the box to a desired location while maintaining the contacts of the
hands with the box. This task of transporting a box can be specified by the desired
absolute motion, which directly relates to the desired movement of the box, with null
relative motion for maintaining the contacts with the box. Besides, some other tasks
such as peg-in-hole and screwing (including other examples in the second and third
rows in Fig. 2.10) are usually described simply as moving one object with respect to
another object. This directly corresponds to specifying only relative motion compo-
nents in the ECTS representation. Hence, when using the ECTS representation, the
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number of variables to specify can be reduced, which makes the task specification
much easier and more intuitive for the operator.
Moreover, the intuitiveness in the task specifications can be observed more con-
sistently in the ECTS representation for various types of coordinated-motion tasks.
For example, when one hand’s motion is used as the reference for the other hand’s,
such as writing on a board (see the examples in last row in Fig. 2.10). This type of
task utilizes asymmetric movements which the CTS representation cannot describe.
A description of this task would be simply as writing with one hand while holding
the board with the other hand. Using the serial modes in the ECTS representation,
the absolute motion variable is directly related to the motion of the hand stabilizing
the board, and the relative motion variable can be directly used for the motion of the
hand writing on the board.
The tasks are specified by the ECTS representation can be easily “reused” in
different situations. Using the same example, a change in the location of the board
requires only changes in the absolute motion components (describing the location of
the stabilizing hand) while the relative motion trajectories (describing the motion of
the writing hand with respect to the writing board) can remain the same. This is
desirable because usually changing the board location would not affect the description
of writing task itself. Note that when individual-arm motions are used, changing the
location of the board also requires changes in the motions of both hands. Furthermore,
the intuitiveness and consistency is also observed when specifying biped walking tasks
in the lower-body subsystem using the ECTS representation. As we mentioned earlier,
the stepping motions are asymmetric movements which could not be described by
the CTS representation. When using individual end-effector’s motion, the stepping
motion tasks always usually required both of feet motions to be specified individually.
But when the ECTS representation is used we showed that the stepping motions
during walking can be consistently described only by the relative motion components,
and the desired overall location of the robot can be easily specified by the absolute
motion components.
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Greater Flexibility in Task Execution
Lastly, coordinated-motion tasks specified by the ECTS representation can exhibit
greater flexibility since the balance coefficient α in the ECTS representation enables
direct control of the null-space behaviors. It is well known that dual-arm robot
system has redundancies, which can be apparently observed for the shared tasks
between two end-effectors’ motions and forces: relative motion and absolute force
tasks, where 12 dimensional space maps to 6 dimensional space; that is, from (ẋ1,
ẋ2) and (h1, h2) to ẋr and ha, respectively. Unlike other existing representations
(e.g., the CTS), where the null-space behaviors were not considered explicitly, in
the ECTS representation the null-space behaviors regarding the distribution of these
shared tasks are parameterized by the balance coefficient α. Hence, using the ECTS
representation enables the operator to easily control this aspect of the null-space
behaviors, which can be utilized for the following purposes.
Maximum Range of Workspace The null-space behaviors can be used to
maximize the range of the workspace during relative motion tasks. Depending on the
location of the objects involved in a relative motion task, each arm’s motion can be
limited in real-world scenarios; e.g., one of the arms is in vicinity of its joint limits,
singularity and/or surrounding objects in the environment. In the CTS representation
the motions of both end-effectors are always evenly utilized for relative motion tasks,
and this provides smaller range of workspace. On the other hand, with appropriate
adjustments made for α, the ECTS-based task specifications can provide greater
flexibility under those circumstances.
Robust Execution of Coordinated-Motion/Force Tasks Moreover, the
null-space behaviors can provide greater robustness in executing dual-arm motion/force
coordinated-motion tasks. For example, when external forces are applied to one of the
arms while executing relative motion tasks, α can be dynamically adjusted so that the
task execution is not affected. The serial modes can be used in this case to maximize
the use of the other arm, so that the task can be still continued without making any
changes to the task specification. The same holds true for the cases of malfunctioning
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joints (motor failure) in one of the arms during the task. Besides, during execution
of absolute force tasks, varying the distribution of the absolute force by α can be
exploited. For example, when holding a box full of moving objects with both end-
effectors, although the total weight is fixed, the forces which need to be supported by
each end-effector can vary depending on the location of the objects in the box. In this
case, while having the same task specification of applying constant absolute force, α
can be dynamically adjusted to redistribute the overall desired absolute forces to each
of two end-effectors accordingly.
Note that α can be automatically determined based on a number of criteria. In
the next section, we shall derive performance measures for dual-arm motion/force
tasks in terms of ECTS motion/force variables, which can also be used to determine
α for optimal performance during any dual-arm tasks. Using those measures, the
performance of the robot under the ECTS-based task specification will be compared
with other existing task specification methods in order to verify the advantages.
2.4 Performance Evaluation of the ECTS Representation
In this section, we discuss new performance measures derived in terms of the ECTS
motion/force variables. The proposed performance measures can be used to evaluate
the performance as well as to optimize postures of two arms as a whole during any
type of coordinated-motion/force tasks.
2.4.1 The ECTS-based Performance Measures
We now first briefly review the existing performance criteria for manipulator sys-
tems. Then we define new performance measures for the coordinated-motion/force
tasks of dual-arm manipulator systems in terms of the ECTS motion/force variables.
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Performance Measures for Manipulator Systems
Performance indices quantify the behavior and performance of manipulator sys-
tems, and are used to optimize the structure of the manipulator, workspace (for non-
redundant robots), and the postures (for redundant robots) [148]. Usually derived
from the velocity manipulability ellipsoid [149] whose shape is posture-dependent,
they can be largely divided into intrinsic and extrinsic indices. Given a posture, intrin-
sic indices (e.g., manipulability, condition number, and minimum singular value) [149]
are independent of tasks, evaluating the overall dexterity of manipulators. Extrinsic
indices [150], on the other hand, are used to evaluate the dexterity of manipulators
for a certain task. More details on the existing performance measures can be found
in Appendix B.
The ECTS Performance Measures for Dual-Arm Systems
Based on the understanding of the existing performance criteria for manipulator
systems, we now propose new performance measures for manipulation tasks involv-
ing motion/force coordination in terms of the ECTS variables. We first define the
velocity and force manipulability ellipsoids in terms of the ECTS motion/force vari-
ables as follows. As described earlier, the relationship between joint velocities and
the ECTS velocities is described by Eq. (2.4), and the velocity relationship as well as





T and the joint
torques τ ∈ Rn×1 can be obtained as
ẋE = JEq̇ and τ = J
T
EhE. (2.22)
The ECTS Velocity and Force Ellipsoids The relationships in Eq. (2.22)
can be used to define the ECTS velocity and force manipulability ellipsoids from





−1ẋE = 1 and hTE(JEJ
T
E)hE = 1. (2.23)
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They can represent the capability of a dual-arm system for any type of coordinated-
motion/force tasks, whereas the ellipsoids defined for the CTS in [151] could only be
used for symmetrically coordinated-motion/force tasks (i.e., tasks performed in the
parallel mode).
The ECTS Manipulability Measure Based on these two ECTS velocity
and force ellipsoids, an intrinsic index, the ECTS manipulability index (denoted by




where μE indicates the volume of the ECTS velocity ellipsoid, and for coordinated-
motion tasks, μE represents the dexterity in the configuration of both arms as a whole
while performing any type of tasks represented by (ẋa and ẋr), and can also be used to
detect singularities (e.g., μE being close to zero). Hence, the concept of these ECTS
velocity and force manipulability ellipsoids can be considered as a generalization to the
concept of those ellipsoids defined for the CTS representation [151, 152]. This is due
to the effect of the C(α, β) matrix, which describes the mapping between the ECTS
motion/force variables and the individual end-effector motion/force variables with the
choice of the two coefficients (α, β). Note that some other further extensions could
also be made as in the original manipulability, considering joint limits and avoiding
the collisions with surrounding obstacles [153].
The ECTS Task Compatibility Indices We define the ECTS motion/force
transmission ratios and the ECTS motion/force task compatibility indices as follows.
Let Cui ∈ R12 be a unit vector indicating a direction along or about one of the




T ). For example, a direction for a translational motion/force
along x-axis of the C-frame of the absolute variable set can be defined as Cui =
[1, 0, 0, 0, 0, 0,01×6], and a direction for a rotational motion/moment along z-axis of
the C-frame of the relative variable set can be defined as Cui = [01×6, 0, 0, 0, 0, 0, 1].
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Then this vector Cui can be transformed into the corresponding vector in the inertial







where PTca and P
T
cr transforms a direction defined for the absolute and relative force
variables in the C-frame, respectively, into the corresponding components in the in-
ertial frame; Pca ,Pcr ∈ R6×6 are block diagonal matrices, which can be constructed












whereRca andRcr express the orientation of the C-frames of the absolute and relative
variable sets with repect to the inertial coordinate frame, respectively.
Suppose there are nm and nf motion- and force-controlled directions defined in
terms of the AC components in the ECTS motion and force variables, respectively. Let
umi and ufj denote the i-th motion-controlled direction and the j-th force-controlled
direction, respectively (i = 1, . . . , nm and j = 1, . . . , nf ). Based on the ECTS velocity
and force manipulability ellipsoids expressed in Eq. (2.23), we can also define the
ECTS velocity and force transmission ratios, denoted by αmi and αfj , for each of umi















The αmi and αfj can be used to evaluate the current configuration for the task. For
example, a valve turning operation defined by the rotational motion of the absolute
variable about z-axis requires joint configurations with a greater flexibility (i.e., coarse
motion) along the direction of a unit vector Cumi = [0, 0, 0, 0, 0, 1,01×6] in the C-frame.
After transforming Cumi into umi with respect to the inertial frame using Eq. (2.25),
joint configurations can be evaluated by comparing αmi , and the configuration with
maximum αmi can be chosen for the initial configuration of the task.
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For optimizing the joint configurations with desired control objectives, the ECTS
task motion and force task compatiblity indices can also be defined using the ECTS
velocity and force transmission ratios (αmi and αfj) as follows. Let cm and cf denote













where βmi ∈ {+1,−1} and βfj ∈ {+1,−1} are assigned for each of αmi and αfj (+1 is
assigned for the directions in which coarse motion/force control is required while −1 is
assigned for the directions of fine motion/force control), wmi and wfj are the weights
indicating the relative importance of the required task objectives for the directions of
the motion and force components.
Advantages of the ECTS Performance Measures
It is advantageous to define performance measures in terms of the ECTS mo-
tion/force variables. The performance indices in existing work [154–156], could eval-
uate the configuration of each arm separately for only specific types of coordinated-
motion tasks. In [156], the task compatibility indices were defined separately for each
of the reference and tool arms during the relative motion/force task of writing on a
white board. The defined task compatibility indices were limited only to one type
of coordinated-motion/force task (i.e., the serial mode with one fixed reference arm),
and the task compatibility indices had to be specified for each of the arms for optimiz-
ing the performance of the coordinated manipulation task. On the other hand, when
defining the ECTS performance measures, the individual end-effectors were no longer
considered separately. This allows the operator to evaluate and optimize the perfor-
mance with high-level control objectives without considering low-level objectives for
the individual end-effectors. The ECTS performance measures can be used to evalu-
ate and optimize the performance during any type of coordinated-motion/force tasks
because of the versatility in the ECTS representation. Besides, the same measures
can be used for various situations only with adjustments on the balance coefficient α.
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For example, for tasks performed in the serial modes, the same performance measures
can be used even when the reference end-effector is switched from the other.
The four ECTS coordination modes allows the ECTS performance measures to be
used for any type of coordinated and uncoordinated-motion/force tasks of two end-
effectors. In the orthogonal mode, the motion or force between two end-effectors are
uncoordinated; that is, each end-effector is performing a separate motion/force task.
In this case, the velocity and force transmission ratios (αmi ’s and αfj ’s) can be defined
with the motion/force-controlled directions (umi ’s and ufj ’s) in the tasks assigned for
each end-effector. The essential part of a coordinated-motion/force task can be de-
scribed by the NC and AC expressed in terms of the motion/force components in
the main variable set. umi ’s and ufj ’s can be defined for the motion/force-controlled
directions in the C-frame of the tasks assigned for each variable set, and the postures
can be evaluated and optimized for desired control objectives. The operator can con-
veniently specify desired control objectives in terms of the motion/force-controlled
directions in the C-frame of the task. Then the defined control objectives can be
directly translated in terms of the motion/force components in the associated ECTS
variable set. The same ECTS performance indices, once defined, can be used con-
sistently with adjustments on the balance coefficient α during relative motion and
absolute force tasks, regardless of the coordination mode used (i.e., parallel, blended,
and serial modes). In the next subsection, we shall describe how the proposed perfor-
mance measures can be considered in the controller in order to achieve the optimal
performance given desired control objectives.
2.4.2 Optimal Controller based on the ECTS Performance Indices
An optimal controller for redundant robots based on the ECTS performance mea-
sures can be formulated as follows. The primary task is defined as tracking desired
ECTS motion trajectories while the secondary task is joint-space stabilization or null-
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space optimization using a gradient projection scheme [157]. At each time step (Ts),
a desired joint velocity q̇ is computed by the following control law:
q̇ = J#EKEeE + (I14 − J+EJE)ξ, (2.29)





−1 ∈ R(12×12) indicates a damped least-square inverse







−1 is a Moore-Penrose pseudo-inverse of JE,




T ∈ R12, and each of ea, er ∈ R6 consists of position and orientation errors
computed from the desired and actual absolute/relative positions and orientations
(see Eqs. (2.5) and (2.6)).
Note that ξ can be defined according to the desired objective of the secondary
task in the controller. For the joint-space stabilization, ξ := q̇0 ∈ R14 defined as
q̇0 = Kq(qinit − q), which is an arbitrary joint velocity vector mapped onto the
null-space of the primary task, where Kq ∈ R(14×14) is a positive-definite gain matrix
and qinit ∈ R14 is the initial joint configuration. For null-space optimization, ξ :=
km∇cm + kf∇cf , where ∇cm = ∂cm/∂q and ∇cf = ∂cf/∂q are the gradients of
cm and cf , where km and kf are positive constants indicating the step-sizes for the
optimization, respectively. Thus, we can compute the optimal q̇ that maximizes cm
and cf in the null space of the motion task specified by the ECTS motion variables.
In summary, based on the proposed ECTS performance indices, the controller in
Eq. (2.29) can be used to optimize the configurations of both arms as a whole during
any type of coordinated-motion tasks (see Fig. 2.15). In the next section, experimental
results on a dual-arm robot will be discussed, demonstrating how this controller was
used to achieve optimal performances during various types of coordinated-motion
tasks.
2.5 Simulation and Experimental Results
In this section, we first discuss the results from computer simulations performed
on a Hubo II+ humanoid robot to validate the ECTS-based specifications of both
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Fig. 2.15. An optimal controller based on the ECTS performance indices.
upper-body and lower-body tasks. Then we discuss the results from experiments on
a Baxter robot performing various types of dual-arm coordinated-motion tasks. We
demonstrate the effectiveness and intuitiveness of using the ECTS representation for
task specification as well as evaluation and optimization of the performances based
on the proposed ECTS performance measures.
2.5.1 Verification for the ECTS-based Task Specifications
A full-size humanoid robot, Hubo-II+ robot model (see Fig. 2.16(a)), was used
in the verification. It is 130 cm tall, weighs about 42 kg and has 38 DoF (6 in
each leg, 6 in each arm, 5 in each hand, 1 in the waist and 3 in the neck). 25 DoF
(without counting finger and neck joints) were considered in an equivalent virtual
robot model (see Fig. 2.16(b)) that we have created in MATLAB. The kinematic
dimensions and inertial parameters were obtained from the model defined in the
Universal Robotic Description Format (URDF) [158], which can be found in [159].
During our simulation, the joint torques and motions were first computed using the
virtual robot model in MATLAB, and the joint states were synchronized with a
Hubo robot model in V-REP simulation environment [160] (see Fig. 2.16(c)) through
ROS [161].
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Fig. 2.16. (a) A Hubo-II+ robot. (b) A virtual model in MATLAB (the moment of
inertia for each of the links is displayed by an ellipse located at its CoM). (c) A Hubo
model in V-REP.
Verification for Upper-Body Manipulation Tasks
First, for the verification of upper-body task specifications, the two upper-body
task examples we showed earlier, i.e., valve-turning and bimanual-scissor operations
(see Figs. 2.11(a)-(b)), were used. The main variable sets in those two tasks are
absolute and relative variable sets, respectively. Both of them are associated with 1b
operation, and the remaining variable sets (i.e., relative and absolute variable sets)
are associated with 0a and 6a operations, respectively. SNC and SAC are constructed
using Eq. (2.12) from the c’s in the operations associated with absolute and relative
ECTS motion/force variable sets (i.e., ca and cr), where ca = (1, 1, 1, 1, 1, 0) and
cr = (1, 1, 1, 1, 1, 1) for valve-turning operation, and ca = (0, 0, 0, 0, 0, 0) and cr =
(1, 1, 1, 1, 1, 0) for bimanual-scissor operation. Note that for the relative motion/force
variables, Pcr is defined with the orientation of ΣC expressed with respect to LH frame
(ΣU1 ) after holding the objects with both hands.
First Task Example: a Bimanual-Valve Operation The valve-turning
operation was specified as shown in Table 2.2, and the coordination modes during the
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Table 2.2 Specification of a valve-turning operation.
operation were specified by (αU , βU). It can be observed that the reaching movement
was performed first in the orthogonal mode, then the actual turning operation with
coordinated motion was performed in the parallel mode after holding the valve. For
the duration of each mode (4sec), the task was specified by the desired changes to
the position and orientation components in the absolute and relative motion vari-
ables with respect to ΣC . Since the absolute variable set is the main task variable
set, the actual turning operation can be specified only by a desired change to the
absolute orientation which corresponds to motion components in AC, i.e., a rotation
of −20◦ about z-axis of ΣC (aligned with the axis of rotation in the valve). As the mo-
tion components in NC, no changes were specified for the rest of motion components.
Figures 2.17(a)-(c) show the snapshots taken during simulation of valve-turning oper-
ation. Note that after grasping the valve (see Fig. 2.17(b)) the static transforms (irOb
and iROb for i = 1, 2) between the each hand frame to ΣC (displayed in white frame
at the pivot location of the valve) were used to transform individual motion/force
vectors as described earlier (see Eq. (2.7)).
In order to verify the force constraints, the relative variable set assigned with
operation 0a was used to specify a certain amount of internal forces while turning
the valve. After grasping the valve, a squeezing force was applied (applied at the
contact location of each hand towards the pivot location of the valve), which is along
x axis of ΣC (in red solid line) shown in Figs. 2.18(a)-(b). The desired internal force






]T denote the force components in AC defined with respect to ΣC .
ChUAC is assigned with a non-zero value of 1N only for the corresponding element of
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Fig. 2.17. Snapshots taken during the simulation of valve-turning operation in V-REP
(the video can be found in [162]).
the relative forces ChUr in x direction. h
U
AC , the force components in AC with respect






⎦ ChUAC , (2.30)
where PTca and P
T
cr transform the absolute and relative force components in AC ex-
pressed in ΣC , respectively, to the corresponding components in ΣB (see Eq. (2.13)).
Figure 2.18(c) shows the internal forces measured along the x-axis of the C-frame, and
it can be observed that an internal force of 1N was applied for the last 4s duration.
Second Task Example: a Bimanual-Scissor Operation The second ex-
ample task of a bimanual-scissor operation was specified as shown in Table 2.3. As
it was in the valve-turning operation, the movements of hands reaching the scissor
handles were performed in the orthogonal mode. Since the relative variable set is the
main task variable set, the movement of closing scissors can be specified only by the
relative orientation (corresponding to the motion component in AC) as a rotation of
−20◦ about the z-axis of ΣC , displayed in coordinate frame in black color in Fig. 2.19
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Fig. 2.18. Snapshots of the valve-turning operation and the measured internal forces
in MATLAB (the C-frame is displayed at the pivot location of the valve, and the
directions of the applied internal forces are displayed in arrows in red color in (a) and
(b)).
(b). Note that after grasping both scissor handles, the two static transforms (irObi
and iRObi for i = 1, 2) were obtained from the hand frames to the ΣC at the pivot
location of the scissor. Besides, in order to demonstrate the effect of adjusting the
balance coefficient αU , the closing operation was performed in parallel, blended, and
serial coordination modes specified with different values of αU .
Table 2.3 Specification of a bimanual-scissor operation.
Figures 2.19(c-1) through (c-5) show the resultant configurations after performing
the closing operation in different coordination modes. In Figs. 2.19(c-1) and (c-5),
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right arm and left arm were used as the reference arm in the serial modes, and the
movement was only made by left arm and right arm, respectively. In Fig. 2.19(c-3)
the motions of both arms equally contributed to the operation in the parallel mode,
whereas in Figs. 2.19(c-2) and (c-4) the motion in one arm (left arm in Fig. 2.19(c-2)
and right arm in Fig. 2.19(c-4)) was more dominant than the other arm. Hence, this
confirms that the coordinated behaviors (i.e., null-space behaviors) during relative
motion tasks can be directly adjusted by αU without changing the relative motion
task. Furthermore, the absolute variable set, which is the remaining variable set, was
assigned with 6a operation during closing operation. This enables the location of the
scissors to be easily controlled only by changes in the desired absolute motion compo-
nents. Figure 2.19(d) shows different final locations of the scissors after performing
the closing operation in the blended modes with the specified absolute motions.
Verification for the Lower-Body Biped Walking Tasks
As we described earlier in Section 2.3.2, a biped locomotion task can be specified
in terms of a desired change to the overall location of the robot, expressed by ΔxLa(p) =
(Δx, Δy, Δθz)
T . Figures 2.20(a)-(b) show two examples, where walking is required
in order to start valve-turning operation. Using the locations of the objects and the
robot available in the simulation environment, ΔxLa(p) was specified easily as shown at
the bottom of the table, which is indicated by the arrow in red color from the initial
location of the robot to its desired location. After ΔxLa(p) was specified, N = 6 was
first determined considering (Δxmax,Δymax,Δθmaxz ) = (10cm, 7cm, 10
◦) (defined by
the kinematic limitations in the Hubo robot model). Then ΔxLa(p) was divided into
Δx
L(i)
a(p)’s (i = 1, . . . , 6) as listed in the table of Figs. 2.20(a)-(b). Notice that only for
every other stepping (i.e., odd indices of i), Δy(i) was assigned with a non-zero value
in order to avoid collisions between the feet.
From the specified Δx
L(i)
a(p)’s, the sequence of α
L’s was first obtained using Eq. (2.15),
and the trajectories of ẋLr were then obtained using Eqs. (2.16), (2.17), and (2.18) as
explained in Section 2.3.2. Then using Eqs. (2.19), (2.20) and (2.21), we obtained the
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Fig. 2.19. Snapshots of simulation for bimanual-scissor-operating task in MATLAB.
absolute variable’s projected locations (xL
(j)
a(p)’s for j = 1, . . . , 2N +3), which represent
the history for the location of the robot during walking. Figures 2.21(a)-(b) show
the computed locations of footsteps along with the histories of the obtained xL
(j)
a(p)’s.




a(p) , respectively) are marked with red
dots and its intermediate locations (during SSPs and DSPs) are indicated by black
solid lines. Considering xL
(j)
a(p)’s as the desired ZMP locations, the reference ZMP tra-
jectories (plotted in the red solid lines in Figs. 2.21(a)-(b)) were obtained, and the
desired CoM trajectories (plotted in blue solid lines) were computed using an existing
walking pattern planner [35].
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Fig. 2.20. Two examples of specifying a biped locomotion task. (a) First example
(only translation). (b) Second example (translation and rotation).
Figures 2.22(a)-(b) show the snapshots of the resultant whole-body motions taken
during DSPs. It was observed that only slight errors occurred between the desired
and actual locations of the footsteps due to slippages while landing each foot. This
error could have been caused by imperfect modeling of friction with the ground in
the simulation environment. Nevertheless, the resultant location of the robot was
close enough to perform the valve-turning operation (with errors of less than 2cm).
In the next subsection, the experimental results on a Baxter robot will be discussed
for performance evaluation of those specified upper-body tasks.
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Fig. 2.21. The planned footsteps and histories of the overall location of the robot
along with the graphs of CoM and ZMP trajectories. (a) First example. (b) Second
example.
2.5.2 Performance Evaluation of Dual-Arm Coordinated-Motion Tasks
We now verify the advantages of the ECTS-based task specifications, described
earlier, using real task examples performed on a Baxter robot. The performances of
the relative motion tasks and absolute motion tasks specified by the ECTS represen-
tation are evaluated in terms of the proposed ECTS performance measures. Also,
using those task examples, we verify that the configurations of both arms can be
optimized as a whole during the task executions for desired control objectives.
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Fig. 2.22. Snapshots taken during the simulation of walking in V-REP for both
examples (the videos can be found in [163]).
Experiments were carried out on a Baxter robot, built by Rethink Robotics Inc.
(see Fig. 2.23(a)). It has two 7-DoF arms and is equipped with electrical parallel
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Fig. 2.23. A Baxter robot operating a valve and a pair of pliers. (a) The robot
holding the manipulated objects. (b) The robot configuration and the point cloud
data visualized in rViz with an interactive marker indicating the C-frame. (c) The
virtual robot model in MATLAB with static transforms displayed in red solid lines.
grippers. A RGB-D camera (Primesense Carmine 1.09), mounted at the chest, was
used to obtain point cloud data for the objects and the arms. The controller in
Eq. (2.29) shown in Fig. 2.15 was implemented based on a virtual robot model in
MATLAB (see Fig. 2.23(c)). The parameters used in our experiments were Ts = 0.01
s, λ = 1e−8, KE = 100I12, and Kq = 0.1I14. At every Ts, an optimal q̇ was computed
and integrated to obtain the desired joint configuration q, which was then sent to the
joint position controller in the robot. The joint states in the virtual robot model in
MATLAB and the actual robot were synchronized at every 50 ms through ROS. Note
that for the communication between controller and ROS server running in the robot
the robotics system toolbox in MATLAB was used.
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Fig. 2.24. Four examples of dual-arm manipulation tasks.
The first objective of our verification was to demonstrate how dual-arm motion
tasks manipulating different types of objects can be intuitively specified and controlled
using the ECTS motion variables. The four task examples shown in Fig. 2.24 were
performed by teleoperation from the operator without any pre-planned motions. In
the controller (see Eq. (2.29)), ξ defined for the joint-space stabilization was used. The
commands from the operator were given in terms of either desired absolute or relative
motions, which were obtained using a single 6D mouse (3Dconnexion SpaceMouse).
On a graphical user interface displayed on the head screen of the robot, the operator
used the 6D mouse to select the desired ECTS coordination modes and set the desired
position and orientation of the C-frame with respect to the objects. The movements
of placing each gripper at a desired location before grasping was controlled by each
ECTS motion variable in the orthogonal mode. After grasping was made for both
grippers, an interactive marker was used to locate the C-frame in the point cloud of
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the scene displayed in rViz environment (see Fig. 2.23(b)). One of the principal axes
of the C-frame (e.g., z-axis) was aligned with the axis of the rotation in the valve
and the pliers such that the coordinated motions of operating the valve and the pliers
could be conveniently described only by a rotational motion about this axis of the
C-frame. Then the static transforms were automatically identified from the grasping
locations to the C-frame as shown in Fig. 2.23(c). In our experiments, various types of
coordinated-motion tasks of both arms were successfully performed by teleoperating
both arms’ motions using only either absolute or relative motion commands from
the operator (the video can be found in [164]). Moreover, Figs. 2.25(a)-(e) show the
snapshots taken while operating the pliers in different coordination modes during our
experiments from the initial configuration in the bottom of Fig. 2.23(a). Varying the
contribution of each arm’s motion to the desired change in the relative orientation
by the balance coefficient α, the bimanual plier operation was performed in different
coordination modes: the parallel, blended, and serial modes.
Fig. 2.25. Snapshots of operating the pliers performed in different coordination modes.
In (a) and (e), RH and LH were considered as reference hands and the task was per-
formed only by LH and RH, respectively; in (b) and (d), the movements in LH and
RH contributed more to the task than RH and LH with the ratio determined by α,
respectively; in (c), the task was performed equally by both hands.
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The second objective of our verification was to verify the advantages of the ECTS-
based task specifications. We evaluated and optimized the performances of the robot
during four tasks (illustrated in Figs. 2.24(a)-(d)) specified in advance. For relative
and absolute motion tasks, the controller in Eq. (2.29) used ξ ’s defined for the joint-
space stabilization and the null-space optimization, respectively. Note that for clarity
we will use the snapshots of configurations of the virtual robot model in MATLAB.
Intuitiveness and Consistency in the ECTS-based Task Specifications
In order to demonstrate the intuitiveness and consistency in the ECTS-based task
specification, a plier/scissor operation (see Fig. 2.10) was specified using the non-CTS
(individual-arm motions), the CTS, and the ECTS representations. This operation
can be decomposed into two sub-operations: reaching and grasping the scissor/pliers
handles performed in the orthogonal mode, and operating the scissors with both
hands in one of the three coordination modes with β = 1. For simplicity of specifying
the task, the axis of rotational motion at the pivot of the scissor was aligned with the
z-axis of the world frame after grasping the scissors/pliers.
Letting θz denote the turning angle of the scissors/pliers, the task specifications
can be made as follows. Using the non-CTS representation, the task can be specified
as shown in Table. 2.4(a). Note that Rz(θz) is the rotation matrix of the turning
angle of θ◦z about the z-axis, and r1 = (r1(x), r1(y), 0), r2 = (r2(x), r2(y), 0) denote the
positional vectors between the pivot location of the scissors and the contact locations
of the left and right hands, respectively. Table 2.4(b) shows the task specification
made in the CTS representation. Since the CTS representation can only describe
symmetrically coordinated movement during the phase of operating scissors after
grasping, the non-CTS representation had to be used for the first sub-operation of
the task. This shows that a switching between the two representations was required.
Lastly, Table 2.4(c) shows that this task can be specified in the ECTS representation
simply as a sequence of sub-operations performed in the orthogonal mode and one of
the other coordination modes.
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Table 2.4 A plier/scissor operation specified by (a) the non-CTS, (b) the CTS, and
(c) the ECTS representations.
The task specifications made in three representations clearly show that the CTS
and the ECTS representations both allow more intuitive task specifications. The
bimanual-scissor operation can be directly specified in terms of only the rotational
components in the relative motion variable. On the other hand, for the non-CTS
representation (see Table 2.4(a)), the translational and rotational motions in indi-
vidual end-effectors have to be manually specified. Besides, the task specification
made in the ECTS representation provides greater flexibility in the task execution
(see Table 2.4(c)) compared with the other task specifications. Without modifying
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the task specification itself, different coordinated behaviors (i.e. null-space behaviors)
can be easily specified using different values of the balance coefficient α. In the next
step, we will discuss how this flexibility in the ECTS representation can be utilized
to optimize the performance of the robot during relative motion tasks.
Performance Evaluation During Relative Motion Tasks
As aforementioned, one major advantage of the ECTS representation over existing
representations is that null-space behaviors during the relative motion task is nicely
parametrized by α. In this step, two relative motion tasks are executed to demonstrate
how α can be automatically adjusted based on one of the ECTS performance indices.
Also, comparisons are made between the performances of the tasks specified by the
ECTS and the CTS representations.
During task execution, the individual-arm manipulability measures (μLA and
μRA), the ECTS manipulability (μE) in Eq. (2.24), and the velocity transmission
ratios (αmi ’s) in Eq. (2.27) were measured. Also, the motion task compatibility index
(cm) was obtained from the measured αmi ’s using Eq. (2.28). In defining αmi ’s, only
one motion-controlled direction was specified (i.e., nm = 1) by um1 , and βm1 = 1
was set in order to measure the performance in terms of the magnitude of αm in
the direction of um1 . In order to demonstrate the flexibility in the ECTS-based task
specification, during task execution, α was automatically determined from the optimal




Note that cm is a function of α since the velocity transmission ratio αmi in Eq. (2.27)
is computed from JE, which depends on C(α, β). For both tasks, we show the values
of α∗ and compare cm’s measured during execution of the tasks specified by the ECTS
and CTS representations. Also note that the results for the CTS representation were
obtained using the parallel mode (i.e., α = 0.5).
The first task is a coordinated-motion task requiring relative translational motions,
e.g., a peg-in-hole operation (see Fig. 2.24(c)). The desired motion for the task was
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specified as changing the relative position by −100cm along y-axis of the C-frame.
The desired moving directions of the end-effectors and the C-frame for the specified
task are visualized in Fig. 2.26(a) with the initial configuration of the robot. Directly
from the specified task, the motion-controlled direction um1 for the performance index
cm was directly defined as um1 = [01×6, 0, 1, 0, 0, 0, 0], which is a unit vector indicating
the direction of moving along y-axis in the relative coordinate variable. The final
configurations of the robot after executing the tasks specified by the CTS and the
ECTS representations are shown in Figs. 2.26(b) and (c), respectively. The measured
performance indices and the values of α∗ used during the tasks specified by the CTS
and the ECTS representations are plotted in Figs. 2.27(a) and (b), respectively.
Fig. 2.26. (a) and (d) Initial configurations of the robot for a relative translation and
rotation task with C-frame, respectively. (b) and (e) Final configurations (the CTS
representation). (c) and (f) Final configurations (the ECTS representation).
We can first observe in Fig. 2.26(b) that while executing the task specified in
the CTS representation, LA reached the singularity before finishing the task, and the
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robot could only complete 71% of the task (i.e., −71cm). This can be confirmed with
the second plot in Fig. 2.27(a) showing that μLA goes to 0 at 3.2s and the robot was
no longer able to continue the operation. Since in the CTS representation relative
motion tasks are always evenly shared by the motions in both arms, depending on the
configurations the coordinated motions can be restricted, resulting in narrow ranges
of workspace. On the other hand, the robot was able to complete the relative motion
task specified in the ECTS representation without reaching the singularities in both
arms as shown in Fig. 2.26(c). This can also be confirmed with the second plot in
Fig. 2.27(b) showing both μLA and μRA stayed above 0 throughout the total duration.
Also, the values of α∗ chosen during the task can be observed in the first plot in
Fig. 2.27(b). These results confirm that using the ECTS-based task specification can
provide maximum ranges of workspace during relative motion tasks by generating
null-space behaviors.
Fig. 2.27. Measured performance indices and α used during the first relative motion
task. (a) CTS. (b) ECTS.
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Moreover, examining the measured performance indices in Figs. 2.27(a)-(b), we
can make the following observations. First, in Fig. 2.27(a), when μLA goes to 0, both
μE and cm go to 0. This means that μE and cm reflect the overall dexterity in the
configurations of both arms during the task. Also, Fig. 2.27(b) shows that the magni-
tude of μE depends on the magnitudes of both μLA and μRA. Comparing μE and cm
measured during the task in Fig. 2.27(b), their differences indicate that cm reflects the
dexterity in the configurations of both arms specifically for the current coordinated-
motion task (in the direction of the umi ’s) while μE measures the manipulability of
both arms for all the directions.
The second task is a coordinated-motion task requiring relative rotational mo-
tions; e.g., plier/scissor operation (see Fig. 2.24(d)). The desired task is specified as
changing the relative orientation by 60◦ about z-axis of the C-frame, which was visu-
alized in Fig. 2.26(d) with the initial configuration. The motion-controlled direction
um1 to define cm was specified as um1 = [01×6, 0, 0, 0, 0, 0, 1], which is the direction of
rotating about z-axis in the relative coordinate variable. The final configurations of
the robot after executing the tasks specified in the CTS and ECTS representations
are shown in Figs. 2.26(e) and (f), respectively. Also, the measured performance in-
dices and the values of α∗ chosen during the task are plotted in Figs. 2.28(a) and (b),
respectively.
As in the first task, the robot could only complete 43% of the task under the CTS-
based task specification, and the maximum turning angle of the pliers was only 26◦ be-
cause RA reached a singularity (due to stretched wrist posture marked in Fig. 2.26(e)).
This was confirmed by the measured μRA reaching 0 at 2.4s in Fig. 2.28(a). On the
other hand, the task specified in the ECTS representation was again completed with-
out reaching singularities in both arms as shown in Fig. 2.26(f), which can also be
confirmed from the second plot in Fig. 2.28(b). This again demonstrates that using
the ECTS representation can provide greater flexibility with larger workspace ranges
during relative motion tasks. Moreover, it can be confirmed by observing the mea-
sured performance indices in Figs. 2.28(a) and (b) that μE and cm can evaluate the
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dexterity in the configurations of both arms regardless of the types of coordination
determined by the value of α, which correspond to the parallel and blended modes in
this example (see Fig. 2.28(b)).
Fig. 2.28. Measured performance indices and α used during the second relative motion
task specified by (a) the CTS and (b) the ECTS representations.
The cm’s and the errors measured during the first and second tasks specified in
the CTS and ECTS representations were compared in Figs. 2.29(a) and (b). The
measured cm’s in the second plots indicate that the performances of the robot under
the tasks specified in the ECTS representation were superior because of the additional
null-space behaviors enabled by different values of α∗ which were automatically de-
termined during task execution. Besides, the measured errors show that the greater
flexibility in the ECTS-based task specification led to smaller errors for the task,
which is also desirable. While executing the first and second tasks specified in the
CTS representation, the error increased greatly as one of the arms reached a singu-
larity (at 3.2 s and 2.4 s, respectively).
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Fig. 2.29. Comparisons on the α, measured performance index cm, and errors. (a)
First task. (b) Second task.
Performance Evaluation During Absolute Motion Tasks
In this step, two absolute motion tasks were executed to evaluate the performance
of the robot with the optimal controller formulated based on the ECTS performance
measures. Note that in both tasks a constant value of α (e.g., α = 0.5) was used
throughout since the desired relative motion was zero due to the contact with the
commonly grasped object.
The two tasks are coordinated-motion tasks requiring absolute translational and
rotational motions; e.g., box-moving and valve-turning operations (see Figs. 2.24(a)
and (b), respectively). Two absolute translational and rotational tasks were specified
as changing the absolute position by 20 cm along y-axis and 50 cm along z-axes,
and the absolute orientation by −55◦ about z-axis of the C-frame, respectively. The
desired motions with respect to the C-frame for each specified task were visualized
in Fig. 2.30(a) and (d) with the initial configurations. For the first task, cm was
defined from the motion-controlled directions specified as um1 = [0, 1, 0, 0, 0, 0,01×6]
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Fig. 2.30. (a) and (d) Initial configurations of the robot for absolute translation
and rotation tasks, respectively. (b) and (e) Final configurations with joint-space
stabilization. (c) and (f) Final configurations with null-space optimization.
and um2 = [0, 0, 1, 0, 0, 0,01×6], which indicate the directions of moving along y-and
z-axes in the absolute coordinate variable, respectively, and βm1 = βm2 = 1. For
the second task, cm was defined from um1 = [0, 0, 0, 0, 0, 1,01×6], which indicates the
direction of rotating about z-axis in the absolute coordinate variable, and βm1 = 1.
The final configurations of the robot after executing both tasks using the controller
with ξ defined for joint-space stabilization and null-space optimization can be found
in Figs. 2.30(b) and (c); (e) and (f), respectively.
Figures 2.31(a) and (b) plotted the measured cm’s while executing both tasks with
null-space optimization and joint-space stabilization, respectively. The results clearly
show that using the null-space optimization indeed achieved larger magnitudes of cm
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during the operation with optimized configurations (see the final configurations in
Figs. 2.30(c) and (f)).
Fig. 2.31. Measured cm’s during the task performed with joint-space stabilization and
null-space optimization. (a) Absolute translation task. (b) Absolute rotation task.
2.6 Conclusions and Summary
This Chapter presented the Extended-Cooperative-Task Space (ECTS) represen-
tation and the ECTS-based task specifications for upper-body manipulation and
lower-body locomotion tasks of humanoid systems. We first discussed how all types
of coordinated-motion/force tasks between two end-effectors in each subsystem can
be completely described by the ECTS motion/force variables and its coordination
modes. Then the procedures were presented to specify the natural and artificial con-
straints for the upper-body and lower-body tasks in terms of the ECTS variables.
Moreover, we showed how the lower-body locomotion and balancing tasks can be in-
tuitively specified from the desired location of the robot, and discussed the efficiency
in the ECTS-based specification for the locomotion task. One of the key advan-
tages of the ECTS-based task specifications over existing representations is that they
are more flexible since the balance coefficient α in the ECTS representation allows
the operator to directly control the null-space behaviors during relative motion and
absolute force tasks. Finally, we derived new performance indices for coordinated-
motion/force tasks in terms of the ECTS motion/force variables. We showed that the
85
ECTS-based performance indices cannot only be used to evaluate the performance
during any type of coordinated-motion/force tasks, but it can also be used to optimize
the configurations of a dual-arm system as a whole for desired control objectives.
The upper-body and lower-body tasks specified by the ECTS representation were
verified using a Hubo II+ robot model in MATLAB and V-REP simulation envi-
ronments. For the upper-body tasks, we showed two examples of valve-turning and
bimanual-scissor operations, where the essential part of the coordinated motion during
each of the tasks could be efficiently described by only either set of the ECTS mo-
tion/force variables. Also, demonstrating the effect of adjusting the balance coefficient
during the bimanual-scissor operation, we showed that using the ECTS representation
allows different coordinated movements to be generated without any modification on
the task specification. For the lower-body tasks, we demonstrated specifying biped
walking tasks directly from the desired change to the overall location of the robot,
showing the generated footsteps and CoM motions obtained by our proposed proce-
dure. The experimental work on a Baxter robot successfully demonstrated that using
the ECTS representation for task specification is advantageous over using the CTS
representation and individual-arm motions. We also discussed the superior perfor-
mances of the ECTS-based task specifications, evaluated using the proposed ECTS
performance indices.
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3. WHOLE-BODY MODELING AND CONTROLLER
FORMULATIONS
3.1 Introduction
A humanoid robot consists of two arms and two legs, endowing it with dex-
terous bimanual manipulation and bipedal locomotion capabilities. Because of its
human-form structure, humanoid robots have greater potential to assist humans in
our daily life in living environment. Modeling and control of each limb of a humanoid
robot [165] has been thus far well understood because of its similarity to industrial
robotic arms. However, modeling and control of the whole-body system as one system
is quite challenging due to its branching tree structure with large number of degrees-
of-freedom (DoF) [166]. It is important to have the model of the whole-body structure
with four kinematic chains because most tasks for humanoid robots involve biman-
ually coordinated-motion tasks of the end-effectors of those chains (i.e., upper-body
and lower-body subsystems), which were described by the ECTS representation in the
previous Chapter. Also, balancing of the whole-body system requires the movements
across whole-body joints [37, 72], which cannot be realized without the whole-body
model and the kinematics and dynamics computations for humanoid robots. The
computations based on the whole-body model can be utilized for generating whole-
body motions of a humanoid robot. Hence, in this Chapter, we first describe how
the links and coordinate systems in humanoid robot systems can be represented in
comparison with those in serial manipulator arms, discussing the computations for
kinematics and Jacobians.
Controlling humanoid robot systems interacting with objects and environments is
very challenging because of the task and environment constraints imposed on its move-
ments. As explained in the previous Chapter, the manipulation and biped locomotion
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tasks, described by the ECTS representation, can be regarded as the constraints for
the motion control of a humanoid robot. Moreover, its actuation limits as well as
the feet contact area must be considered as the constraints that need to be satisfied
regardless of the tasks performed by the robot. Thus, this Chapter also discusses
various kinds of constraints in the humanoid system, and how they can be expressed
into constraint equations that can be easily incorporated in controller formulations.
Considering different types of constraints we have described, a whole-body motion
controller can be formulated following constrained-system modeling approaches. Two
approaches have been mainly discussed in the literature: the coordinate-partitioning
approach using Lagrange multiplier [57, 59, 60] and the Gauss’s principle-based ap-
proach [62, 65, 66]. While the former approach has been widely used in favor of the
reduced dimensionality of the dynamics of the constrained robotic systems, it assumes
that the constraints are linearly independent and holonomic, and non-holonomic con-
straints have to be separately treated. On the other hand, the latter approach, which
has been investigated more recently [56,63,64,66], does not require those assumptions
and can handle both types of constraints more consistently. In addition, the latter
approach has greater simplicity since it can compute the acceleration and torques
satisfying the constraints more directly in fewer steps, while the former approach
requires to compute the Lagrange multiplier first in order to obtain the acceleration
and the torques of the constrained robotic system. For these reasons, using the lat-
ter approach has been considered more suitable for dynamic simulations of robotic
systems [64].
Furthermore, considering high redundancies and various forms of constraints in
humanoid systems, the controller formulation should take the following issues into
consideration. First, since there can be conflicts among multiple constraints, the pri-
oritization of the multiple constraints needs to be considered – some constraints (e.g.,
balancing and feet contacts) affecting the stability of the entire system should be
satisfied as first priority when all the constraints cannot be satisfied at once. There
are many approaches for task prioritization on whole-body control of humanoid robot
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based on the projection of lower-priority tasks into the null-space of the higher pri-
ority tasks [39, 48–56]. Some methods [48, 50, 53–55] relied on the pseudo-inverse of
Jacobian matrix due to its simplicity in decoupling kinematics and dynamics. Some
other methods [49,51,52] used a generalized-inverse of Jacobian matrix which outper-
formed in decoupling the null-space dynamics. Also, the prioritized control law based
on Gauss’s principle of least constraint [66] shows the null-space decoupling property,
but it cannot guarantee the optimal solution in lower-priority tasks [56]. Second,
considering hybrid constraints in motion and force [51] will be beneficial for handling
a wide spectrum of manipulation tasks. Third, it is beneficial to include some con-
straints in which inequality form will be inevitable for a feasibility of the output of the
controller on the robot; e.g., joint limits on position/velocity/acceleration/torques,
friction cone constraints at the feet contact, and balancing constraints [80–84, 86].
Hence, this Chapter presents an optimal whole-body controller formulation based on
Gauss’s principle of least constraint, which can deal with hybrid motion/force con-
straints as well as various inequality constraints with the property of the decoupled
null-space dynamics while enforcing prioritization on the constraints.
3.2 Modeling Branching-Tree-Structured Robotic Systems
This section first describes how to model the bodies, joints and coordinate systems
in whole-body structure of a humanoid robot, and then discusses the computations for
kinematics and Jacobians based on the whole-body model. Note that the concepts in
this section were successfully utilized to generate whole-body motions of a humanoid
robot for the ladder-climbing task at DARPA Robotics Challenge (DRC) Trials in
2013 [167], which is discussed in Appendix C.
3.2.1 Bodies and Joints in Multi-Limbed Robots
A single manipulator arm robot can be modeled as an open-articulated chain
with several rigid bodies (links) connected in series by either revolute or prismatic
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joints driven by actuators. The first body in the robot is attached to a supporting
base, where an inertial reference coordinate frame is established. For each pair of
two adjacent bodies, connected by a joint, one body is labeled as a “parent body”
and the other body is labeled as a “child body.” An end-effector is attached to the
last link, usually having a gripper or a tool for manipulation tasks. On the other
hand, in robotic systems with multiple kinematic chains, like humanoid systems, one
parent body may connect to one or multiple child bodies as illustrated in Fig. 3.1.
Overall, the bodies in those systems form a tree structure with multiple branches (see
Fig. 3.2), and the leaves of the tree structure correspond to the bodies attached with
end-effectors.
Joint i  
(Child) body i 
(Child) body j 
Joint j 
Parent body’s link coordinate frames 
(Child bodies’ reference frames) 
Parent body  
(pB(i) or pB(j)) 
Link coordinate frame of body i 
Parent body’s 
reference frame 
Link coordinate frame of body j 
Fig. 3.1. Multiple child bodies connected to a parent body.
Let us consider a humanoid system with four kinematic branches. Figure 3.2
illustrates an example of a 9-DoF humanoid robot system. Each humanoid system
has a base body, which can be considered as the trunk from which all the kinematic
branches spring. For this reason, its number of bodies (nB) is always greater than the
number of joints (n) by one (e.g., nB = 10, n = 9 in Fig. 3.2), and we consider the
base body is numbered 0. Except for the base body, each body is connected to one
parent body. We let pB(i) be the index of the i
th body in the system. Then starting
from the base body, the rest of the bodies and joints can be numbered as “the ith
body along with its children bodies are moved by the ith joint connected to pB(i)
th
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parent body.” Body indices can imply the kinematic link structure information – the
kinematic relationship of one body to another can be described by the list of pB(i)’s
(i = 0, . . . , n). Note that pB(0) for the base body is undefined. The index of each
body indicates which joint it is moved by with respect to its parent body. Using this
information, we can visualize a tree topology for the system as shown in the bottom
right of Fig. 3.2. It is also called a connectivity graph [168], where an arc indicates a
joint and a node indicates a body. Moreover, coordinate systems can be established
at each joint location and end-effector locations. They can be numbered from top
to bottom and from left to right, i.e., from the root (base body) to the leaves (end-
effectors). For each body with multiple child bodies, let superscript indicate each
link coordinate frame. For example, the base body in Fig. 3.2) has 3 child bodies and
their link coordinate frames can be indexed as 01, 02 and 03. Note that the number



























































Fig. 3.2. A 9-DoF humanoid robot (# in red indicate the index of each coordinate
frame and the axis in red indicates the rotation axis of each joint).
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3.2.2 URDF-based Coordinate Systems
The Denavit-Hartenberg (D-H) representation [169] has been widely used to model
the spatial displacement relationships between neighboring joint-body pairs in serial-
linked robots. Due to its consistency and simplicity, it has been widely used in
modeling industrial single manipulator arms [2], and individual limbs (an arm or a
leg) in humanoid systems [165]. However, since it restricts each body to be connected
to only one body, allowing it to have only one child body, it does not present a
consistent kinematic model for tree-structured robotic systems, where one body can
be connected to multiple child bodies. A newly developed representation, called
Universal Robot Description Format (URDF) [158], is specifically aimed at describing
this kind of tree-structured robots. A major difference in the URDF from the D-H
representation is that it uses the parent-child notation to define spatial relationships
in neighboring bodies so that it allows any number of children bodies to be attached
to one parent body. Moreover, the axis of rotation at each joint can be arbitrarily
assigned, and it is usually assigned along one of principal axes of the coordinate
system, whereas it can be assigned only along the z-axis in the D-H representation.
This flexibility can allow us to establish unified coordinate systems across different
robots. Figure 3.3 shows the coordinate systems of a DRC-Hubo (version 1) robot
with 31 DoF. It can be observed in its “zero configuration” all the coordinate frames
are aligned with one another (i.e., unified coordinate systems).
The coordinate systems of robots can be established in a consistent manner fol-
lowing the Roll-Pitch-Yaw convention, which has been commonly used in the field of
aerospace engineering. For example, in a humanoid robot example shown in Fig. 3.3,
each link coordinate frame established at each joint location follows the Roll-Pitch-
Yaw convention: the positive direction along the x-axis denotes the forward approach-
ing direction of the robot, the positive direction along the z-axis denotes the upward
vertical direction of the robot, and the y-axis completes the right-hand rule. After
assigning coordinate frames, the axis of joint rotation for each coordinate system will
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Fig. 3.3. A DRC-Hubo robot and its kinematic diagram in zero configuration (the
axes in red color indicates the rotation axis of each joint coordinate system).
then be specified to be one of the principal axes. Additionally, local coordinate frames
are also established at the “base-body” (i.e., torso) and the end-effectors (i.e., hands
and feet) of the robot following the Roll-Pitch-Yaw convention.
For a robot in its zero configuration, the spatial relationship between the kth link
coordinate frame (located at kth joint) and its parent-body coordinate frame can be









0 0 0 1
⎤
⎦ , (3.1)
where Rxyz(θk) is the 3×3 rotation matrix that describes the rotation transform by
kth joint rotation. If there is no joint rotation (i.e., θk = 0), then Rxyz(θk) = I3, pxyz
is the translational vector from the origin of the parent-body coordinate frame to the
origin of the kth link coordinate frame, Rrot(rpy) is a 3×3 rotation matrix that describes
rotation about the roll-, pitch-, or yaw-axis of the parent-body coordinate frame to
align the principal axes of the parent-body coordinate frame with the principal axes
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of the kth link coordinate frame, and pB(k) is the index of the parent-body coordinate
frame of the kth link coordinate frame. For example, in Fig. 3.2, the link coordinate





cos θ2 0 sin θ2 px
0 1 0 py
− sin θ2 0 cos θ2 pz




where p = (px, py, pz)
T is the position vector from the parent-body coordinate frame
to the origin of the link coordinate frame 2, Rrot(rpy) = I3 since all the principal axes
of the parent-body and the child-body coordinate frames are aligned.
Inertial parameters for rigid bodies can also be defined based on the established
coordinate systems. A position vector pmi specifies the origin of the Center-of-Mass
(CoM) of the ith rigid body from the origin of its one of link coordinate frames. A
scalar mi [kg] specifies the mass of the i
th body, and its 3×3 moment of inertia matrix
can be constructed from the six inertia elements, i.e., Ixx, Iyy, Izz, Ixy, Iyz, and Ixz,
usually obtained from the CAD models.
3.2.3 Forward Kinematics
Forward kinematics computes the 4×4 composite transformation matrix for any
chosen coordinate frame in the robot with respect to a reference frame. We can choose
any coordinate system in the robot as a reference frame as long as the kinematic
relationship is known. Possible candidates for a reference frame can be an inertial
frame or one of the local coordinate frames located in the robot. Usually, for local
reference coordinate frames, the coordinate frame at the supporting foot (e.g., frame
7 or frame 9 located at the feet in Fig. 3.2) or the coordinate frame located at the
torso (e.g., frame [B] in Fig. 3.2) is used.
Figure 3.4 illustrates forward kinematics computation using a kinematic transform
graph [1], which is drawn from the topology of the humanoid example in Fig. 3.2. It
94































Fig. 3.4. A kinematic transform graph for forward kinematics computation.
graphically describes that, given a whole-body joint configuration, forward kinematics
for the 2nd link coordinate frame (located at LH) with respect to a reference frame













where each of T is a homogenous transform matrix computed using Eq. (3.1).
3.2.4 Jacobians
A Jacobian matrix J(q) ∈ R6×n relates the joint velocities q̇(t) to the linear and
angular velocities (v(t) and ω(t)) of a coordinate frame in the Cartesian space (or






⎦ = J(q)q̇(t). (3.4)
A Jacobian can be defined for any coordinate frame in the system, and it describes
how the changes in a set of joint coordinates contributes to changes in the position
and orientation of the coordinate frame. The set of joints contributing to this change
can be obtained from a kinematic chain defined as an ordered set of bodies between
the reference frame to the frame of interest (e.g., one of the end-effectors). Hence,
depending on the choice of a reference frame, different joints can belong to the kine-
matic chain. We let L indicate the set of joint indices which belong to a kinematic
chain. For example, suppose that we desire to obtain a J(q) to control the pose of
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the RF (frame 9) with respect to the LF reference frame (frame 7). The kinematic
transform graph, used previously for forward kinematics computation, can be used
to easily visualize the kinematic chain and the set of joints L for this Jacobian. Fig-
ure 3.5 shows a transform graph from the topology of the 9-DoF humanoid robot
example. From the graph, the kinematic chain can be easily obtained as the rigid
bodies between these two frames: 7 → 6 → 5 → 8 → 9. Also, the set of joints
between the two frames can be found easily as L = {7, 6, 8, 9}, which in fact indicates
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Fig. 3.5. A kinematic transform graph for Jacobian computation.
Once we obtain L, J(q) for kth link coordinate frame in a tree structured robot can
be computed as follows. For each joint index i in L, we compute the linear velocity
vi(t) and the angular velocity ωi(t) at the body i as,
vi(t) = ωi × (pk − ppB(i)) and ωi(t) = q̇iui, (3.5)
where ui is the axis of rotation in the i
th joint (e.g.,, u5 = [0 0 1]
T in Fig. 3.2). ppB(i)
and pk are the origins of the parent body’s link coordinate frame and the k
th link
coordinate frame, respectively.
Summing up of all vi’s and ωi’s, we can obtain the linear velocity vk and the
angular velocity ωk felt at the k








where αi ∈ {1,−1} for i ∈ L.
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Depending on the choice of a reference frame, some of the bodies in the kinematic
chain need to be considered in the reversed order from their original definition in the
topology (e.g., bodies 6 and 7 in Fig. 3.5 with the LF reference frame). That is, the
effects of the joint rotations in those bodies are opposite to how they were defined
originally. For those bodies the signs of ωi and vi need to be reversed by setting
αi = −1, i.e., α6 = α7 = −1. Hence, the summations of vi’s and ωi’s for i = 7, 6, 8, 9
in our example can be obtained as
v9 = −q̇7u7 × (p9 − p6)− q̇6u6 × (p9 − p51) + q̇8u8 × (p9 − p52)
+ q̇9u9 × (p9 − p8), (3.7)
ω9 = −q̇7u7 − q̇6u6 + q̇8u8 + q̇9u9. (3.8)
Finally, using Eq. (3.4), J(q) can be expressed as,
JRF (9) =
⎡
⎣03×5 −u6×51p9 −u7×6p9 u8×52p9 u9×8p9
03×5 −u6 −u7 u8 u9
⎤
⎦ , (3.9)
where kpl = pl − pk.
Center-of-Mass Jacobian
In generating whole-body motions for humanoid robots, maintaining the balance
is of paramount importance. For quasi-static motions, a humanoid robot is stable if
its projection of the Center-of-Mass (CoM) on the supporting ground stays within
the support base area, which is formed by its feet in contact with the ground. The






mREFi pmi , (3.10)
where M is the total mass of the robot and REFpmi is the position vector of CoM of
body i with respect to the reference frame. REFpmi can be computed by
REFRipmi ,
where REFRi is the 3×3 rotation matrix that transforms pmi , expressed in body i’s
coordinate frame, to the reference coordinate frame.
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The CoM Jacobian of a robot, denoted by JCoM ∈ R3×n, relates the linear velocity
of the CoM of the robot to its joint velocities. In other words, the CoM Jacobian
indicates the contribution of each joint rate to the change of CoM linear velocity
along the principal axes of the reference frame. The CoM Jacobian has been widely
used in generating whole-body joint trajectories to control the CoM for humanoid
robots [37]. Besides, the Zero-Moment-Point (ZMP) [27], which is an indicator to the
dynamic balance of a robot, is also related to the CoM and can be manipulated using
the CoM Jacobian [5]. In order to compute JCoM , the Jacobian for the CoM of each
ith body, denoted by Jmi (i = 0, · · · , n) is computed with respect to the reference
coordinate system, using Eq. (3.5) with pk replaced by
REFpmi . Then JCoM can be








where JLmi(q) is the upper-half (3×N) sub-matrix of Jmi(q).
Appendix C describes an application of using Jacobians of control points across
the whole-body to generate stable whole-body motions of a humanoid robot for the
ladder-climbing task at DRC Trials in 2013 [167].
3.3 Constraint Equations for Robotic Systems
This section discusses different types of constraints in humanoid robot systems
and describes how they can be expressed into standard form of equations which can
be incorporated into controller formulations.
3.3.1 Equations of Motion with Constraints
A humanoid robot in general can be considered as nonlinear dynamic systems with
a floating-base with under-actuated 6-DoF consisting of three positional and three
rotational coordinates [170]. Let q = [qTu q
T
a ]
T ∈ R(n+6) be the generalized coordinates
of an n-DoF humanoid system, consisting of under-actuated base coordinates qu ∈
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R
6 and actuated joint coordinates qa ∈ Rn. Suppose that there are m constraint
equations on the system, which can be usually expressed as
Φ(q) = 0 or Φ(q, q̇) = 0, where Φ(·) ∈ Rm. (3.12)
By differentiation, the constraint equations (3.12) can be expressed at the acceleration
level [62] as,
JΦ(q, q̇)q̈ = b(q, q̇), (3.13)
where JΦ ≡ ∂Φ∂q ∈ Rm×(n+6) is the constraint Jacobian matrix and b ∈ Rm. For







 JΦ and −∂2Φ∂q2 q̇ = −J̇Φq̇  b. Similarly, Φ(q, q̇) = 0 can be only once
differentiated to be expressed as Eq. (3.13).
With the constraints in Eq. (3.12), the equation of motion can be expressed as
M(q)q̈+V(q, q̇) +G(q)− JTΦλ+ τ F = STτ , (3.14)
whereM(q) ∈ R(n+6)×(n+6) is the inertia matrix, which is a positive definite symmetric
matrix, V(q, q̇) ∈ Rn+6 is the velocity-dependent term due to Coriolis and centrifugal
forces, G(q) ∈ Rn+6 is the vector of gravity forces, JΦ ∈ Rm×(n+6) is the constraint
Jacobian matrix, λ ∈ Rm is a vector of Lagrange multipliers (i.e., constraint reaction
forces), τ F is the torques due to force constraints (i.e., desired forces applied by the
end-effectors), and S = [0n×6 In×n] ∈ Rn×(n+6) is an actuation matrix, selecting the
actuated DoF (i.e., STτ = [0T6×1 τ
T ]T ). Equations (3.14) and (3.13) together describe
the dynamics of a constrained humanoid robot system. In the next subsection, we will
show how to express various constraints on a humanoid robot system into equality
and inequality constraint equations.
3.3.2 Equality Constraints
Motion Constraints for Control Points in the Body
Motion constraints for any control point of interest in the body (e.g., head move-
ment for gaze, waist movement for posture, and the CoM movement) can be expressed
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as follows. Suppose a desired motion for each of them is specified by accelerations
(v̇d, ω̇d), velocities (vd, ωd), and position and orientation (pd and Rd) for each
time step. The desired motion can be incorporated into the acceleration vector (i.e.,
ẍ = [v̇T , ω̇T ]T ) with v̇ and ω̇ constructed as second-order attractor dynamics equa-
tions [66],
v̇ = v̇d +Kv(vd − v) +Kpep, (3.15a)
ω̇ = ω̇d +Kw(ωd − ω) +Koeo, (3.15b)
where Kv, Kp, Kw, and Ko are 3×3 positive-definite gain matrices chosen appro-
priately, ep ∈ R3, i.e., ep ≡ pd − p, represents the position error, and eo ∈ R3
represents the orientation error. For instance, the constraint for the waist motion
can be expressed as Eq. (3.13) as follows. Having ẍwaist defined using Eq. (3.15), we
can obtain a constraint equation as Jwaistq̈ = ẍwaist − J̇waistq̇ from ẋwaist = Jwaistq̇ by
differentiation; i.e., Jwaist  JΦ and ẍwaist − J̇waistq̇  b.
ECTS-based Constraints for Manipulation and Locomotion Tasks
The constraint equations for the ECTS-based constraints of hands/feet for manip-
ulation and locomotion tasks can be obtained as follows. In the previous section, we
obtained the desired motion and force components in the AC and the two projection
matrices (SNC and SAC) for each subsystem. Using Eqs. (2.4) and (2.14), we can
obtain
ẋNC = SNCAq̇  ANC q̇, (3.16a)
ẋAC = SACAq̇  AAC q̇, (3.16b)
where ANC and AAC can be interpreted as Jacobian matrices which define mappings
between the NC/AC components of ECTS velocity variables (ẋNC , ẋAC) and q̇, re-
spectively. The motion constraint in NC can be written as ẋNC = ANC q̇ = 0, and
this can be expressed as Eq. (3.13) by differentiation as
ANCq̈ = −ȦNCq̇, ANC  JΦ, −ȦNCq̇  b. (3.17)
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Similarly, the motion components in AC are expressed as
AAC q̈ = ẍAC − ȦAC q̇ and AAC  JΦ, ẍAC − ȦAC q̇  b, (3.18)
where the acceleration vector ẍAC is constructed from the desired motion compo-
nents as follows. We first construct two ECTS acceleration vectors ẍa and ẍr using
Eq. (3.15) with zero motion for the components corresponding to NC. Then ẍAC can
be obtained from the augmented acceleration vector ÿ = [ẍTa ẍ
T
r ]
T as ẍAC = SACÿ.
Note that, for the motion components in NC, in case of large numerical drift errors,
the acceleration vector constructed from the null motions can be included as well,
i.e., ẍNC − ȦNCq̇  b in Eq. (3.17).
The constraint equations (3.17) and (3.18) are used for the motion constraints
in NC and AC of both upper-and lower-body subsystems. The superscripts U and
L indicate the quantities for upper- and lower-body subsystems, respectively (e.g.,
AUNC and A
L
NC). Furthermore, the force constraints in AC can be considered in the
whole-body joint torques in terms of the additional torques τ F in Eq. (3.14). With
the desired force components in the AC of the upper-body and lower-body subsystems
(i.e., hUAC and h
L
AC , respectively), τ F can be computed as,







Equation (3.19) indicates that the force components in AC (hUAC and h
L
AC) are mapped
onto joint torques through AUNC and A
L
NC , respectively. The computed τ F can be




The bounds for actuation limits (e.g., joint torques, acceleration, velocity, and
position limits) can be formulated into an inequality constraint expressed in terms
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of q̈ [171]. At each time step for each of the actuated joints, qi, q̇i, and q̈i (for
i = 7, . . . , n+ 6) must satisfy
qmin,i ≤ qi ≤ qmax,i, −q̇max,i ≤ q̇i ≤ q̇max,i, −q̈max,i ≤ q̈i ≤ q̈max,i, (3.20)
where qmin,i, qmax,i, q̇max,i, and q̈max,i are the limits on minimum/maximum joint
angles, maximum velocity, and maximum acceleration for actuated joints in the robot
(i.e., qi’s for 7 ≤ i ≤ n+ 6), respectively.
Suppose q̈ remains constant for each time step (i.e., during each sampling time
Ts). Letting q̈
(k) denote q̈ at k-th time step, q(k+1) can be obtained from (q(k), q̇(k),
q̈(k)) approximately as





Then Eq. (3.21) can be incorporated into the bounds in Eq. (3.20), resulting in an
inequality constraint for each q̈i as,
Qmin,i−6 ≤ q̈i ≤ Qmax,i−6, for i = 7, . . . , n+ 6, (3.22)




(−q̇max,i − q̇i), 2
T 2s








(q̇max,i − q̇i), 2
T 2s
(qmax,i − qi − Tsq̇i)
}
.
Note that this bounds can also be defined in different ways depending on the control
objectives [55, 172].
Finally, the bounds on each actuated joint acceleration in Eq. (3.22) can be rewrit-




















⎦  f , (3.23)
where Qmin = [Qmin,1, . . . , Qmin,n]
T ∈ Rn and Qmax = [Qmax,1, . . . , Qmax,n]T ∈ Rn.
The inequality constraints for actuation limits along with other inequality con-
straints in the system can be augmented into single inequality constraints as follows.
Suppose there are nineq inequality constraints for the system. Once all the inequality
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constraints are expressed in the form of Diq̈ ≤ fi for i = 1, . . . , nineq, the augmented
inequality constraint can be obtained as
DAq̈ ≤ fA, (3.24)
where DA = [DT1 · · · DTnineq ]T and fA = [fT1 · · · fTnineq ]T .
Friction Cone Constraints
For the lower-body subsystem, the absolute forces hLa among the force components
in the AC correspond to the contact constraint (i.e., ẋLa = 0), which can be interpreted
as the total ground reaction forces (GRF). Suppose the contact area of each foot can
be approximated by a rectangle with four corner points, then the contact forces
acting on the contact area of each foot can be simplified by the contact forces acting
at those four corner points of each foot. During SSPs and DSPs, in order to maintain
firm contacts with the supporting ground, each contact force vector needs to remain
inside a friction cone, whose radius is determined by the friction coefficient between
the supporting ground and the feet. Each friction cone can be linearly approximated
by an inverted pyramid (i.e., polyhedral approximation [86, 173]), which we call a
friction pyramid, as illustrated in Fig. 3.6. The contact force vector, fci ∈ R3, acting
at each ith (i = 1, . . . , 4) contact point of each foot, pci , inside a friction pyramid can
be constructed as in Eq. (3.25) by a weighted linear combination of nsv number of





where ρij is the magnitude of the force component along βij ∈ R3 (j = 1, . . . , nsv),
which is a unit basis vector (i.e., ||βij|| = 1), whose angle is determined by the
friction coefficient. Note that each ρij must be a non-negative scalar values since
the contact forces are unidirectional. It should also be noted that the larger nsv
is, the closer the linear approximation by a friction pyramid can be to the original
friction cone although the computational complexity increases with a larger number
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of basis vectors. In this work, four basis vectors at each contact point (i.e., nsv = 4)
are used as shown in Fig. 3.6. Then the total contact forces acting at the center of
the support polygon, i.e., the absolute forces hLa acting at the position of absolute
variable pLa ∈ R3, can be constructed by the summation of the linear forces fci ’s and
the moments due to each of the linear forces acting from each pci to the p
L
a . This
can be expressed as
hLa = −Qρ, where Q =
⎡
⎣ β11 · · · βij · · · βncnsv
S(rc1)β11 · · · S(rci)βij · · · S(rcnc )βncnsv
⎤
⎦ , (3.26)
where Q ∈ R6×ncnsv , S(·) ∈ R3×3 is the skew-symmetric matrix operator for the cross
product, rci = pci−pLa is the position of each ith contact point relative to the position
of the absolute variable (i = 1, . . . , nc, nc is the number of contact points; e.g., nc = 4




Fig. 3.6. Total GRF represented by hLa inside a friction pyramid during SSP and
DSP.
Equation (3.26) indicates that in order to compute hLa we only need to determine
ρ, which can be described as follows. To begin with, we write only the first 6 equations
of Eq. (3.37) corresponding to under-actuated base (floating-base) coordinates qu as
Muq̈+Vu +Gu = −(AUNC,u)ThUAC − (ALNC,u)ThLAC , (3.27)
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where Mu ∈ R6×(n+6), Vu ∈ R6, Gu ∈ R6, AUNC,u ∈ R12×6, ALNC,u ∈ R12×6. Note that
here τ does not appear and Eq. (3.27) explains that the dynamics for the floating-base
of the system is determined by the gravity forces Gu, the velocity-dependent forces
Vu and the torques due to the force components in the AC of the upper-body and
lower-body subsystems (hUAC and h
L
AC).
For biped walking tasks described by the ECTS representation, hLAC include the






T ]T ; otherwise (during
SSPs), hLAC = [(h
L
a )
T 06×1]T . In fact, during DSPs, the desired relative forces hLr ,
which can be interpreted as the internal stress between the feet, can be set to zero





ThLa consistently throughout DSPs and SSPs, where A
L
NC(a),u ∈ R6×6 is




T ]T , which corresponds to only
the components of hLa . Hence, using Eq. (3.26), h
L
AC in Eq. (3.27) can be replaced by
Qρ, and Eq. (3.27) can be rewritten as
Muq̈+Vu +Gu = −(AUNC,u)ThUAC + (ALNC(a),u)TQρ. (3.28)
In summary, the problem of finding ρ ≥ 0 which satisfies Eq. (3.28) can be
formulated into the following optimization problem:
min ||ρ|| subject to Eq. (3.28) and ρ ≥ 0. (3.29)
Therefore, by solving for the optimal ρ∗ in the optimization problem in (3.29), the
optimal absolute forces (i.e., GRF) in the lower-body subsystem can be computed
as hLa = −Qρ∗. Then the force constraint in the lower-body subsystem can be
formulated as hLAC = [(h
L
a )
T 06×1]T . Note that this optimization problem (3.29) is
solved with the desired joint acceleration computed in the controller, which will be
discussed in the next section. Using Eq. (3.19), the force constraints for lower-body
subsystem hLAC are used to compute τ F in order to obtain the total joint input torque
τ .
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3.4 Optimal Whole-Body Motion Controller with Constraints
This section derives an optimal whole-body controller based on Gauss’s principle of
least constraint and formulates it as a constrained optimization with a quadratic cost,
i.e., Quadratic Programming (QP) which can consider the constraints in a prioritized
manner.
3.4.1 Gauss’s-Principle-based Optimal Controller
We formulate an optimal whole-body motion controller considering the constraints
in a humanoid robot, using Gauss’s principle of least constraint proposed by Udwadia
et. al. [62, 66]. This approach expresses the dynamics of a constrained system as,
M(q)q̈ = u+ F, (3.30)
where u and F are two main forces acting on the system – the constraint reaction force
and the applied external force, respectively, and M(q) is the positive-definite sym-
metric inertia matrix. u is present due to given constraints. Thus without constraints
on the system, the dynamics of unconstrained system are described by M(q)q̈ = F.
This principle allows us to compute a minimum constraint reaction force u that
satisfies the constraints imposed on the system. The constraints are expressed by a
linear equation to the acceleration q̈ as in Eq. (3.13), then the optimal joint torques
u satisfying these constraints can be computed as,
u = M1/2(JΦM
−1/2)+(b− JΦM−1F), (3.31)
where + denotes the Moore-Penrose pseudo-inverse. Using one of the properties
of generalized inverse [62] (B+ = BT (BBT )+), the expression of Eq. (3.31) can be
equivalently rewritten as,
u = AT (AM−1AT )+(b−AM−1F). (3.32)
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This expression shows that the obtained solution in Eq. (3.31) is in fact the pseudo-
inverse weighted by the inertia matrix. Furthermore, Eq. (3.30) can also be expressed
in terms of a Lagrange multiplier λ ∈ Rm as,
Mq̈ = F+ATλ where λ = (AM−1AT )+(b−AM−1F). (3.33)
If rank(A) = m, then λ = (AM−1AT )−1(b −AM−1F) since rank(AM−1AT ) = m,
which is the same result obtained by Lagrange-multiplier-based approach [57–60].
This can be applied only for linear independent constraints (A must be of full rank
m). Hence, Gauss’s least principle-based approach yields a more general result that
can be applied regardless of the rank of the constraints [62].
The optimal solution in Eq. (3.31) is equivalent to the solution obtained by the
following optimization problem:
minuTM−1uT (3.34)
subject to JΦq̈ = b.
The equations of motion in Eq. (3.14) can be translated into Eq. (3.30) by letting
F ≡ −(V +G) and u ≡ STτ + JTΦλ (when considering only motion constraints, i.e.,
without τ F ). Note that u acts as the input joint torques accounting for both the
constraint reaction forces and motion constraints. Besides, once u is computed by
Eq. (3.31), one can easily obtain the acceleration of the constrained system satisfying
the given constraints as q̈ = M−1(u+F), which can be integrated to obtain q̇ and q
for computer simulation purposes.
3.4.2 Gauss’s-Principle-based Whole-Body Prioritized Controller
Although the controller formulation we derived in the previous subsection allows
for a closed-form solution to optimal joint torques, it has the following limitations.
First, the compensation for Corilolis, centrifugal and gravity forces was made in the
task space, which often caused instability to the system [66]. Also, the prioritization
on the constraints was not explicitly considered. Hence, the extension will be made to
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consider the compensation of the forces V and G in Eq. (3.14) in joint space instead
of task space as well as the prioritized constraints.
In this formulation, we directly focus on solving for q̈ in the following problem:
min q̈TMq̈ (3.35)
subject to JΦq̈ = b.
Note that this problem (3.35) is in fact equivalent to the original problem (3.34) that
we solved previously (using q̈ = M−1u without F in Eq. (3.30)). The optimization
problem (3.35) with a quadratic cost is called a quadratic programming (QP), and it
allows us to easily incorporate other inequality forms of constraints (e.g., Dq̈ ≤ f).
This problem can be solved by using active-set methods with Karush-Kuhn-Tucker
(KKT) conditions [86, 174], and an optimal solution can be numerically obtained
using any off-the-shelf optimization solvers [175,176].
The optimal solution to the problem (3.35) has the property of decoupling the
null-space dynamics. This can be examined by looking at the analytical solution to
the problem (3.35), which can be obtained as
q̈∗ = J+MΦ b+ (I− J+MΦ JΦ)q̈0, (3.36)
where J+MΦ = M
−1JTΦ(JΦM
−1JTΦ)
+ indicates the pseudo-inverse of the matrix JΦ,
weighted by the inertia matrix M, and q̈0 ∈ Rn+6 is an arbitrary acceleration of
the generalized coordinate (q̈0 = 0 for the minimum-weighted-norm solution). This
J+MΦ can be interpreted as the dynamically consistent generalized inverse [49, 170] of
the constraint Jacobian matrix JΦ, which minimizes the instantaneous kinetic energy
of the system. The second term can be interpreted as projecting the acceleration
vector q̈0 onto the dynamically consistent null-space of JΦ, which is guaranteed to
be decoupled from the dynamics of the constraint equations. This shows that the
optimal solution to the proposed formulation exhibits the property of decoupling the
null-space dynamics, which was not the case in other existing methods based on
kinematic prioritized control [48, 50,53–55].
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Let q̈∗ denote the optimal solution to the problem (3.35), and Eq. (3.14) can be
rewritten as
Mq̈∗ +V +G+ τ F = STτ . (3.37)
Equation (3.37) implies that the forces V and G are compensated in joint space after
obtaining q̈∗ first, and that the actuated joint torques τ obtained using q̈∗ includes the
components corresponding to the constrained reaction forces (i.e., Mq̈∗ ≡ Mq̈−JTΦλ).
Thus, λ does not need to be computed explicitly, and τ can be computed as
τ = S(Mq̈∗ +V +G+ τ F ). (3.38)
Equation (3.38) indicates that τ is computed by projecting the left-hand side of
Eq. (3.37) onto S, which is in fact (ST )+ since SST = In.
Suppose there are nT constraints in the system, and each of them is expressed by
the form of Eq. (3.13) as
Aiq̈ = bi, i ∈ {1, 2, . . . , nT}. (3.39)
Constraints with higher priorities are assigned with lower indices (e.g., i = 1 and
i = nT indicate the constraint with the highest and lowest priorities, respectively).
To consider multiple constraints in the order of the assigned priorities, the method
of prioritized optimization [54, 177] can be adopted. In this method, the problem
is solved nT times iteratively from i = 1 to i = nT , minimizing the errors in the
constraints from the highest priority to the lowest priority with updated objectives
and equality constraints. The objective for each iteration is now to minimize the
error in the current ith constraint, i.e., min ||Aiq̈− bi||. Then the equality constraint
is defined such that the (minimum) errors in the constraints with indices for all k < i
(i.e., the constraints with higher-priorities) are maintained while minimizing the error
for the current ith constraint. That is, for each k < i, Akq̈ = bk +wk is included in
the equality constraints, where wk = Akq̈k − bk is defined as the minimum error for
the kth constraint computed with the optimal solution for the kth step, denoted by
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q̈k. Then the optimal solution q̈nT (obtained with the last constraint with i = nT ) is
considered as the final solution.
In order to retain the property of decoupling the null-space dynamics, the optimal
solution q̈∗ must minimize q̈TMq̈ at the same time minimizing the error in the current
ith constraint (i.e., min ||Aiq̈− bi||) and maintaining the minimum errors found pre-
viously for the higher priority constraints. Thus, the objective for each ith constraint
can now be rewritten as to find q̈∗i that minimizes ||Aiq̈−bi|| with minimum weighted
norm ||q̈||Mi , where ||q̈||Mi =
√
q̈Ti Mq̈i. Since the inertia matrix M is a symmetric
positive definite matrix, a non-singular M
1










2 q̈. Thus, ||q̈||M ≡ ||M 12 q̈||, and the objective
can be restated as to find q̈∗i that has the least norm ||M
1
2 q̈i|| among all the solu-
tions minimizing ||Aiq̈ − bi||. To this end, we use the fact that q̈∗i obtained using
the pseudo-inverse for the objective min ||Aiq̈ − bi|| is the least-norm solution (i.e.,
minimum ||q̈i||) [178, 179]. By defining q̈M = M 12 q̈, we can rewrite the objective
min ||Aiq̈ − bi|| in terms of q̈M as min ||AiM− 12 q̈M − bi||. As a result, the optimal
solution q̈∗Mi for the objective min ||AiM−
1
2 q̈M −bi|| has the minimum ||q̈Mi ||. Then
the final solution q̈∗i with minimum ||M
1
2 q̈i|| can be found as q̈∗i = M−
1
2 q̈∗Mi .
In summary, following Algorithm 1, we can compute the resultant q̈∗ that satisfies
the multiple constraints in a prioritized manner as well as other inequality constraints
(i.e., Dq̈ ≤ f) while minimizing q̈TMq̈. Notice that all the objective and constraints
for q̈ are now expressed in terms of q̈M by replacing q̈ with M
− 1
2 q̈M . In the first
iteration (i.e., i = 1), the optimal q̈M1 is found with no equality constraint, and





initialized to empty. The minimum error for the current ith constraint is assigned to
wi in line 6, and the augmented matrices and vectors are updated from the current
constraint as in line 7 at each iteration. Then, from the second iteration, the minimum
errors found for all the higher-priority constraints (wk for all k < i) can be maintained
by the first equality constraint in line 4. Lastly, the final solution q̈∗ is computed
from the optimal solution q̈∗Mi found in the last iteration (i.e., i = nT ) as in line 9.
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Algorithm 1 Gauss’s-Principle-based Prioritized Control Algorithm.





2: for i ← 1 to nt do
3: q̈∗Mi ← argmin
q̈M
||AiM− 12 q̈M − bi||
4: subject to AAi−1M
− 1







2 q̈M ≤ f


















9: q̈∗ ← M− 12 q̈∗Mnt
10: return q̈∗
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3.5 Computer Simulation Results
The proposed optimal whole-body controller formulation will be verified from
computer simulations on a Hubo II+ humanoid robot performing a whole-body task
example.
3.5.1 Whole-body Task Simulation Results on a Hubo II+ Robot
Table 3.1 Constraints with assigned priorities.
The simulation environment was set up as explained earlier in Section 2.5. Ta-
ble 3.1 lists the constraints defined for our verification in the order of assigned pri-
orities, and the constraints with lower indices (shown in the first column) indicates
the constraints with higher priorities. The motion constraints for the upper-body
manipulation tasks and the lower-body locomotion tasks are specified as explained
in Section 2.3.1 and 2.3.2, respectively. Other constraints are also defined for desired
CoM motion as well as keeping the orientation of the torso upright. For stability, the
motion constraints at the feet for maintaining contacts and locomotion (the ECTS-
based lower-body constraints) are assigned with the first priority. Also, the CoM
motion constraint is placed above the constraints for the ECTS-based upper-body
tasks and the torso orientation. Besides, since all the constraints are specified in the
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task space, maintaining the joint angles close to the initial one is considered for joint
space stabilization purpose as the lowest priority constraint. Note that each of the
motion constraints is expressed as Eq. (3.39) to be taken into consideration in our
controller.
The actuation limits specified in the Hubo robot model are incorporated as in-
equality constraints as described in Section 3.3.3. Considering the prioritized con-
straints and the inequality constraints, our controller follows Algorithm 1 to compute
the optimal acceleration q̈∗. The optimal joint torques τ is then computed from the
obtained q̈∗ using Eq. (3.38) with τ F obtained using Eq. (3.19) from the specified
desired forces in AC (i.e., hLAC and h
U
AC). Finally, the resultant joint acceleration is
twice integrated to obtain joint configuration at each time step in order to visualize
the configurations during simulation.
Prioritization on Equality Constraints
This step verifies how the multiple constraints were satisfied by our proposed
controller, considering their assigned priorities along with the inequality constraints
regarding the actuation limits. The results were obtained during the valve-turning
operation. The prioritization on the constraints listed in Table 3.1 was enforced by
solving for an optimal q̈∗ that minimizes the errors for each constraint in sequence
from the highest to lowest priorities. As a result, when constraints are conflicting
with one another, the size of errors should reflect the priorities (e.g., smaller errors
for higher-priority constraints). But if a constraint is not in conflict with others, its
error can be still small with low priority, which is desirable.
In Fig. 3.7, the normalized errors of the five constraints are plotted. Their averages
are shown in the table below the graph, and the maximum position and orientation
errors are shown in the table on the right side of the graph. Note that each of
the durations for the two coordination modes during valve-turning operation (see
Table 2.2) was set to 1s. First, comparing the averages of normalized errors for the
first three constraints, it can be observed that throughout the total duration the
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Fig. 3.7. Errors in the constraints during valve-turning operation.
amount of errors for the first three constraints (plotted in blue, orange and yellow
colors, respectively) clearly reflect the the hierarchy. This makes sense because both
lower-body and upper-body constraints affect the CoM location. The prioritization
ensured the constraints at the feet were maintained first and foremost, and the CoM
horizontal location was strictly maintained close to the center of the contact area
when performing the upper-body task. On the other hand, it can be observed that
for the 4th priority constraint for keeping the torso upright, the errors were smaller
than those for 2nd and 3rd constraints. This can be interpreted that this constraint
was not in conflict with higher priority constraints. Besides, the 5th priority constraint
for maintaining the joint angles close to the initial configuration had increasing errors
throughout the total duration, having the largest errors in average. This confirms
that this constraint was obviously in conflict with the rest of the constraints; thus,
the prioritization was effective.
Friction Cone Constraints
The supporting ground reaction forces were computed in terms of the lower-body
absolute forces hLa as described in Section 3.3.3. Solving the optimization prob-
lem (3.29), we obtained an optimal ρ satisfying the friction cone constraints. This
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computed ρ was visualized by the contact forces at four vertices of each foot contact
area in Figs. 2.18(a)-(b) in red solid lines. Then the optimal absolute forces hLa can
be obtained from the ρ using Eq. (3.26). The vertical force component (fz) in the
computed hLa was plotted with the weight of the robot in Fig. 3.8(a). It can be ob-
served that its vertical component closely matches the weight of the robot (373.65N)
throughout the total duration of the task. Also, from the computed hLa , the locations
of the ZMP were plotted with the foot boundaries in Fig. 3.8(b). It can be observed
that the ZMP (plotted in blue solid line) stayed close to the absolute position (pLa
plotted in red dot), where CoM was also located, and this indicates that the dynamic
stability of the system was achieved during the task. Note that when the robot started
to turn the valve at 4s, only a slight drift along the x-axis of the ZMP location was
observed and this was due to slight oscillations in the absolute force components (see
the slight shift in the vertical force component in Fig. 3.8(a) at 4s).
Fig. 3.8. (a) Vertical force component in the computed lower-body absolute forces
(hLa ). (b) The ZMP locations.
Inequality Constraints
Lastly, the inequality constraints specified from the actuation limits explained in
Section 3.3.3 were verified. The same joint velocities and acceleration limits were
specified for all actuated joints as q̇max,i = 1 rad/s and q̈max,i = 3 rad/s
2. These
limits were defined for the verification purpose although they may not reflect the
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true mechanical limits in the actual robot. The joint position limits were specified
according to the actual joint position limits on the robot. In Fig. 3.9, the resultant
trajectories for the joint positions, velocities, accelerations, and joint torques during
the total duration of the task are plotted with their upper- and lower-bounds.
Fig. 3.9. The resultant joint positions, velocities, accelerations, and torques. The
upper- and lower-bounds for the joint velocities, and accelerations are indicated by
magenta dotted lines in their trajectories (the joint position limits could not be dis-
played since they were defined individually).
It can be observed that the resultant trajectories were strictly bounded by their
limits. For example, the acceleration of one of the joints was bounded by its upper-
limit between 0.7s and 0.9s, which resulted in a modification on the accelerations
of other joints. Also, between 1.1s and 2s, we can see that the joint velocities and
accelerations all stayed within their bounds. Note that since the limits were reached
most of the time, especially for the accelerations, the duration for the operation
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performed in the parallel mode could have been lengthened, so this example is used
here mainly for the verification of inequality constraints.
3.6 Conclusions and Summary
This Chapter investigated the whole-body modeling and controller formulations of
humanoid robots. We first discussed how the bodies, joints, and coordinate systems
in tree-structured robotic systems can be modeled, discussing the differences with
those in single-manipulator-arm robots. With the coordinate systems established us-
ing URDF, we described how the computations of kinematics and Jacobians can be
made for humanoid robot systems using an example of a 9-DoF humanoid robot. We
then discussed different types of constraints (equality and inequality) in humanoid
systems for body postures, manipulation & locomotion tasks specified by the ECTS
representation, actuation limits, and balance. Finally, we presented a whole-body
controller design based on Gauss’s principle of least constraint. Not only did we pro-
vide a simple closed-form optimal solution, but also we derived an optimal whole-body
controller, which can compute the optimal joint torques and motions considering the
constraints in a prioritized manner, retaining the property of the decoupled null-space
dynamics. The controller was formulated as Quadratic Programming, so it can eas-
ily incorporate equality constraints from the specified manipulation and locomotion
tasks as well as inequality constraints from the actuation limits and friction cone con-
straints. The controller was verified using a Hubo II+ robot model in MATLAB and
V-REP simulation environments. The effect of the prioritization on the constraints
was verified by the comparison on the size of the errors in each of the constraints.
Also, it was verified how the friction-cone constraints at the feet were used to compute
the optimal ground reaction forces at the feet, and the resultant motions were within





This Chapter investigates an extension of the ECTS representation to describe
and control the coordinated-motion tasks of multi-robot systems and human-robot
systems. Our framework, called Hierarchical Extended-Cooperative-Task Space (H-
ECTS), employs tree-structure representations to describe coordinated-motion tasks
of multiple agents, using motion and force variables defined at each of the nodes in
the tree structure. The H-ECTS framework enables the operator to specify various
types of coordinated-motion tasks of multiple agents intuitively in terms of the motion
and force variables defined at the root node, which can be easily translated into the
desired motion/force tasks for individual agents. We present the task specification
procedures for different types of multi-robot and human-robot coordinated-motion
tasks. For the coordinated-motion tasks of human-robot systems, we also discuss how
compliant behaviors can be generated using an impedance controller defined based
on the H-ECTS representation. The proposed framework is verified by experiments
on two Baxter robots cooperating with each other as well as human partners.
4.2 The H-ECTS Representation
Multi-robot and human-robot cooperation are necessary to assist human workers
for disaster relief, construction, and manufacturing operations (see Fig. 4.1). At
disaster relief and construction sites, many operations involve moving heavy and
large size of objects, which require cooperative handling by multiple robots. Also in
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manufacturing operations assembling multiple pieces of objects requires cooperation
of multiple robots.
Fig. 4.1. Illustrations of coordinated-motion tasks of multi-robot and human-robot
systems and their applications.
In Chapter 2, we showed that using the ECTS representation greatly simpli-
fied programming coordinated-motion/force tasks for dual-arm manipulator systems.
It dealt with cases, where a single object is manipulated by both end-effectors (see
Fig. 4.2(a)) or each of two objects is manipulated by each end-effector (see Fig. 4.2(b)).
This means that if a task requires more than two end-effectors to handle one or mul-
tiple objects, the original ECTS representation cannot be used. Thus, this Chapter
further extends the ECTS representation to represent various types of coordinated-
motion tasks performed by an arbitrary number of end-effectors of multi-robot or
human-robot systems. In fact, there can be three possible cases for those tasks.
First two cases are when all the end-effectors are manipulating the same object (see
Fig. 4.2(c)) or each of the end-effectors is manipulating one object with respect to the
other objects (see Fig. 4.2(d)). The third case is when M objects are manipulated
by N end-effectors, where M < N , and the N end-effectors can be considered to be
split into M groups. The end-effectors in each group are manipulating a single object
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with respect to other objects (see Fig. 4.2(e)), and some of the objects are manipu-
lated by more than one end-effector. In this case, the task specification can be made
in a hierarchical manner; that is, the task specification can be made identical as if
each object is manipulated by a single end-effector, and this task specification will
be applied to the groups of end-effectors manipulating each object in coordination.
Thus, in this Chapter, we study an extension of the ECTS representation, called Hier-
archical Extended-Cooperative-Task Space (H-ECTS) representation for multi-agent
coordinated-motion tasks.
Fig. 4.2. Examples of coordinated-motion tasks performed by multiple end-effectors.
From our survey on the existing approaches, it was concluded that each of the
existing frameworks only dealt with a specific type of coordination, and different types
of controllers were formulated for handling a single rigid object or multiple objects
for assembly. The absence of a unified representation for coordinated-motion tasks
made it difficult to deal with different types of coordination in a consistent manner.
Moreover, despite the striking similarity between Multi-Robot Coordination (MRC)
and Human-Robot Coordination (HRC) in their structure, each framework dealt with
either of the two scenarios. Also, when the number of robot agents or their types
change (e.g., the number of the end-effectors), the task specification and the controller
would need to be modified even if the task is essentially the same. Therefore, this
Chapter presents a new framework, based on the ECTS representation, that is capable
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of describing any type of multi-agent coordinated-motion tasks during MRC and HRC
tasks having an arbitrary number of agents in a consistent manner.
Figure 4.3 illustrates the main idea of the proposed framework. We extend the
ECTS representation to generalize the original concept to deal with the description
and control for any type of multi-agent cooperation (MAC) tasks. As illustrated in
Fig. 4.3(a), various coordinated-motion tasks for a dual-arm robot can correspond
to the simplest tree structure, where the child nodes of a robot agent correspond
to its arms (end-effectors). The tasks can be consistently specified at the robot
agent node (parent node) level in terms of the ECTS motion/force variables with a
desired coordination mode. When the tasks require more robot agents to cooperate
and/or more number of objects, the hierarchical tree structure grows horizontally
and vertically as illustrated in Fig. 4.3(b). Besides, when robots are cooperating with
human workers, it can be considered as having some of the agent nodes represent
human agents whose child nodes correspond to their arms (hands). The contributions
and impacts of the proposed H-ECTS concept can be summarized as follows.
First, the H-ECTS framework allows the operator to describe the multi-agent
coordinated-motion tasks in high-level description made from the objects’ movement
point of view. The motions in the objects are directly represented by the H-ECTS
motion variables while the external and internal forces applied to the objects are
represented by the H-ECTS force variables. The H-ECTS motion and force variables
can be easily translated into the desired motion and forces at the end-effectors of each
agent. Besides, as in the ECTS framework for dual-arm coordinated-motion tasks,
having different coordination modes in a hierarchy allows for representing various
types of coordinated-motion tasks for multiple agents in a unified manner. Also it
will enable the operator to directly change the coordination by adjusting the balance
coefficients without modifying the task specification itself. Hence, the same task spec-
ifications can be “reused” for a variety of situations; e.g., different types or numbers
of robot agents, or relocation of the agents handling each object in the task.
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Fig. 4.3. Overall diagram of the H-ECTS framework.
Second, the H-ECTS framework can be used to describe coordinated-motion tasks
for MRC and HRC tasks in a unified manner. In the H-ECTS framework, the same
tree structure will be used to represent the coordination of robot and human agents.
Having the hierarchical graphical structure with different coordination modes in the
representation will allow the roles for the agents to be assigned in a flexible manner.
Besides, this will allow the existing control methods (e.g., impedance controller) to
be easily employed for the H-ECTS motion/force variables. We will demonstrate that
using the H-ECTS framework will allow various HRC tasks to be considered without
modifying the task specification itself.
4.2.1 Tree-Structured Graphical Representation
In general, when a manipulation task requires to be performed by a number of
robots, each of which has one or more arms, the complexity in specifying the task
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increases as the number of the robots increases. However, if we specify the tasks based
on the desired movements of the objects, the task specification will not be affected
by the number of the robots participating in a given task. This is the motivation
for our H-ECTS representation. The ECTS concept is further extended in order to
systematically compute the motion/force of each arm in the robots from the task
specified in the object level. The concept of the hierarchy appears when the agents
can be divided into multiple groups whose number usually corresponds to the number
of manipulated objects in the task. Each group consists of one or multiple agents
which have one or two arms. Thus, the proposed H-ECTS representation describes
the coordination of the robots performing a cooperative task using a tree structure.
Each group consists of one or multiple agents. The coordination in a cooperative
manipulation task among multiple agents can always correspond to a hierarchy having
multiple layers. Each hierarchy is considered to be a tree structure with nodes and
edges, where each node can have zero or multiple child nodes while having one or no
parent node. We suppose a tree structure has 4 layers in total, and the layers are
numbered downward from 0 (i.e., the top layer) to 3 (i.e., the bottom layer). The
root node is located at the top layer, and the nodes in layers 1, 2, and 3 correspond
to groups, agents, and arms, respectively. The leaf nodes (i.e., the arm nodes in layer
3) in each tree structure represent the individual arms of the agents participating in
the task, and we suppose that each agent has at most two arms (i.e., either single- or
dual-arm agent).
A tree structure can then be used to represent the coordination in all different
levels: the coordination among multiple groups, the coordination among the agents
in a group, and the coordination among the arms in an agent. Figure 4.4 illustrates
the basic components in a hierarchy. It is assumed that, without loss of generality,
each agent node always has two child nodes, and one of them can be deactivated for
a single arm agent as illustrated in Fig. 4.4(c)
With these basic components, different tree structures can be constructed for
coordinated-motion tasks of multiple agents. Figures 4.5(a)-(c) illustrate examples of
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Fig. 4.4. Basic components in a tree structure. (a) The nodes representing groups
of agents. (b) The nodes representing agents of each group node. (c) The nodes
representing the arms of each agent.
different types of multi-agent coordinated-motion tasks and their corresponding tree
structures. Figure 4.5(a) shows two agents are cooperatively manipulating a single
object while Figs. 4.5(b) and (c) show cooperative assembly operations involving
multiple objects.
The tree structure for a coordinated-motion task can be described using the fol-
lowing notations. Let nG denote the number of of groups in each coordinated-motion
task, which in fact depends on the number of objects; i.e., nG = 1, nG = 2, and
nG = 3 in examples shown in Figs. 4.5(a)-(c). nGi (i ∈ {1, . . . , nG}) is the number
of agents in each ith group, and nA is the total number of agents participating in the
task (i.e., nA =
∑nG
i=1 nGi). Let each agent be numbered from 1 through nA. Letting
Aj (j ∈ {1, . . . , nA}) denote the jth agent, {{A1, A2, A3}, {A4}} indicates that A1, A2
and A3 are in group 1 and A4 are in group 2 (see Fig. 4.5(b)). The number of activated
arms in each jth agent is denoted by nAj ∈ {1, 2}. The kth arm (k ∈ {1, 2}) in each jth
agent is indicated by k(j). Then the motion and force components at the end-effector
of the k(j)th arm can be denoted as ẋk(j), hk(j), pk(j), Rk(j). They are considered as
the transformed components from the original components of the end-effectors with
position vectors r(k(j)) defined from the contact points to the origin of the C-frames as
previously done in the ECTS representation for dual-arm coordinated-motion tasks.
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Fig. 4.5. Examples of H-ECTS tree structures representing different types of multi-
agent coordinated-motion tasks.
.
For each task, the operator first specifies the members in each group and the
number of arms in each agent (nAj ’s) from which nG, nGi ’s, and nA can be identified.
Then a corresponding tree structure (an architecture) can be constructed. The total
number of nodes (nnodes) in the structure can be obtained as nnodes = nG + 3nA + 1;
e.g., nnodes = 1 + 3 × 2 + 1 = 8 for the example in Fig. 4.5(a). Then following the
specified structure information, a hierarchical structure can be visualized with each
node indexed from top to bottom and from left to right. Let i denote the index of
each node. For each ith node (i ∈ {1, . . . , nnodes}), p(i) is the index of the parent node
(e.g., p(1) = 0 for the root node). nc(i) is the number of child nodes, and Lc(i) is the
list of child nodes (i.e., an ordered set of child-node indices), and both of them can
be easily obtained from p(i)’s. As an example, Table 4.1 lists the information for the
nodes in the tree structure shown in Fig. 4.5(a).
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Table 4.1 Tree structure information for the example in Fig. 4.5(a).
Each ith node in the tree structure contains motion and force variables. The
description and control for tasks can then be made in terms of the H-ECTS motion and
force variables associated with the nodes. For each task, the H-ECTS motion/force
variables for the leaf nodes are first linked to those of the individual arms of the
agents; for the example in Fig. 4.5(a), the velocity and force variables can be linked
as
ẋ(5) ← ẋ1(1), ẋ(6) ← ẋ2(1), ẋ(7) ← ẋ1(2), ẋ(8) ← ẋ2(2),
h(5) ← h1(1),h(6) ← h2(1),h(7) ← h1(2),h(8) ← h2(2).
In the same way, the position and orientation variables can also be linked.
Except for the leaf nodes, the non-leaf nodes with nc(i) > 0 located in the upper
layers do not correspond to any physical arms. For those nodes, the H-ECTS mo-
tion/force variables will be defined from the H-ECTS motion/force variables of the
child nodes. Then from the leaf nodes to the root node in a tree structure, a set of
H-ECTS motion/force variables with corresponding coefficients, called H-ECTS vari-
ables and coefficients, are defined for each parent-children relationship. In the next
subsection, we will derive the H-ECTS motion/force variables as an extension of the
ECTS-motion/force variables.
Note that for the leaf nodes that correspond to the deactivated arms in single-arm
agents whose nAi = 1, the coordination mode for the H-ECTS variables defined at the
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agent node will be specified as one of the serial modes; that is, the balance coefficient
will be set as α = 1 or 0, which enables the absolute motion and force variables
to be used to express the motion and force components in the activated arm (i.e.,
ẋa = ẋ1 or ẋ2 and ha = h1 or h2), depending on which arm is activated, LH or RH.
Note that for those single-arm agent nodes, the relative motion and force components
will be zero (i.e., ẋr = 0 and hr = 0).
4.2.2 The H-ECTS Motion and Force Variables
In the ECTS representation, two sets of ECTS motion/force variables are used to
describe the coordinated-motion tasks performed by two end-effectors. The coordinated-
motion tasks performed by an arbitrary number of end-effectors need motion and force
variables to represent motion/force coordination for any number of agents and groups
in the tree-structure representation.
Suppose N nodes perform a coordinated-motion/force task. Let ẋi ∈ R6 and
hi ∈ R6 denote the velocity and force variables of each ith node, i = 1, . . . , N . Then N
sets of ECTS motion and force variables can be defined to describe motion/force coor-
dination of N nodes. In addition to one set of absolute motion/force variables (i.e., ẋa





r , . . . ,h
(N−1)
r ) are now needed to completely describe any type of coordinated-
motion/force tasks among N nodes. Besides, in addition to one coordination coeffi-
cient (β ∈ {0, 1}), now (N − 1) balance coefficients, i.e., (α1, α2, . . . , αN−1), will be
needed to specify the desired type of coordination. In fact, this can be equivalent to
having N balance coefficients (i.e., α1, α2, . . . , αN) with a constraint of
∑N
i=1 αi = 1.
Throughout our discussion, we let (α, β) denote a set of N balance coefficients and
a coordination coefficient, where α = (α1, α2, . . . , αN), satisfying
∑N
i=1 αi = 1, where
αi ∈ [0, 1].
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r , . . . , ẋ
(N−1)T
r ]T ∈ R6N and ẋ = [ẋT1 , ẋT2 , . . . , ẋTN ]T ∈ R6N . The
forward velocity relationship that maps the N individual node velocities to the H-
ECTS velocities can be expressed as
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where C(α, β) ∈ R6N×6N matrix is now determined from N balance coefficients and
a coordination coefficient. Note that when N = 2, C(α, β) becomes identical to






⎦ , whereα2 = 1− α1. (4.2)
This confirms that the original ECTS representation can be generalized to any number
of nodes. Let us take a look at an example to further understand the meaning of the
H-ECTS variables. If N = 3, the three H-ECTS variables can be obtained from three
individual velocities (ẋ1, ẋ2, ẋ3) as
ẋa = α1ẋ1 + α2ẋ2 + α3ẋ3, (4.3a)
ẋ(1)r = ẋ2 − βẋ1, (4.3b)
ẋ(2)r = ẋ3 − βẋ1. (4.3c)
From this example, the following physical interpretation can be made for the H-ECTS
variables. As in the ECTS representation, when β = 1, while the absolute velocity
(ẋa) captures the nodes’ motion in the same direction, the relative velocities (ẋ
(j)
r ’s
for j = 1, . . . , N−1) capture the nodes’ motion in the opposite directions. Also, these
H-ECTS motion variables can again be used to describe the desired motions of the
manipulated objects directly. When the nodes are manipulating a single rigid object,
ẋa describes the motion of the manipulated object with ẋ
(j)
r = 0 for maintaining the
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contact with the object. Besides, when the nodes are manipulating multiple objects,
ẋ
(j)
r ’s (j = 1, . . . , N − 1), then describe the relative motions among the manipulated
object and ẋa can be specified to change the overall location of all the manipulated
objects. Without loss of generality, it is assumed that node 1 is consistently used





represent the relative motions of nodes 2 and 3 with respect to node 1. It can be





the relative motion between any two of N nodes can be expressed; for example, the
relative motion between ẋ2 and ẋ3 can be obtained as ẋ3 − ẋ2 = ẋ(2)r − ẋ(1)r .
The inverse velocity relationship that maps the H-ECTS velocities to the individ-
ual velocities can be expressed as
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Note that the diagonal elements of theC−1(α, β) matrix (from the 2nd row toN th row)
are (1− αi) for i = 2, . . . , N . Also, looking at the inverse velocity relationship, with
β = 1, we can observe that while the absolute motion task (ẋa) is uniformly assigned
to all of the individual node’s velocities (see Eqs. (4.5a)-(4.5c)), the relative motion
tasks are distributed according to the ratios determined by the balance coefficients,
ẋ1 = ẋa − α2ẋ(1)r − α3ẋ(2)r , (4.5a)
ẋ2 = βẋa + (1− α2)ẋ(1)r − α3ẋ(2)r , (4.5b)
ẋ3 = βẋa − α2ẋ(1)r + (1− α3)ẋ(2)r . (4.5c)
For example, if N = 3, as shown in Eqs. (4.5a)-(4.5c), ẋ
(1)
r is distributed to ẋ2 and
the rest of them in opposite signs with a ratio of (1 − α2) : α2. ẋ(2)r is distributed to
ẋ3 and the rest of them in opposite signs with a ratio of (1− α3) : α3.
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As in the original ECTS representation, the forward relationship mapping the
individual force variables to the H-ECTS force variables can be defined as
hE = C
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r , . . . ,h
(N−1)T
r ]T ∈ R6N , and h = [hT1 ,hT2 , . . . ,hTN ]T ∈ R6N .
ha represents the resultant forces acting at the manipulated object, which is the
summation of the individual forces. This can be observed from Eq. (4.7a) for N = 3
with β = 1.
ha = h1 + β(h2 + h3), (4.7a)
h(1)r = −α2h1 + (1− α2)h2 − α2h3, (4.7b)
h(2)r = −α3h1 − α3h2 + (1− α3)h3. (4.7c)
Besides, the inverse force relationships can be obtained as follows,
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From the inverse relationships, it can be observed that ha (i.e., resultant forces) can
be distributed to each individual force according to ratios determined by αi’s. This
can be seen in Eqs. (4.9a)-(4.9c) for N = 3, where each hi shares αi portion of the
resultant forces ha. Also, the inverse relationships tell us that regardless of the values
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of αi’s, the relative forces will be applied in opposite directions from each individual
force,
h1 = α1ha − β(h(1)r + h(2)r ), (4.9a)
h2 = α2ha + h
(1)
r , (4.9b)
h3 = α3ha + h
(2)
r . (4.9c)





respectively, h1 exerts the summation of all the relative forces in the opposite direc-
tion.
It can be noticed that, as in the ECTS representation, the C(α, β) matrix is used
consistently for the forward and inverse relationships of motion and force variables.
The proof of the C(α, β) matrix can be given as follows. ha can be interpreted as the
resultant forces, which are the summation of the individual force vectors expressed as
ha = Wh, (4.10)
where W = [I6, . . . , I6] ∈ R6×6N and h = [hT1 ,hT2 , . . . ,hTN ]T ∈ R6N . Note that W
can then be interpreted as the grasp matrix. Inversely, h can be obtained from ha
using Eq. (4.10) as
h = W+ha +Vhr, (4.11)
where W+ ∈ R6N×6 is a generalized inverse of W, V ∈ R6N×6(N−1) is the basis of
the null space of W satisfying WV = 0, and hr ∈ R6(N−1) is the relative force














 CT (α, β). For example, if N = 3,









Then it can be shown that WV = 0. Also, W+ = [α1I6 α2I6 α3I6]
T found from
Eq. (4.8) is indeed a generalized inverse since it satisfies the properties of a generalized
inverse [178].
The H-ECTS position and orientation variables for N nodes can also be defined
as follows. Let pi ∈ R3, Ri ∈ R3×3 denote the position and orientation variables
for the ith node’s coordinate frame (Σi), respectively. As for the motion and force
variables, it is assumed that the position variables pi’s are also transformed with ri’s
as pi = p̄i + ri, where p̄i is the original position of the origin of Σi. The absolute
and relative position variables, denoted by pa ∈ R3 and 1p(j)r ∈ R3, j = 1, . . . , N − 1,








β(pj+1 − p1), j = 1, . . . , N − 1. (4.14b)
Note that by default the relative positions are expressed with respect to Σ1.
The absolute and relative orientation variables, denoted by rotation matricesRa ∈
R











βRj+1, j = 1, . . . , N − 1, (4.15b)
where θi,i+1 and ui,i+1 ∈ R3 denote the rotation angle and the axis of rotation for
the orientation of Σi+1 with respect to Σi. Note that the absolute orientation is
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defined as in Eq. (4.15a) such that the absolute angular velocity can be found as
ωa =
∑N
i=1 αiωi. For example, if N = 3, the absolute orientation is defined as
Ra = R1R12((1− α1)θ12,u12)R23((1− α1 − α2)θ23,u23). (4.16)
By taking the derivative of Ra, one can obtain ωa = α1ω1 +α2ω2 +α3ω3, which can




S(ωa)Ra =S(ω1)Ra +R1S((1− α1) 1ω12)RT1Ra
+R1R12((1− α1)θ12,u12)S(α3 2ω23)R12((1− α1)θ12,u12)TRT1Ra,
S(ωa)Ra =S(ω1)Ra + S((1− α1)ω12)Ra + S(α3ω23)Ra, (4.17)
where α3 = (1 − α1 − α2), ω12 = ω2 − ω1, ω23 = ω3 − ω2, and iω indicates the
angular velocity expressed with respect to Σi. Note that in Eq. (4.17) the following
properties of rotation matrices and skew-symmetric matrices [180] were used:
Ṙ = S(ω)R, (4.18a)
RS(ω)RT = S(Rω), (4.18b)
aS(ω) = S(aR), (4.18c)
where R ∈ R3×3 is a rotation matrix, ω ∈ R3 is the angular velocity in the rotation
R, S(·) is the vector cross product operator in a skew-symmetric matrix, and a ∈ R
is a scalar. Finally, we get
ωa = ω1 + (1− α1)ω2 − (1− α1)ω1 + (1− α1 − α2)ω3 − (1− α1 − α2)ω2
= ω1 + (α2 + α3)ω2 − (1− α1)ω1 + α3ω3 − α3ω2
= α1ω1 + α2ω2 + α3ω3. (4.19)
Note that 1− α1 = α2 + α3 and 1− α1 − α2 = α3 are used in Eq. (4.19).
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Besides, the inverse relationships for position and orientation can be described as
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where each relative positions are expressed with respect to the inertial coordinate







r ), j = 1, . . . , N − 1. Note that the
matrix in Eq. (4.20) can be viewed as C−1(α, β) in Eq. (4.4) with I6 replaced by I3.
Next, the orientation variables (R1, . . ., RN) can be computed from the absolute
and relative orientations (Ra,
1R
(1)
r , . . ., 1R
(N−1)
r ) using Eqs. (4.15a) and (4.15b).









where each of Ri,i+1((1 −
∑i
k=1 αk)θi,i+1,ui,i+1) can be computed from the relative















r ). Then the rest of the orien-





1R(j−1)r ), j = 2, . . . , N. (4.22)
4.2.3 Coordination Modes in the H-ECTS Representation
There is a set of H-ECTS coefficients (α(i), β(i)) defined for each non-leaf node
in a tree structure. The coordination mode in the H-ECTS is in fact the set of
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coordination modes specified for all the non-leaf nodes in the tree structure. This
means that they can be used to indicate the desired type of coordination among the
groups, among the agents in each group, and among the arms in each agent.
For the example in Fig. 4.5(a), the two agents (A1 and A2) are cooperatively
manipulating a single rigid object. For this type of task, since no relative motions
are allowed, varying the coordination modes at nodes 3 and 4 among serial, blended,
and parallel modes (with β(3) = β(4) = 1) will not affect the motion task. Instead,
it will affect the distribution of the desired absolute forces among the agents and
among the arms in A1. Hence, depending on the desired distribution of the absolute
forces, the serial or blended modes can be chosen by varying α(1) and α(3), and
α(2) ← α(1), β(2) ← β(1) since there is only a single group. For example, if both agents
share the same amount of resultant forces, then α(1) = (0.5, 0.5) and β(1) = 1 (i.e., the
parallel mode). Also, if both nodes in A1 equally share the absolute forces distributed
to A1, then α(3) = (0.5, 0.5) and β(3) = 1 (i.e., the parallel mode). Similarly, if the
forces are unevenly distributed, some other values of α(1) and α(3) can be specified.
Note that for the single arm agent nodes, the coordination modes will be fixed to one
of the serial modes; e.g., node 4 in Fig. 4.5(a).
On the other hand, for the example in Fig. 4.5(b), two groups of agents are
performing a relative motion task between two objects such as an assembly task.
This task can be mainly described by the relative H-ECTS motion variable at the
root node, and the coordination mode can be chosen in terms of (α(1), β(1)) according
to the desired contribution of each group to the relative motion task. For example,
if this task is only performed by the agents in either group, while the movement of
the agents in the other group becomes the reference for this task, then the serial
modes can be chosen by setting α(1) = (1, 0) or α(1) = (0, 1). But if both groups
contribute to this task, then the parallel or blended mode can be used by setting
α(1) = (α1(1), α2(1)), where α1(1)α2(1) = 0. Note that in case of controlling the agents
in each group individually, the orthogonal mode can be chosen by setting α(1) = (1, 0)
and β(1) = 0.
135
More generally, the coordination modes for an arbitrary number of groups or
agents can be described as follows. As in the ECTS representation, there are four
coordination modes and a desired coordination mode can be determined from a choice
of (α, β). First, the orthogonal mode can be chosen by setting α1 = 1 (i.e., αj = 0 for
j = 2, . . . , N) and β = 0. This choice of coefficients in fact turns the C(α, β) matrix
into an identity matrix (i.e., C(α, β) ≡ I6N). Then using Eqs. (4.4) and (4.8), we can
see that the H-ECTS motion/force variables directly represent each of the individual
motion/force variables as
ẋ1 = ẋa, ẋj+1 = ẋ
(j)
r and h1 = ha, hj+1 = h
(j)
r , j = 1, . . . , N − 1. (4.23a)
As in the original ECTS representation, this orthogonal mode can be used to con-
trol the motion and forces of the individual nodes in an uncoordinated manner; for
example, when positioning the nodes before grasping the object(s) for manipulation.
Second, the serial modes can be chosen by setting αi = 1, i ∈ {1, . . . , N}, αj = 0
for for all j = i and β = 1. For the coordinated motions performed in the serial
modes, the ith node’s motion is only determined by the absolute motion. The mo-
tions of the rest of the nodes are determined both by relative motions as well as the
absolute motion. This can be observed from the inverse velocity relationship, which




ẋa if j = i
ẋa + ẋ
(j−1)
r − ẋ(i−1)r if j = i
, j = 1, . . . , N, where ẋ(0)r = 0. (4.24)
In Eq. (4.24), the second term for ẋj when j = i can be interpreted as the relative
motion task between ẋj and ẋi (i.e., ẋ
(j−1)
r −ẋ(i−1)r ≡ ẋj−ẋi), so each ẋj is determined
by ẋa (i.e., ẋi) and the relative motion between ẋj and ẋi. This means that by setting
αi = 1, the i
th node’s motion becomes the reference for the rest of the nodes, and
the relative motion with the ith node’s motion will be used to specify the task for the
rest of the arms. This mode can be useful when one of the nodes (i.e., the reference
arm) is holding an object while the other arms are performing some operations on this
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object. Since the task performed by the other arms are defined in terms of the relative
motion variables to the reference arm’s motion, it will be consistently performed even
with the changes in the reference arm’s motion, which is determined by the absolute
motion.
For the force tasks performed in the serial modes, since α determines the con-
tribution of each individual forces to the absolute forces (ha), when αi = 1, ha will









r if i = 1











r if j = i
h
(j−1)
r if j = i
if i = 1
, j = 2, . . . , N. (4.25b)
In Eq. (4.25a), it can be observed that ha will be assigned to the hi while relative
force variables remain the same regardless of the α. This can be utilized when only
one of the arms is applying all the forces needed for the task. For example, when
pushing a heavy wheeled table, one of the arms can provide all the necessary force
using the serial modes.
Lastly, the blended and parallel modes can be chosen by setting each αi ∈ [0, 1) (in
the parallel mode, αi =
1
N
, ∀i = 1, . . . , N). For the motions, these modes can be used
during relative motion tasks between any of two nodes with desired ratios, whereas
for the forces the resultant forces can be distributed to the individual forces with any
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desired ratio. This can be observed from the inverse velocity and force relationships
expressed in Eqs. (4.4) and (4.8) as







r , j = 1, . . . , N, where ẋ
(0)








r if j = 1
αjha + h
(j)
r if j > 1
, j = 1, . . . , N. (4.26b)
Equation (4.26a) indicates that, for the motion in these modes, while the absolute
motion task (ẋa) is uniformly assigned to each ẋj, the relative motion tasks ẋ
(j−1)
r ’s
(j = 2, . . . , N) are distributed to ẋj and the rest of the nodes’ motion variables
with the ratio of (1 − αj) : αj in opposite signs. In the parallel mode, the ratio
will be (N − 1) : 1 with each αj = 1N . Equation (4.26b) indicates that in the force
coordination the desired ratios for distributing ha is determined by each αj, that is,
each hj shares αjha, j = 1, . . . , N . For the case of N = 3, the motion coordination
can be observed from Eqs. (4.5a)-(4.5c) with β = 1, ẋ
(1)
r is distributed to ẋ2 and
(ẋ1 and ẋ3) with ratio of 1 − α2 : α2. Although ẋ(1)r is only defined between ẋ1 and
ẋ2, having ẋ3 participating as well ensures that all the relative motion tasks will be
satisfied when ẋ1 is used as the reference arm for all the relative motion tasks, and
the same is true for ẋ
(2)
r .
As in the ECTS representation, having these different coordination modes gives
the operator a greater flexibility in defining any desired coordinated-motion/force
tasks. For example, when N = 3, if a desired relative motion task (denoted by ẋ∗r) is
only defined between ẋ3 and ẋ2, and we want to assign this task to ẋ3 and ẋ2 with a
desired ratio of α∗ : (1−α∗) in opposite signs, where α∗ ∈ [0, 1]. This desired task can
be first expressed in terms of the relative motion variables as ẋ∗r = ẋ3−ẋ2 = ẋ(2)r −ẋ(1)r .
Using the blended mode, we can define each of the balance coefficients in terms of α∗
as α1 = 0, α2 = α
∗, and α3 = 1 − α∗. Also, ẋ(1)r and ẋ(2)r can be defined in terms of
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the specified ẋ∗r and α
∗ as ẋ(1)r = −(1 − α∗)ẋ∗r and ẋ(2)r = α∗ẋ∗r. Substituting these
with β = 1 into Eqs. (4.5a)-(4.5c), we can get the following:
ẋ1 = ẋa, (4.27a)
ẋ2 = ẋa − (1− α∗)ẋ∗r, (4.27b)
ẋ3 = ẋa + α
∗ẋ∗r. (4.27c)
Equations (4.27a)-(4.27c) indicate that the relative motion task ẋ∗r is only distributed
to ẋ2 and ẋ3 with desired ratios determined by α
∗. This example implies that by
defining the ECTS coefficients and variables appropriately, the ECTS representation
can describe any type of coordinated-motion/force task among N nodes.
4.2.4 The Inward and Outward Propagations
The outward and inward propagations are used for the control of each agent for
coordinated-motion tasks specified in terms of the H-ECTS motion/force components
at the root node. In the outward propagation, iterating from the root node to the leaf
nodes (i.e., top down), the task specified by the H-ECTS motion and force components
at the root node is used to specify desired motion and forces for the individual arms of
the agents. The current H-ECTS motion and force components can be obtained from
the current motion and force at each individual arm using the inward propagation.
Iterating from the leaf nodes to root node (i.e., bottom up), the current H-ECTS
motion and force components are obtained for each of the non-leaf nodes.
Inward Propagation
• Input: the current motion and forces of the individual end-effectors of the agents
at the leaf nodes.
• Output: the current H-ECTS motion and force components at the non-leaf nodes.
for i ← nnodes to 1
H-ECTS motion and force components are obtained for each ith non-leaf node
from the motion and forces at each jth child node (j ∈ Lc(i)). The desired co-
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ordination modes are specified by the H-ECTS coefficients (α(i), β(i)) from which
C(i)(α(i), β(i)) can be obtained. Using Eqs. (4.1) and (4.6), the H-ECTS motion and
force components are obtained: ẋa(i), ẋ
(1)
r(i), . . ., ẋ
(nc(i)−1)
r(i) and ha(i), h
(1)
r(i), . . ., h
(nc(i)−1)
r(i) ,
which are regarded as the motion and force components at ith node. Note that, as in
the outward propagation, in case of having a single group node and agent node, the
H-ECTS motion and forces at the root node and group node will be directly obtained
from those at the group node and agent node, respectively.
end for
Notice that during the inward propagation, only the absolute motion and force
components are propagated to the nodes in the upper layers. This is because the
absolute motion and force components represent the globally coordinated behavior
of multiple entities while the relative motion and force components represent the
locally coordinated behaviors. The inward propagation can be explained using the
example in Fig. 4.5(a) as follows. At the agent node 3, the H-ECTS motion and
force components can be computed from the motion and force components at its





r(3). Then ẋ(3) ← ẋa(3) and h(3) ← ha(3). Likewise, at the agent node 4,
the H-ECTS motion and force components will be computed from the motion and





r(4). Then ẋ(4) ← ẋa(4) and h(4) ← ha(4). At the group node
2, the H-ECTS motion and force components can be computed from the motion





r(2). Then ẋ(2) ← ẋa(2) and h(2) ← ha(2). Finally, at the root node, the H-
ECTS motion and force components can be directly obtained from those at the single
group node 2: ẋa(1) ← ẋa(2), ẋ(1)r(1) ← ẋ(1)r(2) and ha(1) ← ha(2),h(1)r(1) ← h(1)r(2).
Outward Propagation
• Input: the task specified in terms of H-ECTS motion and force variables at the root
node: ẋ(1), ẋ
(1)
r(1), . . ., ẋ
(nc(1)−1)
r(1) and h(1), h
(1)




• Output: the desired motion and force commands for each agent, expressed in terms
of the ECTS motion/force variables.
• Initialization: the desired relative H-ECTS motion and forces at each non-leaf
node are specified, and they are assumed to be either computed from the current
configuration or provided by the operator.
for i ← 1 to nnodes
At each ith non-leaf node, the desired motion and forces for the child nodes
(j ∈ Lc(i)) with nc(j) > 1 are computed from the desired H-ECTS motion and forces
using the inverse relationships in Eqs. (4.4) and (4.8). Note that in case of having
a single group/agent node (i.e., nG = 1/nGi = 1), the H-ECTS motion and force
components with the coordination modes at the group node and agent node will be
obtained directly from the specified motion and force components at the root node
and group node, respectively. Then the computed motion and forces at each jth node
will be considered as the absolute motion and forces during the iterations for the
descendant nodes.
end for
Notice that for each of the agent nodes, the computed H-ECTS motion and forces
will be directly considered as the input, being interpreted as the ECTS motion and
force variables for the nodes. An example of the outward propagation can be given for
the tree structure shown in Fig. 4.5(a) as follows. First, the desired H-ECTS motion
and force components are specified by the operator at the root node, and they are
directly used as the desired H-ECTS motion and force component at the group node
2 since there is only a single group. Then, from the desired H-ECTS motion and
force component at the group node 2, the motion and force components at the nodes
(3, 4) (i.e., Lc(2) = (3, 4)) will be obtained: ẋ(3), ẋ(4) and h(3),h(4). Then they will
be used as the absolute motion and force components for those nodes: ẋa(3) ← ẋ(3),
ha(3) ← h(3); ẋa(4) ← ẋ(4), ha(4) ← h(4). At the agent nodes 3 and 4, the desired
H-ECTS motion and forces defined from the previous step can be considered directly
as the input motion and force commands for the agents A1 and A2.
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4.3 Task Specifications
Cooperative tasks of multiple agents can be specified intuitively in terms of the
H-ECTS variables defined at the root node. The procedure is similar to the dual-arm
cooperative tasks. First, the C-frames will be defined in the objects for the task as
illustrated in Fig. 4.6. Each task can be described in the object level with respect
to the C-frames by natural constraints (NC) and artificial constraints (AC), which
are expressed in terms of the motion and force components along/about the principal
axes of the C-frames.
Fig. 4.6. Examples of specifying cooperative tasks of multi robot agents. (a) Trans-
porting a single object. (b) Assembly task. (c) Pushing a wheeled-table. (d) Valve
turning task. The desired movements of the objects are indicated by arrows in yellow
color.
Second, once the task is specified in the object level, a tree structure corresponding
to the given task can be constructed. The agents involved in the task will be grouped
for each of the objects, and each of the agent will be moved to the vicinity the
object. After the end-effectors of the agent in each group make firm contacts with
the objects, the position vectors from the end-effector coordinate frames to the C-
frames are identified (see Fig. 4.6), which are used to transform the motion and forces
at each of the end-effectors. Those motion and forces will be used to initialize the
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motion and forces at the leaf nodes, and the H-ECTS motion and force variables will
be defined at each of the non-leaf nodes using the inward propagation.
Lastly, the specified NC and AC can then be expressed in terms of the H-ECTS
variables defined at the root node of a tree structure corresponding to the task.
Depending on the type of the task, the task can be specified in terms of the motion
and force components in the main task variable set, which is either absolute or relative
motion/force variable set, as for dual-arm tasks. Note that the H-ECTS coefficients
can be varied according to the desired type of coordination as described previously
for dual-arm tasks in Section 2.3.1. At the lower-levels, the relative variable set at
the non-leaf nodes will be usually associated with 0a operation since the arms/agents
would be mostly performing a subtask of manipulating a commonly held object.
Note that the absolute motion/force components at those nodes will be automatically
determined by the outward propagation.
For human-robot coordination (HRC) tasks, where one or some of the agents
are human coworkers, the proposed H-ECTS representation can be used to describe
various scenarios of tasks in a unified manner. We suppose that the motion of human
agents’ hands and the forces applied by them can be measured using sensors. Their
measured motion and forces will be used during the inward propagation that will
interpret them in terms of H-ECTS motion/force components. Then the control of
robot agents will be made in coordination with human agents’ motions and forces
based on the proposed H-ECTS representation. Using the examples illustrated in
Figs. 4.5(a) and (b), we will consider two HRC scenarios: one is when the human
agent is manipulating a single rigid object together with robot agents, and the other
is when the human agent is manipulating one of the objects, where the task is defined
by the relative motions of the objects. A number of example tasks corresponding to
either of those two scenarios will be presented along with possible solutions.
143
4.3.1 Coordinated-Motion Tasks with a Single Object (HRC)
For the first scenario, we first suppose that one of the hands of a human agent
is cooperatively manipulating a single object with a robot agent with two arms. Let
us suppose that the human agent is a leader and the robot agents are followers for
the task. The human agent knows the desired movement of the object; thus, with
the assumption of the rigid grasps with the object, the interaction forces applied
by the human agent will be used to guide the robot agents’ movements. This kind
of coordination during a HRC task can be conveniently described by the H-ECTS
structure. For example, the tree structure in Fig. 4.5(a) shows that A1 and A2 are
the robot agent and the human agent, respectively, and node 3 indicates the human
arm involved in this HRC task. During this HRC task, the task for the agents is
not specified in the first place at the root node, but the task will be specified from
the sensed force information at the leaf node (node 3) corresponding to the human
coworker’s hand. The desired motion of the human agent will be estimated from the
interaction forces applied by the human agent through an impedance controller. In
fact, with zero stiffness parameter in the impedance controller, a damping control be-
havior can be defined and used to generate translational and rotational displacements
in proportion to the applied interaction force. Once the desired motion of the human
agent (ẋ(4)) is estimated, the inward propagation will be used in the serial mode with
α2(1) = 1. This in fact initializes the absolute motion task from the estimated desired
motion of the human agent as ẋ(2) ← ẋ(4). This absolute motion task will then be
considered as the specified task for all the agents and it will be distributed to each
of the arms in the robot agent using the outward propagation. Applications of using
this type of coordination can be transportation of an object with the orientation con-
straint, where the interaction force applied by the human coworker only affects the
translational motion in AC while the orientation of the object is used as NC and it
is maintained by the robot agents.
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4.3.2 Coordinated-Motion Tasks with Multiple Objects (HRC)
For the second scenario, we suppose that a human agent is manipulating one of
the objects while robot agents are manipulating the rest of the objects, which is
applicable to an assembly operation of multiple objects. In this case, the task is
specified in terms of the relative motions of the objects, and the relative H-ECTS
motion variables will be used as the main task variable set while the absolute motion
variable will be used to specify the overall locations of the objects during the task.
Here if we again assume that the human agent knows the desired overall location of
the objects, the location of the object held by the human agent can determine the
overall locations of all the objects, guiding the other robot agents’ movements. With
respect to the location of the object of the human agent, the robot agents perform
the relative motion tasks to accomplish the main task. Hence, this scenario can also
be explained as having the serial coordination mode.
For example, in the H-ECTS tree structure shown in Fig. 4.5(b), A1, A2, and A3 in
group 1 are robot agents and A4 in group 2 is a human agent (nodes 14 and 15 indicate
the human arms involved in the task). The main task is specified by the relative
motion components, which is the main task variable. Then we can let the motions of
the leaf nodes (14 and 15) specify the absolute motion components. In fact, assuming
the rigid grasping of both hands of the human agent with the object, the motion of
the object can be used directly to define the desired motion components at node 7
for A4 (i.e., absolute motion components). In the serial mode with α(1) = (0, 1), the
desired motion at node 3 (ẋ(3)) will be used during the inward propagation in order
to specify the absolute motion task at the root node as ẋ(1) ← ẋ(3). This absolute
motion task along with the desired relative motion task will then be considered as the
specified task for all the agents, and this absolute motion will affect the motion of all
the robot agents during the outward propagation. Applications of using this type of
coordination can be a bimanual peg-in-hole or screwing operation, where the robot
agents are moving and inserting an object cooperatively into the object held by the
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human agent. The movement of the object held by the human agent will change the
overall locations of both objects.
Besides, some other types of interactive tasks can be similarly defined. For exam-
ple, a robot agent is operating a pair of pliers/scissors by the relative motion in its
arms, and the human agent is holding an object to be cut (e.g., a wire or a sheet of
paper). The task is defined by the desired relative pose between the pliers and the
target object held by the human agent plus the desired relative motion in the robot
agent. This allows the robot agent to first bring the tool in the vicinity of the target
object according to the desired position between them and to perform a specified
operation on the target object using the tool. Similar ideas can be applied to stack-
ing boxes cooperating with human agents – the robot agents place each box on top
of the box that human agent placed regardless of its location. Note that instead of
the serial modes, other coordination modes (e.g., parallel and blended modes) can be
used, and this allows the relative motion task to be shared between the human agent
and the robot agents. But in this case, we will assume that the estimated motion of
the object held by the human agent will be only interpreted in terms of the relative
motion, and the absolute motion task will be assumed to be null.
4.4 Controllers based on the H-ECTS Framework
Each robot agent is assumed to be equipped with a motion/force controller that
can receive the desired ECTS motions and force as the input. Figure 4.7 illustrates a
control strategy based on the H-ECTS framework. The motion and forces at the leaf
nodes in the H-ECTS structure will be constantly updated from the current motion
and forces at the end-effectors in each agent. The motion and forces at the non-leaf
nodes will also be updated using the inward propagation. From the task specification
made in terms of the H-ECTS motion and forces at the root node, the outward
propagation computes the desired motion and forces at each of the agent nodes. The
desired motion and forces will be incorporated into the constraints for each agent as
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described earlier. Note that the constraints for agent nodes will be expressed in terms
of the ECTS motion and force variables.
Fig. 4.7. A control strategy based on the H-ECTS framework.
4.4.1 Impedance and Hybrid Controllers for Compliant Behaviors
We previously discussed how the H-ECTS variables can be used to specify a
coordinated-motion tasks of multiple agents in terms of motion/force components
in NC and AC. If the robot agents are subjected to the contact with environment
or human workers during the execution of the task, which in most cases is in real
world environment, compliant behaviors will be necessary for a robust task execution.
This also holds true when unexpected errors are present from perception and sensing,
which cannot be modeled or estimated accurately for compensation. Researchers have
investigated generating compliant behaviors for the manipulated objects and internal
forces for a cooperative manipulation task of a commonly grasped object. They are
called object (or external) and internal impedance control [19,181,182], respectively.
The external impedance control can exhibit a compliant behavior at the motion of the
commonly manipulated object in reaction to the external forces exerted on it. The
internal impedance control, on the other hand, can be used to regulate the internal
forces exerted by each end-effector, without affecting the motion of the object. This
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is crucial to prevent having excessive amount of internal force or to ensure the firm
contact with the object. By defining the compliant behavior between the H-ECTS
motion and force variables (see Eq. (4.30)), this concept can be easily extended to
a variety of cooperative tasks of multiple robot agents. The compliant behaviors
defined by absolute and relative motion/forces, which we call absolute and relative
impedances can be viewed as external and internal impedances when manipulating a
common object, respectively. However, the compliant behavior based on the H-ECTS
representation is a more general approach since the H-ECTS variables can describe a
variety of different types of coordination among multiple robot agents. Besides, the
hierarchical representation allows the relative compliant behaviors to be easily defined
between groups of multiple agents as well. One notable advantage of having H-ECTS-
based compliant behaviors would be during relative motion tasks. For example, when
performing bimanual operations such as scissor operations, peg-in-hole operation,
writing on a white board, and water-pouring operation, their execution is more robust
under various external disturbances. The absolute impedance will modify absolute
motions such that the external forces will not disturb the relative motion task. Note
that during relative motion tasks the relative impedance cannot be defined due to
the absence of the relative force measurement.
Moreover, instead of having desired forces specified explicitly, an impedance con-
troller [138] can be used to generate a desired dynamic behavior between motion and
forces at the end-effector during interaction with the environment. An impedance
controller models the relationship between the motion and forces as a mechanical
mass-spring-damper system. First, the translational impedance relationship between
positional displacements and applied force can be expressed as
Mpëp +Bpėp +Kpep = −F, (4.28)
where Mp, Bp, and Kp are 3 × 3 positive-definite matrices indicating the desired
inertia, damping, and stiffness matrices for positional coordinates, respectively; ëp =
v̇ − v̇d, ėp = v − vd, and ep = p − pd; v̇d, vd, and pd are the desired acceleration,
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velocity, and positions, respectively; F is the force applied by the end-effectors on the
environment (or equivalently, −F is the force felt at the end-effector).
Similarly, the rotational impedance relationship can be established between ro-
tational displacements and applied moments. The unit quaternion representation is
adopted for geometrical consistency [7]. A unit quaternion q = (μ, ε) consists of a
scalar μ and a vector ε ∈ R3 and has unit magnitude. Let qe = (μe, εe) be the unit
quaternion corresponding to the relative orientation between the current and desired




the base coordinate frame, where dRe = (Rd)
T Re and Rd is the desired orientation.
The rotational impedance relationship can be expressed as
Moëo +Boėo + K̃oeo = −N, (4.29)
where Mo, Bo, and Ko are 3 × 3 matrices indicating the desired inertia, damping,
and rotational stiffness, respectively; ëo = ω̇ − ω̇d, ėo = ω − ωd, and eo = εe,
ω̇d and ωd are the desired angular acceleration and velocity; K̃o = 2E
T (μe, εe)Ko,
E(μ, ε) = μI− S(ε); −N is the moment felt at the end-effector.
The impedance relationships in Eqs. (4.28) and (4.29) can be formulated as one
of the constraints as follows. Letting ẍ = [v̇T ω̇T ]T , both impedance relationships
can be expressed together as
MImΔẍ+BImΔẋ+KImΔx = −h, (4.30)
where Δẍ = [ëTp ë
T
o ]
T , Δẋ = [ėTp ė
T
o ]
T , Δx = [eTp e
T
o ]
T , MIm = diag(Mp,Mo), BIm =
diag(Bp,Bo), KIm = diag(Kp, ~Ko), h = [F
T NT ]T . Since Δẍ = ẍ − ẍd, Eq. (4.30)
can be rewritten as ẍ = ẍd +M
−1
Im(BImΔẋ+KImΔx− h). Then using ẋ = Jq̇ (i.e.,
ẍ = Jq̈+ J̇q̇), this can be expressed again in terms of q̈ as
Jq̈ = ẍd − J̇q̇+M−1Im(BImΔẋ+KImΔx− h). (4.31)
Hence, by letting J  JΦ and ẍd− J̇q̇+M−1Im(BImΔẋ+KImΔx−h)  b, Eq. (4.31)
can be expressed in the form of Eq. (3.13) and considered as one of the constraints.
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Alternatively, for position-controlled manipulator systems, like most industrial
robotic arms, force and impedance controllers can be implemented by modifying the
desired motion components from the sensed interaction force information [7]. The
impedance controller can be realized by computing the reference motion from the
desired motion and the interaction forces as follows. For the translational motion,
ëp can be obtained from Eq (4.28) as ëp = M
−1
p (−Bpėp −Kpep − F), which can be
integrated to obtain ėp and ep as well. Similarly, for the rotational motion, ëo can be
obtained from Eq (4.29) as ëo = M
−1
o (−Boėo − K̃oeo −N), which can be integrated
to obtain ėo. It is worth mentioning that we can exploit the superposition property of
the impedances [138] when multiple impedance relationships are necessary. That is,
if there are nim number of impedance relationships, the i
th impedance relationship,
i = 1, . . . , nim, can be defined as
MIm(i)Δẍi +BIm(i)Δẋi +KIm(i)Δxi = −hi. (4.32)
As we did previously, ëpi and ëoi will be obtained from each of impedance relationship
in Eq. (4.32) and then ëpIm and ëoIm (ëp and ëo due to an impedance relationship)








Integrating the obtained ëpIm and ëoIm , the desired motion can be modified, and this
will be used later for cooperative tasks involving interaction with the environment
and human coworkers.
Moreover, the force controller can also be implemented by modifying the desired





T denote the desired force and
moment, a force controller can be expressed as
MhΔẍh +BhΔẋh = Δh, (4.34)
where Mh = diag(Mf,Mm), Bh = diag(Bf,Bm), and each of diagonal sub-matrices






T , and Δh = hd − h. epf and Rem are first initialized to epf = 0 and
Rem = I3. ëpf and ëom can be obtained using Eq. (4.34) and integrated to modify the
desired motion, and this controller will generate an integral control action on the force
error Δh. In fact, when impedance relationships are also defined, the force controller
and impedance controller will take place in different subspaces divided by the two
projection matrices SNC and SAC . The force controller and impedance controller will
modify the desired motions corresponding to NC and AC, respectively. Hence, ëpf
and ëom will be used along with ëpIm and ëoIm to obtain ëp and ëo using the projection
matrices SNC and SAC as
ëp = SAC(p)ëpIm + SNC(p)ëpf , ëo = SAC(o)ëoIm + SNC(o)ëom , (4.35)
where (SNC(p) and SNC(o)) and (SAC(p) and SAC(o)) are the diagonal sub-matrices
corresponding to the translational and rotational coordinates in SNC and SAC , re-
spectively.
Lastly, ëp and ëo will be integrated to modify the desired motion. The desired
translational motion (p̈d, ṗd, pd) can be modified into (p̈c, ṗc, pc), respectively, as
p̈c = ëp + p̈d, ṗc = ėp + ṗd, pc = ep + pd. (4.36)
Then the desired rotational motion (ω̇d, ωd, Rd) can be modified into (ω̇c, ωc, Rc)
as
ω̇c = ëo + ω̇d, ωc = ėo + ωd, Rc = ReRd, (4.37)
where Re, first initialized to I3, is constantly updated from ėo as
Re = e
S(ėoΔt)Re, (4.38)
where eA is matrix exponential, which can be easily computed using Rodrigues’ for-
mula [183]; Δt is the duration of each time step (e.g., 1 ms, Δt = 0.001). Hence, the




In order to verify the proposed H-ECTS framework, experiments were carried
out using two Baxter robots (see Fig. 4.8(a)). As previously done for the ECTS
framework, the virtual models of two Baxter robots were created in MATLAB as
shown in Fig. 4.8(b), and the joint states of the virtual models and the actual robots
were synchronized through ROS at every 50 ms. Each robot is equipped with an
optimal controller in Eq. 2.29 (with joint space stabilization in the null-space) that
receives the desired ECTS motion components and the coefficients (α, β) for each
robot as the input, and produces resultant joint motions, as described in Section 2.4.2.
Fig. 4.8. (a) Two Baxter robots used in the experiments. (b) The virtual robot
models created in MATLAB.
We used two examples of multi-agent cooperative tasks for MRC and HRC sce-
narios shown in Figs. 4.9(a) and (b), respectively. The first example of a MRC task in
Fig. 4.9(a) can be graphically represented by the tree structure shown in Fig. 4.9(c),
where each of the two dual-arm robot agents corresponds to the agent nodes in the
tree structure, A1 and A2. For simplicity, the same tree representation was used to
describe a HRC task example in Fig. 4.9(b). Both task examples correspond to Case
I tasks, where the absolute variable set is the main task variable set. So the operator
teleoperated both robots by commanding desired motion in terms of only the absolute
motion components defined at the root node using the 6D mouse interface as we did
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earlier for teleoperating dual-arm operations. Also the H-ECTS coefficients were set
as α(i) = 0.5 and β(i) = 1 for the H-ECTS variables defined at each ith non-leaf
node.
Fig. 4.9. Two scenarios of MAC tasks and their corresponding tree structure.
Once all the end-effectors in the robots grasped the objects, the C-frames as well
as the static transforms between each end-effector coordinate frame and the C-frame
were defined at the objects as illustrated in Fig. 4.9(a), which are visualized along
with the virtual robot models in Fig. 4.8(b). They were used to transform the end-
effectors’ motion/force components as we did earlier for dual-arm tasks for a single
robot. During HRC tasks, we allowed the compliant behaviors to be generated in
terms of the absolute motion components defined at the root node. Impedance con-
trollers were defined to generate compliant behaviors only in terms of the absolute
position and orientation from the measured absolute force components. In the fol-
lowing subsections, we first discuss our results from teleoperating the robots for the
MRC task example and then those for the HRC task example.
4.5.1 H-ECTS-based Control for MRC Tasks
During the MRC task example shown in Fig. 4.9(a), the desired absolute position
and orientation were commanded by the operator using the 6D mouse. With zero
relative motions (i.e., constant relative position and orientation), the desired H-ECTS
motion components at the root node were then used in the outward propagation to
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compute desired H-ECTS motions at each agent nodes. Figures 4.10(a)-(b) show the
desired H-ECTS motion components commanded at the root node along with the
desired and actual H-ECTS motions at the agent nodes.
Fig. 4.10. Desired and actual H-ECTS motions for each node. (a) Absolute motion.
(b) Relative motion.
It can be first observed from Fig. 4.10(a) that changes were made to both desired
absolute position and orientation plotted in solid lines in the first row, and four
components of quaternion representation were plotted for orientation components.
After the outward propagation, they then resulted in changes to the reference absolute
position and orientation (plotted in dotted lines) at the agent nodes. It was confirmed
from the second and third rows of Fig. 4.10(a) that the resultant joint motions of
both arms of each robot from the controllers allowed the actual absolute position and
orientation (plotted in dotted lines) to closely follow their reference motions.
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This task is a Case I task (see Fig. 2.10 in Section 2.3.1)), where contact constraints
represented in terms of relative position and orientation need to be maintained. The
operator commanded the desired task only in terms of the absolute motion compo-
nents. The plots in the first row of Fig. 4.10(b) show that no changes were made to
the desired relative position and orientation, and the constant relative position and
orientation were used as reference (plotted in dotted lines). The graphs in the second
and third rows show that the actual relative position and orientation had only little
amount of errors from the reference, which may have been caused by slight slippages
at the contact locations as well as some inaccurate tracking performance from inher-
ent compliance in each joint. Figures 4.11(a)-(b) show the snapshots taken during
the experiment. The snapshots in Fig. 4.11(a) correspond to the results we explained.
The snapshots in Fig. 4.11(b) show teleoperating only the desired translational mo-
tion of the object with the orientation constraint; that is, only the desired absolute
position was specified from the operator while keeping the absolute orientation at
the root node. The results demonstrated that, as in the ECTS framework, the H-
ECTS framework enables the operator to easily control coordinated-motion tasks of
multi-robot systems directly from the desired motions of the manipulated objects.
4.5.2 H-ECTS-based Control for HRC Tasks
A HRC task was defined as a cooperative task performed by two Baxter robots and
a single arm of human partner as illustrated in Fig. 4.9(b). An impedance controller
(see Eqs. (4.28)-(4.29)) defined for the absolute motion and force components in the
root node was used to obtain desired absolute motion from the measured forces at
each arm. In fact, at every time step, the measured forces in each of the arms of
two robots were translated into the absolute force at the root node by the inward
propagation. We used the impedance parameters set as the following: Mp = I3,
Bp = 40I3, Kp = 200I3 and Mo = I3, Bo = 30I3, Ko = 40I3. Note that Kp and Ko
can also be set to smaller values when cooperatively transporting the common object
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Fig. 4.11. Snapshots taken during the experiments of teleoperating two Baxter robots.
(a) Full absolute motion control. (b) Absolute motion control with orientation con-
straint.
(i.e., having mostly damping and inertia behaviors). Once the desired absolute motion
was obtained from the measured absolute forces using the impedance controller, the
desired H-ECTS motions at the robot agent nodes were then computed using the
outward propagation as we did previously for the MRC task. They were given to the
controllers of both robots as the input to generate desired joint torques and motions
in the arms of both robots.
Figures 4.12(a)-(c) show the H-ECTS motions and forces at the three nodes in the
tree structure (corresponding to the root and two robot agents). It can be observed
that changes to the absolute position and orientation at the root node (see the first
row of Fig. 4.12(a)) were generated from the measured absolute force/moment at the
root node (see the first row of Fig. 4.12(c)). As in the MRC task, the other two rows
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Fig. 4.12. Desired and actual H-ECTS motions for each node. (a) Absolute motion.
(b) Relative motion. (c) Absolute force.
in Fig. 4.12(a) show that the actual absolute motions measured from the resultant
joint motions closely tracked the reference motion trajectories. The other two rows in
Fig. 4.12(c) show the absolute force/moment components in each of the agent nodes
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computed using the inward propagation from the forces applied to individual arms.
Besides, as in the MRC task, it can also be observed that the actual relative position
and orientation at the agent nodes were maintained with only little amount of errors.
Fig. 4.13. Desired and actual H-ECTS motions for each node. (a) Absolute motion.
(b) Relative motion. (c) Absolute force.
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Moreover, an orientation constraint was added to the object, and now only the
position of the object was allowed to change while its orientation was maintained. This
was considered as having an impedance controller defined only for the absolute force
and absolute translational motion (i.e., only Eq. (4.28) was used), and the absolute
orientation was maintained during the task. Figure 4.13(a) shows that changes were
only made to the absolute position components from the measured absolute forces
shown in Fig. 4.13(c). The snapshots taken during the experiments of both cases are
shown in Figs. 4.14(a)-(b), respectively. Note that since Baxter robots are equipped
with joint torque sensing capability, compliant behaviors could be generated from
contact forces applied at any location in the robot bodies in addition to their end-
effectors, which is desirable for safety purpose during human-robot collaborative tasks.
Fig. 4.14. Snapshots taken during the experiment of teleoperating two Baxter
robots with compliant behaviors. (a) Full absolute impedance control. (b) Abso-
lute impedance control with orientation constraint.
4.6 Summary and Conclusions
This Chapter presented the H-ECTS framework for coordinated-motion tasks of
multi-robot and human-robot systems. In order to describe coordinated-motion tasks
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performed by groups of multiple agent systems, we first described how different types
of coordinated-motion tasks of an arbitrary number of single/dual-arm agents could
be described by tree-structured graphical representations. We also described the two
propagation algorithms that can translate the motion/force information in each agent
system into the H-ECTS motion and force components, and vice versa. Then we de-
rived H-ECTS motion and force variables for each of the nodes in each layer of the
tree structure, extending the ECTS motion and force variables. Similar to the ECTS
framework for bimanual coordinations, the H-ECTS framework enables the operator
to intuitively specify any type of coordinated-motion tasks for multi-agent systems in
a unified manner using high-level descriptions to describe coordinated motions from
the objects’ point of view. It allows for multi-robot systems as well as human-robot
systems to use the same tree structure when the same type of coordination is re-
quired. For human-robot coordinated-motion tasks, we discussed how an impedance
controller could be defined in terms of the H-ECTS motion and force variables and
used to interpret human partners’ physical interaction through the objects for desired
motions of the robot agents. Finally, we verified the proposed H-ECTS framework ex-
perimentally on two Baxter robots, and the compliant behaviors during human-robot
coordinated-motion tasks were also demonstrated when cooperating with a human
partner. Using both MRC and HRC task examples, we demonstrated the intuitive-
ness and effectiveness of specifying tasks and controlling multiple robots based on the
H-ECTS framework.
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5. CONCLUSIONS AND FUTURE RESEARCH
5.1 Summary and Conclusions
This thesis focuses on investigating the methodologies for the description and
control of the coordinated-motion tasks of robotic systems such as upper-body and
lower-body subsystems for manipulation and locomotion tasks in humanoid robots,
multi-robot systems, and human-robot systems. To this end, we have proposed new
representations which can be used to effectively describe and control the bimanual
coordinated-motion tasks for manipulation and locomotion as well as the tasks of
multiple robot systems cooperating with human partners.
The following contributions have been achieved for the representation and con-
trol of coordinated-motion tasks of dual-arm manipulator systems. First, we have
developed the Extended-Cooperative-Task Space (ECTS) representation as a uni-
fied and general representation for any type of coordinated-motion tasks between
two end-effectors. Based on kinematic models on human bimanual actions studied
in Biomechanics, we have generalized the existing Cooperative-Task Space (CTS)
framework to describe the whole-spectrum of bimanually coordinated-motion tasks.
In addition to symmetrically coordinated-motion tasks that the CTS was developed
for, uncoordinated and asymmetrically coordinated-motion tasks can also be repre-
sented. The two sets of ECTS motion/force variables can be used to describe any type
of coordinated-motion/force tasks in terms of the four coordination modes chosen by
the two meaningful coefficients (α, β). It was shown that since the ECTS variables
can be used to intuitively represent two different aspects of coordination in motion
and force, they can be used to directly map the desired motion of different types of
objects and desired forces in manipulating them to the coordinated-motion/force of
individual end-effectors, thus simplifying the motion planning and control problems.
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Second, based on the ECTS representation, we have presented procedures of
specifying dual-arm manipulation tasks and biped locomotion tasks of humanoid
robot systems. The proposed task specification procedure allows the essence of the
coordinated-motion tasks to be consistently specified only in terms of either set of
absolute or relative ECTS motion/force variables as the main task variable set. The
remaining set of variables could be easily specified as one of the simplest type of op-
erations handling the non-essential parts of the tasks. This means that the number
of variables used for task specification is reduced to half, which makes it more intu-
itive than using individual end-effectors’ motion and forces requiring more expertise
on the operators for manual management of the coordination. Besides, the balance
coefficient (α) in the ECTS representation enables the null-space behaviors in relative
motion and absolute force tasks to be directly controlled. It was demonstrated that
by adjusting these null-space behaviors, the ECTS representation could provide a
large range of workspace and greater flexibility in task executions in the vicinity of
joint limits, singularity, and surrounding environments. For performance evaluation
of the tasks specified by the ECTS representation, new performance measures were
also derived in terms of the ECTS motion and force variables. The proposed perfor-
mance measures can be used for the evaluation of task performance as well as the
optimization of the configurations of dual-arm manipulators as a whole during any
coordinated-motion/force tasks. Moreover, we presented an intuitive specification of
biped locomotion tasks using the ECTS representation. The operator needs to only
specify the desired change to the overall location of the robot in terms of the desired
absolute motion, and the relative motions describing the stepping during the loco-
motion as well as the CoM motions could be automatically generated following our
proposed procedure.
Computer simulations and experiments were conducted on a Hubo II+ robot and
Baxter robots to verify our proposed control schemes on upper-body and lower-body
task specifications. For the upper-body tasks, box-moving, peg-in-hole, valve-turning,
and bimanual scissor/plier operations were demonstrated. The examples of biped
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locomotion task specification were demonstrated to bring the robot to the vicinity of
the object to be manipulated from its current location. Also, from the experiments
on a Baxter robot, we demonstrated that using the ECTS representation enables the
operator to specify and teleoperate various types of coordinated-motion tasks easily
on the fly using only a single 6D mouse interface. Moreover, the comparison of the
performance of the tasks specified by the CTS and ECTS representations were made
using the measurements of the performance indices that we proposed. The results
showed that the tasks specified in the ECTS representation provided a larger range
of the workspace and accurate tracking of the coordinated-motion trajectories. Also
the configurations during the coordinated-motion tasks could be easily optimized for
desired control objectives consistently regardless of the type of coordination.
For realization of the specified upper-body and lower-body tasks on humanoid
robot systems, we first discussed the modeling of whole-body structures and the com-
putations for forward kinematics and Jacobians. We then discussed how different
kinds of constraints imposed by the upper-body and lower-body tasks, actuation lim-
its, and balancing can be expressed and considered in the controller formulation. The
proposed controller was formulated as a Quadratic Programming based on Gauss’s
principle of least constraint, which endows the controller with a desired property of
decoupled null-space dynamics. It can compute optimal whole-body joint torques and
accelerations considering prioritized constraints, hybrid motion/force constraints, ac-
tuation limits, and friction cone constraints for maintaining balance. The results from
computer simulations validated that during whole-body tasks, the constraints were
successfully satisfied in the order of the assigned priorities, and the computed joint
torques and accelerations, velocities, and positions were within the actuation limits.
Lastly, we have further extended the ECTS representation to describe and con-
trol the coordinated-motion tasks of multiple robot systems and human-robot sys-
tems (multi-agent systems). We developed the Hierarchical Extended-Cooperative-
Task-Space (H-ECTS) framework which achieves the following contributions. First,
the H-ECTS framework enables the operator to intuitively describe various types
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of coordinated-motion tasks of multiple agents in high-level descriptions to plan the
desired coordinated motion of the manipulated objects. It uses a tree-structure graph-
ical representation to describe each coordinated-motion task, and the H-ECTS motion
and force variables defined at each layer of the tree structure can describe the motion
and force involved during the task among the agents as well as within the agents. We
presented two propagation algorithms: the outward propagation translates the task
specification from the top layer to the desired motion/force tasks for the individual
agents, and the inward propagation interprets the motion and force measurements
from the individual agents in terms of the H-ECTS motion and force components.
Second, the same tree-structured representation defined for multi-robot systems can
also be used for human-robot systems, which makes it a unified description for the
coordinated-motion tasks of multi-agent systems. Besides, we derived an impedance
controller, force controller, and hybrid impedance controller in terms of H-ECTS mo-
tion and force variables. We discussed how an impedance controller can be used to
easily generate compliant behaviors during various types of coordinated-motion tasks
of multi-agent systems. The proposed H-ECTS framework was successfully validated
by the results of the experiments conducted in two scenarios: the coordinated-motion
tasks of two Baxter robots cooperating with each other, and also with a human. It
was demonstrated that the compliant behaviors cannot only enable the robot agents
to cooperate with human agents but also they can make the collaboration with human
partners safer and more natural.
The aforementioned contributions of the research conducted in this thesis can have
a broader impact on many different domains including human-robot collaboration,
rehabilitation and assistive robotic devices, and disaster response. In the human-
robot collaboration domain, this research can be viewed as a first step towards safer
robots, which can be employed in our living and work environments. The robots
can be equipped with capabilities of performing various types of tasks that may
require coordination between the hands as well as physical cooperation with humans
for a variety of tasks. Also the compliant behaviors can ensure the safety when
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robots are working side by side with human partners without any safety gears. The
imminent applications of the robots having those capabilities will be service robots,
manufacturing robots, and healthcare robots. For assistive robotic devices, a deeper
understanding of coordinated-motion skills that we acquired from our research could
be used to improve the capability of the existing prosthetic devices for a wide variety
of tasks. Also, for rehabilitation, the findings of our research can be used to build
robotic devices to train human patients for their impaired coordination motion skills,
which will improve the quality of their lives. Moreover, in disaster response scenarios,
our research can be used to enable multiple robot systems to assist human workers
for very dangerous and laborious work. For example, in material handling during
construction, rescue and clean-up operations at disaster sites, using multiple robots
instead of one robot with large payload will be more cost-efficient, feasible and flexible
for a variety of tasks. With these impacts in mind, in the next section, we will suggest
future research directions as a continuation of the research presented in this thesis.
5.2 Suggestions for Future Research
It is believed that the study we conducted in this thesis can bring on many more
promising and challenging research topics on coordinated-motion skills. One of them
is to study the coordination between the upper-body and lower-body subsystems
for humanoid robots. In this thesis, the tasks of each subsystem were considered
separately since it was thought that most tasks for humanoid robots can be divided
into manipulation and locomotion tasks. However, in order to perform all tasks in
a human-friendly environment, it is thought that the coordination of motion skills
between the upper-body and lower-body will also be necessary for whole-body tasks,
where the upper-body tasks require lower-body tasks as well; for example, pushing,
pivoting, pulling, and carrying objects that require steppings as well as upper-body
motions. It can be further investigated if the lower-body tasks can be automatically
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specified from the upper-body tasks based on some criteria; e.g., performance indices
of the upper-body tasks.
Another direction is to experimentally verify various types of coordinated-motion
tasks performed by multiple different robot systems. In this thesis, we mainly focused
on the functionalities of the end-effectors of each robot agent during the coordinated-
motion tasks of multiple robot systems without concerning much on the mobility of
each system. Realizing coordinated-motion tasks of different robot platforms (e.g.,
wheeled mobile manipulators and humanoid robots) will be a challenging problem
due to the difference in the locomotion mechanism of each system. Besides, we hope
to see if our H-ECTS framework can be further extended to describe a sequence of
assembly tasks performed by multi-robot systems consisting of different platforms.
Finally, it is our desire to apply the state-of-the-art machine learning techniques
to learn coordinated-motion skills from human demonstrations. Although it is very
intuitive, the current ECTS and H-ECTS representations still require manual task
specification by the human operator. We envision that if coordinated-motion tasks
can be automatically specified from demonstrations, the capability of the robots can
be limitless, and will not be bounded by the knowledge and expertise of the oper-
ator. Also, using the machine-learning techniques, the learned coordinated-motion
skills could be easily adapted to different situations without re-specification. For
example, some trajectory generalization methods can be employed for the ECTS or
H-ECTS motion/force trajectories. It is anticipated that using the representations we
developed in this research will allow for the learning and adaptation of coordinated-
motion skills with very low burden in computations compared to existing work using
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A. COOPERATIVE-TASK SPACE (CTS)
REPRESENTATION
Uchiyama et al. [17] first developed the Cooperative-Task Space (CTS) representation
from a force analysis on two manipulators holding a common rigid object. Because of
the closed chain formed between the two end-effectors through the commonly-grasped
object, motion and forces at the end-effectors are symmetrically coordinated. The
force variables in the CTS were defined at a point in the manipulated object (e.g.,
CoM), and the motion variables were also derived using the virtual work principle.
Later, Chiacchio et al. [22, 25] revised the original formulation into a contact-free
formulation by directly defining the coordinate variables in the CTS from the end-
effector motion variables and the CTS force variables were derived using the virtual
work principle. This revised formulation allowed the CTS to be applied also to a
greater variety of symmetrically coordinated motion tasks regardless of the existence
of a commonly held rigid object. The Cooperative Task Space (CTS) representation
focuses on the formulation of coordinated movements of the end-effector of each of the
two manipulators, moving together with a shared goal/task and forming a cooperative
manipulator system. Tasks requiring symmetrically coordinated behaviors in motion
and forces can be described in terms of the CTS variables and the tasks are equally
shared between two arms or end-effectors.





T denote a 6×1 velocity vector of the end-effector of the ith
manipulator (i = 1, 2), where vi and ωi are 3×1 linear and angular velocities, respec-
tively, with respect to an inertial/base coordinate frame. Symmetrical coordination
relationships in velocities of the two end-effectors can be established by two CTS
velocity variables: the absolute velocity (ẋa) and the relative velocity (ẋr). The for-
ward and inverse velocity relationships between the CTS velocity variables (ẋa, ẋr)
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where In is an n×n identity matrix and n = 6 in this case. The two CTS velocity
variables (ẋa and ẋr) capture two different aspects of symmetrical motion in a coop-
erative manipulator system. The absolute velocity ẋa, which is the average velocity
of the end-effectors (i.e., ẋa =
1
2
(ẋ1+ ẋ2)), describes the end-effectors’ desired motion
in the same direction. The relative velocity ẋr describes the end-effetors’ desired mo-
tion in the opposite direction (i.e., ẋr = ẋ2− ẋ1). Thus, a symmetrically coordinated
motion of a cooperative manipulator system with two end-effectors can be uniquely
determined from these two CTS velocity variables.
The absolute and relative position/orientation variables can also be defined from
the position/orientation of both end-effectors [22]. The absolute position/orientation
is the location of the origin of the coordinate frame of the absolute velocity variable
with respect to the base coordinate frame. The relative position is the location of the
origin of one end-effector coordinate frame relative to the other end-effector coordinate
frame. The two position/orientation variables along with the velocity variables are
called CTS motion variables. In addition, two CTS force variables, derived based on
the virtual work principle [24], describe symmetrical coordination in the forces when
two end-effectors are holding a rigid object.
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B. EXISTING PERFORMANCE MEASURES FOR
SINGLE MANIPULATORS
In general, there are two purposes of having performance measures: evaluation and
optimization. First, performance measures can be used to evaluate joint configura-
tions for desired objectives. For example, if the objective is to avoid singularities,
there needs a performance measure to evaluate how close the current configuration is
to singularity. Second, they can also be used to optimize the configuration for desired
objectives. For non-redundant manipulators, an optimal location in the workspace
can be determined. For redundant manipulators, the postures can be optimized in
the null space of the end-effector motion, and the gradient projection technique [178]
has been widely used.
B.1 Velocity and Force Ellipsoids
The concept of velocity and force manipulability ellipsoids was first proposed by
Yoshikawa [184]. Using the velocity mapping relationship between joint space and
task space (i.e., ẋ = J(q)q̇), the set of joint velocities with unit norm (i.e., q̇T q̇ = 1)
can be mapped onto the velocities ẋ in the task space satisfying
ẋT (J(q)J(q)T )−1ẋ = 1. (B.1)
The mapped points on the task space (usually 6-dimensional) satisfying Eq. (B.1) are
the points on the surface of the velocity ellipsoid. The shape of this ellipsoid which
changes with q can be analyzed to evaluate joint configurations. If its shape is close
to a hypersphere, in which the distances from the points on the surface to the center
of the ellipsoid are the same, the end-effector can achieve a desired velocity in the
task space in an arbitrary direction. If its shape is more elliptical, along the direction
184
of the major axis, a large velocity in the task space can be generated with small joint
velocity. Along the direction of the minor axis, even a large joint velocity can only
generate a small velocity in the task space.
Similarly, using the mapping between joint torques and forces (i.e., τ = J(q)T f),
the set of joint torques with unit norm (i.e., τ Tτ = 1) can be mapped onto the forces
in the task space satisfying
fT (J(q)J(q)T )f = 1. (B.2)
The points satisfying Eq. (B.2) are the points on the surface of the force ellipsoid.
The shape of this force ellipsoid can also be used to evaluate joint configurations as
in the velocity ellipsoid. If it is close to a hypersphere shape, a desired amount of
force can be easily exerted in an arbitrary direction. For an elliptical shape, along the
direction of the major axis, a large forces can be generated with small joint torques
Along the direction of the minor axis, exerting small forces require a large amount of
joint torques. Note that because of the duality the principal axes of the velocity and
force ellipsoids are inversely aligned; i.e., the major axis of one is aligned with the
minor axis in the other and vice versa.
B.2 Manipulability Measure
Based on the concept of velocity and force ellipsoids, researchers have proposed
performance measures to evaluate and optimize joint configurations. First, the mea-





The measured value of the manipulability (μ) for a current configuration can be in-
terpreted as the volume of the velocity manipulability ellipsoid. Also, using singular
value decomposition (SVD) of J(q), it can be found out that μ is equivalent to the
product of the singular values of J(q), i.e., μ ≡ σ1σ2 · · · σm, where σi’s are singular
185
values of J(q) and σ1 ≥ σ2 ≥ · · · ≥ σm ≥ 0. Hence, μ = 0 indicates that there exist
one or more zero singular values and the J(q) is rank-deficient (i.e., the manipulator
is in a singularity configuration). For non-zero μ, μ is smaller near singularity config-
urations, so the magnitude of μ can be interpreted as the distance to singularity [178].
The manipulability measure has been widely used to utilize the redundancy to opti-
mize configurations in the null-space of the end-effector motion in order to avoid the
singularities. Many extensions have been made to the manipulability measure over
the years, and a detailed survey on its various extensions can be found in [148].
B.3 Condition Number






While the manipulability measure indicates the volume of the velocity ellipsoid, the
condition number κ can be interpreted as the ratio of the major axis to the minor
axis, which reflects the overall shape of the ellipsoid. The closer κ is to 1, the more
the velocity ellipsoid is to a hypersphere shape, and the more elliptical it is, the
bigger κ is. Note that while κ goes to infinity near singularities, 1
κ
goes to zero at
singularities, having similar characteristics to the manipulability measure [178]. The
condition number has been used to evaluate postures of robots for the feasibility of
the desired task [170].
B.4 Task Compatibility Index
Although the manipulability measure and condition number have been widely
used, one of their limitations is that they cannot evaluate joint configurations for a
certain task (e.g., moving or applying force in a certain direction). To overcome this
limitation, Chiu [150] proposed task compatibility index as an alternative measure.
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Task compatibility index was defined in terms of velocity and force transmission ratios,
which are the transmission ratios in the velocity and force ellipsoids, respectively, in
a certain direction. A vector along a certain direction from the center of an ellipsoid
intersects its surface at a point, then the velocity and force transmission ratios can be
defined as the distance from the center of velocity and force ellipsoids to the point on
their surfaces, respectively. A vector of an arbitrary length along a certain direction
can be represented by a vector of unit length u scaled by a scalar magnitude α;
i.e., αu. The velocity and force transmission ratios can be derived by substituting
ẋ = αmu and f = αfu in Eqs. (B.1) and (B.2). αm and αf then can indicate the
velocity and force transmission ratios, respectively. They indicate the distances from
the center to the points on the surface along the direction of u, and can be obtained
as
αm = [u
T (J(q)J(q)T )−1u]−1/2 (B.5a)
, αf = [u
T (J(q)J(q)T )u]−1/2. (B.5b)
The magnitudes of αm and αf can be used to evaluate configurations for desired
motion/force control strategies along certain directions in the task space. If αm and
αf are small along a certain direction (i.e., a low velocity and force transmission
ratios, respectively), the joint velocities of a certain range can be mapped onto the
velocities and the forces in a smaller range. This means that the manipulator can
perform fine motion and force control along this direction with more accuracy. On
the other hand, if a large αm and αf are measured along a certain direction, the joint
velocities of a certain range can be mapped to larger ranges of velocities and force.
This indicates along this direction that the manipulator can perform coarse motion
and force control.
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Suppose αmi and αfi are defined for velocity-controlled directions ui, i = 1, 2, . . . , l
and force-controlled directions uj, j = l+1, l+2, . . . ,m using Eqs. (B.5a) and (B.5b),














where + sign is assigned for the directions in which coarse motion/force control is
necessary, and − sign is assigned for the directions in which fine motion/force control
is necessary; wi, wj are scalar weights indicating the relative importance of the desired
control strategy for each direction.
Once the signs are assigned for each of the directions according to the desired
control strategies, the task compatibility index c can be used as the cost function
(e.g., max c) for optimizing joint configurations during a motion/force manipulation
task. This was used in [156] in order to optimize the joint configurations of a dual arm
robot system performing a relative motion/force task. Two robots were performing
an asymmetrically coordinated-motion task, where one arm with tool (i.e., tool robot)
performed a relative motion task with respect to the other robot (i.e., reference robot).
Two task compatibility indices were defined for the tool and reference robot arms in
a relative motion/force tasks. By utilizing the redundancy in the system to optimize
the indices, the tool robot was able to perform fine motion and force control along
the non-contact and contact directions, respectively. In the reference robot, coarse
motion was performed along non-contact directions for quicker adaptation while fine
force control was used for stronger support under external disturbances.
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C. LADDER-CLIMBING MOTION GENERATION FOR
DARPA ROBOTICS CHALLENGE
C.1 Introduction
Working in human environments often require whole-body movements maintain-
ing multiple contact points at hands and feet with the external environment (e.g.,
climbing stairs, ladders, and walls), which require a model of the whole-body struc-
ture along with the computations based on it. Among search-and-rescue operations
at a disaster site, climbing industrial ladders is one of the most challenging and im-
portant tasks that a humanoid robot must perform. For this reason, we will describe
how the whole-body modeling and the computations described in Section 3.2 were
utilized for the ladder-climbing event for DARPA Robotics Challenge (DRC) Trial
in 2013 [167]. Moreover, we will discuss a human-inspired ladder-climbing strategy,
which is more feasible to be used for the commercially available humanoid robot sys-
tems. Most of existing work for climbing tasks of multi-limed robot systems [186–191]
are considered more suitable for spider-like, multi-limbed robots and are more suit-
able for “rock-climbing”-like situations, where arms and fingers will need to be strong
enough to support the body weight. However, many of existing humanoid robots
are mainly designed for biped walking, human gesture imitation, and light object
manipulation purposes. A recent investigation [192] concluded that some hardware
modifications seemed to be inevitable for those methods to be implemented on exist-
ing humanoid robots, and the strengths in their arm and finger joints were not strong
enough for ladder-climbing tasks. Besides, the studies on human climbing activities
in Biomechanics [193–203] reported that humans perform ladder-climbing activities
similar to stair-walking activities except for climbing vertical ladders. During stair-
walking activities, humans seldom need hands to hold the side rails. The legs provide
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upward and forward forces to support the weight and move the body up the stairs.
Also when climbing a ladder, most energy for moving the body upward was provided
by legs and hands holding rails (or rungs) were mainly utilized to counter-balance
moments while climbing (i.e., for stability). Therefore, based on the understanding of
human climbing activities, this Appendix describes a human-inspired approach used
to generate whole-body motions of humanoid robots for the ladder-climbing task.
C.2 Human-Inspired Ladder-Climbing Strategy
This section discusses a ladder-climbing strategy for humanoid robots based on the
observations on human ladder-climbing and stair-walking activities. Human ladder-
climbing activities have been studied in Biomechanics [193–196, 198–200, 202]. Their
studies indicated that the movements of the Center-of-Mass (CoM) of humans dur-
ing stair-walking and ladder-climbing activities are very similar [197, 200, 201]. Both
climbing activities are mainly characterized by the two-step movements in the CoM
of the body with respect to the contact areas of the feet before each stepping. Fig-
ures C.1(a) and (b) show the two-step movements in CoM measured and averaged
from walking up a staircase of 33◦ slope and climbing ladders with 70◦ and 75◦ slant
angles performed by 5 and 10 human subjects, respectively [193,197]. The measured
CoM trajectories from both activities are plotted in two viewing angles for compari-
son and step-like paths of the CoM with two successive components can be repeatedly
observed in both activities – moving vertically first and horizontally next (see each
movement segmented by black connected dots in Fig. C.1(b)).
Each of three trajectories corresponds to the CoM movement during one cycle
of the ascending, defined as the period for one foot from its first contact to the
subsequent contact of the same foot; i.e., the right foot during the measurement. Its
first half corresponds to the stance phase, and the second half corresponds to the
swing phase, and vice versa for the other foot (e.g., left foot in the measurements). In
other words, each half corresponds to one stride, and one cycle consists of two strides
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Fig. C.1. CoM movements from human ladder- and stair-climbing activities. (a) Top
view. (b) Lateral view (the straight lines indicate the slant angles).
from both feet. Then each half (stance phase of each foot) consists of DSP and SSP.
It can be observed in Fig. C.1(a), during each DSP, the CoM moved towards the
supporting foot before lifting up the other foot. The CoM moved first to over right
foot and then moved to over left foot. This shows that, in both climbing activities, the
body weight was mainly supported by the ground reaction forces at the supporting
foot. After a stepping was made on a rung or a step, a vertical movement in CoM
is first observed during SSP, which extends the supporting leg that mainly supports
the body weight. This vertical movements of the CoM during SSP suggest that the
legs were not only used to support the body weight but also used to move the body
upward. Then with the supporting leg fully extended, a horizontal movement of the
CoM (see Fig. C.1(a)) brings the CoM over the contact area of the next supporting
foot. The two activities differ only by the proportions in the two step movement of the
CoM. The ratios of the vertical movement in ladder-climbing activities were greater
than those in stair-walking activities, and they seemed to be in proportion to the
slope of the environments (i.e., staircase or ladder), which can be clearly seen from
Fig. C.1(b). As the slant angle increased (from 33◦ to 75◦), the lengths of the vertical
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movements increased but the lengths of horizontal movements decreased. Thus, these
observations on the CoM movements during climbing both environments gives us
an insight that ladders can be modeled as steep-inclined staircases as illustrated in
Fig. C.2.
Fig. C.2. Ladder-climbing modeled as a steep-staircase walking.
In [195,202], total amount of forces applied in the hands and feet measured while
performing ladder-climbing were compared with respect to the slant angles. As the
slant angle of the ladder decreased from 90◦, the total foot force increased but the total
hand force decreased. Total hand force decreased from 30% of the body weight with
vertical ladder to 9% with 70◦ slant angle while total foot force supported the rest of
the body weight. Moreover, most of total foot force was observed in vertical direction
throughout, whereas the hand force was observed more in horizontal direction with the
decrease in the slant angle. This means that the support of the body gets transferred
from the hands to the feet as the slant angle decreased from vertical. Therefore,
this force analysis reveals that when climbing ladders with slant angle of 70◦ or less,
legs mainly provide vertical force supporting the weight of the body and moving
the body upward as in stair-walking as discussed previously. On the other hand,
the gripping forces from the hands mostly provide horizontal force for balancing the
body in horizontal directions, preventing the body from falling backwards. In this
work, climbing vertical ladders is not of our concern, so we assumed that the ladders
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have slant angles in the range of 60◦ to 70◦. With this assumption, ladders can
be modeled as a steep-inclined staircases with additional hand rails/rungs, and the
ladder-climbing problem can be treated as a stair-walking problem with additional
constraints on the hands holding the rails/rungs (see Fig. C.2). In the next subsection,
we will discuss how the states during ladder-climbing tasks can be defined based on
the states in stair-walking tasks.
States during Ladder-Climbing Tasks
The phases during both ladder-climbing and stair-walking activities could be de-
fined according to the contact state of the feet/hands with the ladder as stance and
swing phases for each limb in the previous studies [193, 197]. They indicated that
3-contact point and 4-point contact are alternately repeated during human ladder-
climbing. So it is first assumed that 3-point contact and 4-point contact only exist
in each cycle of climbing. Similarly, approaching the ladder by walking to the ladder
before climbing can also be considered as a cycle of 1-point contact (i.e., SSP) and
2-point contact (i.e., DSP). Furthermore, only the ascending motion during climb-
ing is of our concern, and descending part of climbing can be considered as running
the ascending motion backward. Also, since the movement for dismounting from
the ladder depends on the type of the environment and the ladder [196], our focus
is mainly on the climbing part that applies across different types of ladders. With
these assumptions, a ladder-climbing task for a humanoid robot can be conveniently
described by the following two coherent phases (see Fig. C.3):
• Approach: the robot performs biped walking to move from an initial location
to the desired location for climbing. The number of contacts alternates between
1 and 2 without any physical contact with the ladder.
• Climbing: the robot places hands on the hand rails of the ladder and begin
climbing with cyclic movements – moving each foot onto the next rung and then
each hand onto the next hand rail position. The number of contacts with the
ladder alternates between 3 and 4.
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Fig. C.3. Two phases in ladder-climbing (s1 denotes the number of contact points).
Figure C.3 graphically illustrates the two phases in a ladder-climbing task. Each
phase can be described in terms of transitions of a number of states, and four groups
of states can be defined in terms of the number of contact points. Then within a group
of states having the same number of contact points, one to four limbs are moved onto
the rungs in the next level during one cycle of ascending movements. When all four
limbs are transferred to the next level, the initial configuration is reached, in which
the current cycle comes to an end and the next cycle can begin if needed. Therefore,
each state Si can be defined as Si = (s1, s2), where s1 indicates the number of contact
points, which can only be in the range of 1 to 4 (i.e., s1 ∈ {1, 2, 3, 4}), and s2 indicates
the number of limbs moved to the next level (i.e., s2 ∈ {0, 1, 2, 3}; e.g., s2 = 0 when
the robot reaches the initial configuration). Each state can make a transition to the
next state by executing one or multiple triggering actions in a specified order. For the
initial state for a cycle in each phase with s2 = 0, the input condition can be specified.
So we will enter the cycle only when the input condition is satisfied; otherwise, we
move to other existing transitions. Figure C.4 shows the state diagram for ladder-
climbing task. Each phase is shaded with a different color in the state diagram. Each
state is represented by a node in the diagram. Transitions from one state to another is
indicated by arrows, and the input condition and the triggering actions are specified
above/below each arrow in red and brown texts, respectively.
The same group of the states and their transitions in Fig. C.4 can be used to
describe the desired contact situations during ladder-climbing tasks for humans or
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Fig. C.4. State diagram for a ladder-climbing task.
humanoid robots. However, it is difficult for humanoid robots to perform ladder-
climbing task exactly the same way as humans. Humans can easily avoid any collision
with rungs when climbing ladders forward, but climbing backward is harder due to
limited range of neck joint movement resulting in limited field of view. But for
humanoid robots, due to the bulky design of each limb and its limited range of joints,
climbing backward makes it easier to avoid collisions if the robots are equipped with
neck joints capable of moving 360◦. Besides, both forward- and backward-ladder-
climbing can be both described using the state diagram in Fig. C.4. Hence, in this
work, we adopt a backward-ladder-climbing strategy to be implemented on the robot.
Stability Analysis during States in FSM
It is challenging to plan and control fast dynamic motions for climbing ladders
while maintaining secured multiple contacts. So the stability of the system can be
achieved by resorting to slow climbing motions and maintaining quasi-static equilib-
rium. In order to maintain the quasi-static equilibrium for various types of multi-
limbed robotic systems [191] as well as humanoid robots [189], the following conditions
must be satisfied:
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• Translational Equilibrium. The reaction forces at the contact positions of
the end-effectors of the robot and the gravitational force at the CoM of the robot
must sum up equal to zero. That is,
∑
i
fi +Mg = 0, (C.1)
where fi is the reaction force at the i
th contact location, M is the total mass of
the robot at the CoM, and g is the gravity acceleration.
• Rotational Equilibrium. The torques caused by the reaction forces from the
contact points and by the gravity force at the CoM of the robot must sum up




pfi × fi = 0, (C.2)
where pCoM is the position vector of the CoM of the robot, pfi is the posi-
tion vector of the ith contact location, and × indicates the vector cross-product
operation.
• Finally, all the reaction forces at the contact points of the end-effectors of the
robot must be within their friction cones to avoid any slippage.
For stair/ladder climbing situations, where the contact surface is flat and parallel to
the ground surface, it is mostly sufficient to deal with only the first two conditions
for quasi-static equilibrium; that is, Eqs. (C.1) and (C.2). So we will mainly focus
on the first two conditions on quasi-static equilibrium for a humanoid robot climbing
up a ladder. Ladder-climbing consists of four groups of states in terms of the number
of contact point (s1). The use of each group of states can be stated as follows: 1-
and 2-point contacts are used to describe single and double-support on the ground
for biped walking during approach phase. During climbing phase, 3- and 4-point
contacts will be alternating. Especially, 3-point contact is used when one of the limbs
is moving to another location (next rung) when placing hands on the hand rails of the
ladder. The CoM will move to the support foot contact area before moving the other
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foot during climbing with 4-point contact, where all the limbs are in contact with the
ladder. Figure C.5 illustrates some of the states in each group shown in Fig. C.4.
Fig. C.5. Four group of states in ladder-climbing task. The arrows in red and orange
indicate contact forces and gravity force acting at CoM, respectively.
In 1- and 2-point contacts, the translational equilibrium will be satisfied if the
total ground reaction forces felt at the supporting foot (feet) needs to cancel out the
vertical gravity force due to the weight. In order to satisfy the rotational equilibrium,
the line of action of gravity force should lie in the supporting foot contact area close
to its center. If it lies near one of the edges, a tipping moment could be generated.
In 3- and 4-point contact, the translational equilibrium will be satisfied as follows.
In 3-point contact, if one of the feet is moving in the air, the ground reaction forces
acting at the contact area of the supporting foot and the contact forces from the two
grasping hands will have to compensate for the whole gravity force. If one of the
hands is moving in the air, the ground reaction forces acting at the contact area of
both feet and the contact force from the other grasping hand have to compensate for
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the gravity force. In 4-point contact, the gravity force needs to be canceled out by
the sum of the ground reaction forces felt at both feet and the contact forces at both
hands.
It can be noticed that, in translational equilibrium conditions as described above
for 3- and 4-point contacts, it is required that the contact forces at the hands are
used to compensate for the gravity force along with ground reaction forces at the
supporting foot (feet). However, the contact forces at the hands depend on the
gripping forces, and they are usually not very strong in most humanoid robots as
aforementioned. In this sense, it will be more desirable to minimize required gripping
forces by allowing them to be used only for the rotational equilibrium, and they will
be used to provide horizontal forces that can counterbalance any tipping moments
in order to achieve the rotational equilibrium. With this in mind, for the rotational
equilibrium in 3- and 4-point contact, the line of action of gravity force has to lie in
the area of contact of both feet with the ground. If one of the feet is moving in the
air, any tipping moments need to be compensated by the contact forces of one or
both hands in horizontal direction generated by the gripping forces.
In summary, our first goal is to achieve translational equilibrium by using only
ground reaction forces at the supporting foot (feet) contact area in order to minimize
gripping forces required for stability. In this case, we want to make sure that the
ground reaction forces will be able to cancel out the vertical gravity force. This
can be evaluated by checking the sum of the vertical component of measured forces
at each foot F/T sensor. Even then, the robot may not be stable in rotational
sense. If the line of action of gravity force is near one of the edges or out of the
contact area of the supporting feet, there will be a tipping moment. Any unexpected
moments will cause the gripping force to be used to generate horizontal forces that
can generate compensating moments. This unexpected moments will depend on the
error of positioning (gripping/stepping) that depends on the perception error as well.
This will be related to the rotational equilibrium and this can be evaluated by CoM
location with respect to the contact area. However, since CoM is only computed from
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the encoder readings and mass parameters, the rotational instability during climbing
cannot be determined solely by checking if the CoM is located inside the contact
region. It is known that during slow quasi-static movement the ZMP computed from
actual F/T sensor readings and the CoM location can be interpreted as the actual
CoM location inside the contact region. So the resultant rotational equilibrium can be
evaluated by checking whether the ZMP lies in the contact area of support. Therefore,
in our simulations and experiments, the sum of measured vertical ground reaction
forces at the foot (feet) will be computed to verify the translational equilibrium and
the CoM along with the ZMP locations will be computed to verify the rotational
equilibrium.
Generating Triggering Actions
Once the quasi-static equilibrium conditions for all the states during climbing (see
Fig. C.4) are clearly specified, generating stable climbing motions can be achieved by
connecting the states in a smooth motion satisfying those conditions. A connection
(transition) between any two states can be made by executing triggering actions,
and each state can be understood as the result of the triggering actions. There are
two types of triggering actions (see Fig. C.6): one involves changes only in postures
and the other involves changes only in contact states. The first type of triggering
actions is used to move the location of projected CoM onto the contact area to the
center of the contact area of the feet (i.e., both feet, left foot, or right foot). There
are three triggering actions for this type (see Fig. C.6(a)): CoM-Mid, CoM-LF, and
CoM-RF. The second type of triggering actions is used to move one limb’s contact
point to another location by breaking its contact and making a new contact at a
desired location on the next rung. The robot breaks the current contact by lifting
up one limb, and makes a new contact by placing down the limb to the desired
location. There are two triggering actions for each limb (see Fig. C.6(b)): Up-Limb
and Down-Limb.
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Fig. C.6. Two types of triggering actions in ladder-climbing task
It can be easily noticed that both types of triggering actions require at least moving
one control point of interest (a hand, a foot, or the CoM) in the body while main-
taining one or multiple positions across the body in contact with the environment.
This means that a whole-body model of the robot is required, which can describe the
spatial relationships between different points across the body. Based on the whole-
body model, the forward kinematics computation is used to compute the position
and orientation of any control point of interest with respect to a reference coordinate
system in the body. Also, with desired position/orientation of several control points
of interest in the task space, an inverse kinematics computation is used to find the set
of configurations forming each of the triggering actions satisfying the stability condi-
tions discussed earlier. Therefore, in the next subsection, the whole-body modeling
and the computations based on the model will be discussed in order to realize the
proposed finite state machine for ladder-climbing tasks.
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C.3 Whole-body Motion Generation using Whole-body Jacobian
In order to generate whole-body configurations for a ladder-climbing task we first
discuss how to construct the whole-body Jacobian based on the selection of the ref-
erence frame. Then we discuss how to perform an inverse kinematics operation using
the whole-body Jacobian in order to find the configurations of whole-body joints. Our
goal is that the output configurations will follow the desired trajectories of a number
of control points designed from ladder parameters based on our proposed climbing
strategy.
Construction of a Whole-body Jacobian
The reference frame needs to be first determined depending on our desired be-
havior of the robot for a given task. The whole-body behavior will be affected by
the choice of the reference frame among the local frames aforementioned in terms
of kinematic chains. For example, the shoulder-center reference frame can be used
to generate the movement at the end-effector from the joints only in the kinematic
chain connecting from the shoulder-center to the end-effector, especially when one is
only interested in controlling a single limb (an arm or a leg) of a humanoid robot.
On the other hand, one of the feet frames will be used as the reference frame, in
order to generate the movement at the end-effector by the movement of joints in the
kinematic chain connecting from the reference foot frame to the coordinate frame at
the end-effector. This will be desirable if one is interested in controlling the hand
position using the joint movement from the leg, waist and the corresponding arm.
This will be the case for ladder-climbing task as in most of whole-body behaviors
of humanoid robots and any other tasks involving biped walking. For instance, in
generating biped walking motions, one of the feet fixed on the ground during the
desired behavior is chosen as the supporting foot and the other foot moving in the air
is chosen as the swing foot. Each supporting foot will be considered as the reference
frame during the motion. Therefore, for ladder-climbing tasks, the coordinate frame
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at each supporting foot, which is in contact with the ground/rung, will be used as
the reference frame.
Once the reference frame is specified, one can construct a whole-body Jacobian
by augmenting Jacobians computed for all the control points of interest (e.g., hands,
feet, and CoM). So, for ladder-climbing task, the whole-body Jacobian can be con-
structed as follows. The Jacobians for swing foot, hands, and the CoM computed
with respect to the supporting foot frame during each state are augmented into as














where JLH, JRH, JSwF are 6× n matrices, JCoM-LB and JWaist are 3× n matrices, and
all of them are computed with respect to the supporting foot frame. Then this whole-
body Jacobian JWB can relate the joint velocities to the linear/angular velocities of
all the control points of interest as in Eq. (3.4) previously for one control of interest.
In other words, for a certain desired behavior of these control points, JWB can tell
us in which ratio every joint should rotate. We will describe how this whole-body
Jacobian can be used to find joint positions for the control points of interest to follow
their desired motion in the task space.
Note that some of the joints are shared among different task Jacobians and this
can cause conflicts, which do not allow us to accomplish multiple tasks simultaneously.
In this case, the concept of task prioritization by projecting the lower-priority tasks
on the null-space of higher priority tasks [39, 204] can be used. Here, for simplicity,
JWB is constructed with JCoM-LB, which is a lower-body CoM Jacobian considering
only lower-body joints, and this will minimize the conflicts with other tasks utilizing
upper-body joints [5]. The use of this augmented Jacobian method was discussed
in [205–208], and it is also called the weighted strategy with different weights given
to each of the task Jacobians. In the next subsection, we will discuss how to design
the reference trajectories for the five control points from a set of pre-specified ladder
parameters as an input to the system.
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Whole-Body Inverse Kinematics for Climbing Motion Generation
In most cases, ladders can be modeled by several parameters, as illustrated in
Fig. C.7, such as slant angle, rung width, rung thickness, rung separation, number of
rungs, and etc. Note that for other types of ladders (e.g., ship ladder), some additional
parameters will be needed, such as rail height, rail radius and etc. Throughout our
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Fig. C.7. A ladder model based on a list of specified parameters.
Given the specified ladder parameters, motions for the ascending part of climbing
phase (phase (b) in Fig. C.4) will be generated, and phase (a) can be done simply by
executing a biped walking. The generated output motions will be the repetition of
cyclic part in phase (b), where the number of repetition depends on the number of
rungs in the ladder. The ladder parameters (slant angle θ and rung spacing h) can
be used to construct the swing foot motion – h for vertical step height and h cot θ for
horizontal step size. These parameters will be also used to construct the hands’ motion
as well. The CoM motion can also be constructed such that for the three triggering
actions in Move-CoM, we move the CoM to the center of the expected contact area
(the contact area of the support) in order to satisfy the stability conditions ensuring
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that the gripping forces will be used mainly for rotational equilibrium as described
earlier. In addition, it is desirable to maintain the waist orientation upright. Hence,
the desired motions for all the control points in the task space will be concatenated














where xLH, xRH, and xSwF are 6× 1 vectors, xCoM and xWaist are 3× 1 vectors.
For each time step, a whole-body joint configuration can be found by performing
the whole-body inverse kinematics using the concatenated desired poses of the control
points uref and the whole-body Jacobian JWB as follows. First, the whole-body joint
angle q (n× 1) is set to an initial configuration. Then at at each time step, the error
(uerr ≡ uref −uactual) between concatenated desired poses of control points of interest
uref and the concatenated actual poses uactual with the current configuration will be
used to compute the q̇ as
q̇ = J#WB(q)Kuerr, (C.5)
where K is a positive-definite gain matrix and J# = JT (JJT + λI)−1 is the damped-
least-square pseudo-inverse of the Jacobian matrix, where λ is set to a small constant
for numerical stability (e.g., λ = 1e−8).
We then iteratively update whole-body joint positions as in Eq. (C.6) until the
norm of the error vector ‖ uerror ‖ becomes smaller than ε (e.g., 0.001),
q ← q+ Tsq̇, (C.6)
where Ts in Eq. (C.6) is the sampling time (e.g., 0.01s).
Finally, the last updated q becomes the whole-body joint position solution for the
current time step. In the next sections, we shall describe how various types of con-
straints on humanoid robot systems can be expressed into equations and considered
in optimal whole-body controller formulation.
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C.4 Simulation and Experimental Results
Computer simulations and experiments were conducted on a DRC-Hubo robot
(version 1) to verify the generated whole-body motions for ladder-climbing tasks. A
DRC-Hubo robot shown in Fig. C.8 is a highly-articulated full-size humanoid robot,
which has 33 DoF in total and weighs 56kg. Each hand consists of three fingers
functioning like a gripper of one-DoF with gripping force around 97.6Nm at their
maximum strengths. At each ankle of the feet and each wrist of the hands, 3-axis
force/torque (F/T) sensors measure the vertical contact force (i.e., the z-axis) up to
1000/300N with 0.25N resolution along with the two moments about the two horizontal
axes (i.e., x- and y-axes) up to 30/10Nm with 0.0075Nm resolution for the ankle/wrist
sensors, respectively. A computer module is mounted at the chest of the robot, with
Atom 1.6GHz and 1GB memory running Ubuntu linux 12.04. It is used for real-time
control of all the joints of the body through Controller Area Network (CAN) with





















Fig. C.8. A DRC-Hubo robot used for ladder-climbing.
The URDFmodel of the robot was defined from the kinematic and inertial parame-
ters provided courtesy of Drexel University and Rainbow company. Computer simula-
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tions were performed in a custom rigid-body simulator developed by Kris Hauser [209],
which is based on Open-Dynamics-Engine (ODE). For both simulations and exper-
iments, joint trajectories were pre-computed and executed using PID control done
in Hubo-Ach, a low-level controller based on the ACH Inter-Process Communication
(IPC) library [210, 211] specifically developed for Hubo robots. Besides, in order to
prevent any breakage of joints during closed-chain configurations while both hands
are holding the side rails, in our experiment, a compliance control was implemented
for arm joints [212] via indirect PWM control. This was enabled in the vicinity of
hand rails in order for the robot to adapt grasping locations and correct itself when























Fig. C.9. Flow chart of whole-body motion generation during each cycle of climbing.
The rectangular and elliptical boxes represent the two groups of triggering actions –
Move-Limb and Move-CoM, respectively. For brevity, triggering actions for limbs –
Up-Limb and Down-Limb are indicated by one single box – Move-Limb.
Figure C.9 shows the procedure for generating whole-body configurations of each
cycle of ladder-climbing. For each triggering action that corresponds to the boxes,
the reference frame specified (either foot frame) is shown above the box in blue.
Note that since any foot frame can be used as the reference for triggering actions of
transferring upper-limbs, the reference frames are omitted for them. The resultant
state after executing each triggering action is shown below each arrow. Before and
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after executing the triggering actions for the arms – Up-LH/RH and Down-LH/RH,
movements of fingers for opening and closing hands can be made to enable gripping
on the rails, respectively. Note that the number of cycle depends on the number of
rungs on the ladder as discussed earlier for the state diagram. Finally, the entire set
of whole-body configurations for climbing a ladder can be obtained by executing each
triggering action in the flow diagram in Fig. C.9.
Computer Simulation Results
We first validated our whole-body motion generation for ladder-climbing task
in the simulation environment. Given pre-specified ladder parameters, whole-body
configurations were generated and executed for 6 step climbing duration. Snapshots
taken during 1st, 3rd, and 6th cycle during simulation are shown in Fig. C.10 with the
corresponding states from the state diagram. The locations of the CoM are constantly
displayed by a colored ball with an extended line throughout climbing and it can be
observed that the CoM stayed close to the center of contact area of support, which
is aligned with the center of the rung depth.
For comparison, the CoM movements were measured during the first two-step
duration and plotted in two different viewpoints in Figs. C.11(a) and (b). CoM
trajectories shown in both plots were then divided into sections, each of which corre-
sponds to each state in the state diagram in Fig. C.4. The CoM movements during
each state reflects a set of triggering actions executed before transitioning to the next
state. As shown in the flow diagram (Fig. C.9), in each cycle, the lower-limb were
moved to next rungs first, corresponding to the first set of four states: (4, 0), (3, 0),
(4, 1), and (3, 1). The upper-limbs were moved next reaching the initial configuration
for the next cycle during the second set of four states: (4, 2), (3, 2), (4, 3), and (3, 3).
Each set consists of two pairs of states with 4- and 3-point contacts. During the first
set of states with 4-point contact; i.e., (4, 0) and (4, 1), the CoM is transferred to the
contact area of each foot (first right and left next). The CoM then is maintained close
to the center of the contact area during the states with 3-point contact; i.e., (3, 0)
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Fig. C.10. Snapshots from a simulation of DRC-Hubo climbing a ladder (70◦ slant
angle, 42cm rung width, 15cm rung depth, and 26.5cm rung spacing). The CoM’s
location is displayed with a colored ball.
and (3, 1). Each pair corresponds to each of the strides we observed earlier in human
climbing activities, which consists of SSP and DSP.
As mentioned earlier, this pattern of shifting the CoM over the supporting foot
before lifting the other foot will ensure that the ground reaction forces at the sup-
porting foot will be mainly used to support the body weight as well as to lift the body
upwards. Besides, if we look at the lateral view in Fig. C.11(b), it can be easily seen
that the generated CoM movement also follows the same two-step pattern having
vertical section followed by horizontal section, observed earlier from human climbing
activities. The vertical corresponds to the states with 3-point contacts (i.e., single
foot on the rung and two hands on the rail) while moving each foot to the next rung
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and the horizontal corresponds to the states with 4-point contacts while moving the
CoM to the contact area of the next supporting foot. This indicates that most verti-
cal movement was made while each foot is moved during (3, 0) and (3, 1) states. In
contrast, it can be seen that no significant movement of the CoM was made while each
hand moves to next rail positions after both feet are placed on next rungs. In rear
view, the CoM stayed around the center of the contact area of support while moving
each hand (see Fig. C.11(a)). In lateral view, only slight vertical movement can be
seen because of the arms’ weight (see Fig. C.11(b)). The rest of vertical movement
during was caused while moving back to the initial configuration after reaching the
initial state of the next cycle; i.e., (4, 0).
















































































Fig. C.11. Movements of the CoM in the generated climbing-motion during first
two cycles. (a) Rear view. (b) Lateral view (the straight line indicate the slant




Experiments were carried out on a physical robot in collaboration with Indiana
University (IU). We participated in DRC Trials competition in 2013 as one of track
A teams [167]. In addition to the modeling and computations, the motion planning
software developed by IU [212] was used to check collisions in the generated motions
with ladders. Figure C.12 shows snapshots from the experiments of a DRC-Hubo
robot climbing a ship ladder. The robot started climbing the ladder from standing
at the initial location with state (2, 0), and was able to climb all the six steps of the
ship ladder successfully.
Fig. C.12. Snapshots from an experiment of DRC-Hubo climbing a ship ladder (60◦
inclination, 80cm rung width, 17cm rung thickness, 25cm rung spacing and 100cm rail
height).
During our experiment of climbing a ship ladder, the F/T sensor and the encoder
readings were recorded for force analysis purpose. We first observed measured ground
reaction forces – fz from F/T sensor of the feet to confirm whether the legs and the
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hands in the robot played the same roles as in human ladder climbing. Figure C.13
shows the measurements made during climbing phase for the first two rungs of the
ladder; i.e., from the beginning of the first cycle to the half of the second cycle. The
top graph shows the measured forces at the end-effectors – (fz component of each
FT sensors), and the bottom one shows the total contact forces from both feet (total
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Fig. C.13. Force measurements during first 11
2
cycle period - top: contact force (fz)
measured at each end-effector’s F/T sensor, bottom: total contact forces for feet and
hands. The measurements were divided into sections, each of which corresponds to a
state (s1, s2) in the state diagram.
First, if we look at the measured forces at the feet in comparison with the body
weight in Fig. C.13(a), it can be clearly observed that the body weight is shifted to
each foot before making each step in (4, 0) and (4, 1) states. It can be easily seen
from Fig. C.13(b) that throughout all the states most of body weight was sensed by
the feet while either one foot or both feet were in contact with the rung. The average
of total force sensed at the feet amounted to 98.7% of the weight of the robot with
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Root-Mean-Squared-Error (RMSE) of 7.4539N, which is 1.3% of the body weight.
This confirms that the legs indeed played the role of supporting the body weight
during our experiments. Also, after the body weight is shifted to each supporting
foot (i.e., during (3, 0) and (3, 1) states in the cycle), the total force sensed at the
feet was mostly measured above the body weight with some oscillation. This could
be understood as the force moving the body upwards provided by the supporting
leg because no oscillation was observed in the sensed hand forces. Therefore, in our
experiments, it was confirmed that the legs were not only used to support the weight
but also to move the body upwards as observed in human ladder-climbing.
























































Fig. C.14. Locations of CoM and ZMP during first 11
2
cycle period. (a) CoM with
the ZMP computed from the F/T sensor readings (top view). (b) CoM (lateral view).
Furthermore, the rotational equilibrium was evaluated by observing the CoM com-
puted from encoder readings and the ZMP computed using 3-axis data from F/T
sensors at the feet. Figure C.14 shows the CoM movement from the top view and the
lateral view with foot boundaries and desired rung locations. The computed ZMP
was also plotted in comparison with the CoM, separately for DSP and SSP. It can be
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first observed that the CoM moved towards the center of each supporting foot (CoM-
LF/RF) marked with cross, where ankle and the F/T sensors are located, during the
states with 4-point contact before moving the swing foot to the next rung. If we
also look at the ZMP locations during SSP, which can be considered as actual CoM
locations as mentioned earlier, the ZMP remained inside the contact area of each
supporting foot. Thus, this confirms that the rotational equilibrium during climbing
was achieved. Also it can be noticed in the lateral view that the CoM of the robot
also showed a step-like path as in human climbing activities, as explained for the
simulation.
Lastly, the translational and the rotational equilibrium were evaluated quanti-
tatively by computing the net force/moment during climbing. In our computation,
vertical force measurements (fz) from F/T sensor readings at the feet were used, and
the force measurements from the wrist F/T sensors were not included due to their
dependency on the configurations. Non-zero forces were observed due to the hands’
weight when not holding the rails, and the fz measurement at the wrists may not be
aligned with the direction of the majority of the force most of the times, whereas the
fz’s at the feet are aligned with the gravity forces throughout climbing. In addition,
the ground reaction forces at the feet could be only measured at the sensor location,
where contact forces acting were assumed to be fixed, although the location might
have changed constantly within the contact area of support aligning with the gravity
force to cancel it out for body support. Hence, the amount of the errors we compute
will be actually larger than the actual errors. In fact, it can be interpreted as an
upper bound for the errors. The RMSE of the net forces F = (Fx, Fy, Fz) and the
net moments M = (Mx, My, Mz) were (0.41, 0.25, 7.45)N and (10.02, 16.97, 0.08)Nm,
respectively. For the net force, the majority of the errors (84.6%) were observed in
vertical direciton (Fz) amount to 7.65% of the maximum gripping force of the robot
and 1.36% of the body weight. These errors can be explained by the oscillations dur-
ing SSP (while executing Move-LF/RF) and when switching from DSP to SSP (while
executing CoM-LF/RF) as observed earlier from the total GRF shown in Fig. C.13.
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For the net moment, most error occurred about two horizontal axes – My (67.4%)
and Mx (32.3%) next. The errors in My can be explained by the separation between
the projected CoM location on the contact area of the support, where the gravity
force is acting and the location of the contact force, which was assumed to be fixed
at the sensor location. The errors in Mx are from the difference between the total
GRF at the feet and the weight as for Fz.
In our experiments, although we had some hardware limitations on measuring
actual hand forces along 3-axes, if possible, it is useful to know some estimated
amount of the hand forces used during climbing, which can inform us how much
forces are required for climbing compared to the maximum hand forces. That is,
how feasible the generated climbing motion is for the robot and in which direction
the hands forces acted in order to stabilize the system. Therefore, as an alternative
choice, using the upper bound on the errors in the net forces/moments computed from
only feet F/T readings, we attempted to estimate an upper-bound on the amount of
the hand forces, which might have been required during climbing in order to bring the
system into translational and rotational equilibrium. The estimation was made under
the following assumptions. The hand forces were assumed that they only occur along
x and z axes (i.e., horizontal and vertical directions). In fact, z-component in the net
force and y-component in the net moment were used to compute z- and x-component
of the hand forces, respectively. They were computed for each hand while holding
onto the hand rails. From the errors in net forces/moments computed earlier, the
gripping forces were estimated as follows. The average force was (−3.63, 0, 1.7137)N,
and 71.2% of the total force occurred in horizontal (−x) direction and 28.8% in
vertical (z) direction. This confirms that most of hand forces were used to satisfy
the rotational equilibrium in horizontal direction as observed earlier in human ladder
climbing. Besides, the upper-bound on our computed gripping forces turned out to be
27.7% of the maximum gripping force limit in our robot. This confirmed the feasibility
of our generated climbing motion only requiring less than 30% of the maximum force
of the hands for the stability (mostly to satisfy the rotational equilibrium) in the worst
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case. This is in fact 29N (i.e., 3kg), which is around half of the maximum payload
in most of commercially available robot hands. Therefore, these results confirm that
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