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CHAPTER I. INTRODUCTION 
The Need for this Study 
Research designs examining the effects of college on 
student learning fall into one of two categories -- those that 
used institutions as the unit of analysis, and those that used 
students as the unit of analysis (Astin 1970a). Researchers 
acknowledge that both Institutional environments and students 
have an effect on student learning; however, research designs 
which allow the simultaneous examination of the effects of 
institutional (environmental) and student variables on student 
cognitive development are not prevalent in current literature. 
A research method that would allow simultaneous examination of 
both environmental and student variables on student learning 
would make possible a more comprehensive analysis of the 
effects of college attendance on student cognitive development. 
This study describes a method for using student data to 
describe the effects of sets of undergraduate courses on 
student learning. Courses having similar effects were grouped 
together, and subsequently analyzed to determine the 
environmental and student characteristics which were associated 
with those groupings. This resulted In a more comprehensive 
view of the dynamics of the college experience; both 
environmental and student characteristics were considered. 
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Statement of the Problem 
Studies of student learning using the institution as the 
unit of analysis and studies using the student as the unit of 
analysis have not always found the same variables to be 
significant. The purpose of this study was to develop a method 
for determining which variables from both bodies of research on 
student cognitive development were significant. The literature 
reviewed (In Chapter Two) described several Instances where 
variables that were found to be significant in studies using 
the institution as the unit of analysis, instead were found to 
be the effects of individual student characteristics In studies 
using the student as the unit of analysis. For example, a 
study of "Ph.D. productivity" using the institution as the unit 
of analysis found that highly selective colleges were much more 
likely than less selective colleges to have graduates go on to 
obtain the Ph.D. degree; a later study using the student as the 
unit of analysis found that when initial student ability was 
considered, many highly selective colleges that had been found 
to overproduce Ph.D. students actually underproduced such 
students (Astln 1970a). The method developed in the current 
study could be used to clarify overlapping effects between 
institutional and student variables. 
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Theoretical Framework 
Past research studies have examined the effects of the 
college experience on specific student cognitive gains 
attributable to college attendance. One branch of 
investigation has studied institutional (environmental) 
characteristics that impact student development. Astin (1986) 
took a two-pronged approach to Investigating this question by 
asking if students were affected differently by college 
attendance, and whether different types of colleges produced 
different outcomes. One of the potential limitations of this 
type of research, Astin pointed out, was that results were 
obtained using data derived from the tests on mean performance 
of students at individual institutions. For example, if half 
the students in an Institution had high scores on a post-
college test and the other half had low scores on the same 
posttest, the mean score for the institution would be the 
average score for the total group of students. In such an 
instance, general patterns or trends would be observable, but 
significant variations occurring within the Institutional 
setting would have been masked. 
Pascarella (1985) concurred with this observation and 
posited that examining curricula at the Institutional level was 
too general. He suggested that institutions consisted of a 
collection of varied experiences, or sub-environments, which 
groups of students shared. Students in any given 
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sub-environment shared experiences that were different from 
students in other sub-environments. When all students in an 
institution were lumped together, or examined at the aggregate 
level. the effects of the various sub-environments disappeared 
into the "institutional average." He concluded that research 
in the area of differential college effects (traits of an 
institution that affect students differently depending upon the 
unique characteristics of the student) should be expanded to 
include "analyses which search for effects at a finer level of 
organizational specificity... than the total institution..." 
(p. 27). 
Astln (1986) supported Pascarella's suggestion that 
smaller components comprising Institutional character should be 
used as the unit of analysis. Astin identified many 
institutional variables which, in varying combinations and 
depending upon student demographics, appeared to have an 
influence on student achievement, personal growth, and 
satisfaction. However, those variables were not influential 
when entire institutions were used as the unit of analysis. 
Chickerlng (1971) also suggested that there were many 
institutional characteristics related to the college experience 
that affect students differently, depending upon the nature of 
their day-to-day experiences. 
A second branch of investigation examining the effects of 
college attendance on student cognitive gains considered 
individual students as the unit of analysis. According to 
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Pascarella (1985), institutional characteristics did not 
contribute strongly to student cognitive achievement when 
individual student precollege variables were controlled. 
(Institutional or environmental characteristics Included 
private versus public control, faculty-student ratio, size of 
enrollment, library books per student, and measures of 
predominant student body personality characteristics.) 
Pascarella suggested that institutional sub-environments could 
be substantially defined in terms of individual student 
characteristics; those sub-environments contributed more to 
cognitive achievement than traditional institutional variables. 
Astin and Pascarella suggested that research on student 
cognitive gains during the undergraduate years was limited by 
the use of either the institutional environment or the student 
as the unit of analysis. A unit of analysis that more 
accurately reflected students' experience at college should be 
developed; this unit of analysis should be sensitive to 
Institutional (environmental) characteristics to which students 
are exposed, as well as to student demographic characteristics. 
Purpose 
Astln (1970a, 1986), Chickering (1971), and Pascarella 
(1985) asserted that many unique sub-environments exist within 
Institutions. Research on the effects of college attendance 
must be conducted at that sub-environment level in order to 
Isolate the most pertinent variables. The identification and 
description of unique sub-environments within an institution 
and the examination of the differences in student cognitive 
achievement between those sub-environments has not been 
extensively studied. 
This research described a method for defining 
sub-environments which was founded on observed differences In 
cognitive achievement. Student cognitive gains were measured 
using standardized tests. Multivariate analysis was used to 
form groupings (or clusters) of courses within a single 
institution which reflected those variations in observed 
student abilities (or differential cognitive outputs). The 
clusters constituted a "finer level of organization" than the 
total institution, as Pascarella had suggested; they 
represented discrete parts of the curriculum that certain 
students experienced. Subsequently, the clusters were examined 
In terms of student cognitive development. Specific 
characteristics of environments, students, and 
student/environment interactions were tested to determine how 
each contributed to cognitive development. The result was a 
synthesis of research examining the effects of college 
attendance as an Influence on cognitive development with the 
research examining the effects of institutional currlcular 
Intent on cognitive development. 
Independent variables were drawn from three groups: 
environmental characteristics of the institution; student 
characteristics (primarily precollege in nature); and 
characteristics attributable to an interaction between the 
Institutional environment and student characteristics. For 
this study, independent environmental variables were defined as 
the observable characteristics of an institution that are not 
typically manipulated by Individual students. Independent 
student variables were defined as the characteristics that 
students possessed prior to college attendance. Independent 
interaction variables were defined as those variables that 
could not be attributed solely to either the institutional 
environment or to entering student characteristics; those 
variables were the result of the Interaction between students 
and the institution they attended. 
Independent environmental variables included; major field 
area; physical plant, facilities, and space; curricular clock, 
calendar, and time; teaching practices and procedures; and 
faculty/student ratio. Major field area distinctions reflected 
differing ways that research, teaching, and administrative 
activities were organized (Biglan 1973a, 1973b); prior research 
on student learning In subject matter areas showed cognitive 
development to be greatly affected by major field choice, but 
general knowledge acquisition, as measured by standardized 
achievement tests, was not strongly affected by choice of major 
(Pascarella and Terenzinl in press). The nature of the 
physical plant, facilities, and space available for teaching 
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activities could have varying effects on learning (Astin 1970a, 
Bergquist et al. 1981, Pascarella 1985). Curricular clock, 
calendar, and time reflected the unique characteristics of 
instructional units (Bergquist et al. 1981). Teaching 
practices and procedures were significant factors in student 
achievement (Dressel and DeLlsle 1969, Bergquist et al. 1981, 
Pascarella 1985, Astin 1986, McKeachie et al. 1986). A high 
faculty to student ratio was associated with high achievement 
by students (Pascarella 1985, Astin 1986). The Independent 
environmental variables reflected the influences that college 
goals, organization, and funding had on student achievement. 
Independent student variables included: age; gender; 
race; Scholastic Aptitude Test (SAT) scores (verbal, math, and 
combined); and Social Economic Status (SES) (mother's 
educational level, father's educational level). Age was 
related to achievement, choice of major, and preference for 
particular Instructional strategies (Pascarella 1985, Astin 
1986, Groetsch 1986, Kirk 1986, Nettles et al. 1986). Prior 
research showed gender to be one of the most effective 
predictors of academic achievement and other competencies 
(Nichols 1964, Astin 1970a, Pascarella and Terenzinl 1981, 
Giddlngs 1985, Pascarella 1985, Astin 1986, Nettles et al. 
1986, Arjmand, Benbow, and Lorenz tea. 19881). Race was found 
to be related to academic performance (Astin 1970a, Pascarella 
1985, Astin 1986, Nettles, Thoeny, and Gosman 1986). 
Scholastic Aptitude Test (SAT) scores, or comparable measures. 
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were very potent predictors of undergraduate academic success 
(Nichols 1964, Astin 1970a, Rock, Centra, and Linn 1970, 
Goldman et al. 1974, Prather et al. 1976, Pascarella and 
Terenzinl 1981, Pascarella 1985, Astin 1986, McKeachie et al. 
1986, and Nettles et al. 1986). Social Economic Status (SES) 
had long been considered an important variable In 
achievement-related research (Astin 1970a, Pascarella 1985, 
Kirk 1986, and Nettles et al. 1986), but may be closely 
correlated to other student input variables (Pascarella and 
Terenzlni 1981, Nettles et al. 1986). The independent student 
variables reflected the Influences that student precollege 
traits had on student achievement. 
Independent interaction variables included: major/minor; 
cumulative CPA; and quality of student effort. Major/minor 
choice was a result of the "fit" between a student, peers, and 
faculty in a department, and of preferences for particular 
instructional strategies (Moos 1976, Burkhalter and Schaer 
1984, Ford 1985, Pascarella 1985, Groetsch 1986, Liberman 
1986); study in an academic major influenced scores on 
standardized achievement tests (Nichols 1964, Rock, Centra, and 
Linn 1970, Goldman et al. 1974, Pascarella and Terenzini 1981, 
Adelman 1985). Cumulative grade point average (cum GPA) was 
influenced by student ability, choice of major, and preferred 
learning style (Goldman et al. 1974, Prather et al. 1976, 
Pascarella and Terenzini 1981, Giddings 1985, Kirk 1986, 
McKeachie et al. 1986). The quality of student effort was the 
1 0  
result of career aspiration, commitment, involvement, peer 
interaction, living arrangement, person/environment fit, 
persistence, level of challenge, course selection, and course 
load (Goldman et al. 1974, Pace 1979, Cross 1981, Chacon-Duque 
1985, Giddings 1985, Astin 1986, HcKeachie et al. 1986); 
individual student effort may be the single most important 
direct effect on cognitive development (Pascarella 1985). The 
independent interaction variables reflected the influences that 
student characteristics in combination with the institutional 
environment had on student achievement. 
Dependent variables in this study included learning style 
inventory scores and residual achievement scores. The Learning 
Style Inventory (LSI) yielded scores that described how 
students preferred to confront educational challenges. 
Learning styles were the result of students' personal 
backgrounds, the environments associated with their academic 
experiences, and the unique experiences that they encountered 
while in college. Learning styles change over time; they are 
the product of successes and failures in learning situations. 
LSI scores indicated learning preferences based on 
institutional environment(s), individual student demographics, 
and student/environment interactions (Kolb 1976). 
Various schemes for measuring student academic achievement 
have been posited and utilized over time (Nichols 1964, Astin 
1970a, Rock, Baird, and Linn 1972, Goldman et al. 1974, Adelman 
1985, Pascarella 1985, Ratcliff 1988b). Many failed to take 
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into consideration the differences between students which 
existed at the beginning of the college experience. Measuring 
and comparing students at the end of an educational experience 
without knowledge of how they compared prior to that 
experience yields data of questionable use. One technique that 
attempted to address this problem used residual achievement 
scores. Residual scores were computed by using multiple linear 
regression to predict post-college achievement scores based on 
pre-college achievement scores. Actual post-college scores 
were then compared to the predicted scores, and the difference 
between them was called the residual score. 
The courses that students take while in college are one 
important influence on their cognitive development. Courses 
are one type of sub-environment where students come together 
and interact. Statistical techniques can be used to determine 
the net cognitive gains of students during undergraduate study. 
Those cognitive gains can be merged with transcript data to 
create clusters, or groupings, of courses that have similar 
effects on student learning. Those clusters constitute 
cognitive sub-environments that can be examined in terms of 
environmental, student, and environment/student interaction 
variables. 
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Research Questions 
Multivariate techniques were used to find differences 
between students with respect to cognitive learning (Ratcliff 
1988a). Once those differences were identified, the following 
questions were posed; 
1. What institutional environmental characteristics 
caused differential student learning outcomes? 
2. What student characteristics caused differential 
student learning outcomes? 
3. What characteristics resulting from student/environment 
Interaction caused differential student learning 
outcomes? 
Research Design 
The college experience was considered as a nonexperImental 
treatment. Utilizing precollege SAT scores and the GRE scores 
of seniors as measures of cognitive development, the following 
research design emerged: 
Non-experimental pretest-posttest design: 0X0 
(0=pre/post test and X=treatment) 
The nature of the students' college experience varied 
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depending upon their individual characteristics and how they 
Interacted with their Institutional environment; the 
differential learning outcomes that were calculated from 
student gain scores reflected those differing experiences, or 
treatments. Traditionally, treatments are defined prior to 
research. In this research project, the treatment was defined 
through analysis of student ability measures obtained from a 
selected university. Since the learning outcome measures were 
developed through statistical techniques and not through a 
priori theories or constructs, the characteristics of those 
measures was not known in advance. What was known was that the 
measures would be related to various degrees of gains in 
cognitive achievement. The task was to identify significant 
environmental, student, and student/environment interaction 
characteristics associated with those student learning outcome 
measures, or treatments. 
Source of data 
This research project investigated one particular aspect 
of a question being studied by the Differential Coursework 
Pattern (DCP) project at Iowa State University (Ratcllff 
1988b), which was Initially funded by the Research Division, 
Office of Educational Research and Improvement, U.S. Department 
of Education. The parent study was concerned with examining 
and understanding the differential achievement that may result 
from various course-taking patterns. 
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The DCP project controlled for incoming student ability by 
the use of residual gain scores. Scholastic Aptitude Test 
(SAT) scores were used as measures of incoming student ability. 
Graduate Record Examination (GRE) scores were used as measures 
of cognitive gain. Predicted GRE scores were computed by 
regressing GRE scores on SAT scores. The residual gain scores 
were the difference between the predicted and actual GRE 
scores. 
Grouse and Trusheim (1988) wrote extensively on the 
shortcomings of the SAT and similar standardized tests 
(including the GRE). Such tests were considered by many 
critics as inappropriate instruments for measuring ability or 
achievement due to culture and gender bias. Owen (1985) shared 
a similar philosophy and questioned whether such tests could 
reliably and validly be interpreted as having any useful 
meaning whatsoever, due to problems in construction, 
administration, and statistical analysis. 
The Graduate Record Exam consisted of three major 
sections, each with several subsections (or item-types). They 
included: 
Verbal section — Sentence completion 
Analogy 
Reading comprehension 
Antonyms 
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Quantitative section -- Quantitative comparison 
Regular math 
Data interpretation 
Analytical section — Analytical reasoning 
Logical reasoning 
For each student, nine residual scores were computed 
corresponding to the nine GRE item-types. The nine residual 
scores described the standardized cognitive gains that students 
achieved during their undergraduate experience. 
Following the computation of the residual scores, student 
transcript data were analyzed. Cognitive gains were heavily 
Influenced by courses that students took. Therefore, the 
courses appearing on a student's transcript were related to 
that student's nine residual scores. In order for the course 
to be the unit of analysis, the residual scores of each student 
were assigned to each of the courses appearing on each 
student's transcript. 
Once the student residual scores were assigned to courses, 
the courses were subjected to cluster analysis. Cluster 
analysis compared units in a sample to determine how similar 
each unit was to every other. In this case, courses were 
compared on a nine- dimensional matrix. The output of this 
analysis described the similarity of courses to each other in 
terms of student performance on the GRE item-types. From this 
output, similar courses were grouped into cluster groupings. 
After cluster analysis, a discriminant analysis was 
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performed to test the accuracy of the cluster groupings. 
Discriminant analysis examined data to determine the percentage 
of correctly classified units. The discriminant analysis 
identified which attributes (in this case, which of the nine 
item-type residuals) contributed to each cluster grouping. 
Other data collected in the DCP project included student 
Learning Style Inventory (LSI) scores and Measures of Perceived 
Difficulty Questionnaire (MPDQ) scores. Those instruments are 
described in Chapter Three. 
Finally, the nature of the cluster groupings, the order in 
which the courses were taken, individual student learning style 
characteristics, and perceptions of course difficulty were 
examined to determine how each of those affected students' 
cognitive development. 
The current study investigated the nature of the student 
residual gain scores. In particular, a model was developed to 
determine which specific environmental, student, and 
student/environment interaction variables caused student 
cognitive gains, as described by the student residual gain 
scores. 
Treatment of data 
A causal path analysis technique known as LISREL was used 
to analyze the data. Variables that have been found to have a 
significant Impact on student cognitive learning were 
identified through a review of selected literature. A 
measurement model was constructed in order to specify the 
measurement of latent variables In terms of observed variables. 
A structural model illustrated the proposed causal 
relationships between exogenous and endogenous variables; 
values calculated from the measurement model were used as 
starting values for the structural model. The structural model 
was then tested to determine the strength of causal paths. 
The alpha (Type I) error term was set at .20 since this 
study was exploratory and all possible effects should be 
retained for further study. Self-selection of students and the 
relatively small sample size were likely to suppress 
significant effects, necessitating a high alpha term (Astin 
1970a). 
Definition of terms 
Aggregate level — This term refers to overall institutional 
effects. The aggregate level is the average of all 
sub-environments existing in an institution. The 
aggregate level is the mean for an Institution and may 
not reflect the richness and variety of the 
sub-environments. 
Clusters or cluster groupings — The result of a statistical 
technique called cluster analysis. In this study, 
clusters are groupings of courses based on student GRE 
item-type residual scores. 
Differential cognitive outputs -- Differences in student 
cognitive development resulting from variations in student 
ability and/or differing experiences that student have 
while in college. 
Differential college effects -- Differences in student 
cognitive development primarily attributable to students 
attending particular courses at a particular institution. 
Independent environmental variables — The observable 
characteristics of an institution that are not typically 
manipulated by individual students. 
Independent interaction variables — Those variables that can 
not be attributed solely to either the institutional 
environment or to entering student characteristics; these 
variables are the result of the interaction between 
students and the institution they attended. 
Independent student variables — The characteristics that 
students possessed prior to college attendance. 
Item-types — Specifically, the nine subsections of the three 
major sections of the Graduate Record Examination. 
Multivariate analysis — Statistical techniques for calculating 
differences among two or more dependent variables. 
Residual scores — The difference between predicted and actual 
GRE scores, after regressing GRE scores on SAT scores. 
Sub-environment — A set of experiences within an institution 
that are experienced by a group of students, but not all 
students at the institution. 
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Significance of this study 
This study examined environmental, student, and 
environmental/student interaction variables that have been 
researched in the past, but using a new unit of analysis -- the 
academic course. The method of defining the cognitive 
sub-environments existing within a single institution in terms 
of student residual gain scores, and the simultaneous 
assessment of the relative contributions of environmental and 
student variables on general cognitive development was 
developed and tested. This alternative research method will 
expand researchers' tools for understanding the nature of the 
college experience. 
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CHAPTER II. REVIEW OF LITERATURE 
The following review of selected research on cognitive 
development in higher education identified variables associated 
with gains in student learning. This review provided the basis 
for selection of variables for inclusion in a single causal 
model. 
The first portion of this chapter describes current ways 
of conceptualizing the formal college curriculum. This 
description includes several conceptual models that have been 
postulated to explain the college experience. 
The second portion describes the variables found in each 
model and in other selected relevant research. Due to the 
number of variables examined, the discussion and analysis of 
prior research was organized into four categories. Including: 
(1) Independent environmental variables, (2) independent 
student variables, (3) independent interaction variables, and 
(4> the dependent variables. Literature for this review was 
located through Dissertation Abstracts International, the 
Current Index to Journals in Education and Resources In 
Education (ERIC system), and through library electronic catalog 
searches. Much of the literature was identified through 
inspection of bibliographies of secondary sources, 
dissertations, and literature reviews. 
In Chapter Three, the researcher will describe the 
statistical procedures used in collecting and analyzing the 
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data. 
Conceptual Models of the Formal Curriculum 
This section presents several conceptual models of the 
formal college curriculum. Conceptual models are 
representations of theoretical relationships. A theory is an 
explanation of something (such as the formal college 
curriculum) which describes the relevant theoretical constructs 
and how those constructs are related to each other. 
Theoretical constructs are concepts that are defined by 
describing behaviors which are thought to represent them (for 
example, IQ scores are thought to be representative of 
intelligence) or which can be defined by referring to other 
constructs (Borg and Gall 1983). Constructs are defined by 
describing observable behaviors; theories are explanations 
based on constructs; models are representations of theories. 
Conceptual models of the "formal curriculum" take many 
forms. One reason for this is that theorists have varying 
definitions of the "formal curriculum." Another reason Is that 
theorists are concerned with differing outcomes. For example, 
Oressel and DeLlsle (1969), Blglan (1973a), Conrad (1978), 
Levine (1978), and Bergqulst et al. (1981) described the formal 
and informal organizational structures of institutions and 
their components. Those models will be referred to as 
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"Institution-Structural Models." Astln (1970a), Pascarella 
(1985), and the National Center for Research to Improve 
Postsecondary Teaching and Learning (NCRIPTAL) (McKeachie et 
al. 1986) identified the variables which impact the development 
of students and described the nature of those variable 
interactions. Their models will be referred to as "Student-
Development Centered Models." 
Benjamin Bloom's definition of the curriculum (Bloom 1981) 
illustrated a viewpoint that addressed, to an extent, both the 
description of curricular structure and the nature of student 
interaction with the curriculum. Bloom described the 
curriculum as being composed of three parts: the manifest 
curriculum, the latent curriculum, and Instruction. He defined 
the "manifest curriculum" (or formal curriculum) as (1) the 
specified subject matter to be studied (such as science, 
mathematics, social studies, foreign languages, literature, 
language arts, etc.), as well as (2) the behaviors needed for 
learning those subject matters. The manifest curriculum 
Included the written goals, objectives, and rules and 
regulations of an institution. By contrast, the "latent 
curriculum" consisted of the way people value time, order, 
neatness, promptness, interpersonal relations, and so on. 
Those values are not usually written down and specified, but 
are evidenced in daily living and interacting. Finally, Bloom 
made a distinction between "curriculum" and "instruction." 
Instruction, according to Bloom, was the carrying out of the 
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curricular goals and objectives. 
The Institution-structural curricular models were put 
forth primarily to explain the nature and organization of what 
Bloom called the "manifest curriculum." That Is, they 
presented ways to conceptualize and analyze the organizational 
structure of institutions, colleges, departments, etc. The 
student-development centered models illustrated the 
relationships and interactions between institutional 
characteristics and student characteristics, examining the way 
those relationships and interactions affected student cognitive 
learning and/or general personal development and maturation. 
The following discussion Is divided Into two sections: 
models that primarily describe institutional structures, and 
models that primarily describe how the various aspects of the 
college experience contribute to student development and/or 
cognitive development. 
Institution-Structural Models 
The Dressel model (1969) 
Dressel stated that the differences In university 
curricula, as described by general catalogs, were evident 
through a wide variety of characteristics. The major areas of 
the curriculum which described those differences included: (a) 
basic and general education; (b) major concentrations; 
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(c) elective options; and (d) use of individualizing and 
integrating experiences. Dressel's category of basic and 
general education was comprised of the specific requirements 
needed to receive degrees. Those requirements were applied 
universally to all students at an Institution. The category of 
major concentration described in-depth study in an area of 
interest to the student. The category of elective options 
usually described options included in a curriculum to encourage 
exploration of areas of knowledge outside a student's major 
concentration. Individualizing experiences allowed students to 
pursue unique interests. Integrating experiences were designed 
to help students understand the interconnection of knowledge 
and thought from differing subject areas. 
Prominent differences between institutions were described 
in terms of several criteria. They included: (a) the presence 
or absence of a cohesive philosophy shared by administrators, 
faculty, students, and supporters of the institution; (b> the 
existence of clear goals or purposes; (c) clear educational 
objectives that are related to the needs of students and 
society; (d) agreement on principles and assumptions concerning 
the nature and organization of learning; (e) the relative 
importance of depth, breadth, continuity, integration, and 
sequence in curriculum planning; and (f) appropriate 
individualized experiences to facilitate learning (Dressel and 
DeLisle 1969). 
Dressel found that institutions varied in their 
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requirements for basic and general education, major 
concentration, elective options, and use of individualizing and 
Integrating experiences. He concluded that the differences 
were explainable by examining the relative cohesiveness of the 
institutional philosophy, the basic purposes and goals of the 
institution, the educational objectives, the agreement on 
principles and assumptions about learning, the relative weight 
of curricular areas (depth, breadth, continuity, integration, 
sequence), and appropriate individualization of learning 
experiences. 
The Blqlan model (1973a) 
Biglan contended that faculty members in differing 
departments operated under different norms and expectations 
(departments varied in terms of subject matter characteristics 
and the nature of faculty effort). The norms and expectations 
differed between academic areas at any institution, but were 
consistent among similar academic areas between institutions. 
Biglan asked faculty members to Individually categorize a 
list of department areas into an unspecified number of groups. 
After grouping, the faculty members were asked to label the 
categories they had created as to whether they were: (a) pure 
- applied; (b) physical - nonphyslcal; (c) biological -
nonblologlcal; (d) of interest to me personally - of little or 
no interest to me personally; (e) traditional - nontraditlonal; 
and (f) life science - nonlife science. 
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The optimum grouping solution resulted In eight groups 
based on three dichotomous criteria. The first criteria was 
the degree to which a subject area could be classified as hard 
or soft. Hard areas were those where the basic methodology for 
conducting research was generally agreed upon by members of the 
field of study, and which possessed a generally accepted body 
of basic knowledge. Soft areas were characterized by lack of 
agreement concerning research methodology and basic theory. 
The second criteria was the degree to which a subject area 
was concerned with the application of knowledge. Pure areas 
were relatively unconcerned with the applicability of the 
knowledge under study. APP Iied areas were mainly concerned 
with using knowledge to solve specific problems. 
The third criteria was the degree to which a subject area 
was concerned with life systems. Living-centered fields dealt 
in some direct way with biological entities. 
NonliVinq-centered fields did not deal directly with biological 
entities (Biglan 1973a). 
In a subsequent study, Biglan examined the ways faculty in 
various academic areas went about "doing" their work. He 
concluded that faculty in various areas differed In: (a) the 
amount and type of social and professional Interaction with 
others (personal and indirect contact); (b) the preferences 
for, and actual time devoted to teaching, research, and 
service; <c) the number of publications produced, and the type 
of publication (journal articles, monographs, technical 
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reports); and (d> the number of dissertations that faculty 
members sponsored. In his summary of this research, Biglan 
warned against using a single measure of faculty output (such 
as the importance of publishing a prescribed number of journal 
articles) for all faculty within an institution. Use of an 
inappropriate measure of faculty productivity would not match 
with optimum faculty output. He also cautioned against 
research studies that lumped subject areas together and 
generalized the results across academic areas (Biglan 1973b). 
In a follow-up study. Drees proposed a method for 
expanding the Biglan model to include additional specific 
subject areas. Drees used The 1977 Survey of the American 
Professoriate as a data base and through multiple discriminant 
analysis was successfully able to add 38 academic subject areas 
to the 35 originally contained in the Biglan model. Table 1 
shows the 73 academic subject areas by category in the 
expanded, or augmented, Biglan model (Drees 1982). Subject 
areas underlined are the 35 which appeared in Biglan's 1973 
model. The eight underlined headings reflect the groups that 
result from all possible combinations of the hard/soft, 
pure/applied, and nonlife/llfe criteria designations. 
Biglan examined differences in academic areas and found 
that departments could be classified into one of eight groups 
based on three continua: hard versus soft, pure versus 
applied, and nonliving-centered versus living-centered. The 
resultant eight groups differed in norms of: 
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Table 1. Subject matter areas contained in the augmented 
Biglan model (Drees 1982) 
HARD. PURE. NONLIPE 
Astronomy 
Chemistry 
Geology 
Math 
Physics 
Biological Sciences, General 
Immunology 
Organic Biology 
Systematics, Evolution 
Physical Sciences, General 
Other Physical Sciences 
SOFT. PURE. NONLIPE 
English 
AmëPy 
Philosophy 
Russ ian 
Communications 
Art 
Dramatics and Speech 
Other Fine Arts 
Physical & Health Educ. 
HARD. APPLIED. NONLIPE 
Ceramic Engineering 
Civil Engineering 
Computer Science 
Mechanical Engineering 
Aeronautical & Astronautical 
Chemical Engineering 
Electrical Engineering 
Allied Health 
HARD. PURE. LIFE 
Botany 
Entomology 
Microbiology 
Physiology 
Zoology 
Biochemistry, Biophysics 
Developmental, Genetics 
Anatomy 
Pharmacy 
Health Sciences, Basic 
SOFT. PURE. LIFE 
Anthropology 
Political Science 
Psychology 
Sociology 
Behavioral Sciences 
Humanities, General 
Other Social Sciences 
HARD. APPLIED. LIFE 
Agronomy 
Dairy Science 
Horticulture 
Agricultural Economics 
Virology 
Food Science and Technology 
Medicine 
Dentistry 
PublIc Health 
SOFT. APPLIED. HPNLIPB 
Accounting 
Finance 
Economics 
Business Admin, General 
Marketing 
Management 
Other Business Fields 
Fine Arts, General 
Health Sciences, Clinical 
Law 
Social Sciences. General 
5PFT, applied. WFB 
Educational Admin & Suprv 
Secondary A Cont Educ 
Special Education 
Vocational & Tech Educ 
Nursing 
Home Economics 
Library Science 
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social/professional interaction; expenditure of time and effort 
on teaching, research, and service; the amount and nature of 
publications; and sponsorship of dissertations. Biglan 
concluded that the norms for any given academic area should not 
be casually generalized to other academic areas. Drees 
replicated this study, increasing the number of specific 
subject matter areas contained in the eight categories. 
The Conrad model (1978) 
Conrad described a "systems model" for curriculum planning 
(see Table 2). It was a systems model because, according to 
Conrad, each element of a curriculum affected and was affected 
by every other element of the curriculum. His model was 
formulated to provide a method for designing and examining 
curricula so that they functioned as efficiently as possible 
and with the least unintended effect. 
The model consisted of three steps. The first step 
Involved identifying the organizing principle of the 
institution or unit being examined. The organizing principle 
identified in step one represented the basic structure that 
gave meaning to the entire educational experience, and 
therefore the institutional organization. Conrad stated that 
there were five organizing principles. The principle of 
academic discipline organized the curriculum by the division of 
knowledge into traditional fields of study. The principle of 
student development organized the curriculum on the life issues 
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and challenges that faced students as they matured during the 
college experience. The principle of great books and ideas was 
founded on the idea that all of the great issues confronting 
humankind are recurrent, and through a study of great 
literature (sampling profound thought on those subjects from 
the past) the basis for modern action could be established. 
The principle of social problems organized the curriculum 
around current social issues; this principle viewed knowledge 
as most useful when applied to real life problems. The 
principle of selected competencies organized the curriculum 
around training students to develop skills of thought, action, 
and attitude. Each of the five organizing principles assumed a 
different way of organizing and communicating knowledge. The 
experiences, tasks, and environments that students encountered 
were different depending upon which organizing principle an 
institution had embraced. 
After the organizing principle was determined, the 
curricular emphases were defined. The organizing principle 
delimited the way knowledge was organized and communicated. 
The curricular emphases further focused the institutional 
environment on the desired outcomes. In step two of the model, 
curriculum builders explored the four continua which define the 
curricular emphases: locus of learning, curriculum content, 
design of program, and flexibility of program. The first 
continuum was locus of learning; the extremes were traditional 
campus-based classroom learning and experiential learning. The 
second continuum was curriculum content; the extremes were 
breadth and depth. Breadth is the interrelatedness of 
knowledge; depth is understanding one specific universe of 
knowledge in great detail. The third continuum was design of 
program; the range was from total faculty design through 
contractual design (faculty/student collaboration) to student 
design. The fourth continuum was flexibility of program; the 
range was from totally required through distributed (free 
student choice within required groups or areas) to totally 
elective. Most organizations fall between the extremes on each 
continuum. 
Once the organizing principle and the curricular emphases 
were selected and examined, a specific plan for the structure 
of the curriculum was designed. The third step was a list of 
twelve considerations for building a curricular structure (see 
Table 2). Those steps resulted in the specification of degree 
requirements, degree programs, majors, general education 
programs, crediting, calendar arrangements, learning 
environments, course offerings, course diversification, student 
evaluation, admittance and advising of students, and 
institutional management organization. 
Conrad stated that step three was where curriculum 
planning usually began. This leaves the resultant organization 
open to unforeseen side effects, since consistency in 
organizing principle and curricular emphasis are typically 
lacking. Only by (1) choosing an organizing principle and (2) 
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establishing curricular emphases before (3) building the 
curricular structure, can an institution create a consistent 
curriculum free from unintended side effects. 
Conrad suggested that his model could be used in four 
distinct ways. One use of the model was as a framework for 
analyzing an institution's existing curriculum. A second use 
of the model was as a tool for comparing and contrasting 
alternative curricular arrangements; an institution's structure 
could be compared to those at other institutions. Third, the 
model could be used as a heuristic device for exploring 
theoretical arrangements and possible combinations of 
organizing principles and curricular emphases. Finally, the 
model could be used to select the most desirable organizing 
princlple/curricular emphases combination; thereafter the 
specifics of an integrated curricular structure could be 
designed. 
Conrad described his approach as a rational one. 
Institutional goals and needs were defined, alternative 
organizing principles and emphases tested against those goals 
and needs, and the most appropriate curricular structure 
developed. One of the chief benefits of using this model, 
Conrad proposed, was that haphazard design and unintended side 
effects were avoided; the impact of any proposed curricular 
change on an institution in its entirety could be intelligently 
examined. 
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Table 2. Conrad's "Framework for curriculum planning" (Conrad 
1978) 
Step 1 ; Choosing an Organizing Principle 
1. Academic Disciplines 4. Social Problems 
2. Student Development 5. Selected Competencies 
3. Great Books and Ideas 
Step 2; Establishing Curricular Emphases 
Four Continua: 
1. Locus of Learning: 
Campus-Based Classroom Learning — Experiential Learning 
2. Curriculum Content: 
Breadth Depth 
3. Design of Program: 
Faculty Contractual Student 
4. Flexibility of Program: 
Required ----- Distribution ------ Elective 
Step 3; Building a Curricular Structure 
Some Considerations: 
1. Requirements for the total degree program, including 
general education, concentration, and electives. 
2. Alternative degree programs, including accelerated degree 
programs, external degree programs, and student-designed 
programs. 
3. Arrangements for concentration. Including discipline-
based majors, interdisciplinary majors, student-
designed majors, and career-oriented majors. 
4. Components of general education, including core programs, 
interdisciplinary programs, competence-based programs, 
and freshman seminars. 
5. Experiential learning opportunities, including work-
learning and service-learning programs, cross-cultural 
experiences, academic credit for prior learning, and 
individual growth experiences. 
6. Calendar arrangements, including daily, weekly, and annual 
schedules as well as modular and interim arrangements. 
7. Formal and informal structural arrangements for learning, 
ranging from the traditional classroom to cluster 
colleges and living-learning centers. 
8. Individual course experiences, including the number and 
subject area of courses to be offered. 
9. Overall course structure, ranging from structured 
classroom courses to seminars and Independent study. 
10. Methods of student evaluation, ranging from grades and 
comprehensive examinations to written evaluations and 
external assessment. 
11. Selection and advising of students. 
12. Administrative and financial responsibilities for 
organizing and managing the curriculum. 
organizing and managing the curriculum. 
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The Levine Model <1978) 
Levine described a college education as the combination of 
the curriculum, the extracurrlculum, and the hidden curriculum. 
The hidden curriculum was learning that was relatively 
unstructured and which was acquired through interactions with 
peers and faculty. The extracurrlculum consisted of 
recreational, social, and cultural activities that were college 
related, but noncredit or nonclassroom oriented. 
The curriculum was made up of nine elements, including: 
<1) general education, (2) the major or concentration, (3) 
basic and advanced skills and knowledge, (4) tests and grades, 
(5) education and work, (6) advising, (7) credits and degree, 
(8) methods of instruction, and (9) the structure of academic 
time. 
General education was the breadth component of the 
curriculum. This breadth component consisted of prescribed 
courses, free electives, or distributed requirements. The 
breadth courses were described as falling into one of three 
categories — introductory disciplinary courses, advanced 
disciplinary courses, or interdisciplinary courses. 
The major or concentration was the depth component of the 
curriculum. It was the dominant feature of the modern 
undergraduate curriculum. Types of majors were typically 
disciplinary, interdisciplinary, field oriented, joint, double 
or major/minor combination, student-created, or general. 
"Basic and advanced skills and knowledge" was a term which 
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denoted the various abilities and skills that students need in 
order to succeed in an academic setting. Those abilities and 
skills were defined by institutions in terms of the unique 
requirements needed for success in each institution's 
environment. In order to ensure that students had a chance to 
succeed, most colleges offered skills and knowledge education. 
The most popular programs cited included supplemental programs, 
skills and knowledge courses, and learning centers. 
Supplemental programs consisted of testing programs, common 
communication systems, counseling, and tutoring. Skills and 
knowledge courses were designed to strengthen student 
deficiencies or to build additional strengths. Learning 
centers were resources structures which were designed for 
individualized student help. 
Tests were measures of student ability or attainment. 
Grades were systematic designations of measured abilities or 
attainments. The most common grading system was letter 
grading, usually on a 4.0 scale. Other types of grading 
included pass-fail, written evaluation, oral evaluation, 
self-evaluation, and mastery grading. 
Credits were units describing instructional time. In 
general, 50 minutes per week equalled one credit. Credits were 
further defined by referencing the length of the academic term. 
Degrees were grades or ranks that colleges awarded to indicate 
the completion of currlcular requirements. The two most common 
degrees awarded were the Bachelor of Arts and the Bachelor of 
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Science. Institutions that did not use credit systems, based 
degree requirements on completion of a particular sequence of 
courses, by examinations, or by achieving specified 
competencies. 
Levlne listed six primary instructional methods used in 
American colleges. They were: live courses, mass media, new 
technologies, independent study, experiential education, and 
libraries. Live courses varied in class size, duration, type 
of instructor, and teaching method. Mass media could be radio, 
television, or newspapers. New technologies included 
programmed instruction, computer instruction, personalized 
systems of instruction (PSI), and audio-tutorial instruction. 
Independent study consisted of out-of-class, student directed 
learning with varied faculty input. Experiential education was 
of out-of-class learning without formal classroom instruction. 
Libraries had the capability to house packaged courses, 
directed annotations, and bibliographies. 
The structure of academic time referred to college 
calendars and the number of years needed for students to earn a 
degree. Daily and weekly calendars were concerned with the 
scheduling of class meetings. Yearly calendars had terms of 
varying lengths, including semesters, trimesters, 4-1-4, or 
quarters. Semester calendars consisted of two semesters per 
academic year with optional summer sessions. Trimester 
calendars consisted of three fifteen week terms. The 4-1-4 
calendar was a two semester arrangement with a one month 
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Interim term in January. The interim term was usually used for 
intensive short courses, independent study, student projects, 
travel, or fieldwork. Quarter calendars consisted of four ten 
week terms. 
Levine described the college experience as a combination 
of the hidden curriculum, the extracurriculum, and the 
curriculum. The hidden curriculum consisted of unstructured 
social interaction; the extracurriculum was structured 
noncredit or nonclassroom activity; the curriculum was the most 
formal of the three and was usually measured in courses and 
credits. The curriculum was comprised of general education, 
the major or concentration, basic and advanced skills and 
knowledge, tests and grades, education and work, advising, 
credits and degrees, methods of instruction, and the structure 
of academic time. 
The Berqguist model (1981) 
A model consisting of six dimensions of curricular 
structure was developed by Bergquist for describing 
institutional characteristics that have an impact on cognitive 
learning. The six dimensions included: time, space, 
resources, organization, procedures, and outcomes (see Figure 
1). Each of the dimensions impacted learning either through 
direct influence on teacher-student interaction, or through 
influence on the institutional environment. The model showed 
how those dimensions are typically manipulated in the practice 
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of designing a curriculum. For example, changes In the 
dimension of time are easiest to make and have the least 
profound affect on learning; changes in the dimension of 
outcomes are most difficult to make and have the most profound 
affect on learning. 
Hierarchy of the Six Curricular Dimensions 
Less profound Time 
Space 
^Resources 
More profound 
rOraantzation> 
Procedvres 
Outcomes 
The more profound the 
change of dimension, 
the more difficult 
the change. 
Figure 1. The Bergqulst model (Bergquist et al. 1981) 
Time The dimension of time consisted of both 
curricular clock and calendar. Many Instructional units were 
not scheduled within the 8 a.m. - 5 p.m. Monday through Friday 
time frame. Some learning experiences were scheduled to fit 
traditional quarter or semester calendars while others could be 
very intensive (occurring over a few days) or somewhat 
protracted (corporate management training, continuing 
education, lifelong learning). Other variations in time 
Included immersion in a single instructional unit for the 
length of Its duration, and the concurrent scheduling of a 
variety of Instructional units. 
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Space Bergqulst described space as the "hidden 
dimension" in college curricula. The place where Instruction 
occurred, the relative formality or informality of the 
surroundings, flexibility in arranging the environment to 
support various activities -- those were a few of the 
considerations with which the dimension of space was concerned. 
An examination of space could be conducted from several 
perspectives, including: instructional versus 
quasi-instructional versus noninstructional space, on-campus 
versus off-campus space, or fixed versus mobile instructional 
space. 
Resources The materials and equipment that were 
available to the people who carry out the college curriculum 
constituted the dimension of resources. Resources available to 
the faculty may have a major impact on the quality and 
effectiveness of Instructional experiences. 
Resources included the way people were assigned to 
instructional tasks, instructors' self-perceptions of their 
roles in education, college personnel's conception of their 
relationships to students, and the utilization of 
non-traditional people to reinforce instruction. This 
dimension also Included variations in materials, equipment, and 
environments which were made available to the instructional 
staff. 
Organization There were three components to the 
organization dimension as defined by Bergqulst: organization 
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of degree program(s), sequencing of curricular elements, and 
arrangement of academic administrative units. Degree programs 
ranged from single unified programs to the offering of a wide 
variety of degree options. They varied in the amount of study 
devoted to (a) the concentration, <b) general education, and 
(c) elective programs. Some institutions decided what programs 
to offer to students, while others designed programs in 
collaboration with students or allowed students to design their 
own programs. 
The sequencing of curricular elements was a second 
component of curricular organization. Variables which 
comprised this category included: entry level requirements, 
required elements throughout the program of study, and exit 
level requirements. 
The arrangement of academic administrative units was the 
third component of curricular organization. Academic 
administrative units were organized in a variety of ways; one 
common organizational format was by disciplinary unit. Other 
formats Included multidlsclplInary units, interdisciplinary 
units, matrix units, or temporary units, each with their own 
particular characteristics. 
In addition to overall degree programs, or courses of 
study, Astln <1970a) identified another environmental aspect of 
curricular organization which was the existence of units of 
academic study known as courses. According to Astln, both 
courses of study and individual courses could affect student 
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development within an institutional environment. 
Bergquist defined organization as made up of three 
components: the structure and definition of degree program 
requirements, the timing and placement of required elements, 
and the composition of academic administrative units. 
Procedures One component of curricular procedure was 
the choice of teaching mode that is used in the classroom. 
There were differing teaching approaches and styles which were 
appropriate depending upon the material to be covered, the 
personal characteristics of the teacher, and the personal 
characteristics of the students. 
Closely related to the component of teaching mode was the 
procedure used for assessing instructional activities. This 
included a variety of ways to measure student performance, ways 
to measure the Instructional unit itself, and ultimately ways 
of measuring the curricular experience at the university level. 
(The measurement of curricular experience at the university 
level was considered to fall in the domain of outcomes 
assessment.) 
Two other components of curricular procedure that were 
readily identifiable included program planning, and what 
activities received credit (as well as how the credit was 
awarded). Program planning ranged from faculty/institution 
determined through faculty/student negotiated to student 
determined. Crediting was awarded in a variety of ways -- by 
successful completion of an Instructional unit, by transfer of 
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prior college credit, through assessment of prior learning, or 
by meeting some specified criteria which signalled the 
attainment of an ability or competency. 
Each of those four procedural components (choice of 
teaching mode, procedure for assessing instruction, program 
planning, awarding of credit) had a great impact on the 
congruence between the description of the curriculum in college 
catalogs, the curriculum as it was taught by the faculty, and 
the curriculum as It was experienced by the students. 
Outcomes Outcomes was defined as the priorities and 
goals of the institutional curriculum. Those priorities and 
goals Included the underlying assumptions about education, the 
ways in which priorities and goals were defined, how the 
measurement of selected outcomes was defined, and how the 
assessment of those outcomes was to be carried out. 
Bergquist's discussion of those six dimensions showed that 
change in the outcomes of an institution's curriculum required 
redefinition of institutional goals and objectives; change in 
outcomes was very difficult and had a profound impact on the 
entire institution. Change in procedures usually had an impact 
on the way everyone in an institution functioned, but did not 
require redefinition of goals. Organizational change affected 
the institution, but did not always affect how individuals 
performed their duties. Change in resource allocation had a 
limited impact on the functioning of the institution, as well 
as a limited impact on individual performance. Space 
43 
arrangements, while important as one of the elements of 
instruction, did not have a significant impact on the 
functioning of the overall institution. Finally, time was the 
most flexible, easiest to change dimension; clock and calendar 
had the least Impact on curricular effect. 
The Vevsev model (1985) 
Veysey identified the major components of undergraduate 
curricula as they have evolved through history. He stated that 
the modern formal curriculum Included a variety of structural 
arrangements, including: courses, grading, terms, delivery 
modes, numbering systems, crediting systems, departments, 
interdisciplinary programs, requirements for graduation, 
subject majors, distribution requirements, electlves, and the 
total number of courses and major programs offered at any given 
time. However, most meaningful curricular change was unrelated 
to those structural arrangements. 
There were two ways to view the curriculum — as a system 
of formal structural arrangements, or as the substance of what 
Is being taught. Educational quality was related to the 
substance of teaching and learning as opposed to formal 
structural arrangements. Veysey contended that structural 
tinkering had relatively little Impact on quality; he went so 
far as to state that study of the history of college structural 
change is an examination of wasted energy. 
Curricular Innovation and variation could be viewed In 
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terms of three dimensions: <I) depth versus breadth, (2) 
elective freedom versus prescription, and (3) absolute 
abundance versus scarcity of course offerings. Veysey stated 
that any curriculum planner's conception of what constitutes 
quality in education could be classified by examining her/his 
orientation along those three dimensions. He cited two 
examples of curriculum planners' orientations influencing the 
functioning of an institution: curricular requirements could 
be made flexible. In effect encouraging students to make 
mistakes and learn from those mistakes, or curricular 
requirements could be rigidly proscribed, reflecting the 
attitude that encouraging student experimentation or skepticism 
was a dangerous activity. 
As institutions have experimented with curricular change 
and innovation, the basic unit of instruction — the course — 
has remained relatively unchanged. Veysey concluded that 
curricular structure and the way individual courses were 
combined probably has very little real impact on education. 
What happens to students in the courses they take probably has 
the most impact. 
Veysey contended that curriculum planners should not be as 
concerned with the structural arrangements of undergraduate 
curricula, as with the quality of the educational experience as 
defined by depth and breadth, relative elective freedom, and 
the abundance or lack of diverse course offerings. 
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Student-Development Centered Models 
The Astin model <1970a) 
Astin described his model of student development in higher 
education as one that has characterized much recent 
multi-institutional research. Student incuts were the 
characteristics that the student brings to the college 
experience. They could foe either flexible (such as attitudes, 
preferences, values) or static (gender and race, for example). 
The college environment was described as the institutional 
characteristics that can affect students. Examples were 
administrative policies, the curriculum, facilities, teaching 
practices, peer association, and so on. 
Student outputs were aspects of student development that 
institutions either influenced or attempted to influence. More 
specifically, those outputs were expressed in terms of 
"measures of the student's achievements, knowledge, skills, 
values, attitudes, aspirations, interests, and daily 
activities" (Astin 1970a). 
In this model (see Figure 2), Astin illustrated that the 
typical concern of research on college impact examined "main" 
effects (arrow B) of college environments on student outputs. 
He pointed out two other "main" effects; that student outputs 
are affected by student inputs (C), and that college 
environments are in part determined by the students who choose 
to attend (A). 
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Figure 2. The Astin model (Astln 1970a) 
Astin also suggested two "interaction" effects; the effect 
of Inputs on outputs differed by college environment (AC), and 
the effect of a college environment could be different for 
different students (AB). 
Student input variables were those that are labelled 
Independent student variables in the current study. College 
environment variables included those that are labelled 
independent environmental variables in the current study. 
Student output variables included those that are labelled 
dependent variables in the current study. 
Astin developed this model in 1970 to summarize the 
relationship between student inputs, the college environment, 
and student outputs. He has continued to use this model to 
investigate the interactions that take place between 
Institutions and students; in particular, he has studied how 
the types of students that attend a particular college impact 
the environment of that college, and how colleges impact unique 
students in differing ways (Astln 1986). 
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The Pascarella model (1985) 
In his review and synthesis of college environmental 
influences on learning and cognitive development, Pascarella 
(1985) posited a general causal model (see Figure 3). This 
model was not intended to be definitive, but rather was 
intended to stimulate discussion and the development of models 
which seek to explain causal structures in specific contexts. 
Pascarella's model was based conceptually on that of 
Astin. Both models were designed to show how students change 
cognitively and developmentally when exposed to higher 
education. Pascarella posited that student background traits 
and institutional characteristics each exist independently 
prior to a student's enrollment. The institutional environment 
was a function of both the characteristics which new students 
bring to it as well as the characteristics which the 
institution has traditionally held. Interactions with agents 
of socialization referred to formal and informal 
faculty/student and student/peer contact. The three 
influences of student background traits, institutional 
character, and institutional environment all impacted the 
frequency and quality of the interactions with agents of 
socializatlon that occurred during the college experience. The 
quality of student effort was directly affected by student 
background traits, the current institutional environment, and 
the norms and values of the agents of socialization. Learning 
and cognitive development were directly influenced by student 
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A general causal model for assessing the 
effects of differential college environments 
on student learning and cognitive development 
Figure 3. The Pascarella model (Pascarella 1985) 
background traits, interactions with agents of socialization, 
and the quality of student effort. Institutional 
characteristics and institutional environment were not direct 
influences on learning and cognitive development in this model 
This model displayed the relationships between student 
background characteristics and the organizational and 
structural characteristics of institutions. The resultant 
Institutional environment and the effects of interpersonal 
interactions (both instructional and otherwise) were also 
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diagrammed. The main purpose of this model was to visually 
depict the relationships among important variables which 
affected student learning and cognitive development; the use of 
a diagram had the added advantage of illustrating multiple 
direct and indirect effect paths. 
The National Center for Research to Improve Postsecondarv 
Teaching And Learning (NCRIPTAL) model (by McKeachie, Pintrich, 
Lin, and Smith) (1986) 
In a 1986 NCRIPTAL report on teaching and learning 
research literature, McKeachie et al. advanced a general model 
of teaching and learning (see Figure 4). The main strength of 
this model, according to the authors, was its illustration of 
the interrelationships between the studied variables. 
The educational outcome that McKeachie et al. chose to 
study was academic achievement in college courses. They 
pointed out that focusing on this outcome reflected an interest 
in understanding cognitive information-processing, as 
differentiated from personality development. The flow chart of 
effects began with student entry characteristics. Students 
were unique; their backgrounds differentially influenced their 
learning experience. Student entry characteristics included 
self-motivation, thinking skills, potentials and expectations 
for academic achievement, and preferences for particular 
instructional methods and learning task characteristics. The 
diagram indicated a linkage between instructional methods and 
50 
student 
cognition 
student 
motivation 
academic 
achieve­
ment 
student 
involve­
ment 
instructional 
methods 
task 
characteristics 
student 
entry 
character-
istICS 
(1> student entry characteristics Interact with 
(2> task characteristics and 
(3) instructional methods resulting In 
(4) student motivation and 
(5) student cognition which Influences 
(6) student Involvement, all (4-6) resulting In 
(7) academic achievement. 
Figure 4. The NCRIPTAL model (McKeachle et al. 1986) 
task characteristics (or specific course requirements). 
Student entry characteristics, task characteristics, and 
Instructional methods all directly Influenced student 
mot I vat ion and student cognition. Student motivation and 
student cognition In turn directly affected student 
involvement. Student involvement, motivation, cognition, and 
entry characteristics all had direct effects on academic 
achievement. 
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This model was the product of a literature review and was 
designed to provide a framework for conceptualizing the 
teaching and learning processes. The researchers presented a 
visual depiction of how student entry characteristics were 
influenced by instructional methods and task characteristics, 
and the resultant changes in motivation, student cognition, 
student involvement, and finally academic achievement 
(McKeachie et al. 1986). 
Interrelationships of Models 
The first portion of this chapter described current ways 
of conceptualizing the formal college curriculum. Several 
contemporary models were presented and discussed; those models 
were divided into two groups based upon their major emphases. 
The following paragraphs provide a brief summary of the main 
similarities and differences between the two groups and among 
models within each group. 
The institution-structural models primarily addressed the 
nature and organization of the formal curriculum. Those models 
all described a general model of curricula using terms that 
referred to various configurations of three common categories: 
general educational requirements, major requirements, and 
electi ves. 
Dressel added individualized and integrative experiences 
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as a fourth category of characteristics common to all 
curricula. He then identified criteria for describing how 
institutions differ from each other. Those criteria consisted 
of the relative coheslveness of philosophy, existence of clear 
goals and objectives, clearly defined social utility, 
underlying assumptions regarding the nature and organization of 
learning, the comparative importance of general, major, and 
elective requirements, and the presence of appropriate 
individualized experiences. 
Biglan questioned the assumption that faculty and students 
in all departments are basically the same. He devised a scheme 
to differentiate between fields of study based on whether they 
were primarily hard or soft, pure or applied, and directly 
concerned with nonliving or living organisms. After 
establishing those categories, Biglan found that faculty within 
each category differed from others in terms of interpersonal 
interaction, devotion to the areas of teaching, research, and 
service, patterns and expectations for publishing, and In the 
sponsorship of dissertations. 
Conrad accepted the general model of curricula outlined 
above. He constructed a method for building an internally 
coherent curriculum with the smallest possibility for 
unexpected or unwanted effects. His method prescribed three 
steps for such curricular development: choosing an organizing 
principle, establishing curricular emphases, and building the 
curricular structure. 
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Levine agreed with two of the categories of the general 
model discussed above — general education and the major or 
concentration. However, he felt that the formal curriculum 
could best be understood by further categorizing the Important 
components of the structure of undergraduate programs. He 
expanded the definition of the formal curriculum with the 
addition of categories labelled: basic and advanced skills and 
knowledge, tests and grades, education and work, advising, 
credits and degrees, methods of instruction, and the structure 
of academic time. He examined a range of characteristics 
common to formal academic structures, pointing out the 
commonalities between Institutions as well as several prevalent 
variations. 
Bergquist described the curricular structure as consisting 
of six components: time, space, resources, organization, 
procedures, outcomes. The three categories comprising the 
general model of curricula discussed above were Included In 
Bergquist's component of organization. 
Veysey contended that the formal structure of colleges had 
very little direct Influence on student cognitive learning. He 
posited that the experiences that students have In their 
courses had a very important direct effect. He proposed that 
all significant curricular characteristics could be examined 
using three dimensions: depth versus breadth, elective freedom 
versus prescription, and the abundance versus scarcity of 
course offerings. 
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The Institution-structural models examined how curricula 
are structured and how they function; they did not include 
student characteristics as a primary variable for study. The 
student-development models included the student as a major 
variable for study. In those models, the student was perceived 
as an active participant interacting with the college 
environment. Students changed in terms of cognitive ability 
and general personal development as they participated in the 
college experience. 
Astin described the student-development process using 
three main classifications of variables: student inputs, 
college environment, and student outputs. In his model he 
discussed the various interactions which take place among those 
variables. 
Pascarella based his model on Astin's; he included more 
variables that labelled and explored many of the specific 
interactions mentioned by Astin. In addition to student 
background, Institutional background, and learning and 
cognitive development (Pascarella's student output) variables, 
he described how faculty/student interactions, student/peer 
interactions, and the quality of student effort helped shape 
student experience and affect student outcomes. 
HcKeachie et al. described how students interacted with 
their environment(s). In particular, the HcKeachie (NCRIPTAL) 
model illustrated which variables had direct and indirect 
effects on student academic achievement. The model included 
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variables common to other student development models: student 
entry characteristics, and academic achievement (as the output 
characteristics). However, HcKeachie advanced multiple 
variables to represent the institutional environment. 
Institutional environment was described as task characteristics 
and choice of instructional method(s). Student/environment 
interactions included student motivation, student cognition, 
and student involvement. 
The remainder of this chapter is devoted to a detailed 
discussion of the variables found in these models as well as 
those identified by selected relevant research. It is 
organized into four categories: independent environmental 
variables, independent student variables, independent 
interaction variables, and dependent variables. 
Discussion of Variables from Models and Selected Literature 
The models presented in the previous section had In common 
three classes of variables. One class of variables may be 
called "student input" or "precollege" variables. Another may 
be called "institutional" or "environmental" variables. The 
third class of variables was the dependent variables, ranging 
from total person holistic/developmental measures to strictly 
cognitive measures. There was a fourth class of variables that 
many of the authors discussed, but without use of consistent 
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terminology. This class described student change as various 
types of interactions between students and institutions. In 
the models those variables were classified as environmental, 
student input, or terms unique to individual models. 
In recognition of those four classes of variables, the 
following discussion was organized into four sections: (1) 
independent environmental variables, (2) independent student 
variables, (3) independent interaction variables, and (4) 
dependent variables. Environmental variables are equivalent to 
the "institutional" or "environmental" variables as used by 
Astin and Pascarella. Nearly all of the variables discussed in 
the institution-descriptive models also fall into this 
category. The student variables correspond to the "student 
input" or "precollege" variables as used by Astin, McKeachie 
and Pascarella. The category interaction variables includes 
those variables that are not clearly environmental or 
precollege in nature, but dependent upon the interaction of the 
student and the institution. The final category of variables 
is that of dependent variables. These are the outcome measures 
which are used to determine cognitive development. 
Independent environmental variables are observable 
characteristics of an institution that are not typically 
manipulated by individual students. There are many ways to 
describe institutional environments. Holland's Environmental 
Assessment Technique (EAT) may be used to classify institutions 
according to the dominant personality characteristics of their 
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student bodies (Moos 1976). The EAT includes the descriptors 
conventional, artistic, realistic, investigative, enterprising. 
and social to describe the nature of college environments. 
Those descriptors are associated with student preferences for 
such things as learning styles, major field choice, and social 
interaction patterns. The Carnegie classification system 
describes institutions by the types and number of degrees 
awarded, the activities of the faculty, and the amount of money 
raised for research. In a general sense, the environment of an 
institution includes any social or cultural conditions that 
influence the lives of people at that institution. Variables 
in this category include: control (e.g., public versus 
private); selectivity; institutional size; Income per student; 
formal organization and channels of authority; characteristics 
of major field areas; composition of personalities and 
environments (e.g., Holland's EAT); clarity of goals, purposes, 
objectives and congruence between goals and practices; shared 
philosophy; administrative policies, practices, procedures, and 
resource allocation; physical plant, facilities, and space; 
curricular clock, calendar, and time; teaching practices and 
procedures; number of faculty with terminal degrees; 
faculty/student ratio; and amount of faculty/student 
Interaction. Those variables are all descriptive of 
institutional environment and are relatively unaffected by the 
actions of individual students. 
Students have varying backgrounds prior to attending 
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college. The characteristics that students bring with them at 
the beginning of their college careers are independent of their 
college experience — they exist prior to college attendance. 
Those characteristics are independent student variables. 
Variables in this category include: age; gender; race; 
Scholastic Aptitude Test (SAT) scores (verbal, math, and 
combined); social economic status (SES) -- parent's educational 
level, father's occupation, family income; transfer status; and 
cognitive preferences. Those variables are dependent upon 
individual students. They are not affected by a student's 
choice of institution. 
As students attend college, they interact with the 
institutional environment. When this happens, variables that 
are not solely attributable to either the environment or to 
entering student characteristics can be observed. This study 
calls such variables independent interaction variables. 
Variables in this category include: major/minor; cumulative 
CPA; degree objective; faculty/student interaction; quality of 
student effort; learning style preference; and 
person/environment fit. The exact nature of those variables is 
a function of both institutional environmental characteristics 
and individual student characteristics. 
The dependent variables measure the effects of the 
independent variables on student learning in college. The 
selected research examined for this review used variables such 
as cumulative grade point average, success (variously defined 
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as grade point average, persistence to graduation, scoring 
within a specified range on achievement tests, number of upper 
division credits, or number of semesters enrolled), 
satisfaction with the undergraduate experience, cognitive or 
learning style preference(s), preferences for particular 
teaching styles or methods, and attitude scores on various 
instruments as dependent variables. 
Independent Environmental Variables 
The independent environmental variables included: control 
(e.g., public versus private); selectivity; institutional size; 
income per student; formal organization and channels of 
authority; characteristics of major field areas; composition of 
personalities and environments (e.g., Holland's EAT); clarity 
of goals, purposes, objectives and congruence between goals and 
practices; shared philosophy; administrative policies, 
practices, procedures, and resource allocation; physical plant, 
facilities, and space; curricular clock, calendar, and time; 
teaching practices and procedures; number of faculty with 
terminal degrees; and faculty/student ratio. Such variables 
described the character of institutions of higher education. 
Control The variable of control was determined by who 
oversees an institution. For example, the broad 
classifications of publIc and private are an indication of 
institutional control. Pascarella (1985) and Astin (1986) 
suggested that when studying multiple institutions, the type of 
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control could be a significant influence on some variables. 
Astin stated that "Practically all the effects associated with 
college attendance are more pronounced among students at 
private institutions" (p. 231). However, he went on to suggest 
that the effects of private Institutions may be more directly 
related to other variables such as size or whether a school Is 
a single-sex or coeducational institution, than simply whether 
It Is classified as under public or private control. 
Selectivity The admissions standards of an 
Institution, or selectivity, were found to be a significant 
environmental variable in many studies. However, agreement as 
to whether selectivity effects are themselves significant or 
whether they do not really exist was unclear. According to 
Astin (1986), attending a selective college seemed to 
accelerate virtually all student development indicators. While 
intellectual growth was also stimulated, the intense 
competition may have resulted in lower grade point averages and 
fewer possibilities for honors program participation. Rock, 
Baird, and Linn (1972) advanced the argument that since 
selective Institutions have a much more academically adept 
student body population than less selective institutions, 
graduates of selective Institutions performed better on 
achievement Instruments than graduates of less selective 
Institutions. 
Astin (1970a) noted that measurement error will naturally 
result In spuriously Inflated admissions scores for students at 
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selective institutions and spuriously deflated admissions 
scores for students at less selective institutions. This 
occurs when, through measurement error, students of equal 
ability score above or below their true performance level. 
Students scoring above their true level will be accepted into 
selective institutions; students scoring below their true level 
will not. The net result of this will lead to the erroneous 
conclusion that students at selective institutions have more 
ability than students at less selective institutions, even if 
no real differences in actual ability exist. 
Institutional size When examining more than one 
institution, size was also an important variable. Smaller 
institutions provided more opportunities for participation, 
hence more opportunities for developing a variety of skills 
(Astin 1986, Pascarella 1985). 
Income per student The amount of income available to 
an Institution (measured as income per student) was tied to 
student progress by Rock, Centra, and Linn (1970), Rock, Baird, 
and Linn (1972), and Pascarella (1985). Rock, Centra, and Linn 
(1970) suggested that this variable was more strongly tied to 
the efficiency and organization of an institution than to the 
amount of money actually spent on educating students. 
Formal organization and channels of authority Astin 
(1970a) described this variable within the category "The 
College Environment" in his model. He stated that 
institutional organization and authority directly affected 
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administrative policies, the curriculum, facilities, teaching 
practices, student association, and so on; those in turn 
directly affected what students experienced while in college. 
Bergquist et al.(1981) discussed the relationship of 
organization and authority to the curriculum and concluded with 
the statement that the most common format of organization was 
by academic area. Multidisciplinary units, interdisciplinary 
units, matrix units, and temporary units of organization all 
had differing effects on how degree programs, programs of 
study, and individual courses were designed. Both Astin and 
Bergquist stated that the formal structure of an institution 
and the channels of authority had substantial effect on 
curricular design and execution. 
Dressel and DeLisle (1969) described ten major 
configurations of institutional curricula in higher education. 
They were: (1) the traditional curriculum, (2) the hourglass 
curriculum, (3) planned interruptions and general education 
throughout undergraduate years, (4) the cooperative education 
plan, (5) the interim term and the coordinate curriculum, (6) 
general education as a major concentration, (7) divisional, 
interdisciplinary, or interdivlsional major emphasis, (8) the 
experimental college program, (9) program planning according to 
key concepts, and (10) individual program planning. Different 
organizational structures resulted in differing authority 
patterns and differing curricular experiences for students. 
The major components of curricular organization, according to 
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Dressel, were depth (specialization In a field of study), 
breadth (exposure to a wide variety of fields of study), 
continuity (emphasis on overriding objectives for planning a 
course of study), integration (relating material from a variety 
of sources into a unified whole), and sequence (structuring 
learning experiences in a logical and useful progression). All 
three of those researchers suggested that formal organization 
and authority directly affected the kinds of experiences that 
students could have at college, and that those experiences were 
an important variable relating to academic achievement. 
Characteristics of maior field areas Many studies 
examined choice of major as a variable and found significant 
differences between student majors on knowledge (Nichols 1964, 
Rock, Centra, and Linn 1970, Goldman et al. 1974, Wilson 1985, 
Groetsch 1986, Kirk 1986). Pascarella and Terenzini (in press) 
found little evidence that academic major had a differential 
effect on general knowledge acquisition, when methodological 
limitations of available studies were taken into account. 
Biglan (1973a, 1973b) and Drees (1982) agreed. The 
methodological problem with studies that identified major as a 
significant variable was that those studies often failed to 
control for student incoming characteristics. When student 
incoming characteristics were included in the analyses, 
differences between students with different majors on general 
knowledge disappeared. 
Biglan (1973a) proposed that academic subject areas could 
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be combined into larger groups based on how academic areas 
organize their research, teaching, and administrative 
activities. He sought to differentiate major fields, not 
simply as different academic departments, but as 
methodologically distinct institutional artifacts. The three 
dimensions for those groupings were found to be (1) the 
existence or absence of a research paradigm (hard versus soft), 
(2) nonconcern or concern with application of knowledge (pure 
versus applied), and (3) indirect or direct Interaction with 
life systems (nonllfe versus life). Those three dimensions 
were used to form a 2x2x2 matrix which resulted in eight 
combinations of characteristics. Biglan (1973b) showed that 
academic areas with similar dimensions resembled each other In 
terms of (1) connectedness to other teachers, scholars, and 
researchers, (2) relative commitment to teaching, research, and 
service, (3) the amount and type of publications generated, and 
(4) sponsorship of dissertations. Biglan concluded that his 
grouping of academic areas resulted in a meaningful array of 
characteristics, and that the eight groupings were each unique. 
Drees (1982) expanded Biglan's model to Include a larger 
number of specific subject areas, while still retaining the 
eight original groupings (see Table 1). Drees also concluded 
that the departments within each of the eight groups could be 
considered similar, but that generalizations across groups were 
at best tenuous. 
Logic and convention hold that there are differences In 
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knowledge acquisition resulting from the specific subject areas 
studied by students. An examination of relevant research 
suggested that student input characteristics were significantly 
related to general knowledge acquisition, while undergraduate 
major was not. Biglan and Drees posited that by their very 
nature, academic departments are not directly comparable to 
each other. Pascarella suggested that academic major as a 
student characteristic should not be used without controlling 
for initial student differences. 
Composition of personalities and environments (Holland's 
EAT) This variable was useful for defining variations in 
student experience between institutions (Nichols 1964, Moos 
1976, Pascarella 1985). Moos suggested that when people 
associated extensively with other people, they tended to become 
more similar to each other. He posited that students in 
different majors had different characteristics, and that 
students chose their major in part as a response to 
interactions with other students in that major. Therefore, a 
classification of an institution by numbers of students in 
various types of majors provided an insight into the prevailing 
mental set of an institution. The predominant instrument for 
such classification was Holland's Environmental Assessment 
Technique (EAT) (Nichols 1964, Moos 1976, Pascarella 1985). 
Clarity of goals, purposes, objectives and congruence 
between goals and practices One of the characteristics 
determining how curricula at various institutions were 
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structured was the clarity of institutional goals and purposes 
(Dressel and DeLisle 1969). Bergquist et al. (1981) agreed 
with Dressel and DeLisle that congruence between goals and the 
way they were implemented was important in determining the 
success of an institution. 
Shared philosophy As with clarity and congruence, the 
presence of a shared philosophy increased the effectiveness of 
institutional programming (Dressel and DeLisle 1969, Bergquist 
et al. 1981). The more that administrators, faculty, students, 
and supporters of institutions shared similar values and 
desires, the more each were satisfied (Dressel and DeLisle 
1969). 
Administrative policies, practices, procedures, and 
resource allocation Bergquist et al. (1981) and Astin 
(1986) argued that administrative organization, manifested in 
administrative policies and practices, was one of the less 
prominent influences on student development. The overall 
structure of an institution, the lines of authority and 
communication, the rules governing faculty, staff, and student 
conduct, and the amount and type of resources that were 
available for instructional and noninstructional use, all 
combined to affect institutional effectiveness toward educating 
students. 
Physical plant, facilities, and space Astin (1970a) 
stated that the nature of available physical facilities was a 
significant influence on student learning. Bergquist et al. 
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(1981) defined this variable in more detail by differentiating 
between instructional, quasi-instructional, and 
non Instructional space, between on-canpus and off-campus space, 
between fixed and mobile space, and in terms of the flexibility 
of any given space. Pascarella (1985) cited cultural 
facilities as being a positive influence on achievement for 
humanities but a negative influence for natural sciences. 
Curricular clock, calendar, and time Instructional 
units were not always equivalent. One of the ways they 
differed was in terms of curricular clock, calendar, and time 
(Bergquist et al. 1981). Learning experiences varied in terms 
of intensity. Activities lasting a day or two resulted in 
learning which differed from learning occurring over a quarter 
or semester or over a lifetime (lifelong learning). Learning 
also varied according to the arrangement of the curricular 
calendar. A student could study a single topic for the 
duration of study, or several subjects at the sane time. 
Calendar varied learning effect in terms of daily schedule. 
Learning experiences could be scheduled daily, once or twice a 
week, mornings, afternoons, evenings, weekdays, or weekends. 
The effect of instructional units differed depending on the 
intensity of study, the number of units taken concurrently, the 
time of day, and the time of week. 
Teaching practices and procedures The teaching 
practices and procedures which characterized an institution 
were significant factors in student achievement (Dressel and 
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DeLisle 1969, Bergqulst et al. 1981, Pascarella 1985, Astln 
1986, McKeachie et al. 1986). Teaching practices were the 
choice of specific pedagogical methods for use in the classroom 
(such as lecture, discussion, programmed instruction, 
simulations, etc.). They had a direct affect on student 
achievement (Pascarella 1985, Astin 1986, McKeachie et al. 
1986). Variations in instructor preference for particular 
teaching practices, the suitability of those practices to 
material being covered, and characteristics of students all 
affected student outcomes (Dressel and DeLisle 1969, Bergquist 
et al. 1981, Pascarella 1985, McKeachie et al. 1986). Other 
influences on student achievement were the design of 
institutional programs and regulations as to what types of 
activities were acceptable for academic credit (Bergquist et 
al. 1981). 
Number of faculty with terminal degrees Several 
studies stated that there was a significant relationship 
between achievement and the number of faculty with terminal 
degrees (Rock, Centra, and Linn 1970, Rock, Baird, and Linn 
1972, Pascarella 1985). Possible explanations included one 
which posited that a greater number of faculty with terminal 
degrees was related to a commitment by an institution to find 
and retain the most qualified people for their faculty. 
Faculty/student ratio A lower ratio of students to 
faculty was associated with higher achievement by students 
(Pascarella 1985, Astin 1986). This was attributed to a higher 
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degree of faculty/student interaction and an increase in 
opportunities and incidences of student involvement. 
The observable characteristics of an institution that are 
not typically manipulated by individual students are 
independent environmental variables. An examination of the 
models discussed earlier and a review of selected literature 
resulted in the following list of variables: control (e.g., 
public versus private); selectivity; institutional size; income 
per student; formal organization and channels of authority; 
characteristics of major field areas; composition of 
personalities and environments (e.g., Holland's EAT); clarity 
of goals, purposes, objectives; congruence between goals and 
practices; shared philosophy; administrative policies, 
practices, procedures, and resource allocation; physical plant, 
facilities, and space; curricular clock, calendar, and time; 
teaching practices and procedures; number of faculty with 
terminal degrees; and faculty/student ratio. Those variables 
were used to describe the character of institutions of higher 
education, and to make comparisons across institutions. 
Independent Student Variables 
The independent student variables included: age; gender; 
race; Scholastic Aptitude Test (SAT) scores (verbal, math, and 
combined); social economic status (SES) — parent's educational 
level, father's occupation, family income; transfer status; and 
cognitive preferences. Such variables are measurements of 
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student characteristics prior to entering college and are 
therefore independent of college attendance. 
Age Age was a student input variable that was shown to 
be related to performance measures such as cumulative grade 
point average, general competence, and college success 
(Pascarella 1985, Astin 1986, Nettles et al. 1986). Nettles et 
al. (1986) stated that age, along with SAT and SES was a good 
predictor of academic success. In general, older students 
tended to receive higher grades than younger students of equal 
ability (Astin 1986, Nettles et al. 1986). Age also appeared 
to have an effect on choice of major discipline and preferred 
instructional strategies. Younger students were more likely to 
study law and to show more of an increase in sports knowledge 
than older students (Astin 1986). Younger students were more 
likely to study media communications, international business, 
and marketing than older students (Groetsch 1986). Age was not 
strongly related to preferred learning style as measured fay 
Kolb's Learning Style Inventory (LSI) (Kirk 1986). Age 
accounted for a portion of student differences in performance 
measures, choice of major, preferred instructional strategy, 
and general knowledge. 
Gender Studies showed that males and females achieved 
differentially and excelled in different areas of cognitive 
development during undergraduate study (Nichols 1964, Astin 
1970a, Giddlngs 1985, Pascarella and Terenzini 1981, Pascarella 
1985, Astin 1986, Arjmand, Benbow, and Lorenz ca. 1988). In 
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addition to cognitive development, evidence suggested that men 
and women differed in areas of interest and in the amount of 
participation in social and academic organizations while in 
college (Astin 1986). Women tended to have higher overall 
grade point averages than men (Giddings 1985, Astin 1986, 
Nettles et al. 1986). Findings on whether gender was related 
to preferred learning style as measured by Kolb's LSI were 
inconclusive (Groetsch 1986, Kirk 1986, Liberman 1986). 
Differences in gender accounted for a portion of student 
differences in academic achievement. Interests, and 
participation while in college. 
Race Most studies that included ethnicity as a student 
input variable found a relationship between race and 
performance (Astin 1970a, Pascarella 1985, Astin 1986, Nettles, 
Thoeny, and Gosman 1986). Nettles et al. (1986) found that 
when identical regression equations were applied to white and 
black students, the equations tended to overpredict the 
achievement of blacks in college. Additionally, Astin (1986) 
found race to be an important variable for developmental 
questions apart from academic achievement, such as academic 
involvement, participation in honors programs, persistence 
rates, enrollment in graduate and professional schools, and 
career aspirations. Race accounted for a portion of student 
differences in academic achievement, involvement, persistence, 
graduate school attendance, and career aspiration. 
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Scholastic Aptitude Test (SAT) scores (verbal, math, and 
combined) Initial aptitude was typically measured by 
entrance examination scores (Pascarella 1985, Astin 1986, 
Nettles et al. 1986). The most common standardized entrance or 
admissions tests were the Scholastic Aptitude Test (SAT) and 
the college placement test published by the American College 
Testing Service (ACT) (Nettles et al. 1986). Astin (1970a), 
Rock, Centra, and Linn (1970), Pascarella and Terenzini (1981), 
Pascarella (1985), Astin (1986), McKeachie et al. (1986), and 
Nettles et al. (1986) all cited initial aptitude as an 
important student input variable on academic achievement. 
Astin (1986) called freshman pretests the most potent predictor 
for virtually all achievement measures. The two most potent 
predictors of undergraduate grades were a student's high school 
grade point average and scores on admissions tests such as the 
SAT (Goldman et al. 1974, Pascarella and Terenzini 1981, 
Pascarella 1985, Astin 1986, Nettles et al. 1986). Nichols 
(1964), Rock, Centra, and Linn (1970), Goldman et al. (1974), 
Prather et al. (1976), and Astin (1986) all used SAT scores 
(usually in regression equations or with GRE scores to create 
residuals) for studying cognitive achievement. Owen (1985) and 
Crouse and Trusheim (1988) argued that SATs predicted college 
grades, but criticized their construction and their application 
as meaningful indicators of ability or achievement. 
7 3  
Social economic status (SES) -- parent's educational 
level, father's occupation, family income Astin (1970a), 
Pascarella (1985), Kirk (1986), and Nettles et al. (1986) found 
SES to be a significant variable in achievement-related 
research. Nettles et al. (1986) viewed SES as being comprised 
of three variables — parental education, occupation, and 
income; they stated that SES was a strong predictor of 
cumulative GPA (r=0.121). Kirk (1986) found that parents' 
educational level was related to preferred learning style as 
measured by Kolb's LSI. Additionally, Kirk found that of 
students whose CPAs were 3.0 or better, 92% had accommodative 
learning styles, 73* had divergent learning styles, and 65% had 
convergent learning styles. All of those researchers found SES 
to account for a portion of student differences in achievement. 
On the other hand, Pascarella and Terenzini (1981) and 
Nettles et al. (1986) found that SES variables were not 
significant depending on what other inputs were controlled. 
They concluded that the components comprising SES were at least 
partially intercorrelated with other independent variables. 
Transfer status Research results on transfer status as 
a variable were mixed. Researchers such as Nettles et al. 
(1986) suggested that transfer students (students who have 
taken courses at more than one institution) did not achieve as 
well as nontransfer or native students. Richardson and 
Doucette (1980) argued that it depended on how the data were 
analyzed as to whether there were significant differences 
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between transfer and native student populations. They compared 
differences in persistence, performance, and degree achievement 
In Arizona public universities between native students 
(students who did not transfer), one year community college 
transfer students, and two year community college transfer 
students. They found that native students had higher 
persistence and higher performance, while native and two year 
transfer students had higher rates of degree achievement. 
However, when incoming ability of students was controlled 
(e.g., high school rank), group differences were erased. 
Native students typically were higher performers in high 
school than students who began in community colleges and 
subsequently transferred to public universities. In a similar 
study, Giddings (1985) found that when transfer and native 
students were matched on aptitude, transfer students with two 
or more years of higher education prior to transfer achieved 
comparably to native students. Those studies suggested that 
transfer status was an artifact of initial aptitude rather than 
an independent predictor of academic achievement. 
Cognitive preferences Two studies suggested 
relationships between cognitive preferences, choice of field of 
study, and achievement. Burkhalter and Schaer (1984) concluded 
that field-Independent learners performed significantly better 
In a scientific area than field-dependent learners. (Field-
Independent students learn independent of the learning 
environment, while field-dependent students learn within the 
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context of their environment.) They also found that 
field-dependent learners were less likely to elect courses or 
activities in science areas. 
Kirk (1986) used Kolb's Learning Style Inventory to 
examine learning preferences and cumulative CPA. He found that 
high grades were associated with exhibiting accommodative, 
convergent, and divergent learning style preferences. 
The characteristics that students bring with them at the 
beginning of their college careers are independent student 
variables. An examination of the models discussed earlier and 
a review of selected literature resulted in the following list 
of variables: age; gender; race; Scholastic Aptitude Test 
(SAT) scores (verbal, math, and combined); social economic 
status (SES) -- parent's educational level, father's 
occupation, family income; transfer status; and cognitive 
preferences. Those variables were used to describe the 
characteristics which students possessed as they entered 
col lege. 
Independent Interaction Variables 
The independent interaction variables included: 
major/minor; cumulative GPA; degree objective; faculty/student 
interaction; quality of student effort; learning style 
preference; and person/environment fit. Such variables are a 
function of the interaction between the institutional 
environment and individual student characteristics. 
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Major/minor Burkhalter and Schaer (1984) stated that 
student learning preferences in particular influenced choice of 
major and/or minor. Once a major field of study was chosen, 
the extent to which a student identified with faculty and 
students in that field influenced persistence within that major 
(Groetsch 1986, Moos 1976). This was due to the effect of 
"progressive conformity" (Moos 1976, Pascarella 1985) meaning 
that when someone identified with a group, he/she increasingly 
assumed the values and characteristics of other members of the 
group. If there were a large number of people In the group, 
members would be relatively more satisfied with membership than 
if the membership constituted a very small proportion of the 
number of people in the environment. 
Groetsch (1986) established that students' choice of major 
was also related to preferences for particular instructional 
strategies. Faculty and students within a discipline tended to 
favor certain instructional and learning strategies. When a 
student did not "fit" with the environment, difficulty in 
learning could occur, resulting in students' disenchantment 
with further study in that field (Liberman 1986). 
There was conflicting evidence concerning whether the 
declared major/minor was related to learning style preference 
as measured by Kolb's LSI (Kirk 1986). Preference for and 
success in particular majors and minors was differential to 
instructional strategy preferences (Ford 1985, Groetsch 1986). 
Groetsch (1986) found LSI and choice of major both related to 
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preferences for particular instructional strategies. Kirk 
<1986) failed to find a direct relationship between major and 
LSI, but attributed this to the sample studied, which was made 
up of interdisciplinary majors. 
Major field was also related to some measures of 
achievement on standardized tests such as the GRE. In a study 
examining the effects of college experience, career choice 
(scientific research career and teaching career) was 
significantly correlated with GRE scores (Nichols 1964). Rock, 
Centra, and Linn (1970) regressed GRE scores for students 
majoring in social sciences, humanities, and natural sciences 
on SAT scores and the proportion of students majoring in those 
three areas. Multiple correlations ranged from .92 to .95; 
squared multiple correlations ranged from .85 to .91, 
indicating that 9 to 15 percent of between-college output 
variance (N=95) could not be predicted from SAT input scores. 
Goldman et al. (1974) found an interaction between student 
ability and choice of major on GPA. Pascarella and Terenzini 
(1981) found a similar result in a study involving college 
freshmen. In a review of research on acquisition of 
knowledge, Pascarella and Terenzini (in press) stated that the 
choice of major had an effect on the development of specialized 
learning. He criticized studies which excessively generalized 
differences between majors in regard to acquisition of general 
learning. He cautioned that the methodological error of 
generalization to a suspect population was not a basis to 
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clearly reject the notion that academic major could influence 
acquisition of general knowledge; instead, he urged specific 
research be done on the effect of study in differing major 
fields on general learning. 
In an examination of GRE general and subject area tests. 
Graduate Management Admissions Tests (GMAT), Medical College 
Admission Tests (MCAT), and Law School Admissions Tests (LSAT) 
Adelman (1985) concluded that traditional variables such as the 
number of test-takers, age, race, gender, citizenship, and 
native language were not significant influences on changes in 
standardized test scores. He concluded that undergraduate 
major was such a variable. Important distinctions between 
undergraduate majors included: (1) the strength of basic 
knowledge paradigms (structures requiring rigorous exercise of 
analysis and synthesis), where stronger paradigms were 
associated with higher scores; and (2) the degree to which 
majors were characterized by formal thought, structural 
relationships, abstract models, symbolic languages, and 
deductive reasoning, where majors exhibiting those 
characteristics were associated with higher scores. Those 
conclusions were similar to the distinction between academic 
fields made by Biglan and Drees (see independent environmental 
variables). 
Cumulative grade point average (cum CPA) Goldman et 
ai. (1974) examined regression equations for the prediction of 
grade point averages for students in different majors. They 
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found that nonparallel regression lines were required for the 
successful prediction of GPAs. They concluded that the 
nonparallel regression lines indicated that student's ability 
and choice of major interacted to influence CPA. Prather et 
al. (1976) examined grading patterns by major field. After 
controlling for student aptitude, student demographics, course 
type, and longitudinal trends, they concluded that (1) major 
field was strongly associated with grades, (2) teachers were 
not Inflating grades, but rather <3> students were taking 
advantage of expanded course offerings In choosing courses and 
fields of study which reflected their Individual strengths. 
They found that major was a predictor of grades across the 
entire curriculum, that certain academic areas were difficult 
or easy for all students Independent of major, and that 
different standards did exist for grading In different major 
fields. Pascarella and Terenzini (1981) found that academic 
major and the amount of Informal faculty/student Interaction 
were significantly related to cumulative freshman CPA. In a 
study examining the effects of community college education In 
students transferring to state universities, Glddlngs (1985) 
found upper division CPA to be a variable that measured the 
Interaction between attendance at various community colleges 
and differences between state universities. McKeachle et al. 
(1986) concluded that specific tasks required In courses 
ultimately affected overall achievement; class assignments, 
teacher/student Interaction, and in-class activities Influenced 
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student involvement, stimulated the development of various 
learning strategies, and directly and indirectly influenced 
cognition and skill acquisition. GPA was an indicator of the 
degree to which students were able to identify appropriate 
tasks and master the needed skills. Those studies all 
suggested that GPA was the result of student ability and 
various environmental characteristics which students 
experienced. 
Kirk (1986) studied GPA in relation to preferred learning 
styles as measured by the Kolb LSI. He reported significant 
effects in regard to learning style and parental education; 
divergers were more likely to have mothers and fathers with 
post-college education, accommodators were more likely to have 
mothers and fathers with high school diplomas, convergers were 
more likely to have parents with grade school education. 
Accommodative, convergent, and divergent styles were all 
associated with high grades. Accommodators were most likely to 
achieve high grades. 
Pascarella and Terenzini (in press) described college GPA 
as a less than perfect variable for research. He made the 
point that GPA was dependent on student characteristics, 
teacher characteristics, teacher/student interaction variation, 
and curricular requirements. Due to the large variation in 
courses taken by different students and different reasons for 
taking those courses, grades were primarily Indicative of a 
student's compliance with the academic norms of the institution 
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they attended. Standardized instruments were far superior for 
assessing cognitive achievement across students with such 
variety in educational experience. Therefore, tests such as 
the general tests of the GRE were more appropriate for 
comparing students who had studied in differing subject areas. 
Degree objective Educational aspiration was found to 
be positively related to academic success in college. Nettles 
et al. (1986) found that the expectation of receiving a degree 
beyond the bachelor's was highly and significantly correlated 
to GPA. The aspiration to persist in college or to go on for 
an advanced degree was in turn affected by college grades 
(Astin 1986). 
Faculty/student interaction Several researchers have 
concluded that the amount and quality of faculty/student 
interaction had a significant Impact on student satisfaction 
and individual development (Astin 1986, Chlckering 1971). 
Astin (1986) stated that faculty/student interaction was the 
strongest single variable related to student satisfaction with 
the college experience. Pascarella and Terenzini (1981) found 
that faculty/student interaction for discussion of career 
concerns and Intellectual concerns was significantly related to 
freshman GPA, student satisfaction, and personal development. 
Pascarella (1985) also concluded that greater Interaction 
between faculty and students was correlated with increased 
cognitive achievement. However, he could not determine if 
interaction led to higher achievement, or if high achievers 
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were simply more likely to seek interaction with faculty. 
Quality of student effort Pascarella (1985) suggested 
that the only direct effect on cognitive development was the 
quality of student effort. Student effort included several 
traditional measures such as career aspiration, commitment. 
Involvement, peer Interaction, choice of living arrangement, 
person/environment fit, persistence, level of challenge, course 
selection, and course load. Those traditional measures 
directly Influenced student effort, and only Indirectly 
Influenced cognitive achievement. 
In an analysis of grading standards in different major 
fields, Goldman et al. (1974) found that student ability and 
selection of major interacted to influence GPA. McKeachie et 
al. (1986) found that faculty/student interactions and specific 
course requirements were a direct influence on the number of 
courses students chose in various disciplines. Those course 
experiences influenced involvement, commitment, career 
aspiration, and ultimately affected overall achievement. 
High college grades had a positive effect on college 
persistence and on degree aspirations (Astin 1986). Success in 
academic settings bred confidence and provided positive 
motivation for continued learning and participation (Cross 
1981). Chacon-Duque (1985) reached a similar conclusion In a 
study of distance learning. Examination of the number of 
credits taken In an academic year was one Indication of the 
relative Importance of learning In students' lives (Cross 
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Learning style preference One of the fundamental 
assumptions of the NCRIPTAL model was that student cognitive 
and motivational characteristics mediated the effects of 
Instruction (McKeachie et al. 1986). Cognitive characteristics 
included general learning strategies for processing content, 
knowledge about content, and general problem-solving and 
thinking skills. 
Kolb (1985) developed a Learning Style Inventory (LSI) for 
describing and measuring learning style strengths and 
preferences. Liberman (1986) found a significant relationship 
between teaching style and student learning style. She 
suggested that students whose learning style did not "fit" the 
teacher's teaching style did not achieve as well (receive as 
high grades) as those whose learning style was congruent. 
Groetsch (1986) linked student scores In the four LSI learning 
modes to preferred learning strategies. Students with an 
orientation toward Abstract Conceptualization-Active 
Experimentation preferred case studies as a teaching technique; 
Concrete Experience-Reflective Observation oriented students 
preferred guest presenters; Active Experimentation oriented 
students did not like lectures; Reflective Observation students 
preferred audio-visual instruction; class discussion was 
preferred by students in all learning modes. Students whose 
learning styles complemented instructors' teaching styles 
received higher grades than those whose learning styles were 
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mismatched with teaching style. 
Those researchers all stated that the interaction between 
students' thought processes/learning strategies and the nature 
of instructional experiences produced unique changes in 
students' learning. In particular, proper matching of 
processes/strategies and experiences increased student 
learning. 
Person/environment fit The degree to which students' 
personal characteristics were readily accepted by other people 
constituted person/environment fit (Moos 1976). Students 
tended to become increasingly similar to those with whom they 
associated. If there were many students majoring in the same 
academic area, the group experienced more mutual reinforcement 
and was more satisfied with their experience(s). The act of 
sharing experiences (group identification) resulted in aligning 
attitudes, values, and beliefs; membership in a group that 
placed a high value on studying and earning high grades had a 
positive impact on academic achievement (Pascarella 1985, Astin 
1986). Person/environment fit was a significant interaction 
variable, but was possibly mediated by variables such as 
personality or the need for individual expression (Pascarella 
1985). 
Variables that are attributable to the interaction of 
student characteristics with an institutional environment are 
independent Interaction variables. An examination of the 
models discussed earlier and a review of selected literature 
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resulted in the following list of variables: major/minor; 
cumulative GPA; degree objective; faculty/student interaction; 
quality of student effort; learning style preference; and 
person/environment fit. Those variables were used to describe 
the interaction between student characteristics and 
institutional environments. 
Dependent Variables 
The dependent variables included: learning style 
inventory scores, and residual achievement scores. Those 
variables measured cognitive development near the end of 
students' college experience. 
Learning Style Inventory The Learning Style Inventory 
(LSI) was an instrument that was designed to measure individual 
learning styles, based on experiential learning theory. 
Experiential learning theory stressed the interaction of the 
individual with the environment (Kolb 1976). The model which 
underlies the LSI was based on the recognition that individuals 
choose from among multiple learning strategies in any given 
situation. Success or failure with particular strategies 
results in personal preferences for certain learning styles 
over others (Kolb 1976). Learning style preferences change 
over time. Post-college tests of those preferences, then, were 
dependent upon a student's personal background, the environment 
of the institution they attended, and the experiences they 
encountered while in college. 
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There were conflicting views on the usefulness of Kolb's 
Learning Style Inventory for determining learning style 
preference. Marshall and Merritt (1986) called the LSI a 
normative test suitable for both Individual student diagnosis 
and statistical research. They described the instrument as one 
that placed individuals in one of four learning style 
preference dimensions. Scores of 0 to 40 were possible on each 
dimension. Combination of the scores resulted in two bi-polar 
scales, one ranging from -40 to 35 and the other ranging from 
-34 to 40. They stated that the reliabilities of the two 
bi-polar scales were .93 and .90. 
Bonham (1988) was skeptical of the LSI's usefulness. He 
warned that people may not really know themselves, and even if 
they did, characteristics of one style versus another could 
cause inconsistency of responses, weakening the instrument's 
accuracy. Bonham listed four specific criticisms. First, 
after each item on the inventory, four responses must be rank 
ordered; it was possible for respondents to develop a response 
set since choices representing the four learning style modes 
were always presented in the same order. Second, rank ordering 
responses may not be valid since the word choices representing 
the four learning modes were not always mutually exclusive. 
Third, ranking the learning mode choices precluded independence 
of the learning modes, resulting in limitations on statistical 
tests which may be used to analyze results. Fourth, the LSI 
was an ipsative measure since ranking was an ipsative approach. 
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but the results were compared normatively. Bonham did point 
out that Kolb recommended that individuals completing the 
inventory should make their own subjective judgement as to the 
accuracy of the results. 
The relationship between learning style preference and 
other variables in this study was particularly intriguing 
because the research on learning style was not totally 
consistent. Typically, learning style was tested against one 
or two other variables in any given study. Learning style may 
or may not be related to subject area major (Kirk 1986, Watklns 
1986). It may or may not be related to gender, but was related 
to instructional strategy preference which was related to 
gender (Groetsch 1986, Kirk 1986). Pascarella (1985) 
encouraged further study utilizing this variable. This study 
will test learning style preferences with multiple variables in 
a single model, which may clarify some of the contradictions in 
past research. 
Residual achievement scores There are many ways to 
measure cognitive achievement. Pascarella and Terenzini (1981) 
stated that grade point average was primarily a measure of a 
student's ability to comply with the norms of an institution. 
They advocated the use of standardized tests, such as the GRE, 
as more appropriate measures of cognitive development. 
Commonly, "undergraduate achievement" or "student achievement" 
refers to scores on the GRE (Pascarella 1985). 
Multiple linear regression was a statistical technique 
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that was favored as a tool for standardizing measures of 
achievement. Regression equations could be computed using a 
variety of variables. Goldman et al. (1974) used high school 
grade point average, SAT verbal scores, and SAT math scores to 
predict college GPA. Nichols <1964) regressed GRE scores on 
SAT scores to create GRE residuals. He found r(SAT/GRE 
Verbal)=.65 and r(SAT/GRE Quantitative)=.76. Rock, Baird, and 
Linn (1972) created three taxonomies of within-group regression 
lines in a study examining college effects and student 
aptitude. They regressed GRE Social Sciences on SAT Math, GRE 
Humanities on SAT Verbal, and GRE Natural Science on SAT Math. 
Ratcliff (1988b) defined student learned abilities as the 
differences (residuals) between the predicted and observed 
scores on the nine item-types of the GRE general test. He 
regressed GRE scores on SAT scores by student, aggregated the 
residuals by course, and clustered the courses through 
multivariate analysis. 
Use of residual scores was not without pitfalls (Astin 
1970a). Measurement error resulted in erroneous conclusions in 
multi-institutional studies using residuals, unless precautions 
were taken. Astin referred to this type of inferential error 
as a Type III error. For example, when there was a significant 
college effect but a researcher concluded that the opposite 
effect occurred, a type III error had been made; a true null 
hypothesis was rejected at the same time that a false 
hypothesis was accepted. In particular, Astin warned that 
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institutions were comprised of student bodies with unique 
characteristics. Student input characteristics affected 
student output characteristics. Studies which examined student 
outputs across multiple institutions without taking into 
account the differential student input characteristics were 
likely to attribute differences in student outputs to 
institutional effect, rather than to differing student input 
characteristics. The greatest source of error in statistical 
analysis, according to Astin, was measurement error in student 
input variables. To minimize potential biased results, 
reliability information should be collected for each 
instrument used to measure input variables. 
Adelman (1985) made two germane assertions regarding the 
use of standardized test scores of college graduates for 
measuring undergraduate learning. First, tests such as the GRE 
were reasonable estimates of the learned abilities of college 
graduates (or soon-to-graduate undergraduates). That is, such 
tests did not reveal al1 of the changes which students 
experienced as undergraduates, but those tests did a good job 
of indicating general cognitive learning. Second, traditional 
variables such as the number of test takers, age, race, gender, 
citizenship, and native language were not significant 
influences on changes in standardized test scores. 
Undergraduate major was such a variable. Cleaner, more 
complete data collection, and statistical analysis were needed 
to further investigate this assertion. 
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Variables that measure cognitive development near the end 
of the college experience are dependent variables. The 
following variables were selected for inclusion: learning 
style inventory scores, and residual achievement scores. 
Learning style Inventory scores indicated student preferences 
for particular learning strategies; residual achievement scores 
were a measure of change in student learning during the 
undergraduate years. 
Summary 
The current study will develop a method for determining 
the contribution of environmental, student, and environment/ 
student interaction variables on student cognitive learning. 
The first portion of this chapter described current ways of 
conceptualizing the formal college curriculum. The description 
included several conceptual models that had been postulated to 
explain the college experience. Those models were used to 
construct the causal model presented in Chapter Three. 
The second portion described the variables found in each 
model and in other selected research. The discussion of those 
variables was organized into four sections: independent 
environmental variables, independent student variables, 
independent interaction variables, and dependent variables. 
The conclusions of the body of research under review were used 
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to select variables for inclusion in the present study. 
Recommendations for research design were also considered and 
adopted where appropriate. The present research study differs 
from those cited in one important way; prior studies have used 
either the institution or the student as the unit of analysis, 
while the present study will present a method for the 
simultaneous examination of the effects of environmental and 
student variables on student learning. 
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CHAPTER III. METHODOLOGY 
Method 
This study addressed one of the issues raised in the 
Differential Coursework Patterns (DCP) project conducted by 
J. L. Ratcliff < 1988a, 1988b, 1988c) at Iowa State University 
for the Research Division, U.S. Department of Education Office 
of Educational Research and Improvement. The purpose of the 
DCP project was to determine the effects of coursework patterns 
on student general learned abilities. The current study was 
concerned with identifying a model to find statistically 
significant variables that contributed to student general 
learned abilities as defined in the DCP project. A brief 
description of the subjects, procedures, and instrumentation 
used in the DCP project is presented in this chapter, followed 
by a description of the subjects, procedures, and 
instrumentation used In the present study. The data used in 
the present study were collected by the DCP project team. 
The sample under study in the DCP project consisted of 
undergraduate students at five institutions of higher education 
in the United States. The five institutions were chosen from 
differing Carnegie classification types -- a public liberal 
arts college II, a doctoral-granting university, a 
comprehensive college, a private liberal arts college I, and a 
private research university I. Those institutions were 
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situated In a variety of geographic areas, and possessed 
differing curricular structures. Sample student transcripts 
and GRE test scores were analogous to the characteristics of 
graduating seniors at each institution. 
An underlying assumption of the DCP project was that 
coursework patterns have consistent effects on student general 
learned abilities within an institution; another assumption was 
that such patterns may not necessarily hold across institutions 
due to differences in missions, goals, language used to 
describe courses, and the operation of student choice. The 
project Intent was to create a procedural model that could be 
used at any institution of higher learning to determine the 
effects of specific coursework patterns on student general 
learning. The project approach was empirically determined; 
coursework patterns were not predetermined by any model or 
construct, but were defined by examining individual courses, 
combinations of courses taken concurrently, and sequences of 
courses as taken by students in the sample groups. 
The procedures used in the project involved five steps; 
those five steps were carried out for each sample at each 
institution. In the first step. Individual student gains In 
cognitive achievement were computed by regressing GRE item-type 
scores on SAT sub-scores, resulting In nine residual gain 
scores. While problems have been cited in the use of SAT and 
GRE scores as valid measures of student ability (Owen 1985, 
Grouse and Trushelm 1988), those measures are generally 
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accepted as doing a good job of indicating general cognitive 
learning (Rock, Centra, and Linn 1970, Goldman et al. 1974, 
Nichols 1974, Prather et al. 1976, Adelman 1985, and Astln 
1986). In the second step, each student's gain scores were 
assigned to the specific courses appearing on each student's 
transcript. Cluster analysis was then used to place courses 
Into groups representing student residual gain patterns; 
discriminant analysis was performed to establish the 
reliability and validity of the cluster groupings. In the 
third step, cluster groups were examined in terms of (a) 
combinations and sequences of courses, (b) the interaction of 
student learning styles with courses and 
combinations/sequences, (c) currlcular and instructional 
characteristics of the courses, <d) student perception of the 
difficulty of the courses, and <e) Institutional requirement 
(major, discipline, general education) Impact on the cluster 
groupings. In the fourth step, the student enrollment patterns 
were examined to discern the extent to which they were the 
result of graduation requirements (at the university, 
discipline, or major level) or of student demographic 
descriptors. In the fifth step, the validity and reliability 
of the patterns were established by replication of the process 
using a second sample. A successful replication suggested that 
specific coursework might reliably be classified by the 
particular assessment criteria (i.e., SAT/GRE scores) used. 
The DCP project used five primary instruments: the SAT 
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battery, the GRE general test, Kolb's Learning Style Inventory 
(LSI), the Measures of Perceived Difficulty Questionnaire 
(MPDQ), and a Faculty Survey Instrument. The SAT and GRE 
instruments were used to generate student residual gain scores. 
Residual gain scores provided an indication of general 
knowledge acquisition. Residual scores were created by the 
statistical regression of GRE scores on SAT scores by student. 
GRE test questions were divided into three major sections, each 
with several subsections that were called item-tvpes. The 
sections and item-types included: verbal -- sentence 
completion, analogy, reading comprehension, antonyms; 
quantitative — quantitative comparison, regular math, data 
interprétât I on; analytical — analytical reasoning, logical 
reasoning. SAT test results were reported as total score and 
two sub-scores, SAT-verbal and SAT-math. The result was an 
expression of the amount of general knowledge which accumulated 
between the times when the SAT and GRE tests were taken; this 
period of time coincided with the students' undergraduate 
experience. The residuals had the added advantage of being 
standardized — that is, they were adjusted for differences in 
initial ability. The student residual gain scores were then 
used to create course residual gain scores. To do this, 
student transcript data were used to assign student gain 
scores to courses. In this step, the gain scores of all 
students who took a particular course were assigned to that 
course; this resulted in a collection of gain scores for each 
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course. Course gain score data were then analyzed through 
multivariate analysis to determine which courses had similar 
effects on students. The resultant course groupings (or 
clusters) represented differing kinds of student learning. 
The third instrument used in the DCP project was the Kolb 
Learning Style Inventory (LSI). The LSI was a normative test 
based on theories of thinking and creativity. It was a 
self-report instrument that measured individual preferences for 
particular learning situations and approaches to solving 
problems. The process of learning was viewed as a cyclical 
procedure; responses on the instrument indicated preferences 
for specific learning situations and strategies. The normative 
format made it suitable for both individual student diagnosis 
and statistical research (Marshall and Merritt 1986). 
The learning process was conceptualized as consisting of 
the following four dimensions: concrete experience, reflective 
observation, abstract conceptualization, and active 
experimentation. Completing the LSI instrument yielded scores 
of 0 to 40 on each of those dimensions. When the scores on the 
four dimensions were combined according to the directions, two 
bl-polar scores emerged, one ranging from -40 to 35 and the 
other ranging from -34 to 40. The strength of preference for 
learning style varied on those two scales with the Individual. 
The reliabilities of the bl-polar scales were .93 and .90 
respectively (Marshall and Merritt 1986). The two bl-polar 
scales were then combined to place student learning style 
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preferences in one of the four resulting quadrants. Sample 
items from the LSI may be found in Appendix A. 
The fourth instrument used in the DCP project was the 
Measures of Perceived Difficulty Questionnaire (MPDQ). The 
MPDQ was developed at Iowa State University to assess student 
perceptions of risk-taking or risk-avoidance when selecting 
coursework. One of the results of the quantitative cluster 
analysis of sample group #1 was a list of courses that were 
taken by five or more students in the sample. This list was 
given to sample group #2; those students were asked to identify 
the courses in which they had enrolled, and to rate them in 
terms of (1) their perception of the difficulty of the course 
prior to enrollment, (2) their Interest in the course prior to 
enrollment, and (3) whether the course was perceived to be a 
requirement or an elective. Those ratings were used to create 
a derived standard score of perceived difficulty for each 
course in the DCP project (Ratcliff 1988b). 
The fifth instrument used in the DCP project was a Faculty 
Survey Instrument. This instrument was developed by David 
Oehler and Mary Linney at Iowa State University. The 
Instrument was designed to be administered to one or more 
faculty members who taught each course under study. One 
section of the Instrument collected Information concerning how 
courses were structured and taught; another section focussed on 
sample questions from the Graduate Record Exam and attempted to 
link particular courses to the nine GRE Item-types. 
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The questions on course structure and teaching were 
derived from various theorists; Bloom's (1956) cognitive 
domain taxonomy, Krathwohl's (1964) affective domain taxonomy, 
Simpson's (1972) psychomotor domain taxonomy, Axelrod's (1973) 
didactic/evocative modes of teaching model, and Bergquist et 
al.'s (1981) curricular model. In addition, portions of 
Dillman's (1978) Total Design Method were used to develop the 
process for administration of the instrument. 
The Faculty Survey Instrument was composed and distributed 
to selected members of the DCP project team for feedback. 
After revision, the instrument was field tested. Three faculty 
members from Iowa State University and three faculty members 
from Iowa Western Community College who were willing to 
participate in the field test were mailed a copy of the 
instrument. They were instructed to look over the instrument 
prior to a scheduled telephone interview, keeping track of time 
spent; telephone interviews were then conducted, again 
recording time spent. The survey developers and project leader 
determined that the instrument required too much time to 
complete, so it was revised, clarified, and the field test was 
repeated with six new faculty members. In the second field 
test, no problems with clarity were encountered, and time 
requirements were reduced to acceptable levels. Permission was 
obtained from the Educational Testing Service to use sample GRE 
questions In the instrument, and the final version of the 
survey was printed. A copy of the Faculty Survey Instrument 
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may be found in Appendix B. 
Transcripts of students in sample groups 1 and 2 were 
analyzed to discover the term taken and instructor for each 
course under study. Prior to faculty survey data collection at 
Ithaca College, the project director decided that more complete 
data collection with respect to the GRE questions could be 
obtained in face-to-face interviews, as opposed to a mailing 
and telephone follow-up. The Instructor(s) who had taught the 
most students in the samples and who were still teaching at 
Ithaca College were contacted for participation in on-site 
interviews. Appointments were set up, and an interview team 
conducted interviews at Ithaca College. Data were collected 
for 64 of the 105 courses Identified as significant in the 
Ithaca sample #1. 
The current study investigated one aspect of the DCP 
project described above. Specifically, it was concerned with 
identifying a model to find the variables that caused 
differences between students with respect to cognitive 
learning, as defined by GRE item-type residuals In the DCP 
project. Therefore, the subjects and instruments used in this 
study were the same as those used by the DCP project team. 
However, since only the data collected for sample group #1 were 
used in this study, MPDQ data were not available. The subjects 
and procedures for the current study are described below. 
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Subjects 
The sample group selected for this study was the Ithaca 
College sample #1. The sample group consisted of 148 students 
who graduated or were expected to graduate during the 1987-88 
academic year. There were no transfer students in this sample 
group. The data sets of two students were excluded from the 
analysis due to missing SAT scores. 
Within sample #1, approximately 70% of the students were 
female; approximately 95% of the students were white. 
Students' majors reflected a wide range of subject areas. In 
only one case did the percentage of students studying the same 
major exceed 10 percent. Similarly, the percentage of students 
studying the same minor did not exceed 5 percent. A summary of 
the 146 usable transcripts from sample #1 revealed a total of 
6,239 courses. A comparison of the 146 transcripts revealed a 
total of 1,136 unique courses; that is, the 6,239 courses on 
the student transcripts represented overlapping student 
enrollments in 1,136 courses. Of those 1,136 courses, 
approximately 73% (827) were taken by 2 or more students; 
approximately 36% (405) were taken by 5 or more students. The 
405 courses taken by 5 or more students were selected for 
cluster analysis. In the discriminant analysis following 
cluster analysis, 65 of the 405 courses were identified as 
misclassifled (Ratcliff 1988c); misclassifled courses were 
those which did not clearly fall into a single cluster 
category; those courses were referred to as boundary cases. 
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For those clusters with at least 60% of the member courses 
correctly classified, the boundary courses were excluded from 
analysis. Those clusters with less than 60% of the member 
courses correctly classified were dropped from analysis. These 
steps resulted In a course database of 105 courses; on-site 
Interviews with Ithaca College faculty resulted in extended 
data collection on 64 of those 105 courses. This resulted In 
two databases available for analysis, a 64 course database with 
full data, and a 105 course database with partial data. 
Protection of human subjects and confidentiality of 
student records The DCP project procedures and instruments 
were approved by the Iowa State University Human Subjects 
committee prior to the collection of data. In addition, 
procedures were approved by appropriate human subjects 
committees at the participating institutions, and by the 
Graduate Record Examination Board. Students agreeing to 
participate in the study were each offered a $ 15 incentive, a 
savings of $29 on fees for the GRE, and four official GRE 
scores reports for their participation. Student test data and 
academic records were matched at the participating 
institutions; all student Identification was then removed 
before data were made available for study by the DCP project 
team at Iowa State University. 
1 0 2  
Procedure 
The statistical technique chosen for the present study was 
LISREL. The term LISREL stands for the analysis of Linear 
Structural RELationships. LISREL is a causal analysis 
technique; the primary underlying assumption is that variable 
relationships are linear, additive, and causal. Variables may 
be directly observable or latent (Stage 1989). 
Sources of data - independent variables The literature 
review in Chapter Two indicated variables which were 
potentially significant in affecting student cognitive 
development. The following paragraphs list the variables 
chosen for inclusion in this study, including the sources of 
information and the coding scheme used. Since the outcome 
measure of student learning was linked to cluster groupings of 
courses, all independent variables were entered into the LISREL 
model using the course as the unit of analysis. As in Chapter 
Two, the description of variables will be divided into three 
sections; environmental variables, student variables, and 
environmental/student interaction variables. 
The measures for the environmental variables were direct 
course measurements. Those measurements were collected at the 
departmental course level, not at an institution-wide level. 
Those variables included: field area (field), physical 
plant/facilities/space (facilities), curricular 
clock/calendar/time (curriculum), teaching practices and 
procedures (teaching), and class faculty/student ratio (ratio). 
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For the coding of field, each course in the study was 
classified and coded on three dichotomous measures using 
Biglan's classification scheme as follows: Hard=l, Soft=2; 
Pure=l, Applied=2; Nonllfe=l, Llfe=2. The remainder of the 
environmental variable measures were obtained from faculty 
interviews conducted at Ithaca College. Facilities Information 
for each course was obtained on three measures. Room capacity 
data were collected on an ordinal scale, with room capacity up 
to 30 persons=l, room capacity 30 to 80 persons=2, room 
capacity more than 80=3; the type of seating data were 
collected on a dichotomy, with fixed or nonmovable seatlng=l, 
flexible or movable seatlng=2; and the type of instructional 
space data were collected on a dichotomy, with classroom type 
of space=l, laboratory or other type of space=2. Currlcular 
clock, calendar, and time information was obtained through a 
questionnaire administered to faculty who taught the courses 
examined in the DCP project. Curriculum data were coded as 
follows: courses offered every term=l, courses not offered 
every term=2; courses offered only during weekdays=l, courses 
offered with sections at times other than weekdays=2. Teaching 
practices and procedures information was also obtained on three 
measures through the faculty Interviews. Faculty were asked to 
rank order the focus of their teaching for the courses under 
study in the following areas: learning content, learning 
perspective, learning to learn, and mastery of skills. For 
purposes of statistical analysis, those four areas were split 
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into four dichotomies, with a 1 signifying the focus was rank 
ordered as closest to the faculty member's primary focus of 
teaching, and a 0 signifying the focus was not the primary 
focus of teaching. Other teaching practices and procedures 
information included: course taught by individual faculty=l, 
course taught by faculty teams, teaching assistants, or other 
arrangements=2; learning assessed by faculty only=l, learning 
assessed by students or external criteria=2. Faculty/student 
ratio information for each course was also obtained through 
faculty interviews and compared to figures provided by the 
registrar's office at Ithaca College. These data were split 
into two measures: ratio type signified whether a course met 
as a single group or in lecture/recitation sections, and ratio 
was a measure of average class enrollment. For the measure of 
ratio type, the following coding was used: single group 
courses=l, split between lecture/recitat ion sections courses = 2 
For the measure of ratio, if the ratio type was = 1, then the 
average class size was used; if the ratio type was = 2, then 
the average lecture section size was used, as all recitation 
class sizes were less than 30 capacity (recitation enrollments 
were uniformly small). 
The independent student variables included: age (age), 
gender (gender), race (race), and social economic status (SES) 
The transformation of student input variables into course 
measurement data required two steps: student data were first 
merged with transcripts, and then means were computed by 
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course. Student demographic information on those variables was 
obtained from the GRE self-report demographic block. Age data 
were computed as of the GRE testing date In months. Gender 
data were coded Male=l, Female=2. Race data were taken from 
transcripts and coded as Nonwhlte=l, White/Nonhlspanic=2. SES 
data that were available Included Father's education and 
Mother's education, coded using ordinal measures. In order not 
to violate the underlying assumption of linearity, assumptions 
were made which resulted in the transformation of these data to 
the interval level: the ordinal coding scheme was abandoned 
and a number representing approximate years of schooling was 
substituted. This resulted in the following measurement 
values: Grade school or less=6. Some high school=10. High 
school diploma or equivalent=12. Business or trade school=13. 
Some college=13. Associate degree=14. Bachelor's degree=16. 
Some graduate or professional school=17. Graduate or 
professional degree=18. 
The independent environmental/student interaction 
variables included: choice of major as of graduation (major), 
cumulative grade point average (cum GPA), and quality of 
student effort (effort). The transformation of interaction 
variables Into course measurement data required two steps: 
data at the student level were first merged with transcripts, 
and then means were computed by course. The final choice of 
major was obtained from Ithaca College transcripts; those were 
coded using the Biglan classification scheme as three 
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dichotomies: Hard=l Soft=2; Pure=l Applied=2; Nonlife=l 
Life=2. Student cumulative grade point average was recomputed 
after standardizing class grades; after an average grade was 
computed by department code, each course grade within that 
department was divided by the average; those proportions were 
then converted to t-scores, and cumulative CPAs were then 
recomputed. For each course under study, the cumulative CPAs 
of all students who took that course were averaged and the mean 
was entered as course cumulative CPA. The quality of student 
effort was measured by two indices: highest graduate degree 
objective reported on the GRE demographic block (degree 
aspiration), and average course load as observed on student 
transcripts (courseload). Degree aspiration data that were 
available were coded using ordinal measures. In order not to 
violate the underlying assumption of linearity, assumptions 
were made which resulted in the transformation of this data to 
the interval level; the ordinal coding scheme was abandoned and 
a number representing approximate years of schooling was 
substituted. This resulted in the following measurement 
values: Nondegree=12, Masters=14, Intermediate 
(specialist)=15, Doctorate=16, Postdoctorate=17. For each 
course under study each student who took that course's degree 
objectives were averaged and the mean was entered as course 
highest degree objective. 
For the measure of average course load, two methods of 
computation were considered. In the first method, the average 
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course load of each student for their entire undergraduate 
experience was computed and applied to the courses under study; 
in the second method, the course load of students was computed 
by semester and applied to only those courses taken that 
semester. The decision of which method to use was reached 
using the following decision criteria: 20 student records 
(approximately 13% of the sample) were randomly sampled and 
average course load and number of semesters to graduation were 
computed. If 80% of the students graduated in four years or 
less, then the students were considered full-time, and method 
one of computing average course load was used. If less than 
80% of the students graduated in four years or less, then 
average course loads were tested for statistically significant 
differences; such differences indicated that not all students 
were full-time, and method two of computing average course load 
was used. To enter the data using the course as the unit of 
analysis, for each course, the average course loads of each 
student who took that course were averaged and the mean was 
entered as course average course load. At the course level, 
this measure expressed the mean of the average credit load of 
all students from the sample group who enrolled in that 
course. 
These variables, indicated by relevant literature as 
potentially significant, were entered into a LISREL measurement 
model. The measurement model calculated values for estimating 
the variable relationships for the proposed structural model; 
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the results were used to select and to assign values to 
variables in the proposed structural model. This model was 
then tested for the strength of causal paths. 
Sources of data - dependent variables The dependent 
variables are measures of the effects of the experimental 
treatment. In this study, the experimental treatment was the 
college experience. The effect of the college experience on 
students was quantified by regressing GRE scores on SAT scores, 
resulting in residual achievement scores, and by collecting 
Learning Style Inventory (LSI) scores (Ratcliff 1988c). 
The GRE item-type residuals were continuous data, and 
therefore suitable for LISREL analysis. Learning Style 
Inventory (LSI) scores indicated learning strategy preferences 
as reported by students; those measures were taken directly 
from the Kolb LSI as scores on the Abstract 
Conceptualization/Concrete Experience continuum and the Active 
Experimentation/Reflective Observation continuum. GRE item-
type residuals values were taken directly from DCP project 
calculations; LSI measures were computed by individual student, 
merged with transcripts, and then averaged by course to create 
course means. 
Treatment of data Variables were entered into a 
measurement model matrix in order to specify the measurement of 
latent variables in terms of observed variables. A structural 
model was also specified to describe the causal relationships 
among exogenous and endogenous variables. Exogenous variables 
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lack hypothesized causes in a path analysis model; endogenous 
variables have at least one hypothesized cause in a path 
analysis model (Borg and Gall 1983). Table 3 contains the 
Lambda-X matrix, the Lambda-Y matrix, the Gamma matrix, and the 
Beta matrix. The Psi matrix. Phi matrix, Theta Epsilon matrix, 
and Theta Delta matrix were left to default specifications, 
since raw data was entered and the relationships between error 
terms was unknown. 
The Lambda-X Matrix specified the measurement of exogenous 
variables. Age, Gender, and Race were measured by single 
indicators. The construct of field was measured fay the 
dichotomies of Hard/Soft, Pure/Applied, and Nonlife/Life. The 
construct of facilities was measured using classroom size, 
fixed or flexible seating, and classroom or laboratory 
environment. The construct of curriculum was measured using 
frequency of course offerings and daily scheduling of courses. 
The construct of teaching was measured using focus of 
Instruction, who taught the course, and who assessed 
coursework. The construct of faculty/student ratio was 
measured using single group versus lecture/recitat ion format 
and average class size. The construct of SES was measured 
using mother's education and father's education. 
The Lambda-Y Matrix specified the measurement of 
endogenous variables. Interactions were measured using 
averages of students' final choice of major on Biglan's three 
dichotomies, adjusted cumulative grade point averages. 
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Table 3. The LISREL measurement model 
Lambda-X Matrix 
Fid Facil Curr Tchq Ratio Aqe Gend Race SES 
Field-H/S 1 0 0 0 0 0 0 0 0 
Field-P/A free 0 0 0 0 0 0 0 0 
Field-L/N free 0 0 0 0 0 0 0 0 
Capacity 0 1 0 0 0 0 0 0 0 
Seat type 0 free 0 0 0 0 0 0 0 
Type (room) 0 free 0 0 0 0 0 0 0 
Term offered 0 0 1 0 0 0 0 0 0 
Time offered 0 0 free 0 0 0 0 0 0 
Focus-content 0 0 0 1 0 0 0 0 0 
Focus-perspec 0 0 0 free 0 0 0 0 0 
Focus-learn 0 0 0 free 0 0 0 0 0 
Focus-mastery 0 0 0 free 0 0 0 0 0 
Teaches 0 0 0 free 0 0 0 0 0 
Assesses 0 0 0 free 0 0 0 0 0 
Rati o/type 0 0 0 0 1 0 0 0 0 
Rat i 0 0 0 0 0 free 0 0 0 0 
Age 0 0 0 0 0 1 0 0 0 
Gender 0 0 0 0 0 0 1 0 0 
Race 0 0 0 0 0 0 0 1 0 
Mother's educ 0 0 0 0 0 0 0 0 1 
Father's educ 0 0 0 0 0 0 0 0 free 
Lambda-Y Matrix 
Interact i ons ANA SC RD ANT QC RM DI ARE LR LSI 
Hard/Soft 1 0 0 0 0 0 0 0 0 0 0 
Pure/Applied free 0 0 0 0 0 0 0 0 0 0 
Nonlife/Life free 0 0 0 0 0 0 0 0 0 0 
Cum CPA free 0 0 0 0 0 0 0 0 0 0 
Degree asp. free 0 0 0 0 0 0 0 0 0 0 
Course load free 0 0 0 0 0 0 0 0 0 0 
ANA residual 0 1 0 0 0 0 0 0 0 0 0 
SC residual 0 0 1 0 0 0 0 0 0 0 0 
RD residual 0 0 0 1 0 0 0 0 0 0 0 
ANT residual 0 0 0 0 1 0 0 0 0 0 0 
QC residual 0 0 0 0 0 1 0 0 0 0 0 
RM residual 0 0 0 0 0 0 1 0 0 0 0 
DI residual 0 0 0 0 0 0 0 1 0 0 0 
ARE residual 0 0 0 0 0 0 0 0 1 0 0 
LR residual 0 0 0 0 0 0 0 0 0 1 0 
AC-CE scale 0 0 0 0 0 0 0 0 0 0 1 
AE-RO scale 0 0 0 0 0 0 0 0 0 0 free 
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Table 3 (Continued) 
Gamma Matrix 
Fid Facil Curr Tchcj Ratio Acte Gend Race SES 
Interaction free free free free free free free free free 
ANA free free free free free free free free free 
SC free free free free free free free free free 
RD free free free free free free free free free 
ANT free free free free free free free free free 
QC free free free free free free free free free 
RM free free free free free free free free free 
DI free free free free free free free free free 
ARE free free free free free free free free free 
LR free free free free free free free free free 
LSI free free free free free free free free free 
Beta Matrix 
Interact ANA SC RD ANT QC RM DI ARE LR LSI 
Interact 0 0 0 0 0 0 0 0 0 0 0 
ANA free 0 0 0 0 0 0 0 0 0 free 
SC free 0 0 0 0 0 0 0 0 0 free 
RD free 0 0 0 0 0 0 0 0 0 free 
ANT free 0 0 0 0 0 0 0 0 0 free 
QC free 0 0 0 0 0 0 0 0 0 free 
RM free 0 0 0 0 0 0 0 0 0 free 
DI free 0 0 0 0 0 0 0 0 0 free 
ARE free 0 0 0 0 0 0 0 0 0 free 
LR free 0 0 0 0 0 0 0 0 0 free 
LSI free free free free free free free free free free free 
highest degree aspirations, and average course loads. Course 
residuals were considered individually. LSI was measured using 
scores on the AC-CE (continuum) scale and the AE-RO (continuum) 
scale. 
The Gamma Matrix specified relationships between exogenous 
and endogenous constructs. Nonzero entries indicated a 
proposed causal relationship between the exogenous variable and 
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the endogenous variable. In this model, a causal relationship 
between each exogenous and endogenous variable was specified. 
The Beta Matrix specified hypothesized relationships among 
endogenous variables. Nonzero entries indicated a proposed 
causal relationship between the variable at the top of the 
column with the variable at the beginning of that row. In this 
model, the causal relationships specified were between 
Interactions and GRE Residuals, between Interactions and LSI, 
and between GRE Residuals and LSI. 
The structural model Illustrated the proposed causal 
relationships between exogenous and endogenous variables. (See 
Figure 5.) Values calculated from the measurement model were 
used as starting values for the structural model. 
After specification of measurement and structural models, 
the LISREL program was run without success. A LISREL run was 
made on the 64 course database using the measurement model 
shown in Table 3 and the structural model shown in Figure 5j a 
simplified model was constructed for use with the 105 course 
database. LISREL runs were unable to estimate starting values 
for either the 64 course database or the 105 course database. 
The LISREL output stated that the likelihood function was not 
évaluable for initial estimates. In interpreting this message, 
two problems were Identified which precluded further attempts 
at using LISREL for analysis. 
First, the attempt to estimate starting values for all 
paths shown plus the interrelationships between error terms 
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Figure 5. The LISREL structural model 
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consumed all or most of the degrees of freedom available. In 
short, the model used was too detailed. Further exploration of 
the interrelationships among paths was needed. Since the data 
under study did not fit the assumptions underlying LISREL 
analysis, a related approach was chosen and the research 
questions were adapted. 
Second, the cases used as data were insufficient in 
number. At least 100 cases were recommended for LISREL 
analysis (Joreskog and Sorbom 1986). The DCP project began by 
studying 405 courses that had been taken by 5 or more students 
in the sample group. 65 of those courses were classified as 
boundary cases during cluster analysis and eliminated from 
further study. The 340 remaining courses were analyzed, 
resulting in the identification of 105 courses appearing in 
clusters which had statistically significant relationships to 
the dependent variables. The DCP project team decided to 
continue investigation into the 105 statistically significant 
courses and to exclude the non-significant courses from further 
analysis. Complete data were collected on 64 of the 105 
courses through faculty interviews conducted at Ithaca College. 
Instead of Identifying causal relationships, focus was 
shifted to the ability of the Independent variables to predict 
differential student learning outcomes. In order to optimize 
the alternative analysis model with regard to the DCP project 
intent, the predictive ability of the independent variables on 
differential student learning as measured by the nine GRE item-
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type residuals was extrapolated to the cluster groupings 
studied by the DCP project team. 
Multiple linear stepwise regression was a statistical test 
that identified variables for predicting a (single) dependent 
variable. The GRE Item-type residuals represented measures of 
differential student learning outcomes; nine multiple 
regressions (one for each GRE Item-type) revealed which 
independent variables predicted the GRE residuals. The results 
of the multiple regressions were then applied to the cluster 
groupings in order to Identify which variables significantly 
predicted the appropriate item-type residuals found in each 
cluster; the clusters were defined in terms of combinations of 
the nine GRE item-type residuals. Ratcliff (1988c) identified 
the item-type residuals associated with each cluster grouping; 
these are presented in Table 4. The GRE item-types Data 
Interpretation and Logical Reasoning were not associated with 
any of the cluster groupings being studied. 
The 64 course database contained complete data on all 
variables as the result of faculty interviews; therefore, it 
was used for the initial computations. For each final 
regression equation that did not Include variables measured 
through faculty Interviews, the regression was re-computed 
using the 105 course database; the higher number of cases In 
the 105 course database made It more powerful for statistical 
analysis. After Inspection, the 64 course database was used 
for the regressions performed on the GRE item-types Sentence 
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Table 4. Cluster groupings defined by GRE Item-type residuals 
GRE item-type Cluster group numbers 
residuals 1 2 3 4 5 6 8 9 10 
ANA residual yes 
SC residual . . yes yes . . yes yes 
RD residual . . yes yes yes . . yes 
ANT residual . yes yes yes . . yes 
QC residual . . yes yes yes yes 
RM residual yes yes . . yes yes yes yes 
DI residual , , , , 
ARE residual yes yes . . • yes yes 
LR residual 
• • • " • • • 
Note; Clusters 7 , 11, 12, and 13 were elimlnated from 
analysis, due to the presence of excess 1ve boundary cases. 
Completion, Antonyms, Quantitative Comparisons, Data 
Interpretation, and Logical Reasoning; the 105 course database 
was used for the regressions performed on the GRE Item-types 
Analogies, Reading Comprehension, Regular Math, and Analytical 
Reasoning. 
Instrumentât 1 on 
Data were collected from several sources, including: 
Ithaca College undergraduate catalogs, student transcripts, 
SATs, GRE general test results and demographic characteristics 
as reported on the demographic questionnaire completed by the 
students at the time of GRE testing, LSI questionnaire results, 
and on-site faculty interviews. 
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The Ithaca College undergraduate catalog The Ithaca 
College undergraduate catalog was used to clarify course 
number/departmental designations for the purpose of classifying 
field and major variables using the Biglan classification 
system. 
Student transcripts Student transcripts contained 
information regarding student race, the specific courses each 
student took, student grades in individual courses, course 
loads, each student's declared major, and incoming ability as 
measured by the Scholastic Aptitude Test (SAT). Other student 
information was taken directly from the GRE demographic 
questionnaire, which was completed by the students at the time 
of GRE testing. 
The Scholastic Aptitude Test (SAT) The SAT was a test 
that many colleges used as an entrance examination/placement 
instrument. In the DCP project, the SAT was viewed as a 
measure of initial student ability. Results were reported 
three ways — a verbal sub-score (SAT-V), a math sub-score 
(SAT-M), and a composite or total score (SAT-T). 
The Graduate Record Exam (GRE) general test The GRE 
general test was a norm-referenced measure of student developed 
abilities; it measured general student cognitive skill 
development acquired over a long period of time, and was not 
related to any particular subject field area. The general test 
measured abilities In three major areas, each subdivided into 
two to four subsections. The three major areas Included; the 
1 1 8  
Verbal section (GRE-V), the Quantitative section (GRE-Q), and 
the Analytical section (GRE-A) (Educational Testing Service 
1989). 
The GRE-V section was made up of four item-types, 
including: Sentence Completion, Analogies, Reading 
Comprehension, and Antonyms. The item-types measuring Sentence 
Completion (SO tested students' ability to recognize words 
which logically and stylistically completed a given sentence. 
The item-types measuring Analogies (ANA) tested students' 
ability to Identify words or phrases which were related to each 
other in a way similar to given words or phrases. The item-
types measuring Reading Comprehension (RD) tested students' 
ability to recognize a main idea, distinguish between explicit 
and implied information, adapt ideas to other contexts, 
recognize the author's reasoning techniques, and detect 
attitude as revealed by use of language. The item-types 
measuring Antonyms (ANT) tested students' ability to identify 
words opposite in meaning (ETS 1989). 
The GRE-Q section was made up of three item-types, 
including: Quantitative Comparison, Regular Math, and Data 
Interpretation. The item-types measuring Quantitative 
Comparisons (QC) tested students' ability to quickly and 
accurately make judgments concerning the relative sizes of two 
quantities. The item-types measuring Regular Math (RM) tested 
students' ability to manipulate numbers, and to solve problems 
which involved actual or abstract situations. The item-types 
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measuring Data Interpretation (DI) tested students' ability to 
synthesize Information, select appropriate data, or conclude 
that Insufficient Information was available (ETS 1989). 
The GRE-A section was made up of two Item-types, 
Including: Analytical Reasoning, and Logical Reasoning. The 
item-types measuring Analytical Reasoning (ARE) tested 
students' ability to 
understand relationships, to deduce new Information, and to 
assess how relationships were structured. The item-types 
measuring Logical Reasoning (LR) tested students' ability to 
evaluate arguments, recognize main ideas. Identify assumptions, 
draw conclusions, infer missing material, apply principles to 
new arguments, evaluate arguments, and analyze evidence (ETS 
1989). 
Residual achievement scores Residual achievement 
scores were calculated using a three step process. First, the 
reliability of GRE item-types for this sample group was tested. 
Second, the correlations between GRE Item-types and SAT sub-
scores were examined. Third, the appropriate SAT sub-scores 
were regressed on GRE Item-type scores, yielding residual gain 
scores (Ratcllff 1988c). 
Before residual scores were created, the reliabilities of 
the GRE Item-types and major sections were computed for the 
Ithaca College sample. The reliabilities are presented In 
Table 5. In general, the reliabilities of item-types Increased 
as the number of Items comprising the item-types Increased 
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Table 5. The reliability of coefficients of GRE item-types 
in the Ithaca sample (Ratcliff 1988c, p. 49) 
GRE Item-types Code Number 
of items 
Cronbach's 
Alpha 
Guttman's 
Spli t-half 
Analogies ANA 18 .4414 . 4603 
Sentence Completion SC 14 .5317 .5042 
Reading Comprehension RD 22 .5826 .5732 
Antonyms ANT 22 .6054 .6186 
Quantitative Comparison QC 30 .7475 .7908 
Regular Mathematics RM 20 .7023 .7139 
Data Interpretation DI 10 .3565 . 1805 
Analytical Reasoning ARE 38 .7931 .7823 
Logical Reasoning LR 12 .3602 .3256 
GRE Verbal GRE-V 76 .7943 .6496 
GRE Quantitative GRE-Q 60 .8405 .8771 
GRE Analytic GRE-A 50 .8091 .8004 
Table 6. The correlation of GRE item-types and SAT scores in 
the Ithaca College sample (Ratcliff 1988c, pp. 50-51) 
GRE Item-types Code SAT-V SAT-M SAT-T 
Analogles ANA .4257 . 1759 .3445 
Sentence Completion SC .5555 .3363 .5189 
Reading Comprehension RD . 4953 .3288 .4815 
Antonyms ANT .6164 .2797 .5151 
Quantitative Comparison QC .3277 .7704 .6779 
Regular Mathematics RM .2585 .6941 .5908 
Data Interpretation DI .2778 .4466 .4404 
Analytical Reasoning ARE .3041 .5602 .5285 
Logical Reasoning LR .3818 .5164 .5421 
GRE Verbal GRE-V .7176 .3922 .6431 
GRE Quantitative GRE-Q .3523 .8141 .7196 
GRE Analytic GRE-A .6119 .6119 .5904 
Minimum .2585 .3038 .3983 
Maximum ,8714 .9700 .7820 
Mean .5534 .5051 .6176 
p < .0001 
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(Ratcliff 1988c). 
In order to determine which SAT sub-scores should be used 
In the regression analysis with specific GRE item-type scores, 
a correlation analysis was performed on SAT sub-scores and GRE 
item-types. The resultant correlations are presented in Table 
6; all were strong and positive. GRE-V item-types were 
correlated to SAT-V sub-scores with ranging from .43 to .61. 
GRE-Q Item-types were correlated to SAT-M sub-scores with r 
ranging from .45 to .77. GRE-A item-types were correlated to 
SAT-T with r ranging from .53 to .54. Additionally, GRE item-
type correlations were weaker than GRE section correlations; 
this suggested that the item-types measured discrete abilities 
within GRE sections (Ratcliff 1988c). 
Following the identification of appropriate SAT sub-scores 
for regression on GRE item-types, the residual scores were 
computed. Separate regressions were performed on each of the 
nine GRE item-types. Student SAT verbal scores were regressed 
on student GRE Reading Comprehension, Sentence Completion, 
Analogy, and Antonym item-type scores in four separate 
regressions. Student SAT mathematics scores were regressed on 
student GRE Data Interpretation, Quantitative Comparison, and 
Regular Mathematics Item-type scores in three separate 
regressions. Student SAT total scores were regressed on 
student GRE Analytical Reasoning and Logical Reasoning Item-
type scores in two separate regressions. Table 7 summarizes 
the distribution of gain scores for students in the Ithaca 
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Table 7. Distribution of student gain scores for Ithaca 
College sample (RatclIff 1988c, p. 53) 
GRE Item- Mean score Standard Std Error Vari­ R-Squared 
types correct items Deviation of Mean ance on SAT 
ANA 8.45 2.2955 4.3433 5.2678 . 1755 
SC 10.21 2.3636 3.8897 5.5866 .3037 
RD 11 .50 3.1519 7.5400 9.9345 .2401 
ANT 10.83 2.9951 5.6008 8.9705 .3756 
QC 4.32 4.3202 7.6402 18.6640 .5906 
RM 11.13 3.2616 5.5518 10.6381 .4781 
DI 5.04 1.7135 2.3669 2.9362 . 1939 
ARE 20.99 5.6963 23.5460 32.4482 .2744 
LR 6.01 1.8846 2.5255 3.5517 .2889 
Minimum 4.32 1.7135 2.3669 2.9362 . 1755 
Max 1 mum 20.99 5.6963 23.5460 32.4482 .5906 
Mean 10.00 3.0758 7.3326 10.8886 .3245 
p < .0001 
College sample. 
The regression equations were then used to predict student 
GRE Item-type scores from SAT scores. The predicted scores 
were then compared to actual scores, yielding residual gain 
scores. SAT verbal scores explained 17.55% of the variance in 
the Analogies item-type among the Ithaca sample. The SAT 
verbal scores explained 30.37% of the variance in the Sentence 
Completion item-type, 24.01% of the variance in the Reading 
Comprehension item-type, and 37.56% of the variance in the 
Antonyms item-type among the Ithaca sample. The SAT 
mathematics scores explained 59.06% of the variance in the 
Quantitative Comparison item-type, 47.81% of the variance in 
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Table 8. Regression of SAT scores on GRE Item-type scores 
(Ratcllff 1988c, pp. 55-56) 
GRE Item-types SAT Sub-
scores 
Explained 
variance 
Unexplained 
variance 
Analogies /SAT-V .1755 
Sentence Completion /SAT-V .3037 
Reading Comprehension /SAT-V .2401 
Antonyms /SAT-V .3756 
Quantitative Comparisons /SAT-M .5906 
Regular Math /SAT-M .4781 
Data Interpretation /SAT-M .1939 
Analytic Reasoning /SAT-T .2744 
Logical Reasoning /SAT-T .2938 
.8245 
.6963 
.7599 
.6244 
.4094 
.5219 
.8061 
.7256 
.7062 
p < .0001 
the Regular Math item-type, and 19.39% of the variance In the 
Data Interpretation item-type among the Ithaca sample. The SAT 
total scores explained 27.44% of the variance in the Analytical 
Reasoning item-type, and 29.38% of the variance in the Logical 
Reasoning item-type among the Ithaca sample. Table 8 
summarizes the residual scores (residual = unexplained 
variance) for the Ithaca College sample (Ratcllff 1988c). 
The Learning Stvle Inventory (LSI) The Learning Style 
Inventory was described In the methods section of this chapter. 
Sample Items may be found In Appendix A. 
The Faculty Survey Instrument The Faculty Survey 
Instrument was designed to see If faculty would link specific 
courses at Ithaca College with the nine GRE item-types, and to 
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collect specific data regarding how courses under study were 
structured and taught. This Instrument was described In the 
methods section of this chapter. A copy may be found In 
Appendix B. 
Summary 
Variables that were identified in a selected review of 
literature as potentially significant in causing differential 
student cognitive learning were tested using LISREL analysis. 
After specification of measurement and structural models, 
LISREL was unable to estimate starting values. 
Since the data under study did not fit the assumptions 
underlying LISREL analysis, a related approach was chosen and 
the research questions were adapted. The original research 
questions asked for the identification of variables that caused 
differential student learning outcomes. The research questions 
were reformulated as follows: 
1. What institutional environmental characteristics 
predicted differential student learning outcomes? 
2. What student characteristics predicted differential 
student learning outcomes? 
3. What characteristics resulting from student/environment 
interaction predicted differential student learning 
outcomes? 
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In order to optimize the alternative analysis model with regard 
to the DCP project intent, the predictive ability of the 
independent variables on differential student learning as 
measured by the nine GRE item-type residuals was extrapolated 
to the cluster groupings studied by the DCP project team. 
Multiple linear stepwise regression was chosen as an 
alternative statistical test. Nine multiple regressions (one 
for each GRE item-type) revealed which independent variables 
predicted the GRE residuals. The results of the multiple 
regressions were then applied to the cluster groupings in order 
to identify which variables significantly predicted the 
appropriate Item-type residuals found in each cluster. 
The answers to the reformulated research questions 
expanded the understanding of the relationships between 
institutional, student, and interaction characteristics and 
different types of student learning. Student residual gain 
scores by course constituted cognitive sub-environments which 
reflected students* experience during their undergraduate 
years. Those sub-environments were examined using multiple 
stepwise linear regression to synthesize prior research 
examining the effects of college attendance as an influence on 
cognitive development with the research examining the effects 
of institutional currlcular Intent on cognitive development. 
The results were general 1zable only to the institution 
under study, since the residual gain scores were unique to the 
students attending that institution. The small sample size 
126 
available for study may have resulted in a magnification or 
distortion of variable effects for this sample group; however, 
the successful identification of significant variables by the 
model suggested the replication of this process to other 
institutions. 
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CHAPTER IV. STATISTICAL RESULTS 
Results 
The data used in the current study were obtained from the 
Differential Coursework Patterns (DCP) project (Ratcliff 
1988c). The initial sample group of students drawn for that 
study consisted of 148 Ithaca College seniors who had graduated 
or were expected to graduate during the 1987-88 academic year. 
In general, the DCP project team determined that the sample 
group did approximate the characteristics of the graduating 
seniors for that year, with only minor variations. The 
following discussion will describe the characteristics of the 
sample group, noting where variations from the population 
occur. 
There were no transfer students in the sample group. 
70.3% of the students in the sample were female; in the 
population from which the sample was drawn, 56.5% of the 
students were female. 95.3% of the sample was 
white/nonhispanic; 96.6% of the population was 
white/nonhispanic. Since less than 5% of the student sample 
was nonwhite, this variable was excluded from analysis in the 
current study, based on lack of variability. Students in the 
sample group represented a wide variety of majors, with no 
single major predominating. The most frequent majors were TV-
Radio (10.8%), Sociology (8.1%), Management (7.4%), Physical 
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Therapy (7.4%), and History (6.8%). Of the 38 majors 
Identified, 24 were within +/- 1% between the sample group and 
population. Eight majors were over-represented In the sample 
group by 1% or more; History (+4.1), Medical Records 
Administration (+3.2), Biology (+2.4%), Performance Music 
(+1.9), Sociology (+1.9), TV/Radio (+1.2), Communications 
Management (+1.0), and Speech Pathology and Audlology (+1.0). 
Six majors were under-represented In the sample group by 1% or 
more: Finance (-3.5%), Management (-2.8%), Marketing (-2.0%), 
Psychology-Business (-2.0%), Speech Communication (-1.7%), and 
Recreation (-1.1%). When majors of students in the sample 
group were classified using the three Biglan dichotomies, 80.8% 
were soft as opposed to hard, 78.1% were pure as opposed to 
applied, and 74.7% were nonlife centered as opposed to dealing 
directly with life entitles. The sample group characteristics 
discussed above are presented in the data In Tables 9 and 10. 
Students in the sample group were an average of 22.16 
years of age with a standard deviation of .64 years; students 
in the population were 23.71 years of age with a standard 
Table 9. Gender of students in the sample group 
GENDER NUMBER PERCENT 
Male 
Female 
44 
104 
29.7% 
70.3% 
TOTALS 148 100.0% 
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Table 10. Majors of students in the sample group 
MAJOR NUMBER PERCENT BIGLAN 
CLASS. 
Acting 2 1.4% S-P-N 
Admin. Health Services 4 2.7% S-A-N 
Biology 6 4.1% H-P-N 
Chemistry 1 .7% H-P-N 
Cinema and Photography 3 2.0% S-P-N 
Communications Management 3 2.0% S-A-N 
Corporate Communication 5 3.4% S-P-N 
Economics 1 .7% S-A-N 
Economics - Management 2 1.4% S-A-N 
English 6 4. 1% S-P-N 
Finance 3 2.0% S-A-N 
History 10 6.8% S-P-N 
Management 11 7.4% S-A-N 
Marketing 2 1.4% S-A-N 
Math (B.A.) 2 1.4% H-P-N 
Math (7-12) 1 .7% H-P-N 
Math / Physical Science (7-12) 1 .7% H-P-N 
Medical Records Administration 6 4. 1% S-A-N 
Music (BA) 1 .7% S-P-N 
Music (BFA) 1 .7% S-P-N 
Music Education 4 2.7% S-P-N 
Music w/ outside field 1 .7% S-P-N 
Performance Music 5 3.4% S-P-N 
Performance Music Education 2 1.4% S-P-N 
Physical Education (K-12) 2 1.4% S-P-N 
Physical Education - Nonteaching 3 2.0% S-P-N 
Physical Therapy 11 7.4% H-P-L 
Physics 2 1.4% H-P-N 
Planned Studies 2 1.4% 
Pol it les 3 2.0% S-P-L 
Psychology 4 2.7% S-P-L 
Psychology - Business 3 2.0% S-P-L 
Recreation 1 .7% S-P-N 
Sociology 12 8.1% S-P-L 
Speech - Language Path & Audlology 2 1.4% H-P-L 
Speech Communication 2 1.4% S-P-N 
Teaching Speech & Hearing Impaired 2 1.4% H-P-L 
TV-Radio 16 10.8% S-P-N 
TOTALS 148 100.0% 
BIGLAN CLASSIFICATIONS — SUMMARY 
CLASS NO. PERCENT CLASS NO. PERCENT CLASS NO. PERCENT 
Hard 28 19.2% Pure 114 78 . 1% Nonlife 109 74.7% 
Soft 118 80.8% Applied 32 21 .9% Life 37 25.3% 
Missing 2 . Missing 2 . Missing 2 • 
TOTALS 148 100.0% 148 100 .0% 148 100.0% 
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deviation of .86 years. The DCP project team determined that 
the sample was analogous to the population on this measure. 
For the current study, age was computed in months, from month 
of birth to month of GRE testing. Student age of the sample 
group at the time of GRE testing ranged from 247 months to 322 
months; the mean age was 262,33 months with a standard 
deviation of 7.965 months. 74.5% of the students fell within 
the range of 256 to 265 months of age. The DCP project team 
also compared the SAT distribution of the sample with the 
population and concluded that overall the two groups were 
similar; however, the sample contained slightly smaller 
proportions of higher verbal ability students and slightly 
greater proportions of higher math ability students. 
Mothers of students in the sample had a mean education of 
14.497 years with a standard deviation of 2.215. Fathers of 
students in the sample had a mean education of 15.322 years 
with a standard deviation of 2.372. Comparison data for the 
population were not available on these two measures. 
Cumulative grade point averages of students in the sample 
group averaged 3.05 with a standard deviation of .39; the mean 
cumulative GPA in the population was 2.88 with a standard 
deviation of .44. The DCP project team concluded that the 
sample was analogous to the population on this measure. After 
standardization and transformation to a t-scale distribution, 
cumulative grade point averages for the sample group ranged 
between 37.118 and 61.958; the mean was 49.198 with a standard 
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Table 11. Age of students In the sample group 
AGE IN MONTHS NUMBER PERCENT 
247 1 . I k  
251 2 1. 4% 
252 1 .7% 
253 1 .7% 
254 5 3. 4% 
255 I . I H  
256 13 8.8% 
257 10 6.8% 
258 10 6.8% 
259 9 6. 1% 
260 11 7.4% 
261 14 9.5% 
262 12 8. 1% 
263 10 6.8% 
264 11 7.4% 
265 10 6.8% 
266 4 2.7% 
267 2 1.4% 
268 5 3. 4% 
270 1 .7% 
271 3 2.0% 
272 1 .7% 
273 3 2.0% 
274 2 1 . 4% 
277 1 .7% 
279 1 .7% 
283 1 .7% 
285 1 .7% 
289 1 .7% 
322 1 .7% 
TOTALS 148 100.0% 
Table 12. Parent's education of students In the sample group 
EDUCATION MOTHER FATHER 
IN YEARS NUMBER PERCENT NUMBER PERCENT 
$ 3 • 2 
10 1 .7% 2 1.4% 
12 39 26.9% 24 16.4% 
13 26 17.9% 26 17.8% 
14 13 9.0% 3 2. 1% 
16 38 26.2% 42 28.8% 
17 8 5.5% 5 3.4% 
18 20 13.8% 44 30. 1% 
TOTALS 148 100.0% 148 100.0% 
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Table 13. Cumulative GPA of students in the sample group 
CUM GPA NUMBER PERCENT 
miss ing 2 • 
37 - 37.999 1 0.7% 
38 - 38.999 0 0.0% 
39 - 39.999 2 1.4% 
40 - 40.999 1 0.7% 
41 - 41.999 2 1.4% 
42 - 42.999 7 4.8% 
43 - 43.999 7 4.8% 
44 - 44.999 9 6.1% 
45 - 45.999 12 8.2% 
46 - 46.999 12 8.2% 
47 - 47.999 12 8.2% 
48 - 48.999 14 9.5% 
49 - 49.999 8 5.5% 
50 - 50.999 8 5.5% 
51 - 51.999 9 6.1% 
52 - 52.999 5 3.4% 
53 - 53.999 7 4.8% 
54 - 54.999 10 6.8% 
55 - 55.999 5 3.4% 
56 - 56.999 5 3.4% 
57 - 57.999 3 2.0% 
58 - 58.999 5 3.4% 
59 - 59.999 0 0.0% 
60 - 60.999 1 0.7% 
61 - 61.999 1 0.7% 
TOTALS 148 100.0% 
deviation of 4.869. These characteristics of the sample group 
are reflected in the data reported in Tables 11 - 13. 
Students aspired to complete an average of 14.282 years 
of education, with a standard deviation of 0.837. Comparison 
data for the population were not available on this measure. 
During their undergraduate study, more than 80% of the students 
were full time students; the mean average courseload was 15.036 
credits per semester, with a standard deviation of 1.249. In 
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the population, only 10.3% of the students took longer than 
four years to complete their bachelor's degree. 
Learning Style Inventory scores were measured on two axes. 
On the Abstract Conceptualization - Concrete Experience 
continuum, scores ranged from -27 to 34 with a mean of 4.957 
and a standard deviation of 10.582; on the Active 
Experimentation - Reflective Observation continuum, scores 
ranged from -26 to 32 with a mean of 3.022 and a standard 
deviation of 12.449. These observations are reflected in the 
data reported in Tables 14 through 17. Comparison data for the 
Table 14. Degree aspiration of students in the sample group 
DEC ASP NUMBER PERCENT 
missing 6 • 
12 4 2.8% 
14 113 79.6% 
15 2 1.4% 
16 23 16.2% 
TOTALS 148 100.0% 
Table 15. Average courseload of students in the sample group 
CRSLOAD NUMBER PERCENT 
missing 2 • 
11 - 11 . 999 2 1.4% 
12 - 12. 999 8 5.5% 
13 - 13. 999 15 10.3% 
14 - 14. 999 34 23.3% 
15 - 15. 999 55 37.7% 
16 - 16. 999 24 16.4% 
17 - 17. 999 7 4.7% 
18 - 18. 999 0 0.0% 
19 - 19. 999 1 0.7% 
TOTALS 148 100.0% 
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Table 16. Learning Style Inventory scores (AC-CE scale) of 
students In the sample group 
SCORE NUMBER PERCENT 
missing 10 « 
-27 1 0.7% 
-20 1 0.7% 
-19 1 0.7% 
-18 1 0.7% 
-16 1 0.7% 
-12 1 0.7% 
-11 3 2.2% 
-10 1 0.7% 
-9 4 2.9% 
-7 4 2.9% 
-6 7 5.1% 
-5 4 2.9% 
-4 2 1.4% 
-3 2 1.4% 
-2 5 3.6% 
-1 1 0.7% 
0 2 1.4% 
1 3 2.2% 
2 7 5.1% 
3 8 5.8% 
4 10 7.2% 
5 7 5. 1% 
6 7 5.1% 
7 1 0.7% 
8 6 4.3% 
9 4 2.9% 
10 3 2.2% 
1 1 4 2.9% 
12 5 3.6% 
13 3 2.2% 
14 3 2.2% 
15 1 0.7% 
16 4 2.9% 
18 7 5. 1% 
19 2 1.4% 
20 1 0.7% 
21 2 1.4% 
22 3 2.2% 
23 2 1.4% 
24 1 0.7% 
25 1 0.7% 
26 1 0.7% 
34 1 0.7% 
TOTALS 148 100.0% 
135 
Table 17. LSI scores (AE-RO scale) of the sample group 
SCORE NUMBER PERCENT 
-26 1 0.7% 
-23 1 0.7% 
-22 1 0.7% 
-21 2 1.4% 
-20 1 0.7% 
-18 2 1.4% 
-15 2 1.4% 
-14 2 1,4% 
-1 3 1 0.7% 
-12 4 2.9% 
-11 2 1.4% 
-10 6 4.3% 
-9 2 1.4% 
-8 4 2.9% 
-7 4 2.9% 
-6 3 2.2% 
-5 6 4.3% 
-4 4 2.9% 
-3 5 3.6% 
-2 I 0.7% 
0 4 2.9% 
1 3 2.2% 
2 6 4.3% 
3 5 3.6% 
4 2 1.4% 
5 4 2.9% 
6 3 2.2% 
8 5 3.6% 
9 7 5.1% 
10 1 0.7% 
11 3 2.2% 
12 5 3,6% 
13 5 3.6% 
14 6 4.3% 
15 2 1.3% 
16 1 0.7% 
17 1 0.7% 
18 5 3.6% 
19 3 2.2% 
20 5 3.6% 
21 1 0.7% 
22 1 0.7% 
23 1 0.7% 
24 1 0.7% 
26 1 0.7% 
27 1 0.7% 
30 1 0.7% 
32 1 0.7% 
(10 missinq) TOTALS 148 100.0% 
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population were not available on these measures. 
The DCP project team concluded that the sample group was 
very similar to the population In terms of age, major, SAT 
scores, and cumulative GPA. Females were over-represented, 
and there was some variation In the representation of majors In 
the sample. Overall, the sample group was an accurate 
representation of the population of graduating seniors. 
The DCP analysis of student transcript data resulted In 
the Identification of a 105 course database. Those courses 
were statistically significant In terms of student cognitive 
outcomes. Faculty Interviews were held at Ithaca College 
resulting in extended data collection for 64 of those 105 
courses. Table 18 presents the departments represented In the 
two databases, and the Blglan classification of those 
departments. 
Descriptive statistics 
The unit of analysis in the current study was the academic 
course. The mean values given in parentheses are the 
arithmetic means resulting from computations on the coded data. 
For the Independent environmental variables, the Blglan 
classification system was used to describe the departments In 
which the courses under study were housed. In the 105 course 
database 23.8% of the course departments were classified as 
hard and 76.2% were classified as soft (mean value = 1.762); 
56.2% were pure and 43.8% were applied (mean value = 1.438); 
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Table 18. Departments of courses under study by Blglan 
class 1fIcatIon 
DEPARTMENT 
NAME 
BIGLAN 
CLASSIFICATION 
Biology 
Chemistry 
Theatre Arts 
Economics 
Politics 
History 
Computer Science 
Math 
Philosophy 
Physics 
Speech Communication 
Speech Pathology and 
Audiology 
Television and Radio 
Cinema and Photog 
Corporate/Organ i z 
Med i a 
EducatIon 
Lingu istics 
Psychology 
Sociology 
Anthropology 
Administration of 
Health Services 
Religion 
Medical Record Admin 
Music Education 
Physical Education 
Health 
Physical Ed — GIPPE 
Physical Therapy 
Writing and Reading 
H-
H-
S-
S-
S-
S-
H-
H-
S-
H-
S-
S-
S-
S-
S-
S-
S-
S-
S-
S-
H-
S-
H-
S-
S-
H-
S-
S-
8-
S-
S-
S" 
S-
Business - Accounting 
Business - Management 
Business - Finance 
Business - Marketing 
Business - Personnel & 
Indust Rel S 
Business - Production S 
Business - General S 
•P-N 
•P-N 
•P-N 
•A-N 
-P-L 
•P-N 
•A-N 
•P-N 
•P-N 
•P-N 
•P-N 
•A-N 
•P-N 
•P-N 
•P-N 
•A-L 
•P-N 
•P-L 
•P-L 
•P-L 
•A-N 
•P-N 
•A-N 
•P-N 
•P-N 
•A-L 
•P-N 
•A-L 
•P-N 
A-N 
•A-N 
•A-N 
•A-N 
•A-N 
•A-N 
•A-N 
NUMBER OF 
COURSES IN 
105 COURSE 
DATABASE 
7 
2 
2 
2 
1 
1 
2 
1 
1 
5 
5 
2 
7 
1 
1 
2 
1 
3 
2 
1 
2 
2 
1 
2 
10 
5 
2 
15 
2 
2 
4 
1 
2 
3 
1 
2 
NUMBER OF 
COURSES IN 
64 COURSE 
DATABASE 
5 
2 
1 
2 
4 
0 
2 
7 
0 
0 
2 
1 
2 
1 
1 
1 
0 
1 
0 
7 
2 
1 
4 
2 
1 
3 
1 
1 
2 
1 
2 
TOTALS 105 64 
Table 18 (Continued) 
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BIGLAN CLASSIFICATIONS -- SUMMARY -- 105 COURSE DATABASE 
CLASS NO. PERCENT CLASS NO. PERCENT CLASS NO. PERCENT 
Hard 25 23.8% Pure 59 56.2% Nonlife 76 72.4% 
Soft 80 76.2% Applied 46 43.8% Life 29 27.6% 
TOTALS 105 100.0% 105 100.0% 105 100,0% 
BIGLAN CLASSIFICATIONS — SUMMARY — 64 COURSE DATABASE 
CLASS NO. PERCENT CLASS NO. PERCENT CLASS NO. PERCENT 
Hard 17 26.6% Pure 38 59.4% Nonllfe 51 79.7% 
Soft 47 73.4% Applied 26 40.6% Life 13 20.3% 
TOTALS 64 100.0% 64 100.0% 64 100.0% 
72.4% did not deal directly with life systems and 27.6% did 
(mean value = 1.276). In the 64 course database 26.6% of the 
course departments were hard and 73.4% were soft (mean value = 
1.734); 59.4% were pure and 40.6% were applied (mean value = 
1.406); 79.7% did not deal directly with life systems and 20.3% 
did (mean value = 1.203). There was no measure less than 20% 
on any dichotomy in either database. 
Measures on the remaining independent environmental 
variables were obtained through faculty interviews; data were 
available only for the 64 courses comprising the smaller 
database. Room seating capacities ranged from 23.4% small (up 
to 30 seats), to 45.3% medium (30 to 80 seats), to 31.3% large 
(over 80 seats available) (mean value = 2.078). Chairs In the 
rooms were fixed to the floor in 9.4% of the rooms used for 
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teaching the courses under study, while they were movable in 
90.6% of the rooms (mean value = 1.905). Of the spaces used 
for teaching, 71.9% were traditional classroom-type spaces, and 
28.1% were laboratory or nontradltlonal spaces (mean value = 
1.281). 68.8% of the courses under study were offered every 
term, while 31.3% were not (mean value = 1.313). Courses that 
were offered only during weekdays comprised 82.8% of the 
sample, and courses that met part of the time during evenings 
or weekends or offered at least one section during weeknights 
or weekends comprised 17.2% of the sample (mean value = 1.172). 
Faculty were asked to rank order their primary focus in 
teaching using four criteria; 51.6% said that teaching content 
was primary, 7.8% said that teaching a particular perspective 
on the subject was primary, 17.2% said that teaching learning 
strategies and learning skills was primary, and 23.4% said that 
student mastery of skills or abilities was primary (this was 
coded using four dichotomies, so no arithmetic mean was 
computed among the four Items). In 71.9% of the courses, 
individual faculty members carried out the teaching 
responsibilities; in 28.1% of the courses faculty were assisted 
by other faculty, graduate assistants, student peers, or other 
combinations of Individuals in carrying out teaching 
responsibilities (mean value = 1.281). Individual faculty 
handled student assessment of learning in 82.8% of the courses, 
while 17.2% of the courses had faculty who sought assessment 
input from assistants, student evaluations and self-
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evaluations, or external criteria (mean value = 1.172). 
Students met as a single group in 79.7% of the courses in 
the sample, while 20.3% of the courses were split into lecture 
and recitation sections (mean value = 1.203). The average 
course size for all courses in the sample was 43.359, with a 
standard deviation of 29.400. The observations regarding 
independent environmental variables are reflected in the data 
reported in Table 19. 
The independent student variables were measured at the 
student level, then averaged by course using transcripts. The 
following discussion of those variables refers to the course 
averages. The student sample group averages are then 
reintroduced to show that the course averages are close to the 
raw student averages. 
Student age was computed in months; course averages in the 
105 course database ranged from 258 to 267 (mean value = 
261.846); course averages in the 64 course database ranged from 
258 to 265.83 (mean value = 261.883). Those values are 
slightly lower than the mean student age of the sample student 
group, which was 262.33 months. The gender balance in courses 
ranged from one course containing no females from the sample 
group (both databases) to twelve courses containing no males 
from the sample group in the 105 course database (mean value = 
1.718), and to nine courses containing no males from the sample 
group in the 64 course database (mean value = 1,719); more than 
80% of the courses had higher than 60% female membership. This 
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Table 19. Descriptive statistics - environmental variables 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME ] FREQ % MEAN ST.DEV. FREQ % MEAN ST .DE\ 
F ieId/Hard 25 23.8% - - 17 26.6% - — 
Soft 80 76.2% - - 47 73.4% - -
Totals 105 100.0% 1 .762 0. 428 64 100.0% 1 .734 0. 445 
Field/Pure 59 56.2% — — 38 59. 4% — — 
Applled 46 43.8% - - 26 40.6% - -
Totals 105 100.0% 1 .438 0. 499 64 100.0% 1 . 406 0. 495 
F ieId/Nonli fe 76 72.4% - - 51 79.7% - -
Life 29 27.6% - - 13 20.3% - -
Totals 105 100.0% 1 .276 0. 449 64 100.0% 1.203 0. 405 
Rm Cap./Small * * * * 15 23.4% - -
Med. * * * * 29 45.3% - -
Large * * * * 20 31.3% - -
Totals * * * * 64 100.0% 2.078 0. 741 
Seats/F i xed * * * * 6 9.4% - — 
Movable * * * * 58 90.6% - -
Totals * * * * 64 100.0% 1.906 0. 294 
Space/Classrm * * * * 46 71.9% - -
Lab/Other * * * * 18 28. 1% - -
Totals * * * * 64 100.0% 1.281 0. 453 
Offered/Ea.Term* * * * 44 68.8% - -
Var iable* * * * 20 31.3% - -
Totals * * * * 64 100.0% 1.313 0. 467 
Weekdays Only * * * * 53 82.8% - -
Other * * * * 1 1 17.2% - -
Totals * * * * 64 100.0% 1.172 0. 380 
Primary focus (measured on fo ur dichotomies) 
- Content * * * * 33 51.6% - -
- Perspective * * * * 5 7.8% - -
- Learning * * * * 1 1 17.2% - -
- Mastery * * * * 15 23.4% - -
Totals * * * * 64 100.0% — — 
Faculty taught * * * * 46 71.9% - -
Other taught * * * * 18 28. 1% - -
Totals * * * * 64 100.0% 1.281 0.453 
* = data missing beyond 64 course database. 
Table 19 (Continued) 
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VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
Fac. assesses * * * * 53 82.8% - -
Other * * * * 1 1 17.2% - -
Total s * * * * 64 100.0% 1 . 172 0.380 
Single group * * * * 51 79.7% - -
Lecture/Rec i t * * * * 13 20. 3% - -
Total s * * * * 64 100.0% 1.203 0.406 
Fac/Stu Ratio 
10 * * * * 3 4.7% - -
13 * * * * 1 1.6% - -
15 * * * * 1 1.6% - -
17 * * * * 1 1.6% - -
18 * * * * 2 3. 1% - -
20 * * * * 4 6.3% - -
22 * * * * 1 1.6% - -
23 * * * * 1 1.6% - -
25 * * * * 3 4.7% - -
26 * * * * 1 1.6% - -
27 * * * * 2 3. 1% - -
28 * * * * 1 1 .6% - -
29 * * * * 1 1.6% - -
30 * * * * 12 18.8% - -
35 * * * * 3 4.7% - -
40 * * * * 6 9.4% - -
43 * * * * 2 3. 1% - -
45 * * * * 3 4.7% - -
60 * * * * 1 1.6% - -
65 * * * * 4 6.3% - -
70 * * * * 1 1.6% - -
76 * * * * 1 I .6% - -
80 * * * * 1 1.6% - -
90 * * * * 2 3. 1% - -
95 * * * * 1 1.6% - -
100 * * * * 2 3. 1% - -
120 * * * * 1 1.6% - -
125 * * * * 1 1.6% - -
135 * * * * 1 1.6% - -
Totals * * * * 64 100.0% 43.359 29.400 
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Is consistent with the gender composition of the student sample 
group, which was 70.3% female. 
In the 105 course database, mother's educational level (by 
course average) ranged from 13 years to 16 years (mean value = 
14.528); In the 64 course database, mother's educational level 
ranged from 13 years to 15.6 years (mean value = 14.516). In 
both databases almost 70% of the courses enrolled students with 
the average mother's educational level between 14 and 15 years. 
This agreed with the average educational level of mothers In 
the student sample group, which was 14.497 years. 
In the 105 course database, father's educational level (by 
course average) ranged from 13.2 years to 17.3 years (mean 
value = 15.163); In the 64 course database, father's 
educational level ranged from 13.2 years to 16.7 years (mean 
value = 15.083). In both databases approximately 60% of the 
courses enrolled students with the average' father's educational 
level between 15 and 16 years. This agreed with the average 
educational level of fathers in the student sample group, which 
was 15.322 years. The observations regarding Independent 
student variables are reflected in the data reported in Table 
20 .  
The independent environmental/student Interaction 
variables were measured at the student level, then averaged by 
course using transcripts. The following discussion of those 
variables refers to the course averages. 
The 105 course database contained 13 courses that enrolled 
Table 20. Descriptive 
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statistics - student variables 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST. DEV. 
Age (in months) 
258-258.99 3 2.8% — - 3 4.7% - -
259-259.99 11 10.5% - - 4 6.2% - -
260-260.99 15 14.3% — - 9 14.1% - -
261-261.99 24 22.9% - — 16 25.0% - -
262-262.99 28 26.7% — - 15 23.4% - -
263-263.99 17 16.2% — — 13 20.4% - -
264-264.99 3 2.8% — — 2 3. 1% - -
265-265.99 3 2.8% - — 2 3. 1% - -
266-266.99 0 0.0% — — 0 0.0% - -
267-267.99 1 1.0% - - 0 0.0% - -
Total s 105 100.0% 261.846 1.645 64 100.0% 261.883 1.637 
Gender (as percentage j female ) 
0%- 9.99% 1 1.0% - 1 1.6% - -
10%-19.99% 0 0.0% — — 0 0.0% - -
20%-29.99% 0 0.0% — — 0 0.0% - -
30%-39.99% 1 1.0% - - 1 1.6% - -
40%-49.99% 4 3.8% - - 3 4.6% - -
50%-59.99% 14 13.3% — — 6 9.4% - -
60%-69.99% 25 23.8% — — 18 28. 1% - -
70%-79.99% 29 27.6% - — 15 23.5% - -
80%-89.99% 15 14.3% — — 10 15.6% - -
90%-100.0% 16 15.2% — — 10 15.6% - -
Totals 105 100.0% 1.718 0.166 64 100.0% 1.719 0. 179 
Mother's ed (in years) 
13-13.9 13 12.4% — — 8 12.5% - -
14-14.9 73 69.5% — — 44 68.8% - -
15-15.9 18 17.1% — — 12 18.7% - -
16-16.9 1 1.0% — — 0 0.0% - -
Totals 105 100.0% 14.528 0.552 64 100.0% 14.516 0.552 
Father's ed 1 (in years) 
13-13.9 5 4.8% - - 5 7.8% - -
14-14.9 26 24.7% — — 17 26.6% - -
15-15.9 66 62.9% - — 37 57.8% - -
16-16.9 7 6.6% — — 5 7.8% - -
17-17.9 1 1.0% — — 0 0.0% — — 
Totals 105 100.0% 15.163 0.661 64 100.0% 15.083 0.713 
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only students with majors classified as "hard," and 36 courses 
that enrolled only students with majors classified as "soft" 
(mean value = 1.695). It contained 41 courses that enrolled 
only students with majors classified as "pure," and 7 courses 
that enrolled only students with majors classified as "applied 
(mean value = 1.257). It contained 30 courses that enrolled 
only students with majors classified as "nonlife," and 14 
courses that enrolled only students with majors classified as 
"life" (mean value = 1.346). 
The 64 course database contained 3 courses that enrolled 
only students with majors classified as "hard," and 26 courses 
that enrolled only students with majors classified as "soft" 
(mean value = 1.718). It contained 26 courses that enrolled 
only students with majors classified as "pure," and 5 courses 
that enrolled only students with majors classified as "applied 
(mean value = 1.269). It contained 22 courses that enrolled 
only students with majors classified as "nonlife," and 5 
courses that enrolled only students with majors classified as 
"life" (mean value = 1.320). 
Student grade point averages were standardized using a t-
scale formula; average student cumulative CPAs in both 
databases ranged from 46.253 to 54.473 (mean value = 49.207 in 
the 105 course database, mean value = 49.221 in the 64 course 
database). Over 70% of the courses in both databases had an 
average student cumulative GPA of less than 50. 
Average degree aspiration ranged from 13.8 years to 15 
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years in both databases (mean value = 14.248 in the 105 course 
database, mean value = 14.244 in the 64 course database). In 
the raw student sample data, 75.68% aspired to earn a master's 
degree as the highest degree earned (coded 14 years), and 
15.54% aspired to the doctorate (coded 16 years). 3.38% did 
not intend to pursue a degree beyond the bachelor's (coded 12), 
and 1.35% intended to earn a specialist degree (coded 15). The 
median degree aspiration in both databases was 14.2 years, or 
just over the master's level. 
The mean average courseloads of students enrolled in 
courses in the 105 course database ranged from 14.2 to 16.5 
credits per semester (mean value = 15.172). The mean average 
courseload of students enrolled in courses in the 64 course 
database ranged from 14.28 to 16.5 credits per semester (mean 
value = 15.139). Those means are slightly higher than the 
average courseload of the raw student sample group, which was 
15.036 credits per semester. The observations regarding 
Independent environmental/ student interaction variables are 
reflected in the data reported in Table 21. 
The GRE item-type residual dependent variables were direct 
course measures. Ideally, the median and mean values should be 
close to the value of "0". In all cases both were. This 
indicated that the courses in the databases approximated the 
general distribution of residual scores across the population 
of courses identified by the student sample. Additionally, the 
standard deviations should be larger than the mean values. In 
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Table 21. Descriptive statistics - environmental/student 
interaction variables 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
Major (in 
OH- 9.99% 
10%-10.99% 
20%-20.99% 
30%-30.99% 
40%-40.99% 
50%-50.99% 
60%-60.99% 
70%-70.99% 
80%-80.99% 
90%-100.0% 
Totals 
Soft classif 
17 16.2% 
0 0.0% 
3 2.8% 
4 3.9% 
5 4.7% 
4 3.8% 
4 3.8% 
8 7.7% 
10 9.5% 
50 47.6% 
105 100.0% 
cation) 
1.695 0.366 
7 10. 9% 
0 0. 0% 
3 3. 7% 
4 6. 25% 
3 3. 7% 
4 6. 25% 
4 6. 25% 
2 3. 1% 
4 6. 25% 
33 51 . 6% 
64 100.0% 1.718 0.342 
Major/Pure (in % Applled classification) 
0%- 9.99% 47 44.8% - - 31 48.4% - -
10%-10.99% 13 12.3% - - 5 7.9% - -
20%-20.99% 13 12.4% - - 6 9.4% - -
30%-30.99% 8 7.6% - - 6 9.4% - -
40%-40.99% 3 2.9% - - 2 3. 1% - -
50%-50.99% 4 3.8% - - 3 4.7% - -
60%-60.99% 0 0.0% - - 0 0.0% - -
70%-70.99% 3 2.9% - - 1 1.5% - -
80%-80.99% 6 5.7% - - 4 6.2% - -
90%-100.0% 8 7.6% - - 6 9.4% - -
Totals 105 100.0% 1.257 0.322 64 100.0% 1.269 0.335 
Major (in % Life class i f icat ion) 
0%- 9.99% 39 37.1% - 25 39.1% -
10%-10.99% 13 12.4% — — 10 15.6% -
20%-20.99% 10 9.5% — — 4 6.2% -
30%-30.99% 5 4.8% — — 1 1.6% -
40%-40.99% 5 4.8% — — 4 6.3% -
50%-50.99% 5 4.7% - - 4 6.2% -
60%-60.99% 2 1.9% — — 1 1.6% -
70%-70.99% 5 4.8% — — 4 6.2% -
80%-80.99% 3 2.9% — — 3 4.7% -
90%-100.0% 18 17. 1% - - 8 12.5% -
Total s 105 100.0% 1.346 0.367 64 100.0% 1.320 
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Table 21 (Continued) 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
Cumulative CPA 
46-46.999 5 4.8% - - 2 3. 1% — -
47-47.999 15 14.2% - — 9 14.1% — -
48-48.999 24 22.9% — — 16 25.0% - -
49-49.999 32 30.5% — — 20 31.2% — -
50-50.999 23 21.9% - - 12 18.8% — — 
51-51.999 3 2.8% — — 3 4.7% — — 
52-52.999 2 1.9% — — 1 1.6% — — 
53-53.999 0 0.0% - - 0 0.0% — — 
54-54.999 1 1.0% - — 1 1.6% — — 
Totals 105 100.0% 49.207 1.377 64 100.0% 49.221 1.417 
Degree aspiration (in years) 
13.8 2 1.9% - - 1 1.6% - -
14.0 16 15.2% - - 12 18.8% - -
14. 1 8 7.6% - - 5 7.8% - -
14.2 31 29.5% - - 17 26.6% - -
14.3 21 20.0% - - 15 23.4% - -
14.4 17 16.2% - - 8 12.5% - -
14.5 5 4.8% - - 2 3. 1% - -
14.6 2 1.9% - - 1 1.6% - -
14.8 2 1.9% - - 2 3. 1% - -
15.0 1 1.0% — — 1 1.6% - -
Totals 105 100.0% 14. 248 0. 192 64 100.0% 14. 244 0.208 
Average course : load (in credits per semester) 
14.00-14. 59 7 6.7% - - 3 4.7% - -
14.60-14. 99 39 37.1% - - 29 45.3% - -
15.00-15. 59 29 27.6% - - 17 26.6% - -
15.60-15. 99 28 26.7% - - 13 20.3% - -
16.00-16. 59 2 1.9% - — 2 3. 1% — -
Totals 105 100.0% 15. 172 0.484 64 100.0% 15. 139 0.479 
all cases they were. This indicated that the courses in the 
databases represented variability; in other words, they were 
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more different from each other than they were similar to each 
other on GRE residual measures. 
Analogies residuals ranged from -2 to + 2 ,  with more than 
80% at 0 in both databases (mean value = 0.048, standard 
deviation = 0.526 In the 105 course database, mean value = 
0.078 and standard deviation = 0.482 In the 64 course 
database). 
Sentence Completion residuals ranged from -1 to +1, with 
more than 75% at 0 In both databases (mean value = 0.038, 
standard deviation = 0.499 In the 105 course database, mean 
value = 0.047 and standard deviation = 0.486 in the 64 course 
database). 
Reading Comprehension residuals ranged from -3 to +1, with 
more than 50% at 0 In both databases (mean value = 0.229, 
standard deviation = 0.737 in the 105 course database, mean 
value = .203 and standard deviation = 0.739 in the 64 course 
database). 
Antonym residuals ranged from -2 to +2, with more than 65% 
at 0 in both databases (mean value = 0.048, standard deviation 
= 0.656 in the 105 course database, mean value = -0.016 and 
standard deviation = 0.654 in the 64 course database). 
Quantitative Comparison residuals ranged from -2 to +3, 
with more than 59% at 0 In both databases (mean value = 0.181, 
standard deviation = 0.744 in the 105 course database, mean 
value = 0.172 and standard deviation = 0.788 In the 64 course 
database). 
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Regular Math residuals ranged from -1 to + 2 ,  with 26.6% to 
30.5% at 0 in both databases (mean value = 0.419, standard 
deviation = 0.886 in the 105 course database, mean value = 
0.438 and standard deviation = 0.941 in the 64 course 
database). 
Data Interpretation residuals ranged from -1 to +1, with 
more than 80% at 0 in both databases (mean value = 0.010, 
standard deviation = 0.404 in the 105 course database, mean 
value = -0.016 and standard deviation = 0.333 in the 64 course 
database). 
Analytical Reasoning residuals ranged from -4 to +7, with 
the highest percentage of cases at 0 in both databases (mean 
value = 0.495, standard deviation = 1.539 in the 105 course 
database, mean value = 0.531 and standard deviation = 1.553 in 
the 64 course database). 
Logical Reasoning residuals ranged from -1 to +1, with 
more than 60% at 0 in both databases (mean value = 0.248, 
standard deviation = 0.568 in the 105 course database, mean 
value = 0.250 and standard deviation = 0.504 in the 64 course 
database). 
The GRE item-type residuals measured student performance 
relative to predicted levels. The course residual values for 
all nine item-types were clustered around 0, Indicating that 
students who enrolled in the courses performed close to 
predicted levels; the relatively few negative and positive 
residual values accounted for the similarities and differences 
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among courses. Indicating unpredlcted strengths or weaknesses 
in student cognitive development. The deviations from 
predicted levels of student cognitive development were used by 
the DCP project team to form the cluster groupings. Table 22 
summarizes the range and frequency of course residual values 
for the nine GRE Item-types. 
The Learning Style Inventory dependent variables were 
student measures, averaged by course using transcripts. Mean 
scores on the Abstract Conceptualization - Concrete Experience 
(AC-CE) scale ranged from -5.83 to 13.55 in both databases 
(mean value = 4.272, standard deviation = 3.842 in the 105 
course database, mean value = 4.311, standard deviation = 4.098 
In the 64 course database). Mean scores on the Active 
Experimentation - Reflective Observation (AE-RO) scale ranged 
from -10.13 to 15.67 In both databases (mean value = 4.370, 
standard deviation = 4.528 in the 105 course database, mean 
value = 4.103, standard deviation = 4.573 In the 64 course 
database). These observations are reflected in the data 
reported in Table 23. 
Correlation coefficients were generated for independent 
variables in the 64 course database. Independent variables in 
the 105 course database, dependent variables in the 64 course 
database, and dependent variables in the 105 course database. 
There were 378 pairings of independent variables in the 
64 course database. One hundred four variable pairing 
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Table 22. Descriptive statistics - dependent variables (GRE) 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
ANA residual 
-2 1 1. 0% 
-1 7 7, .6% 
0 85 81 , .0% 
1 10 9, .5% 
2 2 1 , 9% 
Totals 105 o
 
o
 
.0% 
- - 0 0.0% 
- - 4 6.3% - -
- 52 81.3% 
7 10.9% 
1 1 . 6 %  
0.048 0.526 64 100.0% 0.078 0.482 
se residual 
-1 11 10,5% - 6 9.4% 
0 79 75.2% - 49 76.6% 
1 15 14.3% - 9 14.1% 
Totals 105 100.0% 0.038 0.499 64 100.0% 0.047 0.486 
res idual 
-3 1 1. 0% 
-2 1 1. 0% 
-1 10 9. 5% 
0 54 51. 4% 
1 39 37. 1% 
Totals 105 100. 0% 
' residual 
-2 1 1. 0% 
-1 15 14. 3% 
0 69 65. 7% 
1 18 17. 1% 
2 2 1. 9% 
Totals 105 100. 0% 
res idual 
-2 2 1. 9% 
-1 9 8. 6% 
0 67 63. 8% 
1 23 21 . 9% 
2 3 2. 9% 
3 1 1 . 0% 
Total s 105 o
 
o
 
0% 
1  1 .6% -  -
1  1 . 6 %  -  -
3 4.7% 
38 59.4% 
21 32.8% 
64 100.0% 0.203 0.739 
1 1 .6% -  -
10 15.6% 
43 67.2% 
9 14.1% 
1  1 .6% -  -
64 100.0% -0.016 0.654 
2 3.1% 
6 9.4% 
38 59.4% 
15 23.4% 
3 4.7% 
0 0.0% - -
64 100.0% 0.172 0.788 
RM residual 
-1 19 18.1% — — 13 20.3% — — 
0 32 30.5% — — 17 26.6% — — 
1 45 42.9% — — 27 42.2% — — 
2 9 8.6% — - 7 10.9% - — 
Totals 105 100.0% 0.419 0.886 64 100.0% 0.438 0.941 
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Table 22 (Continued) 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME FREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
DI residual 
-1 8 7.6% - - 4 6.3% - — 
0 88 83.8% — — 57 89.1% — — 
1 9 8.6% — — 3 4.7% — — 
Totals 105 100.0% 0.010 0.404 64 100.0% -0.016 0.333 
ARE residual 
-4 1 1.0% — - 1 1.6% — — 
-3 3 2.9% — — 2 3. 1% - -
-2 2 1.0% - - 0 0.0% — — 
-1 17 16.2% — — 7 10.9% - -
0 32 30.5% - 23 35.9% — — 
1 25 23.8% — - 19 29.7% — — 
2 20 19.0% — — 9 14.1% — — 
3 2 1.9% - — 1 1.6% — — 
4 2 1.9% - - 1 1.6% — — 
7 1 1 .0% - - 1 1.6% - — 
Totals 105 100.0% 0.495 1.539 64 100.0% 0.531 1.553 
LR residual 
-1 7 6.7% - - 2 3. 1% — — 
0 65 61.9% - - 44 68.8% — — 
1 33 31.4% — - 18 28.1% — — 
Totals 105 100.0% 0.248 0.568 64 100.0% 0.250 0.504 
correlations were statistically significant. The 104 
correlation coefficient sizes fell into the following 
categories: 22 pairings had little or no correlation; 68 
pairings had low positive or negative correlation; 12 pairings 
had moderate positive or negative correlation; and 2 pairings 
had high positive or negative correlation. These observations 
a r e  d e t a i l e d  i n  T a b l e  2 4 .  
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Table 23. Descriptive statistics - dependent variables (LSI) 
VARIABLE 105 COURSE DATABASE 64 COURSE DATABASE 
NAME PREQ % MEAN ST.DEV. FREQ % MEAN ST.DEV. 
AC-CE scale 
-6 - -4.01 2 1.9% - - 2 3.1% - -
-4 - -2.01 2 1.9% - - 2 3.2% - -
-2 - -0.01 4 3.8% - - 2 3.1% - -
0 - 1 .99 26 24.8% - - 13 20.3% - -
2 - 3.99 16 15.2% - - 8 12.5% - -
4 - 5.99 15 14.3% - - 12 18.7% - -
6 - 7.99 27 25.7% - - 17 26.6% - -
8 - 9.99 6 5.7% - - 3 4.7% - -
10 - 11.99 3 2.9% - - 2 3.1% - -
12 - 13.99 4 3.8% - - 3 4.7% - -
Totals 105 100.0% 4. 272 3.842 64 100.0% 4. 311 4.098 
AE-RO scale 
-12 - -10.01 1 1.0% - - 1 1.6% - -
-10 - -8.01 1 0.9% - - 0 0.0% - -
-8 - -6.01 0 0.0% - - 1 1.6% - -
-6 - -4.01 1 1.0% - - 0 0.0% - -
-4 - -2.01 1 0.9% - - 0 0.0% - -
-2 - -0.01 13 12.4% - - 9 14. 1% - -
0 - 1.99 20 19.0% - - 14 21.9% - -
2 - 3.99 10 9.6% - - 5 7.8% - -
4 - 5.99 13 12.5% - - 5 7.8% - -
6 - 7.99 16 15.3% - - 14 21.9% - -
8 - 9.99 26 24.7% - - 14 21.8% - -
10 - 1 1.99 0 0.0% - - 0 0.0% - -
12 - 13.99 1 1.0% - - 0 0.0% - -
14 - 15.99 2 1.9% - - 1 1.6% - -
Total s 105 100.0% 4. 370 4.528 64 100.0% 4. 103 4.573 
There were 378 pairings of independent variables in the 
105 course database. One hundred eighteen variable pairing 
correlations were statistically significant. The 118 
correlation coefficient sizes fell into the following 
categories: 31 pairings had little or no correlation; 66 
Table 24. Intercorrelation of independent variables - 64 course database 
FHS FPA FNL CAP SEAT TYPE TERM TIME CON PER LEA MAS TEACH ASSESS 
FHS 1.00 
FPA 0. 14 1 .00 
F N L  0. 13 0.21 1.00 
CAPACITY -0. 13 -0.04 0.05 1.00 
SEATING 0. 17 0.05 0.03 -0.04 1 .00 
TYPE -0.02 -0.23 -0.06 0.55** 0.08 1 .00 
TERMOFF -0.21 -0.01 -0.01 0.39**-0.36** 0.25* 1 .00 
TIMEOFF 0.09 0. 13 -0.13 -0.22 0. 15 -0.10 -0.04 1.00 
FOC-CON -0. 16 -0.09 -0.05 0.15 -0.20 0.26* 0.45** 0.03 1 .00 
FOC-PER 0. 18 -0. 12 0.14 -0.03 0.09 -0.05 -0.20 0.02 -0.30* 1 .00 
FOC-LEA 0.09 -0.04 -0. 13 0.01 0.00 0.08 -0.04 0. 12 -0.47** -0. 13 1. 00 
FOC-MAS -0.00 0.22 0.09 -0. 16 0.18 -0.35** -0.37** -0. 15 -0.57** -0. 16 -0. 25* 1 . 00 
TEACHES -0. 17 -0. 16 0. 12 0. 45**' -0.04 0.61** 0.25* -0. 19 0.05 -0.05 0. 18 -0. 18 1 . 00 
ASSESSES 0. 18 0. 13 -0.02 -0.22 0. 15 -0.10 -0. 22 0. 12 -0.30* 0.02 0. 01 0. 33** 0. 08 1 . 00 
RAT-TYPE -0.22 -0. 18 0.03 0.47** 0.03 0.72** 0.41** -0.23 0.41** -0.15 -0. 13 -0. 30* 0. 46** -0. 23 
RATIO -0.38**-0.14 -0.02 0.60** -0. 15 0.32** 0.34** -0.24 0. 10 -0. 15 0. 10 -0. 12 0. 26* -0. 30* 
AGE -0. 13 -0.05 0. 16 0.05 0.03 -0.08 -0.03 0.24 -0.25* 0.05 0. 04 0. 23 0. 27* 0. 23 
GENDER -0.14 0.04 0.20 0. 11 0.05 -0.02 0.03 -0.22 0. 17 -0.04 -0. 10 -0. 08 -0. 16 -0. 20 
MOHED 0.26* 0.01 -0.28* 0.04 0. 12 0.15 -0.04 0.05 -0. 17 0. 1 I 0. 02 0. 11 -0. 06 -0. 01 
DAOEO 0.20 -0. 16 -0.05 -0.20 0.07 -0.00 -0.25 0.02 -0. 16 0.06 -0. 02 0. 16 -0. 22 -0. 10 
HRJORHS 0.30* -0.00 -0.29* -0.41** 0. 17 -0.32** -0.45** 0. 18 -0.25* 0.15 -0. 10 0. 30* -0. 58** -0. 05 
MAJORPA 0.06 0.47** -0.36** -0.23 0.12 -0.33** -0.09 0.14 -0.09 0.07 -0. 13 0. 18 -0. 40** 0. 02 
MAJORNL -0.26* -0.00 0.41** 0.40** -0.02 0. 18 0.29* -0. 18 0. 16 -0.07 0. 07 -0. 21 0. 40** -0. 08 
COMGPA -0.06 -0.07 0.03 -0.01 -0.14 0.04 0. 30* 0.09 0. 15 -0. 17 -0. 05 -0. 02 0. 27* 0. 18 
DEGASP -0.01 -0.44** 0. 19 0.08 0.02 0. 19 0.02 0.06 -0.04 -0.09 0. 10 0. 01 0. 24 0. 06 
CRSLOAD -0.28* 0.05 0.28* 0.32**-0.05 0.33** 0.34** -0.20 0.27* -0.31* 0. 04 -0. 16 0. 55** -0. I 1 
ACCE 0. 18 0.03 -0.40** -0.23 0. 15 0.00 -0. 14 0. 16 -0.06 -0.11 0. 01 0. 14 -0. 12 0. 08 
AERO -0.21 -0.20 0.01 0.34**-0.13 0.47** 0.29* -0. 14 0.09 -0.03 0. 12 -0. 19 0. GO** 0. 16 
FHS FPA FNL CAP SEAT TYPE TERM TIME CON PER LEA MAS TEACH ASSESS 
Table 24 (Continued) 
R-TYPE RATIO AGE GENDER HOMED DADED HAJHS MAJPA HAJNL CUHGPA DEGASP CRSLD ACCE AERO 
RAT-TYPE 1.00 
RATIO 0.41** 1.00 
AGE -0,15 0.04 1.00 
GENDER 0.23 0.21 -0.47** 1.00 
HOMED 0.07 -0.11 -0.21 -0.06 1.00 
DADED -0.02 -0.11 -0. 18 0.00 0.63** 1 .00 
HAJORHS -0.46**-0.25* -0.23 -0. 12 0.46** 0.46** 1.00 
HAJORPA -0.27* -0.17 -0.13 -0.09 0.36** 0. 13 0.48** I .00 
HAJORNL 0.34** 0.31* 0. 15 0.43**-0.36**-0.22 -0.84**-0.45** 1 . 00 
CUHGPA 0.20 -0.05 0.45** -0.45**-0.25* • 0.24 -0.49**-0.15 0. 19 1.00 
DEGASP 0.02 0.08 0.06 0.02 0.08 0.05 -0.08 0.22 0. 30* -0.01 1.00 
CRSLOAD 0.52** 0.36** -0. 1 1 0.52** 0.36** 0.05 0.22 -0.37**-0. 45** -0.67**--0.00 1 .00 
ACCE -0.08 • -0.24 0.08 -0.08 -0.24 --0.08 -0.49** 0. 30* 0. 1 1 0.46**-0.10 -•0.26* 
AERO 0.44** 0. 17 0. 16 0.44** 0. 17 0. 10 0.09 0.01 - 0. 12 -0.60** 0.37** 0.45** 
R-TYPE RATIO AGE GENDER HOMED DADED HAJHS MAJPA HAJNL CUHGPA DEGASP CRSLD 
CJl 
m 
1.00 
ACCE 
1.00 
AERO 
Table 25. IntercorrelatIon of Independent variables - 105 course database 
FHS FPA FNL CAP SEAT TYPE TERM TIME 
FHS 1.00 
FPA 0.04 1.00 
FNL 0. 10 0.40** 1.00 
CAPACITY -0. 13 -0.04 0.05 1.00 
SEATING 0. 17 0.05 0.03 -0.04 1.00 
TYPE -0.02 -0.23 -0.06 0.55** 0.08 1 .00 
TERMOFF -0.21 -0.01 -0.01 0.39**-0.36** 0.25* 1.00 
TIHEOFF 0.09 0. 13 -0.13 -0.22 0. 15 -0.10 -0.04 1 .00 
FOC-CON -0. 16 -0.09 -0.05 0.15 -0.20 0.26* 0.45** 0.03 
FOC-PER 0.18 -0.12 0.14 -0.03 0.09 -0.05 -0.20 0.02 
FOC-LEA 0.09 -0.04 -0. 13 0.01 0.00 0.08 • -0.04 0. 12 
FOC-HAS -0.00 0.22 0.09 -0. 16 0. 18 -0.35**-0.37** -0. 15 
TEACHES -0. 17 -0. 16 0. 12 0.45**-0.04 0.61** 0.25* -0. 19 
ASSESSES 0.18 0.13 -0.02 -0.22 0. 15 -0.10 -0.22 0. 12 
RAT-TYPE -0.22 -0. 18 0.03 0.47** 0.03 0.72** 0.41** -0.23 
RATIO -0.38**-0.14 -0.02 0.60**-0.15 0.32** 0.34** -0.24 
AGE -0.03 0.02 0.23* 0.05 0.03 -0.08 • -0.03 0.24 
GENDER -0. 15 0. 14 0.23* 0. 1 1 0.05 -0.02 0.03 -0.22 
HOMED 0.13 0.07 -0. 11 0.04 0. 12 0. 15 • -0.04 0.05 
DADED 0. 15 -0. 18 -0.08 -0.20 0.07 -0.00 -0.25 0.02 
MAJORHS 0.07 -0.23* -0.51** -0.41** 0. 17 -0. 32**' -0.45** 0. 18 
MAJORPA -0.05 0.35** -0.40** -0.23 0. 12 -0.33** -0.09 0.14 
HAJORNL -0.06 0. 19* 0.57** 0.40** -0.02 0. 18 0.29* -0.18 
CUHGPA 0.07 -0.00 0.19 -0.01 -0. 14 0.04 0.30* 0.09 
DEGAS? -0.06 -0.39** 0. 10 0.08 0.02 0. 19 0.02 0.06 
CRSLOAD -0.05 0. 14 0.40** 0.32** -0.05 0.33** 0.34** -0.20 
ACCE 0.09 -0.04 -0.45** -0.23 0. 15 0.00 -0. 14 0. 16 
AERO -0.09 0.03 0.28** 0.34** -0. 13 0.47** 0.29* -0.14 
FHS FPA FNL CAP SEAT TYPE TERM TIME 
CON PER LEA HAS TEACH ASSESS 
I .00 
-0.30* 1.00 
-0.47** -0.13 1 .00 
-0.57** -0. 16 -0.25* 1 .00 
0.05 -0.05 0.18 -0. 18 1 .00 
-0.30* 0.02 0.01 0.33** 0.08 1 . ,00 
0.41** -0. 15 -0. 13 -0.30* 0.46** -0. 23 
0. 10 -0. 15 0.10 -0. 12 0.26* -0. . 30* 
-0.25* 0.05 0.04 0.23 0.27* 0. ,23 
0. 17 -0.04 -0.10 -0.08 -0.16 -0. 20 
-0. 17 0. 1 1 0.02 0. I 1 -0.06 -0. ,01 
-0.16 0.06 -0.02 0. 16 -0.22 -0. , 10 
-0.25* 0. 15 -0. 10 0.30* -0.58** -0. ,05 
-0.09 0.07 -0.13 0. 18 -0.40** 0. 02 
0. 16 -0.07 0.07 -0.21 0.40** -0. ,08 
0.15 -0.17 -0.05 -0.02 0. 27* 0. . 18 
-0.04 -0.09 0. 10 0.01 0.2'î 0. ,06 
0. 27* -0.31* 0.04 -0. 16 0.55** -0. . 1 I 
—0.06 -0. 1 1 0.01 0. 14 -0. 12 0. 08 
0.09 -0.03 0. 12 -0. 19 0.60** 0. , 16 
CON PER LEA MAS TEACH ASSESS 
Table 25. (Continued) 
R-TÏPE RATIO AGE GEHDER HOMED DAOED HAJHS MAJPA HAJNL CUMGPA DEGASP CRSLD ACCE P.ERO 
RAT-TYPE 1.00 
RATIO 0.41** 1 .00 
AGE -0.15 0.04 1.00 
GENDER 0.23 0.21 -0.35** 1 .00 
HOMED 0.07 -0.11 -0.21* 0. 10 1.00 
DADED -0.02 -•0. 11 -0.15 -0.04 0.54** 1.00 
HAJORHS -0.46**-•0.25* -0.26** -0. 11 0.32** 0.39** 1.00 
HAJQRPA -0.27* -•0. 17 -0. 19 0.01 0.32** 0.06 0.50** 1. 00 
HAJORNL 0.34** 0.31* 0. 17 0.34**--0.20* • -0.20* -0.89** -0. 49** 1. 00 
CUHGPA 0.20 -•0.05 0.37** -0.35**--0.18 • -0.21* -0.51** -0. 26** 0. 32** 1 . ,00 
DEGASP 0.02 0.08 -0.00 -0.09 0.24* 0.26** 0.04 -0. 40** 0. 05 --0, 05 1.00 
CRSLOAD 0.52** 0.36** 0.15 0. 17 - 0.30**--0.39** -0.71** -0. 47** 0. 59** 0. ,46** -0. 10 1 .00 
ACCE -0.08 -0.24 -0.!9* -0.30** 0.25** 0.07 0.52** 0. 48**--0. 71**--0, .04 -0.10 • -0.30** 
AERO 0.44** 0. 17 0.23* 0. 15 0.06 • -0.07 -0.61** -0. 54** 0. 49** 0. . 17 0.26** 0.46** 
R-TYPE RATIO AGE GENDER HOMED DADED HAJHS MAJPA HAJNL CUHGPA DEGASP CRSLD 
O) 
CD 
1  . 0 0  
ACCE 
1 .00 
AERO 
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pairings had low positive or negative correlation; 17 pairings 
had moderate positive or negative correlation; and 4 pairings 
had high positive or negative correlation. These observations 
are detailed In Table 25. 
There were 36 pairings of dependent variables In the 64 
course database, and in the 105 course database. In the 64 
course database, 15 variable pairing correlations were 
statistically significant. The 15 correlation coefficient 
sizes fell into the following categories: 9 pairings had 
little or no correlation; 5 pairings had low positive or 
negative correlation; and 1 pairing had moderate positive 
correlation. In the 105 course database, 14 variable pairing 
correlations were statistically significant. The 14 
correlation coefficient sizes fell into the following 
categories: 9 pairings had little or no correlation; and 5 
pairings had low positive or negative correlation. These 
observations are detailed In Table 26. 
Inferential statistics 
This study attempted to use LISREL causal path analysis to 
determine which environmental, student, and environment/student 
variables had causal effects on undergraduate student cognitive 
learning. After specification of measurement and structural 
models, the LISREL program was unable to estimate starting 
values for analysis. Since the data under study did not fit 
the assumptions underlying LISREL analysis, a related approach 
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Table 26. IntercorrelatIon of dependent variables 
64 COURSE DATABASE 
ANA SC RD ANT QC RM DI ARE LR 
ANA 1.00 
SC 0.12 1 .00 
RD 0.04 0.24 1.00 
ANT--0.25* -0.45** 0. 17 1 .00 
QC 0.47** 0. 27* 0. 16 -0.46** 1.00 
RM 0.27* 0.23 0. 17 -0.25* 0.54** 1.00 
DI 0.21 -0. 19 -0.25 -0. 15 0. 19 0.28* 1.00 
ARE 0.07 -0. 14 -0.34** -0.09 0.08 0. 27* 0.48** 1.00 
LR 0. 1 1 0.28* 0.29* 0.06 0.09 0.23 0.02 0.27* 1.00 
ANA SC RD ANT QC RM DI ARE LR 
105 COURSE DATABASE 
ANA SC RD ANT QC RM DI ARE LR 
ANA 1.00 
SC 0.07 1.00 
RD 0.05 0.29** 1.00 
ANT' -0.23* -0. 18 0. 14 1.00 
QC 0. 17 0.27** 0.10 -0.20* 1.00 
RM 0.02 0.27** 0.23* -0.05 0.45** 1.00 
DI • -0.00 -0.00 0.02 -0.04 0. 25* 0.18 1.00 
ARE 0.03 0.01 -0.08 0.04 0. 16 0.34** 0.38** 1.00 
LR 0. 15 0. 20* 0.39** -0.08 -0.02 0.25* 0.07 0.34**1.00 
ANA SC RD ANT QC RM DI ARE LR 
was chosen and the research questions were adapted. The 
original research questions asked for the identification of 
variables that caused differential student learning outcomes. 
Instead, the ability of the independent variables to predict 
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differential student learning outcomes was chosen for study. 
In order to optimize the alternative analysis with regard to 
the DCP project intent, the predictive ability of the 
independent variables on differential student learning as 
measured by the nine GRE item-type residuals was extrapolated 
to the cluster groupings studied by the DCP project team. 
Nine multiple regressions (one for each GRE item-type) 
revealed which independent variables predicted the GRE 
residuals. The results of the multiple regressions were then 
applied to the cluster groupings in order to identify which 
variables significantly predicted the appropriate item-type 
residuals found In each cluster. The clusters were defined in 
terms of combinations of the nine GRE item-type residuals. 
Ratcliff (1988c) Identified the item-type residuals associated 
with each cluster grouping; these were presented in Table 4. 
The GRE item-types Data Interpretation and Logical Reasoning 
were not associated with any of the cluster groupings being 
studied. 
The 64 course database contained complete data on all 
variables as the result of faculty interviews; therefore, it 
was used for the initial computations. For each final 
regression equation that did not Include variables measured 
through faculty interviews, the regression was re-computed 
using the 105 course database; the higher number of cases in 
the 105 course database made it more powerful for statistical 
analysis. After inspection, the 64 course database was used 
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for the regressions performed on the GRE Item-types Sentence 
Completion, Antonyms, Quantitative Comparisons, Data 
Interpretation, and Logical Reasoning; the 105 course database 
was used for the regressions performed on the GRE item-types 
Analogies, Reading Comprehension, Regular Math, and Analytical 
Reasoning. 
The lack of a sufficient number of cases in the databases 
may have resulted in a magnification or distortion of variable 
effects for this sample group. In addition, the presence of 
moderate to high intercorrelations for some pairs of 
independent variables may have contributed to possible over-
fitting of the data; in other words, the regression results may 
or may not accurately reflect the predictive ability of the 
variables under study. However, the method was successful in 
identifying variables as significant, and in applying the 
findings to both the course residual scores, and the DCP 
cluster groupings. The following discussion of results will be 
presented as though sufficient cases were present for drawing 
valid statistical conclusions; replication with a larger 
database is needed in order to determine whether the results of 
this study accurately reflect the characteristics of the 
population. 
An examination of the regression equations revealed that 
thirteen independent variables did not directly predict GRE 
item-type residuals at the p.<.05 level. In accordance with 
the LISREL structural model presented in Chapter Three, 
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additional multiple regressions were performed using the AC-CE 
and AE-RO Learning Style Inventory scale scores as the 
dependent variables; regressions were also performed using the 
environmental and student variables as independent variables, 
and the environmental/student interaction variables as 
dependent variables. It was found that approximately half of 
the independent variables that had not appeared in the final 
regression equations for GRE item-type residuals did appear in 
equations for the LSI scales or the environmental/student 
interaction variables. In other words, thirteen of the twenty-
eight variables examined did not directly predict GRE item-type 
residuals, but six of those variables contributed to at least 
one variable that did predict GRE Item-type residuals; seven 
variables were not found to be related to GRE item-type 
residuals in any way. 
The seven variables that did not appear as statistically 
significant in any regression equation Included: (1) Field of 
Study (Departmental) Classification as Hard/Soft; (2) Classroom 
Seating Capacity; (3) Scheduled Course Meeting Time; (4) 
Primary Instructional Focus on Course Content; (5) Primary 
Instructional Focus on Learning How to Learn; (6) Primary 
Instructional Focus on Mastery of Skills; and (7) Average 
Faculty/Student Ratio. 
Courses associated with the Biglan classification of 
"applied" as opposed to "pure" were positively loaded on 
Regular Math and Analytical Reasoning item-types. "Positively 
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loaded" means that a specific characteristic of a variable was 
associated with higher positive residuals on item-types than 
any other characteristic of the same variable; in the prior 
sentence this means that courses classified as "applied" had 
higher positive residuals on Regular Math and Analytical 
Reasoning item-types than courses classified as "pure." 
Courses taught In rooms with fixed (nonmovable) seating were 
positively loaded on Sentence Completion and Quantitative 
Comparison item-types; courses taught in rooms with flexible 
(movable) seating were positively loaded on Antonym and Logical 
Reasoning item-types. Courses that were not taught by 
individual faculty were positively loaded on Logical Reasoning 
item-types. Courses where assessment of student learning was 
done solely by the faculty member teaching the course were 
positively loaded on Data Interpretation item-types. 
Courses with low average student age were positively 
loaded on Analogy and Regular Math item-types; courses with 
high average student age were positively loaded on Analytical 
Reasoning item-types. Courses that were predominantly male 
were positively loaded on Regular Math item-types. Courses 
enrolling students with more highly educated mothers were 
positively loaded on Quantitative Comparison item-types. 
Courses enrolling students with more highly educated fathers 
were positively loaded on Reading Comprehension; however, 
courses enrolling students with less educated fathers were 
positively loaded on Analogy, Data Interpretation, and 
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Analytical Reasoning item-types. 
Courses enrolling students majoring in subjects classified 
as "hard" as opposed to "soft" were positively loaded on 
Analytical Reasoning and Logical Reasoning item-types; courses 
enrolling students majoring in subjects classified as "applied" 
as opposed to "pure" were positively loaded on Logical 
Reasoning item-types. Courses enrolling students with low 
cumulative CPAs were positively loaded on Regular Math item-
types. Courses enrolling students with low degree aspiration 
were positively loaded on Sentence Completion item-types. 
Courses enrolling students with heavy average courseloads were 
positively loaded on Reading Comprehension, Quantitative 
Comparison, and Regular Math item-types. 
Courses enrolling students with high positive scores on 
the AC-CE LSI scale were positively loaded on Data 
Interpretation and Analytical Reasoning item-types. Courses 
enrolling students with high positive scores on the AE-RO LSI 
scale were positively loaded on Regular Math item-types. Table 
27 presents a comparison of the regression equation values and 
levels of probability (p.<.05) for the nine separate GRE item-
type residuals. 
Multiple regressions were also performed using the 
environmental/student Interaction variables as dependent 
variables. Those regression results were secondary influences; 
they described the contributions of the environmental and the 
student independent variables to the characteristics of the 
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A S R A Q R D A L 
N C D N C M I R R 
A T E 
105 64 105 64 64 105 64 105 64 
.443 
.0031 
.545 
.0181 
-.492 
.0123 
.718 -1.125 
.0094 .0002 
Table 27. Inferential statistics - comparison of regression 
equation values and level of probability for nine 
separate GRE item-type residuals 
(Top line=mean, second line=prob) 
Independeni 
variables 
V V 
Field H/S 
Field P/A 
Field N/L 
Room Cap. 
Type/Seat 
Type/Space 
Term offer 
Time offer 
Foc/content -
Foc/persp 
Foc/learn 
Foe/mast 
Teaches 
Assesses 
Ratio type 
Ratio 
Age 
Gender 
Mom's ed 
-. 172 
.0440 
- . 1 0 8  
.0004 
- . 1 1 1  
.0296 
-2.194 
.0001 
.361 
.0308 
Dad's ed. -.174 
.0206 
.299 
0031 
.  188 
.0077 
-.236 -.594 
.0001 .0016 
.381 
0302 
.304 
0300 
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Table 27 (Continued) 
A S R A Q R D A L 
N C D N C M I R R 
A T E 
05 64 105 64 64 105 64 105 64 
(Top line=mean, second line=prob) 
Independeni 
variables 
I I 
I I 
V V 
Major H/S 
Major P/A 
Major N/L 
Cum CPA 
Deg asp. 
Crs load 
AC-CE 
AE-RO 
-.731 
.0085 
.933 
,0001 
163 
.0186 
.682 .804 
0006 .0001 
.056 
.0033 
-2.088 -.804 
.0001 .0001 
.488 
.0059 
.041 
0001 
.145 
0001 
environmental/student interaction variables. The specific 
relationships of the environmental/student interaction 
variables to the GRE item-type residuals were presented in the 
previous discussion. 
Courses associated with the Biglan classification of 
"applied" as opposed to "pure" were positively loaded on the 
variable "Classification of Major as Pure/Applied," while 
courses associated with the classification of "pure" as opposed 
to "applied" were positively loaded on the variable "Degree 
Aspiration." Courses associated with the Biglan classification 
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of "nonlife" as opposed to "life" were positively loaded on the 
variable "Classification of Major as Pure/Applied," while 
courses associated with the classification of "life" as opposed 
to "nonlife" were positively loaded on the variables "Degree 
Aspiration" and "Average Courseload." Courses taught in 
traditional classroom, as opposed to Laboratory or 
nontradltlonal spaces, were positively loaded on the variable 
"Cumulative GPA." Courses offered every term were positively 
loaded on the variable "Classification of Major as Hard/Soft"; 
courses not offered every term were positively loaded on the 
variable "Classification of Major as Nonlife/Life." Courses 
that were taught with the primary focus of instruction on 
teaching a particular perspective to students were positively 
loaded on the variables "Degree Aspiration" and "Average 
Courseload." Courses that were taught fay a single faculty 
member were positively loaded on the variables "Classification 
of Major as Hard/Soft" and "Classification of Major as 
Pure/Applied"; courses not taught by a single faculty member 
were positively loaded on the variables "Classification of 
Major as Nonlife/Life" and "Average Courseload." Courses 
taught using lecture/recitation format were positively loaded 
on the variables "Cumulative GPA" and "Average Courseload." 
Courses enrolling students of high average age were 
positively loaded on the variables "Classification of Major as 
Nonlife/Life" and "Cumulative GPA." Courses enrolling 
primarily males were positively loaded on the variables 
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"Classification of Major as Hard/Soft" and "Cumulative GPA"; 
courses enrolling primarily females were positively loaded on 
the variable "Classification of Major as Nonlife/Llfe." 
Courses enrolling students with more highly educated mothers 
were positively loaded on the variables "Classification of 
Major as Hard/Soft," "Classification of Major as Pure/Applied," 
and "Degree Aspiration"; courses enrolling students with less 
educated mothers were positively loaded on the variables 
"Classification of Major as Nonlife/Life" and "Cumulative GPA." 
Courses enrolling students with less educated fathers were 
positively loaded on the variable "Average Courseload." 
Multiple regressions were also performed using the two LSI 
scales as dependent variables. Those regression results were 
secondary influences; they described the contributions of the 
environmental variables, the student variables, and the 
environmental/student variables to the characteristics of the 
LSI scales. The specific relationships of the LSI scale scores 
to the ORE item-type residuals were presented earlier in this 
d i scuss1 on. 
Courses enrolling older students were positively loaded on 
the AE-RO scale. Courses enrolling primarily females were 
positively loaded on the AE-RO scale. Courses enrolling 
students with more highly educated mothers were positively 
loaded on both the AC-CE and AE-RO scales. 
Courses enrolling students with majors predominantly 
classified as "hard" as opposed to "soft" were positively 
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loaded on both the AC-CE and AE-RO LSI scales. Courses 
enrolling students with majors predominantly classified as 
"pure" as opposed to "applied" were positively loaded on the 
AE-RO scale; courses enrolling students with majors 
predominantly classified as "applied" as opposed to "pure" were 
positively loaded on the AC-CE scale. Courses enrolling 
students with majors predominantly classified as "nonlife" as 
opposed to "life" were positively loaded on both the AC-CE and 
AE-RO scales. Courses enrolling students with low cumulative 
CPAs were positively loaded on the AE-RO scale. 
Those regressions also examined the contributions of the 
GRE item-type residuals on student learning style. To do this, 
the GRE item-types were included as independent variables for 
the regressions performed on the LSI scales. The Analogy, 
Antonym, and Data Interpretation residuals were positively 
loaded on the AC-CE scale; the Quantitative Comparison 
residuals were negatively loaded on the AC-CE scale. Regular 
Math residuals were positively loaded on the AE-RO scale; 
Sentence Completion and Data Interpretation residuals were 
negatively loaded on the AE-RO scale. Table 28 presents a 
comparison of the regression equation values and levels of 
probability (p.<.05) for the environmental/student interaction 
variables and the Learning Style Inventory scale variables. 
The percentage of variance explained by the regression 
equations on the GRE item-types ranged from 10.4% (Antonyms) to 
50.43% (Analytical Reasoning). Two-thirds of the regression 
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Table 28. Inferential statistics - comparison of regression 
equation values and level of probability for 
environmental/student variables and learning style 
scales 
(Top line=mean. second 1 ine = prob) 
M M M C D C A A 
A A A U E R C E 
Independent J J J M G S / / 
variables 0 0 0 / / L C R 
R R R G A 0 E 0 
V V H P N P S A 
S A L A P D 
64 64 64 64 64 64 105 105 
Field H/S 
Field P/A 
Field N/L 
Room Cap. 
Type/Seat 
Type/Space 
Term offer 
Time offer 
Foc/content 
Foc/persp 
Foc/learn 
Foc/mast 
Teaches 
Assesses 
Ratio type 
Ratio 
Age 
Gender 
.341 
.0001 
-.312 
.0002 
- . 2 2 0  
.0005 
-.384 -.193 
.0001 .0045 
-.326 
.0363 
. 134 
0487 
. 2 8 0  
0002 
-.241 
.0001 
.238 
.0001 
.302 
0022 
-1.164 
.0104 
-.206 -.462 
.0097 .0020 
.293 
.0036 
2 . 2 1 8  
.0001 
.064 .200 
.0051 .0396 
1.191 -4.006 
.0001 .0001 
.400 
.0004 
.659 
.0001 
6.772 
.0007 
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Table 28 (Continued) 
(Top llne=mean, second llne=prob) 
M M M 0 D C A A 
A A A U E R 0 E 
Independent J J J M G S / / 
variables 0 0 0 / / L 0 R 
f 1 1 1 R R R G A 0 E 0 
V V H P N P S A 
S A L A P D 
64 64 64 64 64 64 105 105 
Mom's ed. .253 .143 -.150 -.553 .146 . 1.021 3.626 
.0001 .0110 .0099 .0312 .0004 .0122 .0001 
Dad's ed. ..... -.240 
.0001 
Major H/S ------ -7.331 -14.893 
.0001 .0001 
Major P/A ------ 2.039 -6.413 
.0061 .0001 
Major N/L ------ -12.304 -10.114 
.0001 .0001 
Cum GPA ------ . -.591 
.0160 
Deg asp. 
Crs load - - - - -
ANA resid ------ 1.874 
.0001 
SC resid ------ . -1.502 
RD resid 
0035 
ANT resid ------ 1.412 
.0001 
QC resid ------ -.671 . 
.0212  
RM resid - - - - - - . .716 
.0388 
DI resid ------ 2.022 -2.333 
.0001 .0002 
ARE resid 
LR resid - - - - - -
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equations each explained more than 30% of the variance 
associated with the GRE item-type residuals. The percentage of 
variance explained by the regression equations on the 
Environmental/Student Interaction variables ranged from 45.06% 
(Degree Aspiration) to 64.35% (Average Courseload); this 
represented a fairly good percentage of explained variance. 
The percentages of variance explained by the regression 
equations on the LSI scales were 75.1% (AC-CE scale) and 75.47% 
(AE-RO scale); this represented a good percentage of explained 
variance. 
In multiple linear regression, a constant is also 
generated as part of the regression equation. Table 29 shows 
the regression equation constants, the total explained variance 
of the complete GRE item-type regression equations, and which 
database was used in computation of the multiple regressions. 
The reformulated research questions posed in this study 
were as follows: (1) What institutional environmental 
characteristics predicted differential student learning 
outcomes? (2) What student characteristics predicted 
differential student learning outcomes? (3) What 
characteristics resulting from student/environment interaction 
predicted differential student learning outcomes? These 
questions were answered by examining multiple regression 
equations performed on GRE item-type residuals. A discussion 
of the predictive ability of variables on item-type residuals 
was presented in the preceding pages. 
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Table 29. Regression equation constants and explained variance 
Regression Constant Variance Database 
Equat1 on Explained Used 
ANA res Id 31.058 13.99 % 105 course 
SC resld 11.393 18.98 % 64 course 
RD resld -18.473 31.97 % 105 course 
ANT resld -1.385 10.40 % 64 course 
QC resld -13.253 32.66 % 64 course 
RM resld 28.122 36. 12 % 105 course 
DI resld 3.562 46.07 % 64 course 
ARE resld -37.479 50.43 % 105 course 
LR resld -0.103 43. 18 % 64 course 
Major H/S -0.618 63.86 % 64 course 
Major P/A -0.671 56.18 % 64 course 
Major N/L -15.961 58.33 % 64 course 
Cum GPA 10.668 49.89 % 64 course 
Deg asp. 12.188 45.06 % 64 course 
Crsload 17.567 64.35 % 64 course 
AC-CE 15.817 75.10 % 105 course 
AE-RO -156.746 75.47 % 105 course 
In the following discussion, the predictive ability of 
variables on Item-type residuals will be extended to each DCP 
course cluster In terms of the appropriate GRE Item-type 
residuals that define those cluster groupings. Each cluster 
grouping will be discussed in terms of the environmental, 
student, environmental/student Interaction, and LSI variables 
which loaded on the combined regression equations. As in the 
preceding discussion, results will be presented as though 
sufficient cases were present for drawing valid statistical 
conclusions; replication with a larger database is needed In 
order to determine whether the results of this study accurately 
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reflect the characteristics of the population. 
Courses in cluster group #1 were associated with negative 
residuals on Analytic Reasoning and Regular Math item-types. 
Students who took courses in this cluster performed worse than 
predicted on those item-types. 
A single environmental variable was found to predict GRE 
item-type residuals associated with courses comprising cluster 
group #1. Classification of field as "applied" rather than 
"pure" was positively loaded on both ARE and RM item-types at 
p.(.05. 
Significant student variables for cluster group #1 
included: age, gender, and father's educational level. Age 
had a mixed effect; more youthful students positively loaded on 
the RM item-types (p.(.05), while older students positively 
loaded on the ARE item-types (p.(.05). Males were positively 
loaded on RM item-types (p.(.001). Lower father's educational 
level positively loaded on ARE item-types (p.<.05). 
Significant environmental/student interaction variables 
for cluster group #1 included: Cumulative GPA, Average 
courseload, and classification of major as hard/soft. Low 
cumulative GPA and high average courseload both loaded 
positively on RM item-types (p.<.05 and p.<.001 respectively). 
Classification of major as "hard" loaded positively on ARE 
item-types <p.<.001). 
High scores on the AC-CE learning style scale were 
positively related to ARE item-types <p.<.001). High scores on 
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the AE-RO scale were positively related to RM item-types 
(p.(.05). 
A total of nine variables were found to be associated with 
cluster group #1. Since students who took courses in. this 
cluster performed poorly on Analytical Reasoning and Regular 
Math item-types, and since positive loadings were found for 
classification of field as "applied" (ARE and RM), low age 
(RM), high age (ARE), being male (RM), low father's education 
(ARE), low cumulative CPA (RM), high average courseload (RM), 
majoring in a "hard" area (ARE), high positive scores on the 
LSI AE-RO scale (RM), and high positive scores on the LSI AC-CE 
scale (ARE), then courses in cluster #1 tended to have field 
classifications of "pure," high average student age in regard 
to Regular Math, low average student age in regard to 
Analytical Reasoning, a high proportion of female students, 
students with high father's educational level, students with 
high cumulative CPAs, students with low average courseloads, 
students majoring in "soft" areas, and students with negative 
scores on the LSI scales. These observations are presented in 
Table 30. 
Courses in cluster group #2 were associated with high 
gains on Analytic Reasoning and Regular Math item-types, and 
little gains on Antonym item-types. Students who took courses 
in this cluster performed better than predicted on ARE and RM 
item-types, and worse than expected on ANT item-types. 
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Table 30. Independent variables contributing to cluster 
grouping number one 
GRE EnvIr/Stu 
Student 1 tern-type Environ Student Interaction LSI 
Gains Residuals Variables Variables Variables Variables 
neg. RM Fleld- Low Age* Low CumGPA* High 
Applied* Males** HighCrsload** AE-RO* 
neg. ARE Field- High Age* Major-Hard** High 
Applied* Low Dad Ed* AC-CE** 
* = p.(.05 
** = p.<.001 
The environmental characteristics that predicted GRE Item-
type residuals associated with courses comprising cluster group 
#2 included: type of seating, and classification of field as 
pure/applied. Flexible (or movable) seating was positively 
loaded on ANT item-types (p.(.05). Classification of field as 
"applied" rather than "pure" was positively loaded on both RM 
and ARE item-types at p.<.05. 
Significant student variables for cluster group #2 
included: age, gender, and father's educational level. Age 
had a mixed effect; more youthful students positively loaded on 
the RM item-types (p.<.05), while older students positively 
loaded on the ARE item-types <p.<.05). Males were positively 
loaded on RM item-types (p.(.001). Lower father's educational 
level positively loaded on ARE item-types <p.<.05). 
Significant environmental/student interaction variables 
for cluster group #2 included: Cumulative CPA, Average 
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courseload, and classification of major as hard/soft. Low 
cumulative GPA and high average courseload both loaded 
positively on RM item-types (p.<.05 and p.<.001 respectively). 
Classification of major as "hard" loaded positively on ARE 
item-types <p.<.001). 
High scores on the AC-CE learning style scale were 
positively related to ARE item-types <p.<.001). High scores on 
the AE-RO scale were positively related to RM item-types 
<p.<.05). 
A total of ten variables were found to be associated with 
cluster group #2. Since students who took courses in this 
cluster performed better than predicted on Analytical Reasoning 
and Regular Math item-types, then courses in this cluster 
tended to have field classifications of "applied," low age in 
relation to Regular Math, high age in relation to Analytical 
Reasoning, predominantly male enrollments, students with low 
father's education, students with low cumulative CPAs, students 
with high average courseloads, students majoring in "hard" 
areas, and students with high positive scores on both learning 
style scales. Since students who took courses in this cluster 
performed worse than expected on Antonym item-types, and since 
flexible seating was positively loaded on ANT Item-types, then 
courses in this cluster tended to have fixed seating. These 
observations are presented In Table 31. 
Courses in cluster group #3 were associated with positive 
gains on Reading Comprehension and Antonym item-types, and low 
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Table 31. Independent variables contributing to cluster 
grouping number two 
Student 
Gains 
GRE 
item-type 
Residuals 
Environ 
Variables 
Student 
Variables 
Env ir/Stu 
Interaction 
Variables 
LSI 
Variables 
neg. ANT Flexible 
Seating* 
pos. RM Fleld-
Applied* 
Low Age* 
Males** 
Low CumGPA* 
HighCrsload** 
High 
AE-RO* 
pos. ARE Field-
Applled* 
High Age* Major-Hard** 
Low Dad Ed* 
High 
AC-CE** 
* = p.(.05 
** = p.(.001 
gains on Sentence Completion item-types. Students who took 
courses in this cluster performed better than predicted on RD 
and ANT item-types, and worse than predicted on SC item-types. 
One environmental characteristic predicted GRE item-type 
residuals associated with courses comprising cluster group #3; 
type of seating. Fixed seating (nonmovable) was positively 
loaded on SC item-types (p.<.05); flexible seating (movable) 
was positively loaded on ANT item-types (p.(.05). One student 
variable predicted GRE item-type residuals for cluster group 
#3: father's education. High father's educational level 
positively loaded on RD item-types (p.(.05) 
Significant environmental/student interaction variables 
for cluster group #3 included: degree aspiration, and average 
courseload. Low degree aspiration was positively loaded on SC 
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Item-types <p.<.05). High average courseload was positively 
loaded on RD item-types (p.(.001). 
A total of four variables were found to be associated with 
cluster group #3. Since students who took courses in this 
cluster performed better than predicted on Reading 
Comprehension and Regular Math item-types, then courses in this 
cluster tended to have flexible seating, students with high 
father's educational level, students with low degree 
aspirations, and students with high average courseloads. Since 
students who took courses in this cluster performed worse than 
predicted on Sentence Completion item-types, and since fixed 
seating was positively loaded on this item-type, then the 
tendency toward flexible seating for courses In this cluster 
was reinforced. These observations are presented in Table 32. 
Table 32. Independent variables contributing to cluster 
grouping number three 
student 
Gains 
GRE 
item-type 
Residuals 
Environ 
Variables 
Student 
Variables 
Envir/Stu 
Interaction 
Variables 
LSI 
Variables 
neg. SC Fixed 
Seating* 
Low Degree 
Asp* 
pos. RD High Dad 
Ed* 
High 
Crsload** 
pos. ANT Flexible 
Seating* 
* = p.(.05 
** = p.(.001 
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Courses in cluster group #4 were associated with poor 
performance on Reading Comprehension item-types. Students who 
took courses in this cluster performed worse than predicted on 
this item-type. 
There were no environmental characteristics that predicted 
Reading Comprehension item-type residuals. 
Father's education was the only significant student 
variable for predicting RD item-types. High father's 
educational level was positively loaded (p.(.05). 
The only significant environmental/student interaction 
variable for predicting RD item-types was average courseload; 
an above-average courseload was a positive loading (p.(.001). 
A total of two variables were found to be associated with 
cluster group #4. Since students who took courses in this 
cluster performed poorly on Reading Comprehension item-types, 
and since positive loadings were found for father's educational 
level and high average courseload on RD item-types, then 
courses in this cluster tended to enroll students with low 
father's educational level, and students with low average 
courseloads. These observations are presented in Table 33. 
Courses in cluster group #5 were associated with negative 
residuals in Quantitative Comparison, Regular Math, Reading 
Comprehension, Sentence Completion, Antonym, and Analogy item-
types. Students who took courses in this cluster performed 
worse than predicted on those Item-types. 
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Table 33. Independent variables contributing to cluster 
grouping number four 
GRE Envlr/Stu 
Student Item-type Environ Student Interaction LSI 
Gains Residuals Variables Variables Variables Variables 
neg. RD High Dad High 
Ed* Crsload** 
* = p.<.05 
** = p.<.001 
The environmental characteristics that predicted GRE item-
type residuals associated with courses comprising cluster group 
#5 included: type of seating, and classification of field as 
pure/applied. Fixed seating was positively loaded on SC and QC 
item-types (p.<,05 and p.<.001 respectively); flexible seating 
was positively loaded on ANT item-types <p.<.05>. Field 
classification of "applied" was positively loaded on RM 
(p.<.05). 
Significant student variables for cluster group #5 
included: age, father's educational level, mother's 
educational level, and gender. Low student age was positively 
loaded on ANA (p.<.001) and RM <p.<.05). Low father's 
educational level was positively loaded on ANA <p.<.05>; high 
father's educational level was positively loaded on RD 
(p.<.05). High mother's educational level was positively 
loaded on QC (p.<.05). The predominance of male students was 
positively loaded on RM (p.<.001). 
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Significant environmental/student Interaction variables 
for cluster group #5 Included: degree aspiration, average 
courseload, and cumulative GPA. Low degree aspiration was 
positively loaded on SC (p.<.05). High average courseload was 
positively loaded on RD (p.(.001), QC (p.(.001), and RM 
(p.(.001). Low cumulative GPA was positively loaded on RM 
(p.<.05). 
High scores on the AE-RO learning style scale were 
positively related to RM (p.(.05). 
A total of ten variables were found to be associated with 
cluster group #5. Since students who took courses in this 
cluster performed worse than predicted on Quantitative 
Comparison, Regular Math, Reading Comprehension, Sentence 
Completion, Antonym, and Analogy item-types, and since positive 
loadings of fixed seating (SC and QC), flexible seating (ANT), 
"applied" fields (RM), low student age (ANA and RM), low 
father's education (ANA), high father's education (RD), high 
mother's education (QC), male gender (RM), low degree 
aspiration (SC), high average courseload (RD, QC, and RM), low 
cumulative GPA (RM), and high positive scores on the LSI AE-RO 
scale (RM) were associated with those item-types, then courses 
in this cluster tended to have flexible seating (relative to 
Sentence Completion and Quantitative Comparison item-types), 
fixed seating (relative to Antonym item-types), field 
classifications of "pure," students of high age, predominantly 
female enrollments, students with high father's educational 
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level (relative to Analogy item-types), students with low 
father's educational level (relative to Reading Comprehension 
item-types), students with low mother's educational level, 
students with high degree aspirations, students with low 
average courseloads, students with high cumulative CPAs, and 
students with negative scores on the LSI AE-RO scale. These 
observations are presented in Table 34. 
Courses in cluster group #6 were associated with positive 
gains on Quantitative Comparison and Regular Math item-types. 
Students who took courses in this cluster performed better than 
Table 34. Independent variables contributing to cluster 
grouping number five 
Student 
Gains 
GRE 
i tem-type 
Res iduals 
Environ 
Variables 
Student 
Variables 
Env ir/Stu 
Interaction 
Variables 
LSI 
Variables 
neg. ANA Low Age** 
Low Dad Ed* 
neg. SC Fixed 
Seating* 
Low Degree 
Asp* 
neg. RD High Dad 
Ed* 
High 
Crsload** 
neg. ANT Flexible 
Seating* 
neg. QC Fixed 
Seating** 
High Mom 
Ed* 
High 
Crsload** 
neg. RM Field-
Applled* 
Low Age* 
Males** 
Low CumGPA* 
High 
Crsload** 
High 
AE-RO* 
* 
** 
= p.<.05 
= p.<.001 
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predicted on those Item-types. 
The environmental characteristics that predicted GRE item-
type residuals associated with courses comprising cluster group 
#6 included; type of seating, and field classification of 
pure/applied. Fixed seating was positively loaded on QC 
(p.(.001). "Applied" field classification was positively 
loaded on RM <p.<.05). 
Significant student variables for cluster group #6 
included: mother's educational level, age, and gender. High 
mother's educational level was positively loaded on QC 
(p.(.05). Low student age and male gender were positively 
loaded on RM (p.(.05 and p.<.001 respectively). 
Significant environmental/student Interaction variables 
for cluster group #6 Included; average courseload, and 
cumulative GPA. High average courseloads were positively 
loaded on both QC and RM item-types (both at p.(.001). Low 
cumulative GPA was positively loaded on RM (p.<.05). 
High scores on the LSI AE-RO scale were positively loaded 
on RM (p.(.05). 
A total of eight variables were found to be associated 
with cluster group #6. Courses in this cluster tended to have 
fixed seating, field classifications of "applied," students 
with high mother's educational levels, students of low age, 
predominantly male enrollments, students with high average 
courseloads, students with low cumulative CPAs, and students 
with high positive scores on the LSI AE-RO scale. These 
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observations are presented in Table 35. 
Courses in cluster group #8 were associated with 
significant gains in Quantitative Comparison, Regular Math, and 
Analytical Reasoning item-types. Students who took courses in 
this cluster performed better than predicted on those item-
types. 
The environmental characteristics that predicted GRE item-
type residuals associated with courses comprising cluster group 
#8 included: type of seating, and field classification of 
pure/applied. Fixed seating was positively loaded on QC 
<p.<.001). "Applied" field classification was positively 
loaded on RM and ARE (both at p.(.05). 
Significant student variables for cluster group #8 
included: mother's educational level, father's educational 
level, age, and gender. High mother's educational level was 
Table 35. Independent variables contributing to cluster 
grouping number six 
GRE Env ir/Stu 
Student i tem-type Environ Student Interaction LSI 
Ga i ns Res iduals Variables Variables Variables Variables 
pos. QC Fixed High Mom High 
Seating** Ed* Crsload** 
pos. RM Field- Low Age* Low CumGPA* High 
Applied* Males** High AE-RO* 
Crsload** 
* = p.(.05 
** = p.(.001 
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positively loaded on QC (p.(.05). High father's educational 
level was positively loaded on ARE (p.(.05). Low age was 
positively loaded on RM (p.(.05); high age was positively 
loaded on ARE <p.<.05). Male gender was positively loaded on 
RM (p.(.001). 
Significant environmental/student interaction variables 
for cluster group #8 Included: average courseload, cumulative 
CPA, and major classification of hard/soft. High average 
courseload was positively loaded on QC and RM (both at p.(.001) 
Low cumulative GPA was loaded positively on RM <p.<.05). Major 
classification of "hard" was positively loaded on ARE 
(p.(.001). 
High positive scores on the AC-CE learning style scale 
were positively loaded on ARE (p.(.001). High positive scores 
on the AE-RO scale were positively loaded on RM item-types 
(p.<.05). 
A total of eleven variables were found to be associated 
with cluster group #8. Courses in this cluster tended to have 
fixed seating, "applied" field classification, students with 
high mother's educational level, students with low father's 
educational level, students of low age (relative to Regular 
Math), students of high age (relative to Analytical Reasoning), 
predominantly male enrollments, students with high average 
courseloads, students with low cumulative CPAs, students 
majoring in "hard" areas, and students with high positive 
scores on both LSI scales. These observations are presented in 
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Table 36. Independent variables contributing to cluster 
grouping number eight 
Student 
Gains 
GRE 
i tem-type 
Residuals 
Environ 
Variables 
Student 
Variables 
Env ir/Stu 
Interact ion 
Variables 
LSI 
Variables 
pos. QC Fixed 
Seat Ing** 
High Mom 
Ed* 
High 
Crs1oad** 
pos. RM Field-
Applled* 
Low Age* 
Males** 
Low cumGPA* 
High 
Crsload** 
High 
AE-RO* 
pos. ARE Fleld-
Applled* 
High Age* 
High Dad 
Ed* 
Major-Hard** High 
AC-CE** 
* = p.<.05 
** = p.<.001 
Table 36. 
Courses in cluster group #9 were associated with gains on 
Sentence Completion item-types. Students who took courses in 
this cluster performed better than predicted on this item-type. 
The environmental characteristic that predicted SC item-
type residuals was type of seating. Fixed seating was 
positively loaded on SC (p.(.05). 
There were no significant student variables associated 
with cluster group #9. 
Degree aspiration was the only significant environmental/ 
student interaction variable associated with this cluster 
group. Low degree aspiration was positively associated with SC 
(p.<.05). 
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A total of two variables were found to be associated with 
cluster group #9. Courses in this cluster tended to have fixed 
seating, and students with low degree aspirations. These 
observations are presented in Table 37. 
Table 37. Independent variables contributing to cluster 
grouping number nine 
GRE Envir/Stu 
Student item-type Environ Student Interaction LSI 
Gains Residuals Variables Variables Variables Variables 
pos. SC Fixed Low Degree 
Seating* Asp* 
* = p.(.05 
** = p.(.001 
Courses in cluster group #10 were associated with gains in 
ability on Sentence Completion, Regular Math, and Analytical 
Reasoning item-types, and weak ability in Reading Comprehension 
and Antonym item-types. Mixed results were obtained relative 
to Quantitative Comparison item-types, so no generalizations 
were drawn. Students who took courses in this cluster 
performed better than predicted on SC, RM, and ARE item-types, 
but worse than predicted on RD and ANT item-types. 
The environmental characteristics that predicted GRE item-
type residuals associated with courses comprising cluster group 
#10 included; type of seating, and field classification as 
pure/applied. Fixed seating was positively loaded on SC item-
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types <p.<.005). Flexible seating was positively loaded on ANT 
(p.(.05). Field classifications of "applied" were positively 
loaded on RM and ARE (both at p.<.05). 
Significant student variables for cluster group #10 
included: father's educational level, age, and gender. High 
father's educational level was positively loaded on RD 
(p.(.05); low father's educational level was positively loaded 
on ARE (p.(.05). Low age was positively loaded on RM (p.(.05); 
high age was positively loaded on ARE <p.<.05). Male gender 
was positively loaded on RM (p.<.001). 
Significant environmental/student interaction variables 
for cluster group #10 included: degree aspiration, average 
courseload, cumulative CPA, and classification of major as 
hard/soft. Low degree aspiration was positively loaded on SC 
(p.<.05). High courseload was positively loaded on RD and RM 
(both at p.<.001). Low cumulative GPA was positively loaded on 
RM item-types (p.(.05). Major classification of "hard" was 
positively loaded on ARE (p.(.001). 
High positive scores on the AC-CE learning style scale 
were positively loaded on ARE (p.(.001). High positive scores 
on the AE-RO scale were positively loaded on RM (p.<.05). 
A total of eleven variables were found to be associated 
with cluster group #10. Since students who took courses in 
this cluster performed better than predicted on Sentence 
Completion, Regular Math, and Analytical Reasoning item-types, 
then courses in this cluster tended to have fixed seating. 
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"applied" field classifications, students of low age (relative 
to RM), students of high age (relative to ARE), predominantly 
male enrollments, students with low father's educational level, 
students with low degree aspirations, students with high 
average courseloads (relative to RM), students with low 
cumulative CPAs, students majoring in "hard" areas, and 
students with high positive scores on both LSI scales. Since 
students who took courses in this cluster performed worse than 
predicted on Reading Comprehension and Antonym item-types, and 
since flexible seating, high father's education level, and high 
Table 38. Independent variables contributing to cluster 
grouping number ten 
GRE Env ir/Stu 
Student I tern-type Environ Student Interaction LSI 
Gains Res iduals Variables Variables Variables Variables 
pos. se Fixed 
Seating* 
Low Degree 
Asp* 
neg. RD High Dad 
Ed* 
High 
Crsload** 
neg. ANT Flexible 
Seating* 
mixed QC Type of 
Seating** 
Mom's Ed* Crsload** 
pos. RM Field- Low Age* Low CumGPA* High 
Applled* Males** High 
Crsload** 
AE-RO* 
pos. ARE Field- High Age* Maj or-Hard** High 
Applled* Low Dad Ed* AC-CE** 
* = p.<.05 
** = p.(.001 
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average course load were positively loaded on those item-types, 
then the tendencies toward fixed seating, and students with low 
father's educational level for courses in this cluster were 
reinforced. The courses in this cluster also tended to enroll 
students with low average courseload (relative to RD). These 
observations are presented in Table 38. 
Summary 
The DCP project team concluded that the sample group #1 
was very similar to the population of graduating seniors at 
Ithaca College in terms of age, major, SAT scores, and 
cumulative CPA. Females were over-represented, and there was 
some variation in the representation of majors in the sample, 
but overall, the sample group was an accurate representation of 
the population of graduating seniors. 
From transcripts and other student data, the DCP project 
team developed a database of courses in relation to student 
cognitive outcomes. The student cognitive outcomes were 
defined in terms of Graduate Record Examination item-type 
residuals. Similarities and differences among those courses 
were investigated, resulting in cluster groupings of courses 
having similar student cognitive outcomes. One hundred five 
courses were Identified as having statistically significant 
associations with student cognitive outcomes. Additional 
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institutional/environmental data and environmental/student 
interaction data were collected for those courses; complete 
data on all measures were collected for 64 of the courses. 
LISREL analysis was attempted in order to determine which 
environmental, student, and environment/student variables had 
causal effects on undergraduate student cognitive learning, 
defined in terms of GRE item-type residuals. After 
specification of measurement and structural models, LISREL was 
unable to estimate starting values for analysis. Since the 
data under study did not fit the assumptions underlying LISREL 
analysis, a related approach was chosen and the research 
questions were adapted. The original research questions asked 
for the identification of variables that caused differential 
student learning outcomes. Instead, the ability of the 
independent variables to predict differential student learning 
outcomes, as measured by GRE item-type residuals, was chosen 
for study. 
Multiple regressions were performed separately on all nine 
GRE item-type residuals. The results of the multiple 
regressions were reported in two ways. First, the variables 
that predicted individual item-type residuals were identified; 
second, the Item-type residuals were applied to the cluster 
groupings to identify which variables significantly predicted 
the appropriate item-type residuals found in each cluster. 
The lack of a sufficient number of cases in the databases 
may have resulted in a magnification or distortion of variable 
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effects for this sample group. In addition, the presence of 
moderate to high intercorrelations for some pairs of 
independent variables may have contributed to possible over-
fitting of the data; in other words, the regression results may 
or may not accurately reflect the predictive ability of the 
variables under study. However, the method was successful in 
identifying variables as significant, and in applying the 
findings to both the course residual scores, and the DCP 
cluster groupings. The following summary of results will be 
presented as though sufficient cases were present for drawing 
valid statistical conclusions; replication with a larger 
database is needed in order to determine whether the results of 
this study accurately reflect the characteristics of the 
popu1 at i on. 
Thirteen of the twenty-eight variables examined did not 
directly predict GRE item-type residuals, but six of those 
variables contributed to at least one variable that did predict 
GRE item-type residuals; seven variables were not found to be 
related to GRE item-type residuals in any way. The seven 
variables that did not appear as statistically significant in 
any regression equation included: (1) Field of Study 
(Departmental) Classification as Hard/Soft; (2) Classroom 
Seating Capacity; (3) Scheduled Course Meeting Time; (4) 
Primary Instructional Focus on Course Content; (5) Primary 
Instructional Focus on Learning How to Learn; (6) Primary 
Instructional Focus on Mastery of Skills; and (7) Average 
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Faculty/Student Ratio. 
Courses in cluster group #1 were associated with negative 
gains on Analytic Reasoning and Regular Math item-types. 
Students who took courses in this cluster performed worse than 
predicted on those item-types. A total of nine variables were 
found to be associated with cluster group #1. Characteristics 
of courses in cluster #1 tended toward: field classifications 
of "pure," high average student age in regard to Regular Math, 
low average student age in regard to Analytical Reasoning, a 
high proportion of female students, students with high father's 
educational level, students with high cumulative CPAs, students 
with low average courseloads, students majoring in "soft" 
areas, and students with negative scores on the LSI scales. 
Courses in cluster group #2 were associated with high 
gains on Analytic Reasoning and Regular Math item-types, and 
little gains on Antonym item-types. Students who took courses 
in this cluster performed better than predicted on ARE and RM 
item-types, and worse than expected on ANT item-types. A total 
of ten variables were found to be associated with cluster group 
#2. Courses in this cluster tended to have field 
classifications of "applied," fixed seating, low age in 
relation to Regular Math, high age in relation to Analytical 
Reasoning, predominantly male enrollments, students with low 
father's education, students with low cumulative CPAs, students 
with high average courseloads, students majoring in a "hard" 
areas, and students with high positive scores on both learning 
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style scales. 
Courses in cluster group #3 were associated with positive 
gains on Reading Comprehension and Antonym item-types, and low 
gains on Sentence Completion item-types. Students who took 
courses in this cluster performed better than predicted on RD 
and ANT item-types, and worse than predicted on SC item-types. 
A total of four variables were found to be associated with 
cluster group #3. Courses in this cluster tended to have 
flexible seating, students with high father's educational 
level, students with low degree aspirations, and students with 
high average courseloads. 
Courses in cluster group #4 were associated with poor 
performance on Reading Comprehension item-types. Students who 
took courses In this cluster performed worse than predicted on 
this item-type. A total of two variables were found to be 
associated with cluster group #4. Courses in this cluster 
tended to enroll students with low father's educational level, 
and students with low average courseloads. 
Courses in cluster group #5 were associated with little 
gain in Quantitative Comparison, Regular Math, Reading 
Comprehension, Sentence Completion, Antonym, and Analogy item-
types. Students who took courses in this cluster performed 
worse than predicted on those item-types. A total of ten 
variables were found to be associated with cluster group #5. 
Courses in this cluster tended to have flexible seating 
(relative to Sentence Completion and Quantitative Comparison 
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item-types), fixed seating (relative to Antonym Item-types), 
field classifications of "pure," students of high age, 
predominantly female enrollments, students with high father's 
educational level (relative to Analogy item-types), students 
with low father's educational level (relative to Reading 
Comprehension item-types), students with low mother's 
educational level, students with high degree aspirations, 
students with low average courseloads, students with high 
cumulative CPAs, and students with negative scores on the LSI 
AE-RO scale. 
Courses in cluster group #6 were associated with positive 
gains on Quantitative Comparison and Regular Math item-types. 
Students who took courses in this cluster performed better than 
predicted on those item-types. A total of eight variables were 
found to be associated with cluster group #6. Courses in this 
cluster tended to have fixed seating, field classifications of 
"applied," students with high mother's educational levels, 
students of low age, predominantly male enrollments, students 
with high average courseloads, students with low cumulative 
CPAs, and students with high positive scores on the LSI AE-RO 
scale. 
Courses in cluster group #8 were associated with 
significant gains in Quantitative Comparison, Regular Math, and 
Analytical Reasoning item-types. Students who took courses in 
this cluster performed better than predicted on those item-
types. A total of eleven variables were found to be associated 
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with cluster group #8. Courses in this cluster tended to have 
fixed seating, "applied" field classification, students with 
high mother's educational level, students with low father's 
educational level, students of low age (relative to Regular 
Math), students of high age (relative to Analytical Reasoning), 
predominantly male enrollments, students with high average 
courseloads, students with low cumulative CPAs, students 
majoring in "hard" areas, and students with high positive 
scores on both LSI scales. 
Courses in cluster group #9 were associated with gains on 
Sentence Completion item-types. Students who took courses in 
this cluster performed better than predicted on this item-type. 
A total of two variables were found to be associated with 
cluster group #9. Courses in this cluster tended to have fixed 
seating, and students with low degree aspirations. 
Courses In cluster group #10 were associated with gains in 
ability on Sentence Completion, Regular Math, and Analytical 
Reasoning item-types, and weak ability in Reading Comprehension 
and Antonym Item-types. Students who took courses In this 
cluster performed better than predicted on SC, RM, and ARE 
item-types, but worse than predicted on RD and ANT Item-types. 
A total of eleven variables were found to be associated with 
cluster group #10. Courses in this cluster tended to have 
fixed seating, "applied" field classifications, students of low 
age (relative to RM), students of high age (relative to ARE), 
predominantly male enrollments, students with low father's 
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educational level, students with low degree aspirations, 
students with high average courseloads (relative to RM), 
students with low average courseloads (relative to RD), 
students with low cumulative CPAs, students majoring in " 
areas, and students with high positive scores on both LSI 
scales. 
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CHAPTER V. DISCUSSION, CONCLUSIONS, RECOMMENDATIONS 
Summary 
The intent of this research was to create a model for 
identifying variables that predicted differences between 
students on measures of cognitive learning. Past research 
designs examining the effects of college on student learning 
fell into one of two categories — those that used institutions 
as the unit of analysis, and those that used students as the 
unit of analysis (Astin 1970a). Researchers acknowledged that 
both institutional environments and students had an effect on 
student learning; however, accepted methodologies did not exist 
that allowed the simultaneous examination of Institutional 
(environmental) and student variables on student cognitive 
development. A research method that would allow simultaneous 
examination of both environmental and student variables on 
student learning would make possible a more comprehensive 
analysis of the effects of college attendance on student 
cognitive development. 
The Differential Coursework Patterns (DCP) project 
conducted by J. L. Ratcliff (1988a, 1988b, 1988c) at Iowa State 
University for the Research Division, U.S. Department of 
Education Office of Educational Research and Improvement, 
addressed this Issue. The purpose of the DCP project was to 
determine the effects of coursework patterns on student general 
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learned abilities. The course as the unit of study represented 
the confluence between the institutional environment and the 
student. Courses Included in the study tended to be those 
classified as general education in the literature (Dressel and 
DeLisle 1969, Levlne 1978, Bergquist et al, 1981). The method 
for using student data to relate measures of student general 
learned ability to academic courses was developed by the DCP 
project team (Ratcliff 1988a, 1988b, 1988c). Statistical 
analysis resulted in the creation of clusters of courses with 
similar cognitive outputs, as defined in terms of Graduate 
Record Examination (GRE) item-types. Courses having similar 
effects were grouped together, and subsequently analyzed to 
determine the environmental and student characteristics that 
were associated with those groupings. This resulted in a more 
comprehensive view of the dynamics of the college experience; 
both environmental and student characteristics were considered. 
The current study was concerned with developing a model to 
identify specific statistically significant variables that 
predicted student general learned abilities as defined by GRE 
item-type residuals. The specific research questions posed 
were : 
(1) What institutional environmental characteristics 
predicted differential student learning outcomes? 
(2) What student characteristics predicted differential 
student learning outcomes? 
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(3) What characteristics resulting from 
student/environment Interaction predicted 
differential student learning outcomes? 
Independent variables were drawn from three groups: 
environmental characteristics of the Institution; student 
characteristics (primarily precollege in nature); and 
characteristics attributable to an interaction between the 
institutional environment and student characteristics. For 
this study. Independent environmental variables were defined as 
the observable characteristics of an institution (at the 
departmental level) that were not typically manipulated by 
individual students. Independent student variables were 
defined as the characteristics that students possessed prior to 
college attendance. Independent interaction variables were 
defined as those variables that could not be attributed solely 
to either the institutional environment or to entering student 
characteristics; those variables were the result of the 
Interaction between students and the institutions they 
attended. 
Independent environmental variables included: 
classification of department field areas in terms of hard 
versus soft, pure versus applied, and nonllfe centered versus 
life centered; classroom seating capacity; fixed versus movable 
seating; type of room; frequency of course offering; time of 
course offering; primary focus of instruction (course content, 
perspective on subject area, learning how to learn, or mastery 
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of skills); who taught the course; who assessed learning; 
course organization as single group offering or 
lecture/recitation arrangement; and average class enrollment. 
Independent student variables included; age; gender; 
mother's educational level; and father's educational level. 
Independent interaction variables included: 
classification of student major as hard/soft, pure/applied, and 
nonlife centered/life centered; cumulative GPA; degree 
aspiration; and average courseload. 
Dependent variables in this study included learning style 
inventory scores and GRE item-type residual achievement scores. 
The original research questions in the current study asked 
for the identification of variables that caused differential 
student learning outcomes as defined by residuals computed on 
the nine item-types of the GRE. The LISREL model combined 
research variables from studies using the institution as the 
unit of analysis (Dressel and DeLisle 1969, Biglan 1973a, 
Conrad 1978, Levine 1978, Bergquist et al. 1981, Veysey 1985) 
with studies using the student as the unit of analysis (Astin 
1970a, Pascarella 1985, McKeachie et al. 1986). LISREL 
analysis was attempted in order to determine which 
environmental, student, and environment/student variables had 
causal effects on undergraduate student cognitive learning; 
after specification of measurement and structural models, the 
LISREL program was unable to estimate starting values for 
analysis. Since the data under study did not fit the 
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assumptions underlying LISREL analysis, a related approach was 
chosen and the research questions were adapted. The ability of 
the independent variables to predict differential student 
learning outcomes, as measured by GRE item-type residuals, was 
chosen for study. 
Multiple regressions were performed separately on all nine 
GRE item-type residuals. In Chapter Four the results of the 
multiple regressions were applied to the DCP project cluster 
groupings to identify which variables significantly predicted 
the appropriate item-type residuals found in each cluster. 
The lack of a sufficient number of cases In the databases 
used for analysis may have resulted in a magnification or 
distortion of variable effects for this sample group. In 
addition, the presence of moderate to high intercorrelations 
for some pairs of independent variables may have contributed to 
possible over-fitting of the data; in other words, the 
regression results may or may not accurately reflect the 
predictive ability of the variables under study. However, the 
method was successful in identifying variables as significant, 
and in applying the findings to both the course residual 
scores, and the DCP cluster groupings. The discussion of 
results was presented as though sufficient cases were present 
for drawing valid statistical conclusions; replication with a 
larger database is needed in order to determine whether the 
results of this study accurately reflect the characteristics of 
the population. 
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Twenty-eight independent variables were entered into 
multiple stepwise regression analyses for each GRE item-type. 
Thirteen of the twenty-eight variables did not directly predict 
GRE item-type residuals, but six of those variables contributed 
to at least one variable that did predict GRE item-type 
residuals; seven variables were not found to be related to GRE 
item-type residuals in any way. The seven variables that did 
not appear as statistically significant in any regression 
equation included: (1) Field of Study (Departmental) 
Classification as Hard/Soft; (2) Classroom Seating Capacity; 
(3) Scheduled Course Meeting Time; (4) Primary Instructional 
Focus on Course Content; (5) Primary Instructional Focus on 
Learning How to Learn; (6) Primary Instructional Focus on 
Mastery of Skills; and (7) Average Faculty/Student Ratio. 
Courses associated with the Blglan classification of 
"applied" as opposed to "pure" were positively loaded on 
Regular Math and Analytical Reasoning item-type residuals. 
"Positively loaded" means that a specific characteristic of a 
variable was associated with higher positive residuals on item-
types than any other characteristic of the same variable; in 
the prior sentence this means that courses classified as 
"applied" had higher positive residuals on Regular Math and 
Analytical Reasoning item-type residuals than courses 
classified as "pure." Courses taught in rooms with fixed 
(nonmovable) seating were positively loaded on Sentence 
Completion and Quantitative Comparison item-type residuals; 
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courses taught in rooms with flexible (movable) seating were 
positively loaded on Antonym and Logical Reasoning item-type 
residuals. Courses that were not taught by individual faculty 
were positively loaded on Logical Reasoning Item-type 
residuals. Courses where assessment of student learning was 
done solely by the faculty member teaching the course were 
positively loaded on Data Interpretation item-type residuals. 
Courses with low average student age were positively 
loaded on Analogy and Regular Math item-type residuals; courses 
with high average student age were positively loaded on 
Analytical Reasoning item-type residuals. Courses that were 
predominantly male were positively loaded on Regular Math item-
type residuals. Courses enrolling students with more highly 
educated mothers were positively loaded on Quantitative 
Comparison item-type residuals. Courses enrolling students 
with more highly educated fathers were positively loaded on 
Reading Comprehension; however, courses enrolling students with 
less educated fathers were positively loaded on Analogy, Data 
Interpretation, and Analytical Reasoning item-type residuals. 
Courses enrolling students majoring in subjects classified 
as "hard" as opposed to "soft" were positively loaded on 
Analytical Reasoning and Logical Reasoning item-type residuals; 
courses enrolling students majoring in subjects classified as 
"applied" as opposed to "pure" were positively loaded on 
Logical Reasoning item-type residuals. Courses enrolling 
students with low cumulative CPAs were positively loaded on 
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Regular Math item-type residuals. Courses enrolling students 
with low degree aspiration were positively loaded on Sentence 
Completion item-type residuals. Courses enrolling students 
with heavy average courseloads were positively loaded on 
Reading Comprehension, Quantitative Comparison, and Regular 
Math item-type residuals. 
Courses enrolling students with high positive scores on 
the AC-CE LSI scale were positively loaded on Data 
Interpretation and Analytical Reasoning item-type residuals. 
Courses enrolling students with high positive scores on the AE­
RO LSI scale were positively loaded on Regular Math item-type 
residuals. 
Multiple regressions were also performed using the 
environmental/student interaction variables as dependent 
variables. Those regression results were secondary influences; 
they described the contributions of the environmental and the 
student independent variables to the characteristics of the 
environmental/student interaction variables. The specific 
relationships of the environmental/student interaction 
variables to the GRE item-type residuals were presented in the 
previous discussion. 
Courses associated with the Biglan classification of 
"applied" as opposed to "pure" were positively loaded on the 
variable "Classification of Major as Pure/Applied," while 
courses associated with the classification of "pure" as opposed 
to "applied" were positively loaded on the variable "Degree 
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Aspiration." Courses associated with the Biglan classification 
of "nonlife" as opposed to "life" were positively loaded on the 
variable "Classification of Major as Pure/Applied," while 
courses associated with the classification of "life" as opposed 
to "nonlife" were positively loaded on the variables "Degree 
Aspiration" and "Average Courseload." Courses taught in 
traditional Classroom, as opposed to Laboratory or 
nontraditional spaces, were positively loaded on the variable 
"Cumulative GPA." Courses offered every term were positively 
loaded on the variable "Classification of Major as Hard/Soft"; 
courses not offered every term were positively loaded on the 
variable "Classification of Major as Nonlife/Life." Courses 
that were taught with the primary focus of instruction not on 
teaching a particular perspective to students were positively 
loaded on the variables "Degree Aspiration" and "Average 
Courseload." Courses that were taught by a single faculty 
member were positively loaded on the variables "Classification 
of Major as Hard/Soft" and "Classification of Major as 
Pure/Applied"; courses not taught by a single faculty member 
were positively loaded on the variables "Classification of 
Major as Nonllfe/Llfe" and "Average Courseload." Courses 
taught using lecture/recitation format were positively loaded 
on the variables "Cumulative GPA" and "Average Courseload." 
Courses enrolling students of high average age were 
positively loaded on the variables "Classification of Major as 
Nonlife/Life" and "Cumulative GPA." Courses enrolling 
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primarily males were positively loaded on tlr>e variables 
"Classification of Major as Hard/Soft" and "Cumulative CPA"; 
courses enrolling primarily females were positively loaded on 
the variable "Classification of Major as Nonlife/Life." 
Courses enrolling students with more highly educated mothers 
were positively loaded on the variables "Classification of 
Major as Hard/Soft," "Classification of Major as Pure/Applied," 
and "Degree Aspiration"; courses enrolling students with less 
educated mothers were positively loaded on the variables 
"Classification of Major as Nonlife/Life" and "Cumulative CPA." 
Courses enrolling students with less educated fathers were 
positively loaded on the variable "Average Courseload." 
Multiple regressions were also performed using the two LSI 
scales as dependent variables. Those regression results were 
secondary influences; they described the contributions of the 
environmental variables, the student variables, and the 
environmental/student variables to the characteristics of the 
LSI scales. The specific relationships of the LSI scale scores 
to the GRE item-type residuals were presented earlier in this 
di scuss i on. 
Courses enrolling older students were positively loaded on 
the AE-RO scale. Courses enrolling primarily females were 
positively loaded on the AE-RO scale. Courses enrolling 
students with more highly educated mothers were positively 
loaded on both the AC-CE and AE-RO scales. 
Courses enrolling students with majors predominantly 
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classified as "hard" as opposed to "soft" were positively 
loaded on both the AC-CE and AE-RO LSI scales. Courses 
enrolling students with majors predominantly classified as 
"pure" as opposed to "applied" were positively loaded on the 
AE-RO scale; courses enrolling students with majors 
predominantly classified as "applied" as opposed to "pure" were 
positively loaded on the AC-CE scale. Courses enrolling 
students with majors predominantly classified as "nonlife" as 
opposed to "life" were positively loaded on both the AC-CE and 
AE-RO scales. Courses enrolling students with low cumulative 
CPAs were positively loaded on the AE-RO scale. 
Limitations 
Three limitations of the present study served to weaken 
the strength of conclusions drawn from the data. First, a 
large number of the independent variables used in the 
regression analyses exhibited questionable variability. For 
example, on the dichotomy "type of seating," which measured 
whether seats in classrooms were movable or nonmovable, over 
90% of the courses were taught in rooms with movable seating. 
The only environmental variable to have more than 40% 
membership in the minority category was "classification of 
field as pure/applied." There was little variability on the 
measure of student age; nearly three-quarters of the students 
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In sample group #1 were born within a 10 month period. 
Approximately 70% of the student sample was female. When 
student majors were classified using the Biglan classification 
system, 80% were soft, 78% were pure, and 74% were nonllfe 
centered. The lack of variability among measures such as those 
weakened the strength of conclusions drawn from the data 
analys 1 s. 
Second, small sample size could have magnified or 
distorted variable influences. Borg and Gall (1983) 
recommended 15 subjects for each Independent variable Included 
in multiple regression analysis. Regressions performed on the 
64 course database Included 28 independent variables. 
Regressions performed on the 105 course database Included 15 
variables. The small size of these databases served to weaken 
the strength of conclusions drawn from the data analysis. In 
other words, the regression results may or may not accurately 
reflect the predictive ability of the variables under study. 
However, the method was successful in identifying variables as 
significant, and in applying the findings to both the course 
residual scores, and the DCP cluster groupings. Replication of 
this analysis should be performed for at least one additional 
year to test whether conclusions drawn from the data were 
substantively distorted by lack of variability among measures, 
or by small sample size. 
Due to the exploratory nature of this study, under the 
original research design the type I error term was set to .20 
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so that all possible effects could be retained for further 
study. The significance level for retaining variables in the 
multiple regression equations was set at p.<.05 to compensate 
for the lack of variability in variable measures and the small 
database sizes. Independent variables appeared as significant 
in regression equations at p.<.05 in 28 Instances; at p.<.01 In 
19 instances; at p.<.005 in 16 instances; and at p.<.001 in 8 
instances. 
Third, correlations performed on the independent variables 
revealed the presence of moderate to high intercorrelations for 
some variable pairs in both the 64 and 105 course databases. 
IntercorrelatIon of independent variables could have resulted 
in distortion of regression equation values as variables were 
entered and removed in successive steps. Correlations 
performed on the dependent variables revealed the presence of 
low Intercorrelations for some variable pairs In both the 64 
and 105 course databases. Since the correlation coefficients 
represented little or low correlation, the IntercorrelatIon of 
dependent variables probably did not play a large role in any 
possible weakening of the strength of conclusions drawn from 
the data. 
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Conclusions 
The small number of cases in the databases used for 
analysis and the presence of independent variable 
intercorrelatlons may have caused spurious or random results. 
Whether the specific findings accurately reflect the population 
characteristics or not, the study was successful In creating a 
method to analyze data and apply the findings to GRE Item-type 
residual scores associated with academic courses. 
In the multiple regressions performed In the current 
study, no variable appeared In more than four of the nine GRE 
item-type residual equations. This lack of consistency pointed 
to three possible conclusions: the nine Item-types are so 
unique that in fact no variable predicts In more than four 
item-type equations; independent variable intercorrelatlons 
interfered with variable identification; or the small sample 
size distorted the computations to the point that significance 
was essentially random. Replication of the analysis with a 
larger data set for one or two more years is necessary In order 
to determine whether the specific findings of the current study 
reflect population characteristics. 
In a selected review of literature In Chapter Two several 
models that addressed various aspects of institutional 
structure and student development theories were discussed. The 
Institution-structural models primarily addressed the nature 
and organization of the formal curriculum. Those models all 
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described a general model of curricula using terms that 
referred to various configurations of three common categories; 
general educational requirements, major requirements, and 
elect Ives. The models examined how curricula were structured 
and how they functioned; they did not Include student 
characteristics as primary variables for study. The 
institutional-structural models by Dressel and DeLisle (1969), 
Biglan (1873a), Levine (1978), and Bergquist et al. (1981) 
included variables examined in the current study. 
The student-development models did Include the student as 
a major variable for study. In those models, the student was 
perceived as an active participant interacting with the college 
environment. Students changed in terms of cognitive ability 
and general personal development as they participated In the 
college experience. The student-development models by Astin 
(1970a), Pascarella (1985), and McKeachie et al. (1986) 
included variables examined in the current study. 
In the following discussion, the specific results of the 
current study will be examined relative to the theoretical 
frameworks underlying the institutional-structural and student-
development models. Following the presentation of those 
findings, the ramifications of those findings will be examined 
in light of current learning theory; concurrence and difference 
from current theory will be noted. In the absence of 
replication of this study to determine whether the findings 
were accurate or distorted by sample size, the findings will be 
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assumed to be valid. 
Dressel and DeLisle <1969) stated that differences between 
university curricula were evident through a variety of 
characteristics, including general education, underlying 
assumptions regarding the nature and organization of learning, 
and major concentrations. Dressel's emphasis was on comparing 
multiple institutions, rather than on investigation the impact 
of institutional characteristics on student performance; his 
unit of analysis was the institution. In the current study the 
unit of analysis was the course. 
Courses examined tended to be those classified as general 
education in the literature (Dressel and DeLisle 1969, Levine 
1978, Bergquist et al. 1981). The underlying assumptions 
regarding the nature and organization of learning are addressed 
by Biglan in his classification system for describing field of 
study. The environmental variables discussed by Dressel were 
measured using the Biglan system; this system was also extended 
to interaction variable measures of student major choice. 
The Biglan classification of field of study as "applied" 
was a significant variable in predicting high GRE Regular Math 
and Analytical Reasoning item-type residuals, and 
classification of major as pure/applied; field classification 
as "pure" predicted degree aspiration. Field classification of 
"nonlife" predicted classification of major as pure/applied; 
field classification of "life" predicted degree aspiration and 
average courseload. 
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Student major classification as "hard" predicted high 
Analytical Reasoning and Logical Reasoning item-type residuals, 
as well as AC-CE and AE-RO scale scores. Major classification 
as "pure" predicted AE-RO scale scores; major classification as 
"applied" predicted high Logical Reasoning item-type residuals, 
as well as AC-CE scale scores. Major classification as 
"nonlife" predicted AC-CE and AE-RO scale scores. 
Dressel was concerned with describing institutions for the 
purpose of inter-institutional comparison. The current study 
was concerned with relating selected variables to student 
learning outcomes, as measured by GRE item-type residuals; some 
of Dressel*s variables were included in the present study and 
found to be significantly related to such outcomes. 
Biglan <1973a) questioned the practice of comparing 
faculty across differing departments as though they had the 
same goals and objectives. (He examined faculty at the general 
level of the department, not as individuals.) He devised a 
scheme to differentiate between fields of study based on 
whether they were primarily hard or soft, pure or applied, and 
directly or indirectly concerned with living organisms. After 
establishing those categories, Biglan found that faculty within 
each category differed from others in terms of Interpersonal 
interaction, devotion to the areas of teaching, research, and 
service, patterns and expectations for publishing, and in the 
sponsorship of dissertations. Biglan's area of study focussed 
on environmental variable measures, with some application to 
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student major choice. 
Biglan found the hard/soft classification of field to be 
the strongest variable, of the three, for differentiating 
between academic field areas; in the current study this 
variable was not found to be significantly related to any 
student learning as measured by GRE item-type residuals, or to 
student choice of major, cumulative CPA, degree aspiration, 
average courseload, or learning style preference. Biglan found 
the pure/applied classification of field to be the second best 
variable for differentiating between academic field areas; in 
the current study the classification of field area as "applied" 
was a predictor for high Regular Math and Analytical Reasoning 
item-type residuals, and for classification of major as 
pure/applied; the classification of field area as "pure" was a 
predictor for student degree aspiration. Biglan found the 
nonlife/life classification of field to be the least effective 
significant variable for differentiating between academic field 
areas; in the current study classification of field as 
nonlife/life was not found to be significantly related to any 
student learning as measured by GRE item-type residuals; 
"nonlife" classification was a predictor of classification of 
student major as pure/applied, and "life" classification was a 
predictor of student degree aspiration and average courseload. 
In summary, Biglan's best indicator was not significant for 
measuring student cognitive learning, Biglan's second Indicator 
did predict two GRE item-type residuals and two 
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environmental/student interaction variables, and Biglan's third 
indicator predicted environmental/student interaction variables 
but not GRE item-type residuals. 
When Biglan's classifications were applied to student 
choice of major, the choice of a "hard" major predicted high 
Analytical Reasoning and Logical Reasoning item-type residuals, 
and AC-CE and AE-RO scale scores. The choice of a "pure" major 
predicted AE-RO scale scores; "applied" major predicted high 
Logical Reasoning residuals, and AC-CE scale scores. The 
choice of a "nonlife" major predicted AC-CE and AE-RO scale 
scores. 
Levine (1978) stated that general education and the major 
or concentration were important aspects of undergraduate 
programs, but he felt that the formal curriculum could best be 
understood by further categorizing the components of the 
structure of undergraduate programs. He expanded the 
definition of the formal curriculum with the addition of 
categories labelled: basic and advanced skills and knowledge, 
tests and grades, education and work, advising, credits and 
degrees, methods of instruction, and the structure of academic 
time. He examined a range of characteristics common to formal 
academic structures, pointing out the commonalities between 
institutions as well as several prevalent variations. 
In the current study, several independent variables were 
related to Levine's areas of concern. Environmental variables 
included: who taught a course, who assessed student 
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performance, the primary focus of instruction (measured on four 
choices -- course content, perspective toward course material, 
learning how to learn, mastery of skills), frequency of course 
offering, and time of course offering. Interaction variables 
included; student major (measured through Biglan 
classification on hard/soft, pure/applied, and nonlife/life 
dichotomies), and average courseload. 
Courses that were not taught by single, individual faculty 
members predicted high Logical Reasoning residuals, major 
classification as nonlife/life, and average courseload; courses 
that were taught by single, individual faculty members 
predicted major classification as hard/soft and pure/applied. 
Courses where performance was assessed by a single faculty 
member in charge predicted high Data Interpretation residuals. 
The primary focus of instruction as not learning a perspective 
predicted degree aspiration and average courseload. Courses 
offered every term predicted major classification as hard/soft; 
courses not offered every term predicted major classification 
as nonlife/life. The time of course offering was not a 
predictor for any other variable. 
Student major classification of "hard" predicted high 
Analytical Reasoning and Logical Reasoning residuals, and AC-CE 
and AE-RO scale scores. High average courseload predicted high 
Reading Comprehension, Quantitative Comparison, and Regular 
Math residuals. 
Levine was not concerned with predicting student cognitive 
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outcomes in his model. Rather, variables were used to describe 
institutional curricula. The lack of significance of most of 
those variables in the current study does not negate their 
importance in describing curricula; it does highlight the 
importance of examining noncurricular variables for predicting 
student cognitive learning. 
Bergquist et al. (1981) described the curricular structure 
as consisting of six components; time, space, resources, 
organization, procedures, outcomes. The independent 
environmental variables associated with Bergquist's components 
included: room capacity, the type of seating in the classroom, 
the type of learning space, the frequency of course offering, 
the time of course offering, the primary focus of instruction, 
who taught a course, who assessed student performance, and the 
formal course structure. 
Room capacity, time of course offering, primary 
instructional focus on content, on learning, or on mastery of 
skills, and faculty/student ratio did not predict any residual 
or interaction variable under study. Nonmovable seating 
predicted high Sentence Completion and Quantitative Comparison 
residuals; flexible seating predicted high Antonym and Logical 
Reasoning residuals. Traditional classroom spaces predicted 
cumulative CPA. Courses offered every term predicted major 
classification as hard/soft; courses not offered every term 
predicted major classification as nonl1fe/1Ife. The primary 
focus of Instruction not on perspective predicted degree 
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aspiration and average courseload. Courses that were not 
taught by single, individual faculty members predicted high 
Logical Reasoning residuals, major classification as 
nonllfe/1ife, and average courseload; courses that were taught 
by single, individual faculty members predicted major 
classification as hard/soft and pure/applied. Courses where 
performance was assessed by a single faculty member in charge 
predicted high Data Interpretation residuals. 
Lecture/recitation format predicted cumulative GPA and average 
course 1oad. 
As with the other institutional-structural models, 
Bergqulst was primarily concerned with describing curricular 
structure rather than focusing on student cognitive learning. 
He alluded to the idea that student learning occurs within an 
institutional context; the current study reinforces the notion 
that variables that describe a curriculum are not necessarily 
the best measures of student learning. 
Astin (1970a) was interested in understanding how the 
types of students that attend a particular college Impact the 
environment of that college, and how colleges impact unique 
students in differing ways. Environmental variables in Astin's 
model included; room capacities for courses, the type of 
seating, the type of classroom space, frequency of course 
offering, time of course offering, primary focus of 
Instruction, who taught a course, and who assessed student 
performance. Student variables Included; student age, gender, 
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and parent's educational level. Interaction variables 
included: student choice of major, cumulative grade point 
average, degree aspiration, and average courseload. Learning 
style preferences were also examined as an influence on GRE 
item-type residuals. 
Room capacity, time of course offering, and primary focus 
of instruction on content, on learning, or on mastery of skills 
did not predict any other variable under study. Nonmovable 
seating predicted high Sentence Completion and Quantitative 
Comparison item-type residuals; flexible seating predicted high 
Antonym and Logical Reasoning residuals. Traditional classroom 
space predicted cumulative CPA. Courses offered every term 
predicted major classification as hard/soft; courses not 
offered every term predicted major classification as 
nonlife/1ife. The primary focus of instruction not on 
perspective predicted degree aspiration and average courseload. 
Courses that were not taught by single, individual faculty 
members predicted high Logical Reasoning residuals, major 
classification as nonlife/life, and average courseload; courses 
that were taught by single, individual faculty members 
predicted major classification as hard/soft and pure/applied. 
Courses where performance was assessed by a single faculty 
member in charge predicted high Data Interpretation residuals. 
Courses enrolling youthful students predicted high 
Analogy, and Regular Math residuals; courses enrolling older 
students predicted high Analytical Reasoning residuals, major 
2 2 3  
classification as nonl1fe/1ife, cumulative GPA, and AE-RO scale 
scores. Predominantly male enrollments predicted high Regular 
Math residuals, major classification as hard/soft, and 
cumulative GPA; predominantly female enrollments predicted 
major classification as nonlife/life, and AE-RO scale scores. 
High mothers' educational level predicted high Quantitative 
Comparison residuals, major classification as hard/soft, as 
pure/applied, degree aspiration, AC-CE scale scores, and AE-RO 
scale scores; low mothers' educational level predicted major 
classification as nonlife/life, and cumulative GPA. High 
fathers' educational level predicted high Reading Comprehension 
residuals; low fathers' educational level predicted high 
Analogy, Data Interpretation, and Analytical Reasoning 
residuals, and average courseload. 
Student choice of "hard" major predicted high Analytical 
Reasoning and Logical Reasoning residuals, and AC-CE and AE-RO 
scale scores. Student choice of "applied" major predicted high 
Logical Reasoning residuals, and AC-CE scale scores; "pure" 
major predicted AE-RO scale scores. Student choice of 
"nonlife" major predicted AC-CE and AE-RO scale scores. Low 
student cumulative GPA predicted high Regular Math residuals, 
and AE-RO scale scores. Low degree aspiration predicted high 
Sentence Completion residuals. High average courseload 
predicted high Reading Comprehension, Quantitative Comparison, 
and Regular Math residuals. 
High positive scores on the AC-CE LSI scale predicted high 
2 2 4  
Data Interpretation and Analytical Reasoning residuals. High 
positive scores on the AE-RO LSI scale predicted high Regular 
Math residuals. 
Astin's model was based on the belief that in addition to 
studying the main effect of college environment on student 
development, study was also needed on the main effects of 
student input characteristics on both student development and 
on the college environment. The current study has carried 
forward such research. Most of the current findings are 
consistent with findings in the general body of literature on 
student learning. The associations between gains in Analytical 
Reasoning and the deterioration of Regular Math skills with an 
increase in student age were consistent with prior research. 
The indication that males have stronger Regular Math skills was 
consistent with prior research. The relationship between high 
parental educational level and gains on some GRE item-type 
residuals (mother's education and Quantitative Comparison, 
father's education and Reading Comprehension) was not 
unexpected. On the other hand, a relationship between low 
father's educational level and gains on Analytical Reasoning, 
Data Interpretation, and Analogy item-type residuals was 
unexpected. This particular relationship should be tested in a 
replication of the current study, and if significant, further 
investigated using qualitative research techniques. Biglan's 
classification of "hard" majors as those possessing an 
accepted paradigm of basic knowledge and research methodology 
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was supported by an association with gains in Analytical 
Reasoning item-type residuals. The relationship between low 
cumulative GPA and gains on Regular Math item-type residuals, 
and between low degree aspiration and gains on Sentence 
Completion item-type residuals do not agree or disagree with 
prior research, and present interesting questions for further 
study. The relationship between high average courseload and 
gains on Regular Math, Quantitative Comparison, and Reading 
Comprehension may be the result of innate student ability, the 
quality of student effort, or some other influence; this 
relationship does not conflict with prior research. The 
relationships between high positive scores on the AC-CE LSI 
scale and Analytical Reasoning item-type residuals, and between 
high positive scores on the AE-RO scale and Regular Math item-
type residuals represent a new way to measure student learning 
in relation to LSI measures; those results neither affirmed or 
conflicted with prior research. Generally speaking, the 
findings of the present study supported prior research and 
learning theory. 
Pascarella (1985) based his model on Astin's; he included 
more variables which labelled and explored many of the specific 
interactions mentioned by Astin. In addition to student 
background, institutional background, and learning and 
cognitive development (Pascarella's student output) variables, 
he described how faculty/student interactions, student/peer 
interactions, and the quality of student effort helped shape 
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student experience and affect student outcomes. Either 
directly or indirectly, all of the variables from the current 
study were associated with Pascarella's model; environmental 
variables affected student learning indirectly, while student 
and environmental/student variables affected student learning 
directly. 
Pascarella posited that environmental variables were 
indirect influences on student learning; in the present study 
four environmental variables were found to be directly related 
to student learning. Field classification of "applied" 
predicted high Regular Math and Analytical Reasoning item-type 
residuals. Fixed seating predicted high Sentence Completion 
and Quantitative Comparison residuals; flexible seating 
predicted high Antonym and Logical Reasoning residuals. 
Courses taught fay arrangement other than single, individual 
faculty members predicted high Logical Reasoning residuals. 
Courses where single, individual faculty members assessed 
student performance predicted high Data Interpretation 
residuals. In the present study seven environmental variables 
were found to be indirectly related to student learning: field 
classification of "pure" predicted student degree aspiration; 
field classification of "applied" predicted classification of 
major as pure/applied; field classification of "nonlife" 
predicted classification of major as pure/applied; field 
classification of "life" predicted degree aspiration and 
average courseload; traditional classroom type space predicted 
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cumulative GPA; courses offered every term predicted 
classification of major as hard/soft; courses not offered every 
term predicted classification of major as nonlife/1ife; primary 
focus of instruction not on learning a perspective toward a 
course predicted degree aspiration and average courseload; 
single faculty teaching a course predicted classification of 
major as hard/soft and pure/applied; team teaching, teaching 
assistants, or other multiple teachers predicted classification 
of major as nonlife/life and average courseload; 
lecture/recitation classes predicted cumulative GPA and average 
course 1oad. 
Pascarella posited that student and environmental/student 
variables affected student learning directly; in the present 
study all of those variables had direct effects on item-type 
residuals except classification of major as pure/applied and 
classification of major as nonlife/life. Classification of 
major as "pure" predicted AE-RO LSI scale scores; 
classification of major as "applied" predicted AC-CE scale 
scores. Classification of major as "nonlife" predicted scores 
on both learning style scales. High age predicted high 
Analytical Reasoning item-type residuals, as well as major 
classification as nonlife/life, cumulative GPA, and AE-RO scale 
scores; low age predicted high Analogy and Regular Math 
residuals. Male gender predicted high Regular Math residuals, 
as well as major classification as hard/soft, and cumulative 
GPA; female gender predicted major classification as 
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nonlife/Iife, and AE-RO scale scores. High mothers' 
educational level predicted high Quantitative Comparison 
residuals, as well as major classification as hard/soft, 
pure/applied, degree aspiration, and scores on both LSI scales; 
low mothers' educational level predicted major classification 
as non 1 ifft/1 ife, and cumulative GPA. High fathers' educational 
level prcdicLcd hlyh Kcudiny Comprehension residuals; low 
fathers' educational level predicted high Analogy, Data 
Interpretation, and Analytical Reasoning residuals, and average 
course 1oad. 
"Hard" majors predicted high Analytical Reasoning and 
Logical Reasoning residuals, and scores on both LSI scales. 
Low cumulative GPA predicted high Regular Math residuals, and 
AE-RO scale scores. Low degree aspiration predicted high 
Sentence Completion residuals. High average courseload 
predicted high Reading Comprehension, Quantitative Comparison, 
and Regular Math residuals. 
High positive AC-CE scale scores predicted high Data 
Interpretation and Analytical Reasoning residuals. High 
positive AE-RO scale scores predicted high Regular Math 
res iduals. 
With very few exceptions Pascarella's model was affirmed 
by the present study; environmental variables were indirectly 
related to student cognitive development, and student and 
environmental/student variables were direct effects. 
McKeachie et al. <1986) described how students interacted 
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with their environment(s). In particular, the McKeachie 
(NCRIPTAL) model illustrated which variables had direct and 
indirect effects on student academic achievement; some 
environmental variables were theorized as having indirect 
effects on student learning; student variables were theorized 
as having direct effects on student academic achievement; 
environmental/student interaction variables were theorized as 
having indirect effects on student learning. Environmental 
variables from the current study associated with McKeachie's 
model included; primary focus of instruction, who taught a 
course, and who assessed student performance. Student 
variables included: age, gender, and parent's educational 
level. Interaction variables included: major (measured as 
classification on hard/soft, pure/applied, nonlife/life 
dichotomies), degree aspiration, and average courseload. LSI 
variables included AC-CE and AE-RO scale scores. 
McKeachie posited that environmental variables had 
indirect effects on student learning. For the three variables 
associated with the McKeachie model in the current study, one 
had indirect effects on student learning, one had both indirect 
and direct effects, and one had direct effects. The primary 
focus of instruction not on perspective predicted degree 
aspiration and average courseload. Teaching responsibility 
shared beyond a single, individual faculty member predicted 
high Logical Reasoning residuals, major classification of 
nonlife/life, and average courseload; courses taught only by a 
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single, individual faculty member predicted major 
classification as hard/soft and pure/applied. Courses where 
student progress was evaluated solely by a single faculty 
member predicted high Data Interpretation residuals. 
McKeachie posited that student variables had direct 
effects on student learning. In the current study, all student 
variables had both direct and indirect effects. High age 
predicted high Analytical Reasoning residuals, major 
classification as nonlife/life, cumulative GPA, and AE-RO scale 
scores; low age predicted high Analogy and Regular Math 
residuals, Male gender predicted high Regular Math residuals, 
major classification as hard/soft, and cumulative GPA; female 
gender predicted major classification as nonllfe/llfe, and AE­
RO scale scores. High mothers' educational level predicted 
high Quantitative Comparison residuals, major classification as 
hard/soft, pure/applied, degree aspiration, and AC-CE and AE-RO 
scale scores; low mothers' educational level predicted major 
classification as nonllfe/llfe, and cumulating GPA. High 
fathers' educational level predicted high Reading Comprehension 
residuals; low fathers' educational level predicted high 
Analogy, Data Interpretation, and Analytical Reasoning 
residuals, and average courseload. 
McKeachie posited that interaction variables had indirect 
effects on student learning. In the current study, one 
variable had only Indirect effects, three variables had both 
indirect and direct effects, and two variables had only direct 
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effects. Major classification of "nonlife" predicted AC-CE and 
AE-RO scale scores. Major classification of "hard" predicted 
high Analytical Reasoning and Logical Reasoning residuals, and 
scores on both LSI scales. Major classification of "applied" 
predicted high Logical Reasoning residuals, and AC-CE scale 
scores; major classification of "pure" predicted AE-RO scale 
scores. Low cumulative CPA predicted high Regular Math 
residuals, and AE-RO scale scores. Low degree aspiration 
predicted high Sentence Completion residuals. High average 
courseload predicted high Reading Comprehension, Quantitative 
Comparison, and Regular Math residuals. 
High positive AC-CE scale scores predicted high Data 
Interpretation and Analytical Reasoning residuals. High 
positive AE-RO scale scores predicted high Regular Math 
residuals. 
The McKeachie model did not encompass as many variables 
from the current study as did the Pascarella model, and those 
variables that were examined did not fit the model as well as 
the Pascarella model. This may have occurred due to the fact 
that the McKeachie model included variables that were more 
attltudlnal and motivational than those examined In the current 
study. 
In general, the results of the current study were 
consistent with learning theory as described in the literature. 
In most cases the findings fit the models describing the nature 
of student learning. The data used In the current study fit 
2 3 2  
the Pascarella model especially well. The major unexpected 
finding was a relationship between low father's educational 
level and gains on Analytical Reasoning, Data Interpretation, 
and Analogy item-types. This particular relationship should be 
tested in a replication of the current study, and if 
significant, examined further using qualitative research 
techniques. Replication is also needed to determine if 
independent variables are significant predictors in more than 
four item-type residual regression equations. 
Recommendat1ons 
LISREL analysis did not prove to be an appropriate 
statistical technique for the exploration of the relationships 
among the variables Included In this study; a better 
understanding of those relationships is needed before LISREL 
can be used for confirmatory analysis. When that time is 
reached, the measurement and structural models should not 
encompass all variables under study, but should be designed to 
test one GRE item-type residual or one DCP project course 
cluster grouping at a time; in the latter case, only the GRE 
item-type residuals associated with a single course cluster 
grouping should be used as dependent variables; in either case, 
only those independent variables found to be significantly 
related to the item-type residuals identified as dependent 
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variables should be included in the LISREL model. It is also 
recommended that more than 100 cases be included in the 
database in order to facilitate valid conclusions. 
This study demonstrated the feasibility of using stepwise 
multiple linear regression to identify variables that predicted 
differential student learning outcomes, and, by extrapolation, 
DCP project course cluster groupings. Replication is needed 
over two or more sample years to see if the same variables are 
consistently Identified as predicting differential student 
learning. Three limitations of this study were noted; a large 
number of the independent variables used in the regression 
analysis exhibited questionable variability; small sample size 
could have magnified or distorted variable Influences; and the 
presence of moderate to high intercorrelations among some 
independent variable pairs could have confounded variable 
selection during regression analysis. 
In future analyses of the effects of variables on student 
cognitive development, differing procedures are recommended for 
exploratory and confirmatory studies. In exploratory studies 
stepwise multiple linear regression should be used, with a 
significance level for retaining variables of between p.(.10 
and p.<.20 so that significant variables will not Inadvertently 
be dropped from analysis. Data for as many courses as possible 
should be Included In the database used for analysis; the more 
courses that can be included, the stronger the statistical 
conclusions will be. 
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After replication provides sufficient consistency In terms 
of the variables that are Identified as possessing statistical 
significance, confirmatory analysis should be performed. For 
confirmatory analyses backward multiple linear regression 
should be used; all variables known to be statistically 
significant should be entered initially, with the weakest 
predictors being removed as analysis proceeds. Significance 
levels should be set between p.<.01 and p.<.005 to compensate 
for the multiple comparisons demanded by the large number of 
variables under analysis. Variables that are removed from all 
equations should be dropped from analysis, and the regressions 
should be performed again, until no variable is removed from 
all equations. Dropping variables in this manner will reduce 
the number of variables entered into the regression model, and 
optimize the case per variable ratio, resulting in stronger 
statistical conclusions. Results that conflict with the 
general body of literature should then be given special 
attention in order to isolate reasons for the conflicting 
results. The present study identified one result that should 
be watched in future analyses; the relationship between low 
father's educational level and gains in Analytical Reasoning, 
Data Interpretation, and Analogy item-types needs further 
exploration. The statistical method just described is 
intended to reduce the pool of variables needed for the study 
of the effects of college attendance on student cognitive 
learning. This can be accomplished using the steps described 
2 3 5  
above, by clustering variables which are highly 
intercorrelated, or by moving toward the examination of 
constructs in order to focus more on global theories and models 
of education and learning. (LISREL analysis is most 
appropriate in addressing issues involving constructs, 
theories, and models.) Use of this method will not necessarily 
explain how or why variables affect learning; further research 
will be required to do that. In particular, qualitative 
techniques such as case studies, interviews, comparative 
studies, ethnographies, et cetera should prove invaluable in 
gathering indepth information to answer "how" and "why" 
questions. For example, the relationship between low father's 
educational level and gains In Analytical Reasoning, Data 
Interpretation, and Analogy item-type residuals remains 
unclear. Surveys or interviews with students and fathers of 
low educational level may provide insights into why this 
relationship exists. 
Three of the variables investigated displayed variable 
effects in regression equations performed on GRE item-type 
residuals. Fixed seating was associated with gains on Sentence 
Completion and Quantitative Comparison residuals, while 
flexible seating was associated with gains on Antonym 
residuals; high student age was associated with gains on 
Analytical Reasoning residuals, while low student age was 
associated with gains on Analogy and Regular Math residuals; 
high father's educational level was associated with gains on 
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Reading Comprehension residuals, while low father's educational 
level was associated with gains on Analogy, Data 
Interpretation, and Analytical Reasoning residuals. Similar 
variable effects occurred in regression equations examining 
indirect effects. 
In many cases, variable characteristics that were 
positively loaded in relation to student performance on one or 
more item-type residuals were negatively loaded in relation to 
performance on other item-type residuals. Therefore, variable 
characteristics could not be generically classified as "good" 
or "bad." Because of this, uniformity among courses is not the 
most desirable goal. If course characteristics can be 
associated with specific general learned abilities, this 
knowledge can be very powerful in placing students into 
environments that will most improve particular learned 
abilities, or in designing courses with particular student 
learning goals in mind. 
One of the benefits of this study has been to test a 
method for reducing the number of variables needed to 
understand undergraduate cognitive development. The model 
created in this study has the potential to identify variables 
that have an effect on student cognitive development. Use of 
this method will focus energy on those variables that are 
significantly associated with learning, freeing researchers 
from examining nonsignificant variables. The specific findings 
that result from the application of this model will vary 
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depending upon the outcome assessment instrument<s) chosen, and 
the unique characteristics of the institutional settings to 
which it is applied. 
In order to make the most productive use of this research 
method, specific recommendations are in order for several 
constituencies. Testing services create the tests and measures 
that will be used in measuring and defining student cognitive 
learning. Those services need to be aware of the best learning 
theories, and attempt to produce test item-types that 
accurately measure relevant student learning constructs. Only 
in this way will the relationships between those item-types and 
course characteristics be meaningful to student and societal 
needs. 
Institutional researchers need to investigate and 
disseminate knowledge about relationships between course 
characteristics and student general learned abilities. This 
material must be in a usable form variously appropriate for 
faculty, students, and state assessment officials. 
Academic deans need to make sure faculty members are aware 
of this information, and understand how it may be used. 
Faculty need to have this information available In clear, 
summary format to be used for student advising and course 
development. Table 39 presents a summary of the variables 
found by the current study to predict the nine GRE item-type 
scores. Material such as this could be used by faculty to plan 
courses or to examine the types of students enrolled in current 
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Table 39. Independent variables which predict GRE item-type 
residual scores 
GRE Envir/Stu 
item-type Environmental Student Interaction LSI 
Residuals Variables Variables Variables Variables 
ANA Low Age** 
Low Dad Ed* 
SC Fixed Low Degree 
Seating* Asp* 
RD High Dad High 
Ed* Crsload** 
ANT Flexible 
Seat i ng* 
QC Fixed High Mom High 
Seating** Ed* Crsload** 
RM Field- Low Age* Low CumGPA* High 
Applied* Males** HighCrsload** AE-RO* 
DI Faculty Low Dad Ed** High 
Assess* AC-CE** 
ARE Field- High Age* Major-Hard** High 
Applied* Low Dad Ed* AC-CE** 
LR Flexible Major-Hard** 
Seat ing* 
Multiple Major-Applied* 
Teaching* 
* = p.(.05 
** = p.(.001 
courses in order to discover their inherent strengths or 
weaknesses. For example, if an instructor was teaching a 
course requiring use of regular math skills and found that the 
students were all freshman males, that instructor might be safe 
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in assuming that the students possessed relatively strong math 
skills. On the other hand, a course comprised solely of senior 
females might require more attention to the review and practice 
of regular math skills. 
Students who become honestly aware of their strengths and 
weaknesses and who wish to maximize their general learning 
while in college could use knowledge about course 
characteristics to remedy their weaknesses and further develop 
their strengths. 
Finally, statewide assessment officials need to have an 
appreciation of the complexities of learning, to realize that 
the educational opportunities of undergraduate education will 
result in gains in some but not all general learning areas, and 
to allow diversity to exist at institutions of higher learning. 
In this way, colleges and universities may continue to meet the 
diverse needs of their students, community, and society. 
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DIFFERENTIAL COURSEWORK PATTERNS 
FACULTY SURVEY 
Inforsatfon for course 
1. What percentage of your final evaluation of students Is t^sod 
on each of the following areas? 
Percent Evaluation of students In tht sroa of: 
•. cognitive davelepnent 
b. affective development 
. c. psychomotor development 
100 X TOTAL EVALUATION 
?. Rate the Importance of the following cognitive development 
areas In your evaluation of students. 
Very Important. . 
Important .... 
Neutral 
Unimportant . . . 
Very Unimportant. 
Evaluation of students' ability to: 
12 3 4 5 a. gain basic knowledge, language, or terns 
12 3 4 5 b. understand concepts, theories, and trends 
of the field of study 
12 3 4 5 c. perform, act out. demonstrate skills 
Involved In the field of study 
12 3 4 5 d. distinguish between facts and 
Inferences, recognize the coo^onenls 
an argument, theory, etc. 
12 3 4 5 e. Integrate learning from different areas 
Into an original Idea or problem 
solution 
12 3 4 5 f. Judgç Ihe worth, value, or merits of 
soaothing based on specified criteria 
* I -
3. Réte Ihtî Irportanc? of Ihe following affective dovclopTcnt 
arnas In your evaluation of students. 
Vfry Iirportant. ... 5 
i m t i o i  t a n t  . . . . . .  4  
llMil ral Î UnlmpnrtMt Z 
Vpiy Unimportant. . . 1 
évaluation of sturfents': 
12 3 4 5 ». willIn^nmss to participate In class 
12 3 4 5 b. Interest shown through participation In 
class 
1 2 3 4 5 c. attltu>J<t toward or appreciation of cTsss 
learning 
12 3 4 5 d. development of a consistent value systcn 
Incorporating rlassroom learning 
4 Rate thf Importance of the fnllowltig psychoiwlnr ifevelop^cnt 
areas In your evaluation of students. 
Evaluation of students' ability to: CJI 
12 3 4 5 a. Isolate components of physical action (n 
performance of a skill 
12 3 4 5 b. express the proper sequence for actions 
In physical processes/proceI'lres 
12 3 4 5 c. Imitate a physical process/procedure 
12 3 4 5 d. perform physical processes/procedure with 
consistency 
12 3 4 5 e. proficiency In executing physical 
processes/procedures 
12 3 4 5 r. modify physical processes/procedures In 
order to adapt to special 
circirrstances 
12 3 4 5 g. create new or original physical 
processes/procedures to fit new 
situations 
5. In Ihfs course, the teaching approach I use can be descrllr:! 
at: 
0 1 2 3 4 5 C 7 0 9  10 
transmitting teachlnq 
*knc»lcdqe" "thinklrg procns-^r^" 
o 
- 2 -
6. Pleise rank your primary purpose M teaching lhf« courto 
(I Is highest, 4 Is lowest.} 
In »y course, I try to ... 
Rank 
_ ». havt student* leam course content. 
b. hav# students team a particular perspective 
regardlno course content. 
c, teach students how to learn. 
d. assist students to tnrcrporate certain skills 
and/or knowledge Into tliotr dally» personal 
lives. 
7. Primarily, thit course Is offered ... 
(•ark all that apply) 
a. fall tor# 
b. winter tena 
c. spring term 
d. summer tena 
* every year 
f. on a two year rotation 
g. other (specify) 
b. on weekdays 
f. on weekends 
J. evenings 
k. other 
I. number of contact hoors per week 
B. number of woeks (If not equal to the regular courso 
calendar) 
n. Please rrovldi» the following Inroroatlon about yourself. 
Your rank is ... 
a. fuH prnfesîor 
b. assocUlr prof»%snr 
c. assistant p»ofcssor 
li. tn'tiMclor 
e. ollifr (specify) 
You are contracted as ... 
f. full tine 
q. part tico 
Your primary r^sponslbllUy Is ... 
h. an faculty 
I. other Isbecify) 
to 
CJ1 
10. How frequpntly do you teach this course? 
a. each term 
b. once a year 
c. other (Tprcify) 
11. When did you last teach this course? 
tens 
year 
9. Typically, this course Is lauyht ... 
(•ark all that apply) 
a. by Individual faculty nrnbers 
b. by faculty lean teaching 
c. by faculty alternating teaching days 
d. by teaching assistants 
e. hy professional staff 
f. using student peer assistants 
g. using stufent self Instruction 
-  4  -
12. This count Is usuilljr taught ... 
a on caepus 
b. off campus (specify) 
13. Tjplcillv, do you «xttnslveljr ttse ... 
(mark all that apply) 
a. print oedla 
b. audio technology 
c. vidto technology 
d. computer teclinology 
e. labs or studios 
f. simulated environments 
q. experiential learning 
n. fUld trips 
H. Typically, «ho Is Involved In course planning? 
a. faculty set goals and content 
b. both faculty and students set goals and content 
c. students set Individual goals 
15. Typically, htm It learning assessed? 
(mark all that apply) 
a. tests 
b. papers 
c. projects 
d. présentâtlons/ptrfonaancos 
t. other (speclfy)__ 
16. Typically, who assesses Icarnlnq? 
(mark all that apply) 
a the facally member 
b. student peers 
c. student self appraisal 
d. external criteria (e.g. certification exios) 
e. other (specify) 
- 5 -
CRr 5t«o.v o»p<f/nnj sftiwicc cciirtmo.'t 
•• Identi fytr.g worj* or pfi iàici  whict i  bath Icqfct lJy tnd 
styHsUcêlly cr-; ' f r(c tht* of a scrtefce, 
Dlfcct iofn: lach srntenrr hr/ov hts one or two fiUnH, ^ach hfmk 
fndicatfnij that seacthintj Alt hccn onitted. Benath the jrnfr»i.-c 
are f /vr lettered wnrds or sets of uord\. Choose the wnrj or set 
of words for eêch bi jnK thi t  heiC f i t i  the meMnirg of the 
sentence *s a whote, 
I . t  7he Huses are rfe/(/es; fAey ivenge themselves 
without rercy on those who weary of their charrts, 
(A) ruefoJ ( l i )  fngeni/niis (C} sol ici tous 
(!>)* vindict ive (F) disp^i^lonate 
I ,? Soae scientists argue th: i t  carbon compounds pJar such a 
central role In l i fe on larth frcaiMf of the possibi l i ty of 
result ing fro/: !  the carbon atoa's abi l i ty to forn an 
unending series cf dif ferent eolecules, 
(A) deviat ion (H) stabi l i ty (C) reproduction 
(0)* variety ( i j  invlgorat lon 
17 #. Doe* the court* you teach (at Identified on the first page of the survey) 
aid atwicnta In answering questions siafler to the ones above? 
Tes Mo 
If yea, how? 
17 b. If • Btudent (not In your class) cane to you to ask for advice on how to 
d^rvelop the ability to answer thia question, how would you dcelde whot advice to 
give him or her? 
How wo«ttd you decide W*at einsse» to reco»tiwM for the student' 
17 c. If 0 student wished to Improve his/her abilities relotlve to the nl^vr 
sorrple q-jestlon, what course(s) would you recoctnend ? (OBTAIN SPECIFIC CCtJPSE 
Tturs) 
cnc Simple Qoestlcis AtAICCHS 
• • Itffntlfftng rwtêttomhfps àmang words tnd (A* concepts tfte/ 
rrprfsrnt^ 
P/rectfons: fm eicft ef the fûtîwfnç qaestfons, a retstf<S ptfr of 
uords or phrMsts ts foHcvcd t>f ffvt Jttttred p»irs cf words or 
phrtses. Select the lettered petr th»t best expresses a 
relationship atrntJar to that expressed fn the eriginal pair, 
2.1 inPLACABLC:APrCA5E:: 
(A) fmpregnablezdefy (8) fnconsistent:p*rsuade 
(O* indomitatfte::ubdue (0) iaçerlurtablataoitIf/ 
(E) intractablezunderstand 
2.2 ll[nomtACE:8UCDItlG 
(A)* vtrtfgo:dfziiness (8) asthma:resp1rat1on 
(C}ebts1tr:rood (0) »nemfâ:vttêJtty 
IC) tension:pafn 
16 8. Dors tho courca jou teach {ts identified on the first poge of the curvry) 
o\fl stuflcnts Id tmrvorioQ qocsttons rlsilni to tî« ones bWtjc? 
Tea Ito 
If yes, how? 
ID b. If a stodent (not lo your class) case to you to ask for advice on huv to 
develop 1h? ability to cnsvcr thlfi question, hgw would you decide what advlo) to 
glvo h la or her? 
How «xld you decide what classes to recascod for the student? 
18 c. If a stodcat wldied to fofirovo his/her abilities relative to the above 
sanple question, what coarse(s) would yoo rooanpnd ? (OBT&DI SPECIFIC COURSE 
TITLES) 
- 7 -
ur,r Urplf* Çucit ienx rf.Anltr,  CP'T/M.'AfS/O.V-- naUr.^ to 
vnJerst i i 'J a wri t ten pisnu" frm srvenl pcrspc;:t i ips. 
Direct ions: Each pas^açr In (AM çroyp fs fol lcicd bjr çurst iens bafcd en I ts 
content. After rcadlmj a p-issnçe, chonse the hrst lojwcr to each q- 'cst ion. 
Answer al l  cuestfons fol lowing a p^ssjge en the bssis of wftaC is st3lc>i or 
iepl ied in that passago, 
Hhcthfr (Ac îdngutgcs of the anclrnt /•• 'Trr icin peoples fere for r ioressing 
abstract universal concepts can be clearly answered in the case of H-yhuitt l .  
Hahuatt,  l ike Creek and f l r faan, is a lAnfuMtje th»t al lc**% the fciratton of 
extensive conpounds. By the cprbimtian of radicals or trmnti t  olrrrnts, 
single ccppovnd wnnJs can express ccpl^x conccptual relat ions, often nf an 
abstract universal character. The UA'!MIHIhE ("thnse wfta knew") wrte able to 
use this r ich stock ef abstract terns to express the nvancrs of their tbr ' jgbt. 
Ihey also avai led themselves cf other fo;of expression t tUb 
Kpanfng. soee probab^r or iginal,  son-r ' icr lved from Joltec coma';"!. Vf these 
fotms the Kost characterist ic In Nthaatl  is the Juxtaposit ien of two uards that, 
because ther art srnonfcK, assocfated ferns, or even contraries, ccirple'nent each 
other to evoke one single Used «t rref ipAor, t f t f  Ju.xttr '*^ ' 'd frrn* ct 'ntof '» 
specif ic or essential (r4/(s of the be'ct;  thejr refer to, intro' fuctrg a rode ef 
peltry as an alaost habitual fota of expression. 
J.J The oaln purpo'.e ef the passage is to 
(A) del ineate the function of the ltA.1ATINIM€ in HahuatI society 
(Hf erplsin the abstract phi losephy of the t lahuatl  thinkers 
(CJ arnue against a thary ef poetic expression by ci t ing evidence about the 
t lahuatl  
(OJ etplore the r ich metaphorical heri tajo the t lahuatl  rrcefved from the Toltecs 
(EJ* describe seme conceptual and aesthetic resources of the t lahuatl  language 
J.2 According to the passage, soae abstract universal ideas can 
be expressed in HahuatI by 
Ai ta&fng frcn a word any reference (o ptrCfcuFar fnstanccs 
il) removing a word frcn its associations with ofAer wonij 
(Cf giving a wotd a new and Apposite rtanlng 
(0)* putt ing various meaningful elcnents together In one wcid 
(1) turning each word of a phra%e Into a poetic eietaphor 
Question referring to GRE sir^lo questions on Reading 
Corprchcnslon 
19. Does the course you teach (a: Identified on the first paqo 
of the survey) «Id students In answering questions slailar to the 
ones above? 
Yes 
Mo 
If yes, how? 
^ . , . CRf 5a»plê OtfetHont AVOffYfiS 
— Yocsbtiiêrjr: knmltdge of epposttes. 
t .i  xjoAaws: 
*.!  DISTCm: 
<*l '  cjn' tr fct (B) eoncMfrtf» 
20 a. Does the course foa tead) (as Idcotlflcd on tha first page of the «rurvey) 
aid students In ansverlng qucstlœs similar to the oocs above? 
Yes 9o 
If yes, how? 
20 b. If a student (not In jour claa) catae to you to tsk for advice on hov to 
develop the ability to ansver this question, how wuld you dccldc what ndvlca to 
give hiJB or her? 
How would you decide what classes lo recœncnd for the rtudcol? 
20 c. If a student wished to Icpmvc hls/bcr abilities relative to the ahovn 
«rple question, what coarse(s) would you rcctrxacnd ? (OUTAIH Frr.CIFlC roussE 
TIUES) 
Grf Siirple Questions BASIC HAÎII 
— Disfc cmthcnittcal tvnztirns, 
Dfrtct icnx: F.tch cf the fol lott inj  qucstiom ha f ive .^njwrr 
choicrt.  For rnch cf i f tctc questions, srtrct the best cf the 
answer chotccs givrn. 
5.1 Tfif ehnrgc for « teJtphene c»11 tudf Jt 10:00 a.n. fro^ 
cttr  Y to cttr  X is so.so for the f i rst ainutr tnJ Sn.JI for tac:t  
tddft iont i  ainutc. At thete rjfes, what is the différence 
bctHffn the tot»l cost of three ffvc afnutr c»ns and the cost of 
one i5-a/nufe r. t i l? 
(A) SO.OO (0) S0.J6 (C)* iO.J2 (H) SO.43 
U) ii'CO 
S.i Which of the fol lcwing expressions has (have) the s»-Te 
vtJue for n » S *s for n -  J/5 ? 
Cs> 
CJI 
A 
/. n • J/n 
Jl .  n -  t /n 
in. n 
l /n 
(A)» t  only (0} JI onir (C) 1IJ onty (P) I md U (I) II ând III 
21. Oof»s thp course you teach («s Identified on the first p.^qe 
of the survpy) aid ttudcnls In answering questions similar to t:ie 
ones above? 
If >es, hnw? 
. 10 -
cnr 5<0<pf» QutsUcns QUAMTITATJVe COrfPMfSCI 
-• Ccaparlson of (A# refaUy# sft9 of two qutnt i t ics. 
Niiabers: Al l  nmbtrs ttsed art real nvmbers, 
f igures: Posit ion of points, tnglts, regions, ftc. an fit issuaed to be in the 
crifer shown; ind tnglt scisurts cm bo assumed to bt posfMv#. 
l ints shown »s straight can bt tssttmed to be straiaht. 
f igures can be assumed Co l ie tn a plane unless otherwise indfcatfd, 
f igures CAaf accompany gestions are intenduS lo provide infoiTiAl ion useful 
in answering the questions. However, unless a note states that a f inutc is 
drawn to seal*, you should solve these prebtems HOT hy est imating sixes by sight 
or by measurement, but by using /our knowledge of aathcrtat ics. 
Direct ions: Etch of (At fol lcwing questions consists of two 
quanti t ies^ one In column A and one tn Column 0. Tou are to 
compare the two quantities and cAoose 
A i f  the quanti ty in Column A fs greater: 
B i f  the mantl ty in Column 8 Is greater; 
C If the two ouantltlet are eoua}; 
0 i f  the refat/onsAfp cannot be determined from the 
information given. 
Infomatfon concerning one or both of the quzmtftfe* to be 
compared Is centered above the two columns. A symbol that 
appears In Loth columns represents the same thing in Coloan A as 
I t  does in Column 8. 
Colvan A Column 8 
6.1 J/4 * J/5 J/3 * J/7 
(0) 
6.2 X is a peslllrê integer 
M; f-i; 
QiiesKon referring to CRE sa«p1e questions on Quantitative 
Cooparlsons. 
22. Does the course you teach (as Identified on the first page 
of the survey) aid students In answering questions similar to the 
ones above? 
IV zz 
If yes, how? 
• 11 -
r,ni  . ' i . i rnle Oucstions fJATA fHfFP.rr iUATlOU 
-- 5e/ec(in. i  of data for answering quesi ionz. 
Oivection*: Ihe fnUcuir.g questions refer to the foUouiug 
gioph. 
NUMi'tn or 5Af i:s i on r.i or-r x 
A;ei3C« loiBÎ/ttno'inl ol StI'* 
H:Ti icalc| ^ 
-1 51.000 tn 900 
rro 
5 :co 
CM) 
3C0 
:co 
3C0 
:c3 
ICO of Salci 
——f-|nr.ht-fun.| icatr) 1 1 1 t  
s Aï l> 
iO 
a > 
'0 
10 
25 
:o .7 
13 il 
10 y 
Mon. Ivci. V/rd. Ihnf. Fii. Sal. 
••A» îiage" m;nn» "artthmciic mean.* 
Mole: Ot9wn to tcalc. 
7.1 On the avenge » uhH is the totJi l  amount of saJcs per week 
(Honday through 5.!f i ; rday^ for Store X ? 
(A) S2700 (E) S^iOO (H) S2800 (C)* V300 iO) SJ6D0 
7.2 kAat is the average, amount of a sale made on a Vednesdiy for 
Store X ? 
SO.S 
fU Sto. so 00 (n) S2.00 (o* sjo.co (Dj S20.C0 
Question referring lo CRE sample questions on Data 
Interpretation. 
22, Does the coursn you teach (.is Identified on thr» first r*oc 
of the survey) aid students In answering questions similar to the 
ones abovp? 
Yes 
f(o — 
If yes, how? 
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r.nf Simple Questfonx lOGICAl RcASOUIIlG 
•-  Kecognfzing $i;Jêt lon5hipi isong trgvccnts or ptrts of trgi iaenls, 
Pt:ccttons: Etch qucit fon or group cf qt ir%tions f t  bise/1 on M pAS^aqi^ nr set ef 
ccri '^ i t  icn%. In êns**rr ing some cf the fnns, »( aar be utefnf (u </f av a 
rcuçh di*grtn. For etch question, :r lect the b- i t  ên-.wer choice given. 
\ f  c*rton diexide gts Is genorêted in î i rge enotigU qutntHiet,  H utJJ rolJect 
tn ff t» j frofpfterc $nd cêuso »n urr. /^tceae yirming rfref. t  f in Jhc drc*r 
ef pl ints, Inetudtng trees, gcntrêie\ arbon dioxide, but in lorests uirh ctthon 
diotide is bâianced hy the cêtbon dioxide N&rn In Hvinfj pl4n(i, uhich <jive 
eff oxygen. Ihe ust in Industry of fm^ls derived from plaits gcnentvs » 
ir .eunt of c»rbon dioxide; such fuels include wood. co»l end oi l .  
8.Î  I f  the st i tenents xbovo are (rue, which of (Am foJIowIng can properlr be 
concluded from (Aeo? 
(Af Al l  ef the carton dioxide that can 6c çenerafcrf In an Industr ial  society Is 
attr ibutable to pfanCs, dIrectJr or indirect ly, 
( f l )  An umelcae» varafny effect on cl iaato cannot be avoided, since catkon 
dioxide Is given off  by the natural processes of decay in plants» 
(C) forests contr ibute as much caibon dioxide to the afnospAcrc as docs the 
induitr ia! use of fuel derived froa plants. 
(D)* A j0cie(/ fAaf uses pfa/i(-6asca fuels tn industry wi l l  contr ibute a net 
surplus of carbon dioxide to the aCsospAere, unless the gas Is reab\otbed In 
sose way. 
(E) Ho matter uhlch fuels art ased by Industry, there Is bound to be an Increase 
tn the total amount of carbon dioxide la the ateospAere and a consequent 
umelcome vanalng effect oa cl imate. 
tn mtmnals I t  Is the secondary palate that peralts breathing while eating. 
Clearly, ArcaCAfn^ whi le eating Is necessary to siaintain the high rate of 
metabol isa of mawsaals, 
6.2 The it/(Aor'5 assert ions would bo most weakened by the discovery of a 
Bimiffan spccits that had a 
(A) high rate of #eta6oN%m and the abi l i ty to breathe while eating 
(Of lott  rate of metabol ism and the abi l i ty to ArcafAe while eating 
(C} ÏOW rate ef metahol l tm and no abi l i ty to breathe while est ing 
( l)J* high rate of metabol ism and no secondary palate 
( I)  low rate of metabol ism and no secondary palate 
Question referring to mC savpla queUtons on Rcmtonlng. 
24. Dots lh« course you teach (i* Idrnllffeil on »hc first paao of the survry) 
aid students In answering questions similar to the ones above? 
i!"z= 
If yes, how? 
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cnr 5a«nle flurslfent AV^irîJC.'.l r>in'jC.uwr, 
-- U!i'lrrstnPf1ing,a fjivrn \titirture rf rclation^Afpt, lir-Ui-tfcn r*" 
nrw i 'yfcrn^l irn,\M:U ajïrjjcrnt ef the crnJit iont usri  to 
eatabHifi t'rr .nff 
Dfrrrt  fens: f*cA qnrst lon or oroup of q' i r ' t fons ts b- i f i  en a 
p\ssaqe or set nf rendit ions. In juwcrir i  sort» ef thf 
questions, nay lu* t i icful (o drsy a ir"Ç^ ditgtfn. for eac**. 
question, selcct the l»p<' antwer çivrn. 
U,J.K,i ,n,t l  and 0 ate the only hgi i îatcrs el igible to en 
Dills J,«, and 3, each of which will hp pasted if at Icsit four 
legislators vote In tavor of »(. Each i rr t^ lator ru^t »c(e cn 
al l  three blUsi na ahstei i t icns ate possible. Ihe foncsing : :  
kne>wn: 
i t  wst vote anain'. t  al l  three bi l ls;  each of the ether 
legislators cùs( rote In favor of al least one bi l l  ar^d against a( ieist one bfll. 
j  rust vote against hi l l  t .  
0 mist vote egalnst bi l ls 9 and J. 
1 mit%t vote thn ?*ie wjy that K does on al l  three 
H rust vote the SJine w/ 'y that 0 dees en al l  three bi l ls.  
9.1 The laaxinun nucJjer of fai-erable votes th?t Di l l  2 ceuld 
rcceive Is (A) Cwr (B) three (€} '  four 
([)) f ive (£} six 
9,2 i f  n votes the sane way that 0 does en al l  three bi l ls,  
hhlch of the fol lowing can be determined? 
(A) Bi l l  I wil l  f*e passed 
fp; Di l l  I  wi l l  be defeated 
iO Pil l  2 wi l l  he passed 
(o;« Bi l l  2 wi l l  be defeated 
(£) Di l l  3 wi l l  he passed 
25. Toft the fcuise you leach (at lilcnllflcd on the first pant» 
of the survey) aid students In answering questions sinilar to tlie 
ones above? 
Yes 
»o 
If yes, hoH? 
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