Abstract. We find explicit stability bounds for exponential Riesz bases on domains of R d . Our results generalize Kadec theorem and other stability theorems in the literature.
Introduction
We are concerned with the stability properties of exponential bases on domains of R d . A domain is a bounded and measurable set of finite Lebesgue measure. An exponential basis on D is a Riesz basis on L 2 (D) in the form of {e 2πi λn, x } n∈Z d , with λ n = (λ 1 n , ..., λ d n ) ∈ R d . We let e(λ) = e 2πi λ,x and E(Λ) = {e(λ)} λ∈Λ , with Λ ⊂ R d . We will use the same notation to define frames of exponentials on L 2 (D). We will assume, often without saying, that Λ is a sequence denoted by {λ n } n∈Z d ; we will make similar assumptions about other sets of exponents.
Exponential Riesz bases are stable, in the sense that a small perturbation of a Riesz basis produces a Riesz basis. It is proved by Paley and Wiener (see e.g. [20] or [14] ) that if E(Λ) is an exponential basis on D, then the same is true of E(Λ + ∆) whenever
2 < η for a sufficiently small η > 0. Here and throughout the paper, Λ + ∆ denotes the sequence {λ n + δ n } n∈Z d . Exponential frames are stable in the same sense.
With a slight abuse of notation, we let |||∆||| ∞ = sup We say that T is a stability bound for E(Λ) if sequences ∆ for which |||∆||| 2 < T are admissible perturbations for E(Λ). Sometimes it is convenient to use |||∆||| p instead of |||∆||| 2 and define ℓ p stability bounds for E(Λ) in a similar fashion.
The proof of the Paley-Wiener theorem does not provide an explicit stability bound. The celebrated theorem by M. I. Kadec shows that 1 4 is a stability bound for the exponential basis E(Z) on (0, 1). An example by Ingham shows that 1 4 cannot be replaced by a larger constant. Proofs of these results are in [20] .
Kadec theorem has been extensively generalized (see [1] , [7] , [17] , [18] , just to cite a few) but to the best of our knowledge, explicit stability bounds for exponential bases on higher dimensional domains have been obtained only when D is a Cartesian product of intervals of R.
In this paper we find explicit stability bounds for exponential bases or frames on domains of R d . We will express our results using the function
The function K appears also in [17] and [2] . Note that K(1) = 1 4
. Our main result is the following Theorem 1.1. Let E(Λ) be a Riesz basis on L 2 (D) with frame bounds 0 < A ≤ B. Let K = K(AB −1 ) be as in (1.1). Letx ∈ R d , and let ∆ ⊂ R d be a sequence that satisfies
Theorem 1.1 and most of the results in this paper are valid also for exponential frames on L 2 (D). When E(Λ) is a frame on D, we can argue as in [19] to show that K 2 on the right hand side of (1.2) can be replaced by a a larger constant. We leave this generalization to the reader.
When d = 1 we can restate Theorem 1.1 as follows.
the conclusions of Theorem 1.1 hold.
Corollary 1.2 implies Kadec's theorem and the main theorem in [17] .
From (1.2) one can easily obtain stability bounds for exponential bases or frames E(Λ) on L 2 (D). As in Theorem 1.1, we letx ∈ R d and K = K(AB −1 ).
it is an admissible perturbations for E(Λ).
We let diam(D) be the diameter of D, i.e., sup x, y∈D ||x − y|| 2 . We can chosex ∈ D so that sup x∈D ||x −x|| 2 = 1 2 diam(D). So, it follows from (1.5) that ∆ is an admissible perturbation for E(Λ) if
.
It is worth remarking that there may be admissible perturbations with norm larger than the right-hand side of (1. 
K.
A natural question arises: how can we chosex so that sup x∈D ||x−x|| 2 is as small as possible? That is, how to find x * ∈ R n so that
When D is convex, x * is the center of the largest sphere contained in D and it is called Chebyschev center. The Chebyschev center can be also defined for subsets of infinite-dimensional Banach spaces and it is very relevant in optimization and other applied problems (see [3] , [21] and the references cited there). The Chebyschev center of D does not necessarily coincide with its centroid -which we recall is the unique point ζ ∈ D for which
To the best of our knowledge, the relation between centroid and Chebyschev center is known only for convex symmetric domains of R d . Theorem 1.1 can be improved when only one components of λ n and δ n change with the corresponding components of n = (n 1 , ...., n d ).
The second part of Theorem 1.4 generalizes Theorem 1.2 in [17] .
When D is not connected, we can improve Theorem 1.1 and its corollaries as follows.
then the conclusions of Theorem 1.1 hold.
It has been recently proved by Kozma and Nitzan [10] that every finite union of intervals in R has an exponential basis. The following corollary of Theorem 1.5 provides a stability bound for such bases that depend the total length of the intervals, but not on the gaps between them. Corollary 1.6. Let D be a finite union of disjoint intervals in R. If E(Λ) is an exponential basis on D with bounds A and B, and ∆ ⊂ R satisfies 2L = |||∆||| ∞ |D| < K (1.9) the conclusions of Theorem 1.1 hold.
Let us apply our theorems to some simple but important examples.
Example 1. Let D be the disk in R 2 centred at the origin; it is not known whether D has an exponential Riesz basis or not, but we can apply Theorem 1.1 to exponential frames. For a fixed δ = (δ 1 , δ 2 ) = (0, 0), the function f (x) = x, δ = x 1 δ 1 + x 2 δ 2 attain its maximum and minimum on the boundary of D, i.e, on the circumference of equation x 2 1 + x 2 2 = 1. We can easily verify (using e.g. Lagrange multipliers theorem) that the maximum and minimum of f are attained at (±
), where we have let ||δ|| = ||δ|| 2 = δ
So by Theorem 1.
It is proved in [13] and [8] that P has an exponential basis if it is sufficiently symmetric and regular. Let E(Λ) be an exponential basis or frame of L 2 (P ) with bounds A and B; let ∆ = {δ n } n∈Z d and let
K Since f is linear, it attains its maximum and minimum at vertices of P . So, (1.2) is equivalent to sup j≤N δn∈∆
where ζ 1 , ... ζ N are the vertices of P . From (1.10) follows that
When P = (−1, 1) d , the stability bound on the right-hand side of (1.11) improves that of Theorem 1.3 in [17] (see Section 2.2).
d (see e.g. Proposition 2.1 in [7] ). Although frames can be viewed as over-complete Riesz bases, it may be very difficult, and sometimes impossible, to extract Riesz bases from them. That may depend on the domain D, but also on the frame itself. For example, K. Seip proved in [15] that L 2 (a, b) has an exponential frame that does not contain an exponential basis; however, it is proved in [16] 
From (1.6) follows that we can chose
d can be extracted from the standard orthogonal basis of the iper-cubes [0,
has an orthogonal exponential basis, we can chose
We prove Theorem 1.7 and its corollaries in Section 4. In Section 3 we prove other theorems stated in this section, and in Section 2 we collect some preliminary results and definitions. Section 5 contains open problems and conclusive remarks. 
Here, || || and are the norm and the inner product in H. We say that B is a tight frame if A = B; B is a Riesz basis if it is an exact frame, i.e, if it ceases to be a frame when any of its elements is removed. Equivalently, B is a Riesz basis if it is complete and there exist constants 0 < A ≤ B such that, for every finite set {c j } j≤n ⊂ C,
We refer to the textbooks [6] and [20] and to the excellent paper [4] for a survey on bases and frames in Hilbert spaces.
Stability of Riesz bases.
Riesz bases are stable, in the sense that a small perturbation of a Riesz basis produces a Riesz basis. Let us recall the Paley-Wiener stability theorem, and the celebrated Kadec theorem. The proof of both theorems can be found in [20] . Kadec theorem was originally proved in [9] . 
Then {w n } n∈N is a Riesz basis for H.
Note that if {v n } n∈N is an orthonormal basis of H, and |c j | 2 = 1, the right hand side of (2.2) equals to λ.
Then, B = {e 2πiαnx } n∈Z is a Riesz basis for L 2 (0, 1). The constant 1 4 cannot be replaced by any larger number.
The next theorem is Theorem 1.3 in [17] . We have rewritten its statement using slightly different normalization to better compare this result with ours. 
When A = B, Corollary 1.3 (see also (1.6)) applied with D = (− 
Most of the proofs
In this section we prove the theorems stated in the introduction. , with the exception of Theorem 1.7 that will be proved in Section 4. To prove Theorem 1.1 we need the following Lemma 3.1. Let δ ∈ R, and let
The sequence
converges to 1 − e πiδt for every t ∈ [−1, 1].
Proof. The proof of this lemma is perhaps in the literature, but we sketch it here for the convenience of the reader. Let ψ(t) = 1 − e πiδt . When t = ±1 we can verify, using the Taylor expansion of tan(πδt) and cot(πδt) (see also the proof of Theorem 1.
1) that S N [t] converges to ψ(t).
When t ∈ (−1, 1), S n (t) in (3.2) is the partial expansion of ψ(t) in terms of the complete orthonormal system It is not too difficult to verify that the sum in parenthesis equals
. The Dirichlet kernel is D N (πy =
We let I N (t) = i ). The Fourier transforms of a L 1 functions goes to zero at infinity, and so lim
Proof of Theorem 1.1. Since E(Λ) is a Riesz basis of L 2 (D) with bounds 0 < A ≤ B < ∞, then, for all finite sets {c n } ⊂ C for which |c n | 2 = 1,
where c
for some 0 < λ < 1, the sequence E(Λ + ∆) is a Riesz basis for L 2 (D). Without loss of generality, we can letx = 0 and c
where the A j 's and the B j 's are defined as in (3.1), with 2L replacing δ. By the triangle inequality, c n e 2πi λn,
To estimate S we exchange the order of summation, and we use the triangle inequality and (3.3).
A similar argument shows that
We recall the partial fraction expansion for tan t = ∞ k=1
and for cot t =
, which are valid for every t ∈ R which is not an integer or a half integer. Thus,
and S 0 +S +T ≤ √ B (1 − cos(2πL) + sin(2πL)) . Thus, we have proved that c n e 2πi λn,
where we let σ(L) = 1 − cos(2πL) + sin(2πL). By (3.7), we have (
and we chose L so that λ < 1, we have concluded the proof.
Using standard trigonometric identities,
and it easy to see that (1.2) is equivalent to
To prove (1.3), we observe that by (3.7),
and similarly that
Proof of Theorem 1.5.
, it is a frame for each L 2 (D j ) with the same frame bounds. The proof of Theorem 1.1 (see (3.7) ) shows that if we let c
whenever L is as in (1.8) . With (3.9),
and if L < K, the proof of Theorem 1.1 shows that Bσ 2 (L) < A, as required.
To prove (3.9), we let
, and observe that f (0) = f (1) = 0, and
and so cos(2πLt)−sin(2πLt) ≥ 0. Thus, f is convex in [0, 1] and that implies f ≤ 0.
Proof of Corollary 1.6. Let D = ∪I j . We apply Theorem 1.5 with D j = I j andx j the mid-point of I j . So, (1.8) 
Proof of Theorem 1.4. We argue as in the proof of Theorem 1.2 in [17] . For simplicity, we assume d = 2 and D = D 1 ×D 2 . We let µ n = λ n +δ n , with n = (n 1 , n 2 ) ∈ Z 2 and we let {c n } be a finite set in C; by (1.3) (with d = 1),
as required. The proof of the lower bound inequality is very similar.
Proof of Theorem 1.7
We prove first the following easy Lemma 4.1. Let q > 1 be a positive integer. For every α ∈ R and every N > 0, there exists integers a = a(α, N) such that
Proof. Assume that α ≥ 0, since the proof in the other case is very similar. We can write α = m +
Proof of Theorem 1.7. We can assume d = 1, since the proof in the general case is similar. By Lemma 4.1, for each λ n ∈ Λ we can find a n ∈ Z so that 0
To prove the second part of the theorem, we recall that by the remark after Corollary 1.3,
, and so
when A = B, we have concluded the proof.
The next corollary applies when D is a disjoint union of intervals of R. Its proof follows directly from Theorem 1.7 and (1.9). 
Remarks and open problems
We have considered domains D that have exponential bases, and we have found stability results that depend on the ratio A B of the frame bounds. We do not claim that all our stability bounds are sharp, but our results seems to indicate that bases for which d , and in general, if an exponential basis of D ⊂ P can be extracted from one of P . This is true when D and P are iper-cubes in R d , but to the best of our knowledge it is not known for other domains.
We are also wondering about the size of the spectral gaps of exponential bases on D. That is, for a given basis E(Λ) we consider δ = δ Λ = inf k =h ||λ k − λ h || ∞ and we wonder how small or how large the δ Λ 's can be. To the best of our knowledge, the answer to this question is not known even when D is a segment of R. In [12] the Authors found an upper bound for δ Λ , but not an universal upper bound that depends only on D. Exponential bases are separated (see e.g. [20] or [10] ) and so δ Λ > 0, but can we find bases E(Λ) with δ Λ arbitrarily small? Our Theorem 1.7 seems to indicate that it is possible to construct exponential bases on D with arbitrarily small spectral gaps, but we do not have enough elements to conjecture that that is indeed the case
