The applied social sciences have witnessed a growing use of sensitive survey techniques (SSTs) to study the relationship between facets of an individual's background and his propensity to engage in sensitive behavior. The rationale undergirding the use of these techniques is the assumption that the rate of misrepresentation and/or nonresponse under direct questioning among individuals bearing the sensitive trait would be so high as to make the use of direct questioning infeasible. But is this indeed the case? Presently available methodological tools do not provide an answer. The current paper presents a survey questioning strategy and corresponding statistical framework that simultaneously addresses the question of whether or not the use of a SST is required to study a given sensitive behavior, provides an estimate of the prevalence of the sensitive behavior in the population of interest, and, in its extended form, describes how individual characteristics relate to the likelihood of engaging in the behavior.
Introduction
The challenge of characterizing the relationship between facets of an individual's background and his propensity to engage in sensitive forms of behavior is one that has long bedeviled social scientists. The need for empirical strategies to address this challenge has become especially acute in recent years, as an ever growing legion of researchers seeks to identify the fundamental predictors of unseemly but important phenomena such as corruption, vote buying, tax evasion, support for extremist movements, along with many other similarly sensitive objects of inquiry.
Recognizing both the potential of social surveys as well as the biases they invite when applied in standard form to sensitive issues, many scholars have begun to employ sensitive survey techniques (SSTs) in studies of sensitive behavior. Although there is variation in the format of such techniques, they all present the applied researcher with the same fundamental trade-off: greater protection of respondents, and, presumably, correspondingly lower bias due to legal and/or social desirability concerns against a loss of statistical efficiency due to the indirect manner in which the techniques query respondents about sensitive items. The rationale undergirding the use of these techniques in applied work is the assumption, often implicit, that the rate of misrepresentation and/or non-response under direct questioning among individuals bearing the sensitive trait would be so high as to make the bias-variance trade-off represented by SSTs well worth accepting in reasonably sized samples.
But is this indeed the case? Presently available methodological tools do not provide an answer. Typically, applied researchers employ SSTs to study a given sensitive topic because they have intuitions about the likely magnitude of evasive answer bias based on previous fieldwork with the target population, focus group sessions, or simple introspection. As reasonable and well informed as these intuitions may be, they are necessarily speculative and may be inaccurate in any particular setting.
The current paper presents a survey questioning strategy and corresponding statistical framework that simultaneously addresses the question of whether or not the use of a SST is required to study a given sensitive behavior, provides an estimate of the prevalence of the sensitive behavior in the population of interest, and, in its extended form, describes how individual characteristics relate to the likelihood of engaging in the behavior.
The questioning strategy developed in the paper is easy to describe. First, respondents are presented with a question about the sensitive behavior using a particular SST format. The paper considers the use of the so-called crosswise model, which provides anonymity via the commingling of responses about the sensitive behavior with responses about an innocuous question. (The crosswise model is mathematically identical to one version of the well-known randomized response technique, but it is administered in a different fashion; see below). Next, at a later stage of the survey respondents are queried directly about the same sensitive behavior, with the explicit option of "choose not to respond directly" provided to them in case they deem a direct response to be uncomfortable or inappropriate. Observed responses about the sensitive behavior are thus a discrete combination of responses under the protection afforded by the SST and the absence of protection under direct questioning.
The statistical framework of the paper models the discrete response combinations using two key behavioral assumptions about the nature of misrepresentation under direct questioning along with a priori knowledge about the distribution of 'noise' intentionally introduced by the SST. The approach permits the applied researcher to estimate the probability of misrepresentation and non-response among bearers of the sensitive trait, thereby providing a principled basis for future consideration of the need to use SSTs to study the sensitive topic with similar populations.
Equally important, the approach harnesses the strengths of both survey formats in the sense that it incorporates all of the bias reducing advantages associated with the use of SSTs in high evasiveness settings while at the same time enhancing the precision of parameter estimates. Indeed, Monte Carlo simulations demonstrate that the performance of the paper's joint response model in terms of mean squared error is generally superior or equivalent to that of models based on direct or SST questioning only. Given that the addition of a direct question at the end of a survey instrument is virtually costless, this should be a compelling reason for many future studies employing SSTs to utilize a joint response approach as described here.
Related Methods
There are several existing approaches to studying the determinants of sensitive behaviors related to the one developed in this paper. One approach related to the current framework consists of a recently developed body of work on the use of item response theory (IRT) models with randomized response data (Böckenholt and van der Heijden, 2007; Böckenholt, Barlas, and van der Heijden, 2009; Fox, 2005; Fox and Wyrick, 2008; Fox, 2010 ch. 9) . This work utilizes the randomized response technique to query respondents about attitudes or behaviors all thought to be reflective of a sensitive latent construct then employs an IRT measurement model to capture the relationship between the construct and the observed responses. In some instances, contributions to this literature have also specified structural models relating the individual characteristics of respondents to the sensitive latent construct. This approach has been used in applications that study the determinants of cheating by undergraduates (Fox and Meijer, 2008) , consumer demand for pornography and prostitution (de Jong, Pieters, and Fox, 2010) , and sexual attitudes (de Jong, Pieters, and Stremersch, 2012) .
As in the current framework, efficiency advantages are obtained by harnessing responses to multiple questions about (related) sensitive phenomena. However, the conceptual goal of the current paper's framework is quite different than that of the aforementioned work. This paper seeks not to combine survey responses to measure a continuous and inherently latent construct but rather to improve measurement of a binary outcome whose unobservability is assumed to stem only from the evasiveness of survey respondents under direct questioning.
A working paper more similar in spirit to the current study is Kraay and Murrell, 2013 . This paper develops a framework for estimating the prevalence of sensitive behavior and candidness in surveys by utilizing direct questioning in conjunction with multiple randomized response questions. However, the paper assumes no difference in truthfulness across direct and SST questioning, and its core identifying assumption requires that the prevalence rate for all sensitive items be identical (irrespective of the content of those items). As such, the paper is necessarily silent about how question topic affects respondent evasiveness, an important concern for the applied researcher that is directly addressed by the framework developed here.
An alternative strategy for studying the determinants of sensitive attitudes related to the one developed here consists of the use of the item count technique (also referred to as the list experiment technique) (Miller, 1984) . In recent years, a number of scholars have developed statistical methods based on item count data that are appropriate for studying the determinants of sensitive behavior (Corstange, 2009; Imai, 2011; Blair and Imai, 2012; Glynn, 2013) . However, there appears to be only one published paper on the technique that develops a framework for combining item count responses with responses based on other question formats (Blair, Imai, and Lyall, forthcoming) . This work combines item count responses with responses from endorsement experiments. Like the randomized response papers referenced above, the paper employs an underlying IRT measurement model to estimate a latent construct (e.g. support for insurgent movements) and to assess the role of explanatory variables in driving changes in value of the construct. Consequently, both the aim and the underlying statistical technology of that paper's framework are distinct from those outlined in the pages below.
Types of Sensitive Survey Techniques
There are two main sensitive survey techniques used in the social sciences: randomized response (RR) and the item count technique (ICT). Randomized response surveys query respondents about sensitive items by introducing a randomizing device, such as a spinner or a die, into the questioning process (Warner, 1965) . More specifically, these surveys guarantee respondent confidentiality by requiring that a respondent's responses to a sensitive item be based not only upon the value of the sensitive attitude or behavior in question but also upon the realization of the randomizing device which she alone observes. Inference about the sensitive attitude or behavior proceeds by exploiting a priori information about the distribution of realizations generated by randomizing device.
Both meta analyses and validation studies have demonstrated the benefits associated with using randomized response instead direct questioning in studies of sensitive topics (Lensvelt- Lamband and Stem, 1978; Tracy and Fox, 1981; van der Heijden et al., 2000; Fox, Avetisyan, and Palen, 2013) . This track record and the convenient mathematical properties of the technique have helped spur a wave of applications in recent years, including investigations of the determinants of induced abortion in Mexico (Lara et al., 2006) , social security fraud in the Netherlands (Lensvelt-Mulders et al., 2006) , corruption within public bureaucracies in South America (Gingerich, 2010; Gingerich, 2013) , the prevalence of xenophobia and anti-Semitism in Germany (Krumpal , 2012) , as well as the role of anonymity on altruistic behavior in laboratory experiments (List et al., 2004; Moshagen, Hilbig, and Musch, 2011; Franzen and Pointner, 2012) . Figure 1 gives an example of a question asked using the Warner variant of the randomized response technique. The sensitive trait of interest is whether or not the respondent would be willing to pay a bribe to avoid a traffic ticket. The respondent is given a spinner divided into two regions A and B (with the probability that the spinner lands in region A not equal to 1/2). Prior to answering the question, she is directed to spin the spinner, observing the section where the spinner lands in private. Subsequently, the respondent is presented with two statements and asked how many are true. The first statement simply states that the spinner landed in region A. The second statement denotes a willingness to pay a bribe. The privacy of the respondent is protected by constraining the manner in which she is allowed to respond. In particular, there are only two potential responses: one response indicating that either both statements are true OR neither statement is true and another response indicating that only one of the two statements is true (but not specifying which is true). Since neither of the two responses necessarily indicates the possession or non-possession of the sensitive trait, the respondent's anonymity is guaranteed. For this reason, she may be liberated from social desirability concerns that might otherwise prevent her from giving an honest answer about the trait.
Unlike randomized response (but similar to the crosswise model described below), the item count technique protects respondent confidentiality without using a randomizing device. Instead, respondent jeopardy is reduced by aggregating responses about the sensitive item with responses about a series of benign items. In the item count model, each individual in the sample is randomly assigned to one of two groups: a sensitive question group or a benign question group. In both groups, a given respondent is presented with a list of beliefs or activities and asked how many pertain to her. The two groups are presented with the same list of items save for one difference: the sensitive item is contained on the list for the sensitive group whereas it is omitted from the list for the benign question group. Inference proceeds through a comparison of the difference in average totals between the two groups. Due in part to its simplicity and ease of use, the item count technique has been widely applied in recent years to sensitive topics ranging from racial prejudice in the United States (Kuklinski et al., 1997; Gilens, Sniderman, and Kuklinski, 1998; Sniderman and Carmines, 1997) , vote buying in Nicaragua (Gonzalez et al., 2012) , attitudes towards immigration in the United States (Janus, 2010) , corruption in foreign investment (Malesky, Gueorguiev, and Jensen, 2013) , political patronage activities in Argentina (Oliveros, 2013) , and interactions with drug trafficking organizations in Mexico (Magaloni et al., 2012) . Figure 2 provides an illustration of how the item count technique can be utilized to query respondents about willingness to bribe a police officer. Respondents in the benign question group are asked to denote how many of three statements about perceptions and experiences with crime are true. Respondents in the sensitive question group are asked to denote how many of four statements are true, where the first three items are the same as in the benign group and the fourth is the sensitive statement about willingness to bribe a police officer. Since respondents simply divulge a sum total, the hope is that individuals in the sensitive group will feel comfortable in responding truthfully about their willingness to bribe.
Although RR and the ICT are useful workhorses for studying sensitive phenomena in surveys, they have a number of potential drawbacks. One potential drawback to randomized response may be its realm of applicability. In this regard, some scholars have suggested that the cognitive burden imposed by the use of a randomizing device can make RR difficult to use with populations that have very low levels of education (Böckenholt and van der Heijden, 2007) . Indeed, a few studies have detected instances of non-compliance with the randomized response protocol, a problem which appears to be most common when the so-called forced response version of the randomized response technique is used (Edgell, Himmelfarb, and Duchan, 1982; Edgell, Duchan, and Himmelfarb, 1992; Azfar and Murrell, 2009 ).
There are also several drawbacks to the item count technique. One of these is the fact the technique requires investigators to collect two distinct samples, thereby increasing the logistical burden of the survey and reducing degrees of freedom for subsequent analysis. Another, arguably more important, drawback is the fact that the ICT provides incomplete protection to respondents. Individuals assigned to the sensitive question group who respond that all statements are true will directly reveal that they bear the sensitive trait. Moreover, respondents assigned to the sensitive group who wish to falsely signal that they do not bear the sensitive trait can easily and unambiguously do so by simply replying that none of the statements are true. Finally, it is somewhat challenging for investigators to control the level of respondent protection using the ICT, as this depends on quantities difficult to anticipate in advance of fielding a survey such as the frequencies and covariance of the responses to the benign statements.
In reaction to some of these concerns about RR and ICT, a recently developed body of work presents an alternative approach referred to as the crosswise model (Yu, Tian, and Tang, 2008; Tan, Tian, and Tang, 2009 ). The crosswise model is formally identical to the Warner variant of randomized response presented above, save for one difference: instead a employing a randomizing device to protect respondent confidentiality, the technique uses an indicator of membership in a non-sensitive group. The group indicator employed in the crosswise model is special in the sense that there are four conditions it must satisfy: 1) its value must be known to each respondent but unknown to survey administrators (and known by each respondent to be unknown to administrators); 2) it must be statistically independent of the sensitive trait of interest; 3) the proportion of individuals belonging to the group in the population of interest must be known in advance by investigators; and 4) the proportion of individuals belonging to the group must not be 1/2. Figure 3 gives an example of a question asked using the crosswise model. As is apparent, the format of the question is nearly identical to that of the randomized response item. However, instead of having respondents condition their answers in part upon the privately observed realization of a randomizing device, the crosswise question prompts them to condition their answers upon the month of birth of their mother. In this case, nearly all respondents would know their own group assignment and they would also be aware that the survey enumerator did not know their group assignment (thereby ensuring privacy). Moreover, there is no realistic mechanism by the birth month of one's mother should be systematically tied to willingness to bribe, so the group indicator and the sensitive attitude would be independent of one another. Finally, the population proportion of membership in the two groups is verifiable based on census or actuarial records, and groups can easily be constructed such that the proportion of membership differs arbitrarily from 1=2.
The virtues of the crosswise model include ease of implementation and a high-level of investigator control over the amount of protection afforded to respondents. Additionally, the technique requires no randomizing device nor splitting of the original sample, and it makes signalling behavior by respondents highly unlikely. Although the crosswise model is quite new, the empirical evidence that does exist on its effectiveness is favorable to its use (Jann, Jerke, and Krumpal 2012) .
Integrating Protected and Direct Responses
Consider a setting in which each respondent i in a randomly selected sample of size n is first queried about her status on a sensitive trait 2 f0 ("absent"); 1 ("present")g using the crosswise method (or equivalently, the Warner variant of the randomized response technique) then later asked if she would be willing to respond directly to a question about her status. If the respondent responds affirmatively to the latter question, she is then prompted to directly divulge her true status on the sensitive trait. Interest resides in using the responses to these two questions to accomplish three goals: 1) calculate = E[ i ] = P( i = 1), the proportion of individuals who bear the trait of interest; 2) evaluate the returns to using the sensitive questioning technique to study the trait of interest in the target population; 3) estimate the influence of individual respondent characteristics on the incidence of the trait.
Notation. The combined response of respondent i to the two questions is denoted by
("unwilling to respond directly")g is the observed response when i is queried about the sensitive trait directly and y A i 2 f0; 1g is the observed response when i is queried about the sensitive trait using the aforementioned sensitive question technique designed to guarantee anonymity. The observed response set is thus an array with six distinct elements, Y = f(0; 0); (0; 1); (1; 0); (1; 1); (?; 0); (?; 1)g, with k 2 Y representing an arbitrary element in this set. In the interest of notational compactness, the paper will henceforth use the simplification Y i 2 Y = f1; 2; :::5; 6g, where each natural number 1; ::; 6 represents one of the six distinct response combinations. For the responses using the sensitive question technique, let p 6 = 1=2 denote the probability that the first statement is true (e.g. the probability that the respondent's mother was born in the indicated interval of months for the crosswise model or that the spinner lands in region A for Warner RR). This quantity is known by the researcher prior to collecting the data.
Baseline Model
The paper's modeling strategy rests on two key assumptions. The first is called honesty given protection: given the protection afforded by the sensitive question technique, all respondents are assumed to respond as prompted by the technique (cf. Gingerich, 2010; Blair and Imai, 2012) . Thus, if lying occurs in the survey responses, it is assumed to occur only when respondents are prompted to respond directly about the sensitive trait. This assumption is made by the vast majority of studies that employ sensitive question survey techniques. The second assumption is called onesided lying: individuals who bear the sensitive trait may either lie about their status or refuse to respond when queried directly but those who do not bear the sensitive trait always either tell the truth or refuse to respond, they never falsely claim to bear the sensitive trait. Let T , L , and 1 T L denote the probability that, when queried directly, a respondent whose status is tells the truth about her status, lies about her status, or refuses to answer the question about her status, respectively. Formally, one-sided lying implies the parameter restriction L 0 = 0. The assumption follows naturally from the presumed direction of social desireability bias in sensitive surveys. If concerns about societal disapproval make it difficult for respondents bearing the sensitive trait to openly divulge their status, those same concerns should ensure that respondents not bearing the sensitive trait have no incentive to pass themselves off as bearers of the trait. 
Given these two assumptions, it is straightforward to characterize the probability of each combination of responses in the observed response set. Table 1 presents the relevant probability table. The formula presented in a given cell of the table expresses the probability of observing the particular response combination represented by that cell.
Let I(:) be an indicator function equal to 1 if its argument is true, 0 otherwise, P Y (k) be the probability of observing Y i = k, and = ( ;
> be the full vector of parameters to be estimated. The likelihood function for the parameters given the observed responses is written:
with the corresponding log-likelihood given by:
where
is the number of respondents exhibiting response category k. Although applied researchers are typically focused on the estimation of , the other parameters of the model are also of great substantive interest. These can be thought of as diagnostic parameters: they indicate the need (or lack thereof) to use a sensitive questioning technique to study the trait of interest in the target population. Particularly relevant is T 1 , the proportion of respondents bearing the sensitive trait who are willing to respond truthfully to a direct question about the trait. In a sense, the entire justification for utilizing a sensitive survey technique hinges on the value of this parameter. An estimated value of T 1 close to 1 indicates that the use of the sensitive questioning technique is unnecessary: researchers studying the same sensitive topic on the same population would have little to lose in bias and much to gain in statistical precision by using solely direct questioning in future surveys. On the other hand, an estimated value of T 1 substantially below 1 indicates the importance of the respondent protection provided by the sensitive question technique. In particular, a value of T 1 well below 1 implies that substantial bias is incurred by querying respondents directly about the trait. Researchers studying the same sensitive topic on the same population would likely need to continue using the sensitive survey technique in the future. 
Modeling the Influence of Respondent Characteristics
More and more, social scientists' employ sensitive questioning techniques not simply to calculate prevalence estimates but rather to improve understanding of the factors that drive sensitive behaviors and attitudes. To this end, one can straightforwardly modify the model above in order to permit estimation of the influence of respondent characteristics on the sensitive outcome of interest.
To set up an explanatory model for the sensitive trait, one simply replaces the unconditional expectation parameter with an appropriate parameterized conditional expectation function,
where X i is a vector of background characteristics and a constant, is a parameter vector, and f :
although with continuous covariates and a sufficiently large sample alternative specifications of the linear predictor employing basis expansions and/or smoothing functions for X i may also be an option.
Incorporating into the full parameter vector in place of , the log-likelihood of the observed responses is now written:
where P Y (kjX i ) is the probability that respondent i's observed response is in category k given her background characteristics, the model for observed responses (e.g. the probabilities presented in Table 1 ), and the model for the conditional expectation of the sensitive trait.
Estimation and Inference
EM algorithm. The Expectation-Maximization (EM) algorithm provides a natural vehicle for attaining the maximum likelihood estimates (MLEs) of the parameters of interest. The algorithm is typically applied in settings that can be characterized as incomplete-data problems, where direct maximum likelihood estimation is made challenging by the absence of data in a standard format 1 The parameter T 0 has a similar interpretation, although it seems unlikely that patterns of truthfullness (versus nonresponse) among those without the sensitive trait would vary as much as patterns of truthfulness among those with the trait.
(cf. Dempster, Laird, and Rubin, 1977) . For crosswise or randomized response data, the incompleteness of the observed data structure stems from the fact that respondents' true values on the sensitive trait are not observed directly. Indeed, it is precisely the mixing of responses about the sensitive trait with responses about innocuous items (e.g. a relative's birthday, the realization of the spinner) that provides respondents with protection. For the responses generated by direct questioning, the incompleteness of the observed data structure stems from the fact that respondents may lie or not respond. Again, the challenge is that respondents' true values on the sensitive trait are not observed directly: some observed responses are truthful, others are misrepresentations, and others still are missing. Of course, estimates of the model parameters could be obtained fairly easily if one happened to be privy to the true value of the sensitive trait for each of the respondents. The paper's use of the E-M algorithm proceeds from this insight. In essence, the strategy is to recast the estimation problem from one in which all outcomes are known and fixed but for which the log-likelihood has a rather complicated form, to one in which only the probability of (at least some component of) the outcomes is known but for which the log-likehood is simpler to work with.
The E-M algorithm consists of several steps. The first is for the analyst to define an unobservable outcome Z, which, were it observable, would facilitate the estimation of MLEs. Once this has been accomplished, one characterizes the so-called complete-data log-likelihood function, ln L c ( jY; Z), which is the log-likelihood that could be composed if both the actually observed and the unobservable data were observed. The subsequent step is to initialize the algorithm by choosing starting values for the parameters to be estimated, i.e. by setting = (0) , where (0) are the starting values. Once starting values have be selected, one must complete the expectation step (E-step) of the algorithm, which requires the calculation of the quantity
The Q(:) function above is the expected value of the complete-data log-likelihood, evaluated at = (0) and taking as given the observed responses Y (and potentially the background characterstics, X). After the current conditional value of the complete-data log-likelihood has been calculated, one proceeds to the maximization step (M-step) of the algorithm. This entails finding (1) , which is the value of that solves max Q( ; (0) ).
Alternatively, if the above maximization problem is analytically intractible, one may choose
; (0) ), in so doing defining a so-called generalized EM algorithm. In either case, once (1) has been obtained, the E-step and M-step are repeated with = (1) .
The algorithm then continues iterating through the E-and M-steps until convergence is achieved. . As a consequence of this expanded outcome space, the set of potential response combinations increases from six elements to ten. Let Z i 2 Z =f1; 2; ::; 10g denote respondent i's unobservable outcome, where each natural number 1; ::; 10 represents one of the ten distinct response combinations. Table 2 presents the response combinations and probability table for this so-called complete data.
Let us begin by specifying the E-step of the E-M algorithm. To do so, one must first characterize the expected value of the log-likelihood of the complete data. Using Table 2 , this quantity (ignoring an additive constant) can be written as:
where n A = n 3 + n 4 , n B = n . Thus, the sufficient statistics for are represented by the vector S = (n A ; n B ; n C ; n D ; n E ), which, in turn, depends on the expected value of the unobserved frequencies.
For any model parameter 2 , let (j) denote its value at the jth iteration of the E-M algorithm. The expected value of the unobserved frequencies can be expressed as:
(1 p)(1
with n
for all k 2 f1; 2; 5; 6g. Given the above, the current conditional sufficient statistics are calculated by plugging the expressions above into S, which produces the vector
E ). The M-step of the algorithm requires us to calculate the complete-data maximum-likelihood estimates of the model parameters at any given iteration of the algorithm. Maximization of the expected complete-data log-likelihood produces the following current conditional MLEs, e :
Parameter estimates are obtained by cycling between S (j) and e
until convergence has been achieved.
Insight regarding the manner in which the statistical model utilizes information from the joint pattern of responses across question formats can be gleaned from an examination of the sufficient statistics contained in the expected complete-data log-likelihood. Consider first how the statistical model characterizes the unobserved frequency with which the sensitive trait is held in the sample. The first component of this frequency is n A , the number of respondents who bear the sensitive trait and are willing to respond truthfully to a direct question about it. This quantity is simply equal to the total number of respondents who respond in the affirmative to the direct question about the sensitive trait, i.e. n A = P n i y D i . The equality is a direct consequence of the one-sided lying assumption. Since individuals who do not bear the sensitive trait never falsely claim that they do, any instance in which y D i = 1 is treated as an instance in which i = 1. In this way, the statistical model assumes that the number of respondents who bear the sensitive trait is never smaller than n A . The second component of the frequency is n D , the expected number of respondents who bear the sensitive trait but who lie in response to the direct question. It is equal to the sum of two products: the product of the number of respondents who respond Y i = (y D i = 0; y A i = 0) and the conditional probability of bearing the sensitive trait given this response pattern plus the product of the number of respondents who respond Y i = (y D i = 0; y A i = 1) and the conditional probability of bearing the sensitive trait given this latter response pattern. Defined analogously is the third component, n E , the expected number of respondents who bear the sensitive trait but who choose not to respond when asked directly about the sensitive trait. The expected number of respondents who bear the sensitive trait is equal to the sum of the three aforementioned quantities, n A + n D + n E . Now consider the unobserved frequency with which the sensitive trait is not held. This quantity has two components. The first is n B , the expected number of respondents who do not bear the sensitive trait and are willing to respond truthfully to a direct question about it. Since one-sided lying implies that these individuals never lie about their status, this quantity captures the expected number of respondents not bearing the sensitive trait who will not avoid answering the direct question. As above, this quantity is equal to the sum of two products: the product of the number of respondents who respond Y i = (y and the conditional probability of not bearing the sensitive trait given this latter response pattern. The second component, defined analogously, is n C , the expected number of respondents who do not bear the sensitive trait and who choose not to respond when asked directly about the sensitive trait. The expected number of respondents who do not bear the sensitive trait is equal to the sum, n B + n C .
The MLEs of the model parameters follow intuitively from these expected frequencies (see the system of equations in (9)). The estimated proportion of individuals bearing the sensitive trait, e , is equal to the expected frequency of respondents bearing the trait divided by the total number of respondents. The estimated probability of a truthful response under direct questioning for individuals bearing the sensitive trait, e T 1 , is equal to the number of respondents who state that they have the trait under direct questioning divided by the expected frequency of respondents bearing the trait. The estimated probability of an untruthful response under direct questioning for those bearing the sensitive trait, e L 1 , is equal to the expected frequency of respondents who bear the sensitive trait but lie about it under direct questioning divided by the expected frequency of respondents bearing the sensitive trait. Finally, the estimated probability of a truthful response under direct questioning for those not bearing the sensitive trait, e T 0 , is equal to the expected frequency of respondents who do not bear the sensitive trait and are willing to respond to direct questioning divided by the expected frequency of respondents not bearing the sensitive trait.
The conditional probabilities upon which the unobserved frequencies depend are a function of the unknown model parameters, the assumption of honesty given protection, and the known distribution of responses to the innocuous question utilized in the sensitive survey technique. The conditional probabilities assign a probability of bearing or not bearing the sensitive trait for each possible combination of observed response profiles. As can be seen by referencing the system of equations in (8) and the expressions in Table 2 , they do this by employing Bayes' Rule. More specifically, the probability of the (unknown) trait status given an observed response profile is calculated as the ratio of the probability of the combination of the trait status and the observed response profile to the total probability of the observed response profile.
Modeling the Influence of Respondent Characteristics. To describe estimation for the model with respondent characteristics, it is necessary to introduce some additional notation. Let
] be the conditional probability of an unobservable outcome z 2 Z given the observed response Y i , covariate vector X i , and the parameter vector . The expression
] will be similarly used to denote the conditional probability of the realization of either Z i = z 1 or Z i = z 2 , where z 1 ; z 2 2 Z. Starting with the E-step, the expected value of the log-likelihood of the complete data is equal to
= P n i P Z (f2; 4; 5; 6; 8; 10g) i ln f (X i ; ) + P n i P Z (f1; 3; 7; 9g) i ln(1 f (X i ; )) | {z } binary regression component of log-likelihood
As can be seen above, the expected value of of the complete-data log-likelihood can be separated into two distinct components: a binary regression component that depends only on the parameter vector and a categorical component that depends only on
T 0 , and L 1 . The current conditional sufficient statistics for the full parameter vector in this setting are equal to the expected values of the unobservable outcomes for each respondent in the sample given her observed responses and background characteristics. On the jth iteration of the E-M algorithm, these are filled in as follows:
where, due to the disjointness of the unobservable outcomes, one can write: P Z (f2; 4; 5; 6; 8; 10g) ; 3; 7; 9g) (j) i = 1 P Z (f2; 4; 5; 6; 8; 10g)
The M-step of the algorithm is facilitated by the separability of the two components of the complete-data log-likelihood. Maximizing the expected complete-data log-likelihood with respect to the diagnostic parameters gives
Since there is no closed-form solution for the parameters that maximize the log-likelihood of traditional binary regression models, one can calculate the current conditional parameter vector (j+1) by employing a Newton-Raphson step. This is justified by the global concavity of the loglikelihood when f consists of a logit or probit specification. More specifically, the global concavity of the log-likelihood in these circumstances ensures that by using a Newton-Raphson step in place of a global maximizer, one nonetheless has Q( (j+1) ; (j) ) Q( (j) ; (j) ), thereby guaranteeing convergence to the MLEs. For a logistic specification, for instance, one can write:
where f (X i ; (j) ) = (1 + exp( X > i (j) )) 1 and W is an n n diagonal matrix with ith element equal to f (X i ; (j) )(1 f (X i ; (j) )). As above, the algorithm proceeds by iterating through the sufficient statistics and parameter updates until convergence is achieved.
The explanatory model utilizes response data in a manner directly analogous to the baseline model, albeit with the distinction that the conditional probability of trait status given observed responses now varies across respondents as a function of individual characteristics. That is to say, respondents with identical observed response profiles are permitted to have different probabilities of bearing the sensitive trait based upon the underlying model of how respondent characteristics relate to trait status.
Quantities of Interest. Once the MLEs of the explanatory model have been estimated, there are a number of potentially useful quantities of interest that may be relevant to the applied researcher. Among these is the covariate-adjusted prevalence rate of the sensitive trait:
Another quantity of interest may be the average predictive difference in the probability of bearing the sensitive trait associated with setting the value of target characteristic X t equal to value v 1 instead of v 2 :
Measures of Uncertainty. Measures of uncertainty such as confidence intervals and standard errors can be obtained via application of the parametric bootstap. Consider first confidence intervals. For the baseline model, these can be obtained by employing the following algorithm: 1) Draw a bootstrap sample b consisting of n iid draws of Y from the fitted multinomial density defined in Table 1 , Y b iid multinomial(n; b P Y (1); :::; b P Y (6)); 2) Apply the E-M algorithm to the bootstrap sample to calculate the bootstrap replicate of the parameter of interest; 3) Repeat this process B times, where B is a large number ( 1000); 4) Calculate the lower (upper) bound of the 100(1 ) percent confidence interval for the parameter as the =2 lower (upper) quantile of the bootstrap replicates. For the explanatory model, the first step of the algorithm is replaced by two additional steps: 1) Generate a bootstrap sample of the respondent characteristics, X ib , i = 1; :::; n, by drawing n observations with replacement from X; 2) Generate a bootstrap sample of outcomes Y b = (Y 1b ; :::; Y nb ) > using the fitted multinomial density defined in Table 1 given the value of the bootstrap sample of characteristics, Y ib multinomial(1; b P Y (1jX ib ); :::; b P Y (6jX ib )) for i = 1; :::; n. The remaining steps of the algorithm are then as specified above.
If instead of confidence intervals the full covariance matrix of is desired, this quantity can be estimated by calculating the covariance matrix for the elements in the estimated parameter vector across the B bootstrap samples. Standard errors are equal to the square root of the diagonal entries of this covariance matrix.
Monte Carlo Analysis
In order to evaluate the performance of the paper's statistical model and estimation strategy, this section presents the results of a series of Monte Carlo simulations. The simulations were designed to gauge the performance of the explanatory model based on responses to both a sensitive question technique and direct questioning (the joint model) relative to a standard binary regression model that uses only responses generated by direct questioning (the DQ model) or a modified-binary regression model that uses only responses generated by a sensitive survey question technique (the SST model).
The simulations consider a setting in which there are two individual characteristics, X 1i and X 2i , responsible for variation in the sensitive behavior of interest. In the population, said characteristics are assumed to have a bivariate normal distribution with mean vector (0:5; 1:5) and a covariance matrix with diagonal entries equal to (0:1; 0:2) and off-diagonal entries equal to 0:1. The underlying relationship between the individual characteristics and the probability of having engaged in the sensitive behavior, i , is captured by an inverse logit function with linear predictor equal to 1:0 + 2:0X 1i 1:3X 2i . Each Monte Carlo sample consists of a random draw from the population.
The simulations consider two distinct response scenarios for individuals who have and have not engaged in the sensitive behavior, a high evasiveness scenario and a low evasiveness scenario. In the high evasiveness scenario, the probability that an individual who has engaged in the sensitive behavior would respond truthfully to a direct question about the behavior is equal to 0.4, the probability that such an individual would lie under direct questioning is 0.4 (with corresponding non-response probability equal to 0.2), and the probability of non-response under direct questioning for an individual who had not engaged in the sensitive behavior is 0.2. In the low evasiveness scenario, the probability that an individual who has engaged in the sensitive behavior would respond truthfully to a direct question about the behavior is equal to 0.7, the probability that such an individual would lie under direct questioning is 0.2 (with corresponding non-response probability equal to 0.1), and the probability of non-response under direct questioning for an individual who had not engaged in the sensitive behavior is 0.1.
In employing the simulations, the paper seeks to assess two things. Firstly, it seeks to verify the ability of the joint model elaborated in the text to recover the true values of all parameters. Secondly, it seeks to compare the performance of the joint model with those of the other two strategies mentioned above by examining differences in bias and mean squared error (MSE) for the parameters that all the models share, namely, those in the explanatory component, = ( 1:0; 2:0; 1:3). Performance is examined in this way for sample sizes of 2500 and 5000 respondents, respectively.
In evaluating the performance of the DQ model, coefficients were estimated based on complete case analysis, meaning that observations from individuals who provided no response were removed. Moreover, in order to ensure comparability of these results with those from the joint model, in the evaluation of the SST model the coefficients of interest were also estimated using an E-M algorithm. The details of this algorithm are provided in the appendix. Table 3 presents the results of the Monte Carlo simulations. The first point to notice about the table is that, as anticipated, the parameter estimates produced by the joint model are centered on their true values, both for the diagnostic parameters as well as the parameters of the explanatory component of the model. A second crucial aspect of the table concerns the bias of the parameter estimates produced by the DQ model. These exhibited biases of various magnitudes, which, not surprisingly, reached fairly extreme levels under the high evasiveness scenario. Indeed, in the high evasiveness setting the estimator of the intercept in the DQ model was centered around a value nearly twice as small as the true value of the intercept.
Like the parameter estimates from the joint model, those produced by the SST model were also centered around the true values of the parameters (a direct consequence of the assumption of honesty given protection). However, the variability of those estimates was much greater than that produced using the joint model, especially when the assumed level of evasiveness was low. For the coefficients on the individual characteristics, for instance, the MSE using the joint model was slightly more three times smaller than the MSE using the SST model under the high evasiveness scenario, and more than five times smaller under the low evasiveness scenario. Importantly, the attractive MSE performance of the joint model was not limited to a comparison with the SST model. Even in the low evasiveness scenario, where the advantages to protecting respondents through SST questioning are the weakest, the MSE performance of the joint model was either superior (for the intercept) or equivalent (for coefficients on characteristics) to the MSE performance of the direct model. In this sense, utilizing the joint model appears akin to a 'free lunch.' In certain scenarios, T 0 = 0:800 0 = 1:000 1 = 2:000 2 = 1:300 n 2500 5000 2500 5000 2500 5000 2500 5000 2500 5000 2500 5000 T 0 = 0:900 0 = 1:000 1 = 2:000 2 = 1:300 n 2500 5000 2500 5000 2500 5000 2500 5000 2500 5000 2500 5000 it is radically superior to either direct or SST questioning on their own, and under no scenario considered here does it fare worse than the aforementioned alternatives. Figure 4 depicts the histograms of parameter estimates obtained for each parameter in the explanatory component of the models. As reported above, the histograms for parameters in the joint model and the SST model are both centered correctly, but the spread of the histograms for the joint model is significantly narrower throughout. On the other hand, the spread of the histograms of parameters in the joint model and DQ model are roughly equivalent, but the centering of the histograms is incorrect for all parameters in the DQ model, and radically so in the case of the intercept parameter.
Perhaps the best way to appreciate the performance of the joint model is to examine how it fares relative to the other approaches in estimating average predictive differences (APDs). Since coefficients in binary regression models typically have little substantive meaning on their own, APDs are often utilized by social scientists in binary regression settings as measures of the strength of the association between chosen explanatory variables and the outcomes of interest. presents boxplots of the estimated APDs associated with setting X 2 to the 95th percentile value in a given sample instead of the 5th percentile value. (Shown are the APDs for the high evasiveness scenario with a sample size of n = 5000.) In the simulation, the true population-level APD associated with such a shift is approximately 0.23. It is clearly seen that direct questioning produces highly biased estimates of the true APD: across the Monte Carlos, the average value of the estimated APD using the DQ model, -0.12, was nearly half as large as the true APD in absolute value. The APDs generated by the SST model and the Joint model were both unbiased. Nevertheless, the Joint model significantly outperformed the SST model in terms of precision, with a narrower interquartile range and a tighter distribution overall.
Conclusion
This paper has presented an intuitive joint response approach to modeling sensitive behavior. The approach utilizes responses about sensitive items both from indirect forms of questioning based upon sensitive survey techniques as well as upon responses based on direct survey questioning. In so doing, it allows applied researchers to perform three crucial tasks: 1) diagnose the need (or lack thereof) to use a SST to study the sensitive behavior of interest; 2) estimate the prevalence of the sensitive behavior; 3) estimate the relationship between the individual characteristics of respondents and the likelihood of engaging in the sensitive behavior.
One attractive feature of the approach is that it utilizes data from direct responses in a highly commonsensical way. In particular, the approach provides an estimate of the sensitive behavior of interest that is always greater than or equal to the proportion of respondents willing to admit under direct questioning that they have engaged in said behavior. This feature of the approach follows directly from an assumption called one-side lying, which entails that individuals who have not engaged in the sensitive behavior never falsely claim that they do. While it may seem obvious that an estimation strategy designed to calculate the prevalence of sensitive behaviors should bound its estimates in this way, extant approaches based solely upon responses generated by sensitive survey techniques do not do so. This is an important point, since in practice it is certainly possible for prevalence estimates based solely on SSTs to be below those obtained via direct questioning.
While hopefully expanding the toolkit of social scientists interested in sensitive forms of behavior, it is important to recognize that this paper nevertheless leaves much to be done. An implicit assumption of the paper's framework is that the evasiveness of respondents under direct questioning is unaffected by whether or not they are previously asked about the sensitive item in SST format. In future work, the reasonableness of this assumption could be assessed by randomly assigning a small subset of survey respondents to receive the sensitive item in DQ format only, thereby permitting a comparison of responses to direct questioning when that format is the only one employed to responses to direct questioning when a joint response approach is utilized. Such a comparison would be valuable in assessing the diagnostic utility of the study's approach.
Appendix -EM Algorithm for SST Questioning Only
Presented here is the EM algorithm employed in the Monte Carlo analyses to estimate the parameters of the explanatory model when only SST questioning is utilized. Appendix Table 4 presents the relevant probability table for the complete data under the assumption of honesty given protection.
Appendix Table 4. Probability table for Utilizing the notation employed previously in the text, the expected value of the loglikelihood of the complete data (up to a constant) is equal to E[ln L c ( jY; X; Z)] = P n i P Z (f2; 4g) i ln f (X i ; ) + P n i (1 P Z (f2; 4g) i ) ln(1 f (X i ; )), (A1) where P Z (f2; 4g) i is the conditional probability of bearing the sensitive trait given a respondent's observed response and background characteristics.
On the jth iteration of the E-M algorithm, this quantity is equal to P Z (f2; 4g)
(1 p)f (X i ; (j) )
Based on the above, the current conditional parameter vector (j+1) is identical to that shown in (13), save for the fact that P Z (f2; 4g)
is inserted into the equation as the relevant response variable. The EM algorithm proceeds by iterating through (j) and P Z (f2; 4g) (j+1) i until convergence is achieved.
