Effect of SDW fluctuations on the specific heat jump in iron pnictides
  at a superconducting transition by Kuzmanovski, D. et al.
Effect of SDW fluctuations on the specific heat jump in iron pnictides at a
superconducting transition
D. Kuzmanovski,1 A. Levchenko,2 M. Khodas,3 and M. G. Vavilov1
1Department of Physics, University of Wisconsin, Madison, Wisconsin 53706, USA
2Department of Physics and Astronomy, Michigan State University, East Lansing, Michigan 48824, USA
3Department of Physics and Astronomy, University of Iowa, Iowa City, Iowa 52242, USA
(Dated: November 17, 2018)
Measurements of the specific heat jump at the onset of superconducting transition in the iron-
pnictide compounds revealed strong variation of its magnitude as a function of doping that is peaked
near the optimal doping. We show that this behavior is direct manifestation of the coexistence
between spin-density-wave and superconducting orders and the peak originates from thermal fluctu-
ations of the spin-density-waves near the end point of the coexistence phase – a tetracritical point.
Thermal fluctuations result in a power-law dependence of the specific heat jump that is stronger
than the contribution of mass renormalization due to quantum fluctuations of spin-density-waves in
the vicinity of the putative critical point beneath the superconducting dome.
PACS numbers: 74.70.Xa, 74.25.Bt, 74.40.-n, 74.40.Kb
I. INTRODUCTION
The concept of quantum criticality is at the forefront
of the physics of strongly correlated materials.1 The
discovered superconductivity in the iron-pnictide com-
pounds2–5 that emerges in the close proximity to mag-
netic instability6–9 provides new opportunities to study
quantum critical phenomena in the system with multiple
order parameters. The observed microscopic coexistence
between spin-density-wave (SDW) and superconducting
(SC) orders in iron-pnictide superconductors (FeSC)10–20
implies that SDW transition line extends into the super-
conducting state. If this line reaches zero temperature
the system develops quantum critical point (QCP) be-
neath superconducting dome. Such a scenario is further
complicated by the fact that besides the SDW transi-
tion, there is also a nematic transition, below which the
tetragonal symmetry of the system is spontaneously bro-
ken down to an orthorhombic.21–23 The transition line
of the nematic order also enters the superconducting
dome which may lead to yet another QCP. A magnetic
QCP without superconductivity and in the case of nodal
fermions in d-wave superconductors has been a subject
of intensive study and is known to give rise to non-Fermi
liquid behavior, and to singularities in various thermody-
namic and transport characteristics.24–27 The multi-band
unconventional superconductivity in FeSC brings new in-
triguing questions concerning the role of QCP in thermo-
dynamic and transport properties of correlated materi-
als.28–35
Recently we have received compelling experimental
evidence that superconductivity in FeSCs indeed hosts
quantum criticality. Low temperature measurements of
the doping dependence of the London penetration depth
λ(x) in clean samples of isovalent BaFe2(As1−xPx)2 re-
vealed sharp peak in λ(x) near the optimal doping xc '
0.3.29 Magneto-oscillations data show an increase in effec-
tive mass m∗(x) on one of the electron Fermi surfaces as x
approaches xc.
36 Nuclear magnetic resonance (NMR) ex-
periments show that the magnetic ordering temperature
approaches zero at xc.
37 Specific heat jump ∆C displays
nonmonotonic dependence on x when measured across xc
at the superconducting critical temperature Tc.
31 Finally,
the system obeys linear temperature dependence of the
resistivity close to xc.
38 Observation of the same set of
features in the other families of FeSCs has been elusive so
far since quantum critical effects are easily masked by in-
homogeneity and impurity scattering. BaFe2(As1−xPx)2
is particularly useful in this regard since the substitution
of As by the isovalent ion P does not change the elec-
tron/hole balance and does not induce appreciable scat-
tering unlike in the electron-doped Ba(Fe1−xCox)2As2
compound.30
Measurements of the magnitude and the doping
dependence of the specific heat jump were instru-
mental for determining and understanding the phase
diagram of iron–pnictide superconductors. Experi-
ments39–41 revealed that ∆C/Tc vary greatly between
underdoped Ba(Fe1−xNix)As2 and optimally hole-doped
Ba1−xKxFe2As2, but even for the given material, e.g.
Ba(Fe1−xCox)As2 or BaFe2(As1−xPx)2, the value of
∆C/Tc has its maximum near the optimal doping and
then decreases, approximately as ∆C/Tc ∝ T 2c at smaller
and larger dopings. It is useful to recall that in BCS
theory specific heat jump ∆C/Tc = 4pi
2NF /7ζ(3) is uni-
versally determined by the total quasiparticle density of
states NF at the Fermi surface. The origin of the strong
doping dependence of ∆C(x) was rooted42 to the coexis-
tence of SDW magnetism and s± superconductivity and
the mean field theory is in general consistent with exper-
imental observations. However, the sharply peaked and
highly nonmonotonic variation of ∆C/Tc near xc as seen
in the experiment31 is beyond the mean field treatment
and is clearly related to fluctuation effects.
Combined accurate data analysis29,31,36 on the
magneto-oscillations, specific heat jump and magnetic
penetration depth near the optimal doping lead to the
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2conjecture that the quasiparticle mass renormalization
expected close to a QCP is the main factor which is
causing the observed sharp features. Although this is cer-
tainly the case for the explanation of the low-temperature
λ(x) measurements, we take the point of view that inter-
pretation of the ∆C(x) data obtained near the critical
temperature requires an account of thermal fluctuations.
In this work, we find that thermal SDW fluctuations
lead to a dominant contribution to the specific heat jump
at the onset of superconducting transition that scales as
a power law ∆C/Tc ∝ |x−xc|−α. The value of the expo-
nent α = 1÷ 3/2 depends on whether SDW transition is
commensurate or incommensurate. We recall that in the
122-family of iron-pnictides, and possibly in other FeSCs,
optimal doping xc nearly coincides with the end point of
the coexistence region – a tetracritical point P . Once the
system is tuned to the proximity of the tetracritical point
both SDW and SC order parameters develop strong fluc-
tuations. In the quantum case of T = 0, when the whole
FS, except possibly for isolated hot points, is gapped by
the non-zero SC order parameter ∆ 6= 0, fluctuation ef-
fects are reduced.30 On the contrary, near T = Tc, the
SC order parameter vanishes ∆ = 0, and SDW fluctu-
ations are not suppressed, giving rise to large thermal
corrections.
The rest of the paper is organized as follows. In Sec. II
we introduce the minimal two-band model of FeSCs and
discuss emergent phase diagram at the mean field level.
In Sec. III we incorporate fluctuation effects and com-
pute renormalized free energy of the system. In Sec. IV
we use the latter to address the scaling of the specific heat
jump near the tetracritical point and compare our calcu-
lations to the recent experimental findings. In Sec. V we
summarize our main results and draw final conclusions.
II. MODEL OF FeSC AND PHASE DIAGRAM
We consider the minimal two-band low-energy model
consisting of one circular hole pocket near the center of
the Brillouin zone (BZ) and an electron pocket near its
corner.43,44 Away from the perfect nesting electron-like
band can be parametrized as follows ξe = −ξh + 2δφq,
where hole band dispersion is assumed quadratic ξh =
µh−p2/2mh, with δφq = δ0+δ2 cos(2φ)+(vF q/2) cos(φ−
φ0). The parameter δφq captures the relative shift in the
Fermi energies, and difference in effective masses of the
electron and hole bands, via δ0, and an overall ellipticity
of the electron band, via δ2.
43 In addition, δφq also cap-
tures the incommensurability of the SDW order with vec-
tor q, where φ and φ0 are the directions of Fermi veloc-
ity vF and q respectively. For isovalent doping (As→ P)
both δ0 and δ2 change, as the shape of the bands changes
with doping x. Earlier calculations show44 that there
is a broad parameter range δ2/δ0 for which SDW order
emerges gradually, and its appearance does not destroy
SC order; i.e., SDW and SC orders coexist over some
range of dopings. For simplicity, in our analysis we as-
sume that only δ0 changes, while the ellipticity parameter
δ2 is fixed, although the picture is expected to stay similar
for different choices of dependence of (δ0, δ2) on doping.
The incommensurability vector q is an adjustable param-
eter that minimizes the system free energy in the SDW
phase or describes inhomogeneous SDW fluctuations in
non-magnetic phases.
The basic Hamiltonian for electron-electron interaction
includes the free fermion part, and four-fermion interac-
tion terms. The interaction terms in the band basis are
Hubbard, Hund, and pair-hopping interactions, dressed
by coherence factors from the diagonalization of the
quadratic form. There are five different interaction terms
in the band basis:46 two density-density intra-pocket in-
teractions (these interactions are often treated as equal),
density-density inter-pocket interaction, exchange inter-
pocket interaction, and inter-pocket pair hopping. These
five interactions can be rearranged into interactions in the
particle-particle channel, and spin- and charge-density-
wave particle-hole channels. For repulsive interactions,
SDW and SC channels are the two most relevant ones.
We decompose these four-fermion interactions by using
SDW and SC order parameters Mq and ∆, and express
corresponding couplings in terms of the bare transition
temperatures Tc0 to the SC state in the absence of SDW
and Ts0 to the perfectly nested FS in the absence of SC.
Thus we arrive at the following free energy density:
F(∆,Mq)
NF
=
∆2
2
ln
(
T
Tc0
)
+
|Mq|2
2
ln
(
T
Ts0
)
−2piT
∑
εn>0
[
Re
〈√
E2n + |Mq|2
〉
φ
− εn − ∆
2 + |Mq|2
2εn
]
, (1)
where 〈. . .〉φ denotes averaging over φ along Fermi sur-
faces, En = En + iδφq, En =
√
ε2n + ∆
2, and εn =
piT (2n + 1) are the fermionic Matsubara frequencies
(n = 0,±1,±2, . . .). In Eq. (1) we allowed Mq to be
a vector that has freedom in orientation as well as in the
choice of the nesting vector q.
Transition temperatures from a normal phase to SDW
or SC phases as well as from SDW to the coexistence
phase as functions of δ0 are depicted in upper panels of
Fig. 1 and has been studied in the entire range of param-
eters.44,45 One spurious property of the mean-field anal-
ysis when applied to the calculation of the specific heat
jump is apparent discontinuity of ∆C occurring when
the system enters the coexistence region, see lower pan-
els of Fig. 1. The key point to emphasize here is that this
singularity gets rounded up and transforms into a sharp
peak once we include fluctuations of the SDW order in
the paramagnetic phase. Indeed, thermodynamic fluctu-
ations are nonzero on both sides of the tetracritical point,
and the averages 〈|M2q |〉 effectively renormalize the su-
perconducting part of the free energy. Similar mechanism
of enhancement of ∆C has been explored in the context of
the heavy fermion superconductors CeCoIn5 and UBe13,
which occurs due to the coupling of SC order parameter
to fluctuating magnetization of the uncompensated part
3qx
qy
Γ
qy qyqx qx
ΓΓ
FIG. 1: (Color online) Top: Phase diagram in T − δ0 plane for δ2/(2piTs0) = 0.2 (panels a and b), and δ2/(2piTs0) = 0.0 (panel
c). A solid line on any diagram signals an SDW order parameter at a commensurate wave vector Q = pi (SDW0), whereas
a dashed line indicates incommensurate vector Q = pi + q (SDWq) as the dominant contributor. Red lines indicate a second
order SDW-normal phase transition. Horizontal blue lines correspond to the SC-normal phase transition temperature, which is
another free parameter of the theory. The green lines inside the SDW phase delimit the onset of SC from a pre-existing SDW
ordered state, ending at the tetracritical point at optimal doping. Purple dotted lines indicate a first-order phase transition
between either SDW0-SC phase (panel a), or SDW0-SDWq phase (panel c). Bottom: Behavior of ∆C/Tc as a function of δ0
corresponding to the situation on the top diagram in the same vertical. At the mean field level ∆C is discontinuous at the
tetracritical point and jumps back to the BCS value in the overdoped region, which is shown by the black solid horizontal line.
The mean field behavior in the underdoped region depends on the choice of parameters and may diverge if the phase transition
becomes first order (as in panel a). Fluctuations of the SDW order parameter smear the discontinuity as shown by the blue
lines. Insets: Behavior of Γ(q) as defined in Eq. (9) for the corresponding parameters, which determines the scaling behavior
of the specific heat jump fluctuation correction.
of the localized f moments.47 However, such scenario is
not directly applicable to FeSCs since their magnetism is
itinerant and spatial fluctuations of SDW order have long
correlation length. Another important remark is that in
our free energy, Eq. (1), we neglected gradient terms of
SC order ∆ since they give rise only to subleading correc-
tions to ∆C. In other words, the region of fluctuations
is narrower for SC order than for SDW order.
III. RENORMALIZED FREE ENERGY FROM
SDW FLUCTUATIONS
To find an effective free energy functional F(∆) near
the tetracritical point, we need to integrate out magnetic
fluctuations Mq in Eq. (1). Overdoped case x > xc dif-
fers by the absence of the finite 〈Mq〉 from the under-
doped case x < xc. However, as 〈Mq〉 vanishes at the
tetracritical point, we expect approximately the same re-
sults in both cases. According to the general picture of
fluctuations near the second-order phase transition, we
expect the same power-exponent scaling of ∆C versus
x− xc for the underdoped and the overdoped regions of
the phase diagram but with the different pre-factors.
Expanding Eq. (1) to the leading order in |Mq|2 and
performing integration at the Gaussian level we find
F(∆) = −T ln
[∫
D[Mq] exp(−F(∆,Mq)/T )
]
= FSC(∆) + δFSDW(∆). (2)
The first term in the right-hand-side of Eq. (2) is simply
superconducting part of the free energy which follows
directly from Eq. (1) by setting Mq and δφq to zero,
4which thus reads
FSC(∆)
NF
=
∆2
2
ln
(
T
Tc0
)
− 2piT
∑
εn>0
[
En − εn − ∆
2
2εn
]
.
(3)
Being interested in the vicinity of the transition to the
SC phase, where SC order parameter is small, we expand
renormalized free energy F(∆) in powers of ∆. The lead-
ing order term FSC(∆) when expanded up to the forth
order takes the usual form for the BCS theory
FSC(∆)
NF
= A∆2 +
B
2
∆4 (4)
with the coefficients A = (1/2) ln(T/Tc0) and B =
(piT/2)
∑
εn>0
ε−3n = 7ζ(3)/16pi
2T 2. From the general
thermodynamic relation C = −T∂2TF we find from
Eq. (4) that the jump of the specific heat at the SC tran-
sition is ∆C = NFTc[(∂TA)
2/B]T=Tc , which reproduces
the BCS value ∆C/Tc = 1.43(pi
2/3)NF .
The second term in Eq. (2) is the correction to the free
energy due to SDW fluctuations
δFSDW(∆)
NF
=
3T
2NF
∑
q
ln
(
Kq(T,∆)
Kq(T, 0)
)
, (5)
where
Kq(T,∆) = ln
(
T
Ts0
)
− 2piT
∑
εn>0
[
Re
〈
1
En
〉
φ
− 1
εn
]
.
(6)
An expansion of the correction term Eq. (5) in powers
of ∆
δFSDW(∆)
NF
= δA∆2 +
δB
2
∆4, (7)
leads to the renormalization of the coefficients A and B
in Eq. (4), that acquire corrections
δA =
3T
2NF
∑
q
D1
Γ
, δB =
3T
2NF
∑
q
(
D2
Γ
− D
2
1
Γ2
)
. (8)
The expressions that enter into Eq. (8) are given by
Γ ≡ Kq(T, 0)
= ln
(
T
Ts0
)
− ψ
(
1
2
)
+ Re
〈
ψ
(
1
2
+
iδφq
2piT
)〉
φ
, (9)
D1 = Re
〈
ψ
(
1
2
)− ψ( 12 + iδφq2piT )
2δ2φq
〉
φ
− Im
〈
ψ[1]
(
1
2 +
iδφq
2piT
)
4piTδφq
〉
φ
,
(10)
D2 =
3
4
Re
〈
ψ
(
1
2 +
iδφq
2piT
)
− ψ( 12)
δ4φq
〉
φ
−3Im
〈
ψ[1]
(
1
2 +
iδφq
2piT
)
8piTδ3φq
〉
φ
− Re
〈
2ψ[2]
(
1
2 +
iδφq
2piT
)
+ ψ[2]
(
1
2
)
32pi2T 2δ2φq
〉
φ
, (11)
where ψ and ψ[n] are the digamma and polygamma
functions respectively. Terms representing fluctuation
corrections in the free energy lead to the smearing of
the discontinuity in the specific jump near the transi-
tion δ(∆C)/∆C = δTc/Tc + 2∂T δA/∂TA − δB/B with
δTc = −2TcδA(Tc). Computing temperature derivative
of the δA and collecting all the terms together we obtain
the following expression for the relative correction of the
specific heat jump
δ(∆C)
∆C
=
3Tc
2NF
∑
q
[
1
Γ2
(
16pi2T 2c
7ζ(3)
D21 − 4TcD1∂TΓ
)
+
1
Γ
(
2D1 + 4Tc∂TD1 − 16pi
2T 2c
7ζ(3)
D2
)]
,(12)
which constitutes the main result of this work. To study
the most singular contribution to the specific heat jump
correction in the vicinity of the tetracritical point, we
note that a second-order transition to SDW phase is de-
fined as the value of the detuning parameters for which
the global minimum of Γ defined in Eq. (9) becomes
equal to zero. Since Γ is in the denominator in Eq. (12),
the most singular contribution comes from terms propor-
tional to 1/Γ2.
IV. SCALING OF ∆C NEAR THE
TETRACRITICAL POINT
Since the q-dependence of any coefficient comes
from δφq, some general symmetries of the function
Γ(qx, qy; δ0, δ2) follow straightforwardly. First, Γ is sym-
metric in each q component separately, i.e. Γ(qx, qy) =
Γ(−qx, qy) = Γ(qx,−qy). Second, a change in the sign of
δ2 is equivalent to the exchange qx ↔ qy. We checked
numerically that if there are any local minima of Γ at
(qx,±qy) for a non-zero qy, then these minima merge as
qx increases until a value qx = q0, which in this case is
the point of global minimum. To model such a behavior,
it is convenient to expand Γ in Eq. (9) up to the fourth
order in powers of qx,y in the following form
Γ(qx, qy) ≈ AM
+
( |q2x − q20 |m |q2y|n ) ( u vv w
) ( |q2x − q20 |m
|q2y|n
)
,
(13)
assuming that u + w > 0, and uw − v2 > 0, so that
both of the eigenvalues of the matrix are positive, and
Γ is bounded from below by AM . The power exponents
m and n are to be chosen so that there is a quadratic
dispersion around the global minimum, unless there is a
crossing from commensurate (q0 = 0) to incommensurate
(q0 6= 0) SDW order, in which case quartic terms are to
be retained. In Eq. (13) AM = aM (T − Ts(x)) near the
5SDW-normal phase transition. The coefficient aM > 0
is positive for temperatures higher than the transition
temperature and Γ > 0. The tetracritical point is deter-
mined for doping xc where the condition Ts(xc) = Tc is
satisfied. This leads to AM ≈ −aMT ′s(xc)(x − xc). The
derivative T ′s(xc) < 0 is negative because doping leads
to a decrease in the SDW transition temperature. Thus,
the exponent in the scaling of the specific heat jump with
AM is the same as the exponent with x − xc. We esti-
mate the momentum integral in Eq. (12) by estimating
the area S in the q-plane where
( |q2x − q20 |m |q2y|n ) · Mˆ · ( |q2x − q20 |m|q2y|n
)
≤ AM , (14)
with
Mˆ ≡
(
u v
v w
)
. (15)
We diagonalize the matrix Mˆ by an orthogonal matrix
Oˆ =
(
cos θ − sin θ
sin θ cos θ
)
, (16)
so that M · Oˆ = Oˆ · Λˆ, and Λˆ = diag(λ1, λ2) is a diagonal
matrix with positive eigenvalues. The angle θ is found
from the condition
tan 2θ =
2v
u− w, (17)
and the eigenvalues are
λ1,2 =
u+ w
2
±
√(
u− w
2
)2
+ v2. (18)
If we introduce the substitution
|q2x − q20 |m = ρA1/2M
[
cos θ cos t√
λ1
− sin θ sin t√
λ2
]
, (19a)
|q2y|n = ρA1/2M
[
sin θ cos t√
λ1
+
cos θ sin t√
λ2
]
, (19b)
then the region where Γ ≈ AM is delimited by ρ ≤ 1. It
is further convenient to introduce
cos θ√
λ1
= Kx cosα,
sin θ√
λ2
= Kx sinα, (20a)
cos θ√
λ2
= Ky cosβ,
sin θ√
λ1
= Ky sinβ. (20b)
Using the definitions of θ, and λ1,2 from above, we obtain
K2x,y =
1
uw − v2
(
w
u
)
, sin (α− β) = v√
uw
. (21)
Performing the final substitutions t → t − α, and β →
−β + α, Eq. (19), for the first quadrant of the q-plane
goes over to
q(1/2)x =
[
q20 ±
(
Kx ρA
1/2
M cos t
) 1
m
] 1
2
, (22a)
qy =
(
Ky ρA
1/2
M sin(t− β)
) 1
2n
, (22b)
where sinβ should now stand for what was sin (α− β),
i.e.:
sinβ =
v√
uw
, −pi
2
< β <
pi
2
. (23)
The parameter t is limited by: β ≤ t ≤ pi2 , unless |q20 |m <
KxA
1/2
M cosβ. But, since we are concerned in the regime
where AM → 0+, this is only viable when q0 = 0, in
which case the branch q
(2)
x does not exit. The area S of
this region may be approximated by the area of a polygon
for some specific values of the parameter t.
Case-1. When |q20 |m  KxA1/2M the area is approxi-
mated by the area of the triangle with vertices at points
obtained for points on the two branches q
(1/2)
x , qy = 0,
for t = β, and the point q
(1/2)
x = q0, and qy for t = pi/2
S ≈ 2
q0
K
1
m
x K
1
2n
y
(
AM cos
2 β
) 1
2m+
1
4n . (24)
Case-2. If q0 → 0+, then the area is approximately
that of a right-angled triangle with sides equal to the
qx and qy intercepts, obtained for t = β, and t = pi/2,
respectively
Sq ≈ 2K
1
2m
x K
1
2n
y
(
AM cos
2 β
) 1
4m+
1
4n . (25)
The behavior of the integral is then∫∫
d2q
Γ2(q)
≈ S
A2M
. (26)
There is one limiting situation that arises for the choice
of parameter δ2 = 0. In that case Γ is independent on
the azimuthal angle φ0 of the wave vector q. It only
depends on the magnitude. Expanding Eq. (9) up to
the leading order around the value q = q0 for which the
global minimum is obtained we get
Γ(q) ≈ AM + u |q2 − q20 |p (27)
where power exponent p is equal to either 1 or 2, see table
(I) for the summary. The integral is then easily evaluated
in the polar coordinates
∫∫
d2q
Γ2(q) =
∫∞
0
2pi q dq
Γ2(q) . Consid-
ering two limiting cases as above, namely u|q0|2p  AM ,
and q0 → 0+, one may show that the asymptotic behav-
ior is as follows:∫∫
d2q
Γ2(q)
≈ c
u1/p
A
1/p−2
M , (28)
6Tc/Ts,0 = 0.75, δ2 = 0.2
Tc/Ts,0 = 0.2, δ2 = 0.2
Tc/Ts,0 = 0.2, δ2 = 0.0
2.2 × τ -5/4
15 × τ -1
26 × τ -3/2
F
1
10
100
1000
104
τ = (Tc  - T
∗
s )/Tc
0.01 0.1 1
FIG. 2: (Color online) A log-log plot of the most singular
specific heat jump fluctuation correction. The exponent varies
between -1 and -2. The deviation from power law dependence
for large values of τ is due to inessential band structure effects
for the topic at hand.
and the difference between the two cases is only in the
numerical prefactor c = 2pi and c = pi
2(p−1)
p2 sin(pi/p) , respec-
tively. A summary of the scaling exponents is given in
Table I.
Anisotropic
q0 power law exp.
incomm. |q2x − q20 |2m, |q2y|2n −2 + 12m + 14n
2m = 2, 2n = 1 −1
comm. |q2x|2m, |q2y|2n −2 + 14m + 14n
2m = 1, 2n = 1 −1
2m = 2, 2n = 1 or 2m = 1, 2n = 2 −5/4
Isotropic
q0 power law exp.
incomm. |q2 − q20 |p −2 + 1p
p = 2 −3/2
comm. |q2|p −2 + 1
p
p = 1 −1
TABLE I: Typical exponents for the scaling behavior of the
most singular fluctuation correction for the specific heat jump.
“incomm.” denotes that the global minimum is realized for
q0 6= 0, while “comm.” that it is for q0 = 0.
Having above analytical arguments, we evaluate cor-
rection to the specific heat jump numerically and present
our results in Fig. 2 on a log-log plot for the same choice of
parameters as in Fig. 1. A useful dimensionless parame-
ter that characterizes the deviation from the tetracritical
point, and one that is customarily chosen is
τ ≡ Tc − T
∗
s (δ0)
Tc
. (29)
Here T ∗s (δ0) = Ts(δ0c)+T
′
s(δ0c)(δ0−δ0c) is the linearized
SDW transition temperature dependent on the isotropic
detuning parameter δ0 near the tetracritical point, de-
fined as Ts(δ0c) = Tc. We use the linearized tempera-
ture dependence in order to cancel any additional power
law scaling coming from the nonlinear dependence. As-
suming that δ0 is a linear function of x, this enables us
to study scaling in terms of experimentally measurable
x − xc. In this way, we obtain the following numerical
law
δ(∆C)sing.
∆C
= κF
(
τ, δ2,
Tc0
Ts0
)
, (30)
where κ is a dimensionless combination of several con-
stants characterizing the system
κ =
6
pi2
Tc0
NF v2F
=
3
2pi
Tc0
TF
. (31)
In the last step, we used the fact that for a parabolic dis-
persion in 2-D, NF v
2
F = 2bTF /pi, where b is the number
of FS pockets (in our case b = 2.) This prefactor plays the
role of a small parameter in our approximation scheme.
When κF ∼ 1, the contribution to the specific heat jump
from fluctuations becomes comparable to the mean field
contribution, indicating that the logarithmic derivative
approximation to derive the correction Eq. (12) becomes
inapplicable. The fact that the ratio Tc0/TF takes a nu-
merical value of the order of 10−2 in the iron-pnictide
compounds, limits the validity of the correction to lower
values of τ in the region of 0.05− 0.5, while effects of de-
tails in the band structure certainly become prominent
when τ ∼ 1.
If one performs a similar analysis for the sub-dominant
term in Eq. (12), one would naturally obtain a correction
that scales logarithmically ∝ ln(x−xc) for the most typ-
ical q-dependence of Γ. Since our analysis dealt with an
effective action for the two order parameters from the
very beginning, we interpret this correction as arising
due to the SDW fluctuation correction of the two-point
correlator of the SC order parameter. Drawing skele-
ton diagrams with explicit appearance of fermion lines
and SC-fermion interaction vertices, and “dressing them”
with SDW fluctuations, one sees that, aside from the self-
energy (mass) renormalization of the fermions, there are
also vertex-correction contributions. Furthermore, there
are contributions from the four-point SC correlator that
involve even more complicated constructs in terms of lan-
guage of fermions and our analysis captures all these ef-
fects.
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FIG. 3: The size of the jump in the specific heat as a function
of doping. Points with error bars represent experimental data
of Ref. 31. The solid line shows a combined fit that includes a
contribution from fluctuations of SDW order. The left three
points correspond to underdoped samples and are not taken
into account for fitting curves.
V. COMPARISON TO EXPERIMENT
We perform a weighted least-squares fit, including the
combined errors in ∆C/Tc, as well as x, of the model
∆C
Tc
= α+ β ln(x− xc) + γ (x− xc)−1, (32)
to data from recent experiment of Walmsley et al.31, us-
ing ten points for overdoped samples, as shown in Fig. 3.
Eq. (32) incorporates a constant (BCS), and a logarith-
mically dependent (“QCP”) term, as well as the most
generic power-law dependence (x − xc)−1 found in the
cases enumerated in Table I. The critical doping xc = 0.3
corresponds to the optimally doped sample, and is held
fixed. The fit gave the following values
α = −14.4, β = −16.9, γ = 1.7, (33)
with a reduced chi-squred χ2ν = 0.91 for ν = 10 − 3 = 7
degrees of freedom. From these numerical values, one can
conclude that the power-law contribution is larger than
the logarithmic term for doping xc < x < xc + 0.03.
VI. CONCLUSIONS
We have studied doping dependence of the specific heat
jump in FeSCs based on a minimal two-band model of
electron band structure. We have found that beyond the
mean field level the discontinuity of ∆C/Tc at the tetra-
critical point (the end point of the coexistence phase)
transforms into the sharp maximum. As a result, ∆C/Tc
drops for deviations from Tc(xc) = Ts(xc) both into
the coexistence phase and away from the SDW region.
Still, the decrease of ∆C/Tc should be more rapid within
the SDW-ordered phase. In the vicinity of the optimal
doping xc the scaling of ∆C/Tc versus x − xc is gov-
erned by the two main effects. The first is logarithmic
quasiparticle mass renormalization which stems from the
quantum critical fluctuations beneath superconducting
dome.30,33,34 The second is the effect of thermal fluctua-
tions of the SDW order. Our numerical fitting procedure
to the data of Ref. 31 suggests the significant importance
of the thermal SDW fluctuations on the magnitude of the
specific heat jump at the transition to the SC phase.
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