Abstract. Suppose that M is a compact Riemannian manifold with boundary and u is an L 2 -normalized Dirichlet eigenfunction with eigenvalue λ. Let ψ be its normal derivative at the boundary. Scaling considerations lead one to expect that the L 2 norm of ψ will grow as λ 1/2 as λ → ∞. We prove an upper bound of the form ψ 2 2 ≤ Cλ for any Riemannian manifold, and a lower bound cλ ≤ ψ 2 2 provided that M has no trapped geodesics (see the main Theorem for a precise statement). Here c and C are positive constants that depend on M , but not on λ. The proof of the upper bound is via a Rellich-type estimate and is rather simple, while the lower bound is proved via a positive commutator estimate.
Introduction
Let M be a bounded domain in R n with smooth boundary, or more generally a smooth compact Riemannian manifold with boundary ∂M = Y . Let H = −∆ M be minus the Dirichlet Laplacian on M . It is well known that H has discrete spectrum 0 < λ 1 < λ 2 ≤ λ 3 · · · → ∞. Let u j be an L 2 -normalized eigenfunction corresponding to λ j , and let ψ j be the normal derivative of u j at the boundary. In this paper we consider the following question: do there exist constants c > 0 and C < ∞, depending on M but not on j, such that
Note that these inequalities exhibit the expected scaling; the square of the L 2 norm of ψ j involves two derivatives in space, which should scale as λ j in the high energy limit λ j → ∞. This question was posed by Ozawa in [7] . Using heat kernel techniques, he showed that an averaged version of (1.1) holds. More precisely, he showed that This asymptotic formula (after integrating over Y ) would be implied by (1.1) in view of Weyl asymptotics for the λ j . In this paper, we prove the upper bound from (1.1) in general, and obtain a result for lower bounds. The main theorem is given later in the introduction. Before stating it, we give some simple examples which show in particular that the lower bound fails for some Riemannian manfolds with boundary. Additional, more elaborate examples are given in Section 6.
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Example 1 -the disc. Let M = {x ∈ R 2 | |x| < a} for some a > 0. In this case we have an equality and by taking m or n equal to one and sending the other integer to infinity, we see that these bounds are the best possible. Thus, for a square, we get equality as we do for a disc, but in general, the ratio between the best upper and lower bounds is the ratio of the side lengths. 
The square of the L 2 norm of its normal derivative is
In this case, the upper bound
holds, but no lower bound holds since we may hold m fixed and send n to infinity.
Example 4 -the hemisphere. Let M be the hemisphere
In this case, the eigenfunctions are given by those spherical harmonics which are odd under reflection in the (x 1 , x 2 ) plane, namely, spherical harmonics
where −l ≤ m ≤ l and l − m is odd. We use spherical polar coordinates (θ, φ) where (x 1 , x 2 , x 3 ) = (r sin θ cos φ, r sin θ sin φ, r cos θ).
Let us consider the case when m = l − 1. Then
and c is a normalization factor. We have
A computation shows that
Hence L 2 normalization requires that
where for simplicity we took l to be odd. This has asymptotic
for this class of eigenfunctions. Hence there is no nontrivial lower bound of the form (1.1) for the hemisphere.
In all these examples, the upper bound holds, but the lower bound fails in the last two examples. It is rather clear why the lower bound fails in example 3; if we hold m fixed and send n to infinity, then in some intuitive sense the energy in the eigenfunction is concentrating along lines where x is constant and these never reach the boundary, so most of the energy is going undetected at the boundary. More precisely, one can show that the semiclassical wavefront set of the family u m,n , with m fixed and n → ∞, is concentrating on geodesics where x is held fixed. A similar phenomenon is happening for the hemisphere, although here there is only one geodesic -the boundary curve -which is trapped, so this is a borderline case. Correspondingly, the lower bound is not violated as strongly in this example.
These examples lead one to expect that the failure of the lower bound is related to the presence of geodesics in M which do not reach the boundary. In fact, we have the following result. Theorem 1.1. Let M be a smooth compact Riemannian manifold with boundary. Then the upper bound in (1.1) holds for some C independent of j. The lower bound in (1.1) holds provided that M can be embedded in the interior of a compact manifold with boundary, N , of the same dimension, such that every geodesic in M eventually meets the boundary of N . In particular, the lower bound holds if M is a subdomain of Euclidean space.
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Rellich-type estimates
To prove the upper bound, and the lower bound for Euclidean domains, we use the following Lemma which we call a Rellich-type estimate.
Lemma 2.1. Let u be a Dirichlet eigenfunction of H. Then for any differential operator A,
Proof. The proof is very simple. Let λ be the eigenvalue corresponding to u. We write [H, A] = [H − λ, A] and use the fact that (H − λ)u = 0 to write the integral over M as
Then we apply Green's formula; since u vanishes at the boundary, only one of the boundary terms is nonzero, giving (2.1).
Let u be an L 2 -normalized Dirichlet eigenfunction on M with eigenvalue λ. To prove an upper bound for the L 2 norm of ψ = ∂ ν u, we choose an operator A so that the right hand side of (2.1) is a positive form in ψ. To do this, let us choose coordinates (r, y) locally near the boundary such that r is the distance to the boundary; this is a smooth function for r ∈ [0, δ], where δ is sufficiently small. Then we choose A = χ(r)∂ r , where χ ∈ C ∞ c (R) is identically 1 for r close to zero, and vanishes for r ≥ δ. The right hand side of (2.1) is then precisely the square of the L 2 norm of ψ. The left hand side may be written (after one integration by parts)
where B i are first order (vector-valued) differential operators with smooth coefficients. This may be bounded by
where C depends on the domain, but not on λ. This proves the upper bound for any compact Riemannian manifold with boundary. Indeed, we can prove more. Choosing A to be of the form Q * Q∂ r near the boundary, where Q is an elliptic differential operator of order k in the y variables, we obtain the upper bound
for any integer k, and hence (by interpolation) any real k.
Remark. Notice that this argument gives a rather explicit upper bound for lim sup λ −1 j ψ j 2 , namely, the reciprocal of the largest δ for which r is a smooth function on [0, δ].
To prove the lower bound for Euclidean domains, M ⊂ R n , we choose A so that the left hand side, rather than the right hand side, of (2.1) is a positive form. We
As is very well known in scattering theory, the commutator of this with H (which is minus the Euclidean Laplacian here) is [H, A] = 2H. Hence, in this case (2.1) gives us
which gives the lower bound. The equality in (2.4) was proved by Rellich [8] .
Estimates for eigenfunctions near the boundary
Let M be a smooth compact Riemannian manifold with smooth boundary. We choose a coordinate system (r, y) near the boundary where r is distance to the boundary (a smooth function for small r, say r ≤ δ) and y is constant on geodesics which hit the boundary normally. In terms of these coordinates, we may write the metric
and the Riemannian measure
Let us denote the boundary of M by Y , and write Y r for the set of points at distance r from the boundary, which is a submanifold for r ≤ δ.
Suppose that u is a Dirichlet eigenfunction for H, with eigenvalue λ. It will be convenient to change to the function v = ku (this is equivalent to looking at the Laplacian acting on half-densities). Then v solves the equation
where
is a smooth function on M .
Given an eigenfunction u, we define a sort of 'energy' E(r) for each value of r. This is obtained formally from the energy for hyperbolic operators, with r playing the role of a time variable, by switching the sign of the term involving tangential derivatives. Let
where C is independent of λ.
Proof. From the upper bound argument in the previous section, we know that
We compute the derivative of E(r):
Integrating by parts in the third term, and using the equation for v, we obtain
Next, we derive an estimate on the L 2 norm of u on Y r , exploiting the fact that u vanishes on the boundary.
Remark. Given u, this bound follows, for small r, from Taylor's theorem and the upper bound from Section 2. The point of this Lemma is that the estimate holds for r in a fixed interval, independent of λ.
Then we have
On the other hand, from Cauchy-Schwarz we have
Thus we have the differential inequality for L(r):
for some constant C depending only on the manifold M .
Intuitively, this inequality says that if L ′ ever becomes too big, then L ′′ will also become big. This should create a feedback loop which causes L to grow rapidly, which we know cannot happen because we have
So we should be able to get upper bounds on L ′ from (3.9) and (3.10), which in turn should imply an upper bound on L.
We use an integrating factor. After some rearrangement, (3.9) becomes
Since the left-hand side is the derivative of the quantity
we thus see that B is non-decreasing. Suppose that B(r 0 ) and L ′ (r 0 ) were positive for some 0 < r 0 < δ/3. Then we would have B(r) > 0 for all r ≥ r 0 , so
In particular L ′ (r) would be strictly positive for r ≥ r 0 . We rearrange this as
This would give
This would contradict the bound (3.10) for large λ. Thus, for λ ≥ λ 0 (where λ 0 depends only on M ), we must have
Since L(0) = 0, this implies (3.7).
The lower bound on Riemannian manifolds
To find a lower bound on an arbitrary compact Riemannian manifold, M satisfying the conditions of the theorem, we need to find an operator which has a positive commutator with H. We begin by constructing a first order pseudodifferential operator A on N which has this property to leading order, ie such that the symbol of i[H, A] is positive.
Lemma 4.1. Given any geodesic γ in S * N , there is a first order, classical, selfadjoint pseudodifferential operator Q satisfying the transmission condition (see [4] , section 18.2), and properly supported on N , such that the principal symbol σ(i[H, Q]) of i[H, Q] is nonnegative on T * M , and
Proof. Recall that the principal symbol of i[H, Q] is given by the Hamilton vector field of H applied to q = σ(Q), the principal symbol of Q. In the case of H = −∆ g , this is |ξ| times the arc-length derivative along geodesics, where |ξ| = |ξ| g = g ij ξ i ξ j ; note that |ξ| is constant under geodesic flow.
To construct q, choose a point p on γ and a small piece of submanifold V transversal, within S * N , to γ. We next choose functions ψ and b which are homogeneous of degree zero, so we only need to specify them on S * N . We first specify ψ on V , requiring it to be identically 1 near p and zero outside a slightly larger neighbourhood of p. We then extend ψ to S * N be requiring it to be constant along geodesics intersecting V , and zero on any geodesic not intersecting V . Thus ψ is supported in a small conic neighbourhood O of γ. We define b on the support of ψ in S * N by prescribing it to be zero on V and to have derivative equal to 1 along geodesics, with respect to arc length. Then we define a, a function homogeneous of degree zero on T * N , by a = ψb. Due to our geodesic condition on M , a is a smooth function on T * N \ 0. We next choose cutoff functions as follows: let χ be a smooth function on N which is 1 on M and is supported in the interior of N , and let χ 2 be a smooth function on T * N which is 1 when |ξ| ≥ 1 and 0 when |ξ| ≤ 1/2. We define symbols q ′ and q ′′ on T * N by q ′ = |ξ|χχ 2 a, and q ′′ = −q ′ (x, −ξ). Then q ′′ is supported in a small conic neighbourhood of −γ and its symbol is increasing along −γ. Let q = q ′ + q ′′ ; since q is odd, we can find a classical pseudodifferential operator Q with symbol q satisfying the transmission condition. Replacing Q by 1 2 (Q + Q * ) if necessary, we may assume that Q is self-adjoint. By construction, Q satisfies (4.1).
We now use Lemma 4.1 to construct our operator A. For each geodesic γ in S * N , we have a conic neighbourhood U γ as in the Lemma. By compactness of S * M , a finite number of the U γ cover S * M . Let A be the sum of the corresponding Q γ . Then Lemma 4.1 implies that
Our next task is to get an identity for A similar to (2.1). Since A is now pseudodifferential and therefore non-local, it is important to take into account the fact that u is defined only on M . Let u denote the extension by zero to N . Remark. In (4.3), the restriction of Au to ∂M is taken from the interior of M ; this is well defined since A satisfies the transmission condition and u is smooth on M (see [4] ).
Proof. Note that u ∈ H 3/2−ǫ (N ) for every ǫ > 0, but it is not in H 3/2 . Consequently, we cannot unwrap the commutator [H, A] directly -since HA and AH are third order operators -but must use a limiting argument. Let φ(t) be a smooth function which is zero for t < 1 and one for t > 2. Choose coordinates (r, y) as above. Notice that for 0 < ǫ < δ/2, φ ǫ (r) = φ(r/ǫ) may be regarded as a smooth function on N , such that u ǫ = uφ ǫ is a smooth function on N .
Since [H, A] is second order, and u ǫ → u in H 1 (N ) as ǫ → 0, we have
Now we can unwrap the commutator, getting
We write
Now we use the fact that A satisfies the transmission condition. This implies that Au is smooth up to the boundary of M , ie Au | M is smooth. If we compute (H − λ)u ǫ , we get
The distributional limit of this as ǫ → 0 is −ψδ ∂M , and it is always supported in the interior of M . Therefore,
where Au | M is taken as the limit from the interior of M .
To deal with the second term in (4.4), we decompose A. Let a be the principal symbol of A, and let y be a point on the boundary of M . Let (ρ, η) be cotangent coordinates dual to (r, y). Then, restricted to the line η = 0, the symbol is the same as that of c(y)D r for c as defined in the Lemma. Since the symbols η i of D yi vanish on this line, and have independent differentials there, we can write the symbol a as a = c(y)ρ + η i b i , for some symbols b i of order zero. Correspondingly, we get a decomposition
where B i and B ′ are pseudodifferential operators of order zero. Then replacing A by cD r in the second term in (4.4) gives
Thus, to prove the Lemma it remains to show that
Notice that, as ǫ → 0, the L 2 norm of (H − λ)u ǫ is O(ǫ −1/2 ), while the L 2 norms of D yi (u(1 − φ ǫ )) and of u(1 − φ ǫ ) are O(ǫ 3/2 ). Since zeroth order pseudodifferential operators are bounded on L 2 , this term indeed goes to zero. This completes the proof of the Lemma. Now we use (4.3) and (3.7) to prove the lower bound. First, we deal with the left hand side of (4.3). Using (4.2), we may write
where B and R 1 are first order pseudodifferential operators, and R 2 is second order with kernel smooth on M × M . Thus, we can estimate from below
We want to show that this is no bigger than C ψ 2 2 . To do this, it is sufficient to show that
since by Cauchy-Schwarz we can then estimate the right hand side of (4.3) by
use (4.6) and absorb the Au 2 term in the left hand side. This, to finish the proof of the lower bound, it is enough to prove (4.6).
To do this, we require the following Lemma, which is due to Boutet de Monvel [1] and Višik and Eškin [9] . Proof. The proof of this is at least implicitly contained in [4] , in the discussion before Theorem 18.2.17, but we give a self-contained proof here which is based on that in [4] . First, since Ψ k (N ) is invariant under adjoints, it is sufficient to bound
, which by an abuse of notation we shall denote B r for the duration of this proof.
Let the kernel of B be given as an oscillatory integral near r = r ′ = 0 by
The kernel of B ǫ is obtained by restricting this to r = ǫ, r ′ = 0. Then we wish to obtain a uniform L 2 bound on r k+1 B r . Multiplying the kernel by r k+1 is the same as applying D k+1 ξ1
to the phase. Integrating these derivatives by parts reduces the order of the symbol to −1. Thus, it is enough to consider the case k = −1.
Now consider the operator B r acting on a fixed function v ∈ L 2 (Y ). Equivalently, we can look at B acting on vδ Y . This is the distributional limit of B acting on 
b is a symbol of order −1 in the ξ ′ variables, uniformly in r and ξ 1 (since it is compactly supported in ξ 1 ), so this integral gives a symbol of order −1 uniformly in r. Finally, b ′ is supported away from ξ 1 = 0, so we may write using Taylor's theorem
where b j are symbols of order −2. Using the statement above about symbols of order −2, we see that the ξ ′ j b j terms give symbols of order 0, uniformly in r. On the other hand, the ξ −1 1 term can be calculated explicitly. In the integral (4.9), with b replaced by (1 − χ(ξ 1 ))c(r, y)ξ −1 1 , the integral can be moved into the upper half complex ξ 1 plane provided ǫ < r, and then the result is c(r, y)
which is a multiplication operator depending smoothly on r. This completes the proof.
Let H −1 denote the inverse of the Laplacian, with Dirichlet boundary conditions, on N . Then, in a neighbourhood of M , H −1 is a classical pseudodifferential operator of order −2 satisfying the transmission condition. Since Hu = λu + ψδ Y , we find u = H −1 (λu + ψδ Y ). Thus,
By Lemma 4.3, AH −1 (ψδ Y ) | Y is bounded by C ψ 2 , which satisfies (4.6). Let us consider λAH −1 u. To do this we break up u into a 'close' and 'far' part. Since the length scale is λ −1/2 , let us use the functions φ ǫ and u ǫ as above, but choosing the value ǫ = λ −1/2 . Consider first λAH −1 (u(1 − φ ǫ )). By Lemma 4.3, we get an estimate independent of r on the operator norm of (AH −1 ) r , and u(1 − φ ǫ ) is supported in r < 2λ −1/2 , so we can estimate using (3.7)
which satisfies (4.6). Finally, consider the term λAH
The first term is estimated via Lemma 4.3 and (3.7), and using smoothness of the kernel of AH at (r, y, r ′ , y ′ ) for r = 0 and r ′ ≥ δ/3, by
which satisfies (4.6) for large λ. The terms coming from the commutator are treated similarly. This completes the proof of Theorem 1.1.
An alternative proof of the lower bound
There is an alternative way to prove the lower bound, which depends on a trick due to Morawetz, Ralston and Strauss [5] . We use the symbol a of the operator A constructed in the previous section, restrict it to the cosphere bundle of N , and expand in spherical harmonics:
Since a is smooth, this sum converges in C ∞ , and certainly in C 1 . Therefore, there is a K such that the operator A ′ with symbol
also has positive commutator with H. However, we can turn A ′ into a differential operator P of order 2K − 1, by letting
The symbol p is, by standard properties of spherical harmonics, a polynomial on each fibre of T * N , so we may take P to be a differential operator. Moreover, the symbol of i[H, P ] is |ξ| 2K σ(i[H, P ]) ≥ |ξ| 2K . We now apply apply the Gårding inequality to Q = i[H, P ]. We need to apply the form which is valid for u ∈ H K (M ) as opposed to H K 0 (M ) which is the standard situation. This gives
where c is a positive constant depending on P and (M, g). This can be derived from the usual Gårding inequality by writing u = v + w, where v solves the Dirichlet problem (P + α)v = 0 with the same Dirichlet data as u. (Here α is a sufficiently large constant.) We then get an estimate on the H K norm of v in terms of the boundary norms of u appearing in (5.1). On the other hand, we can apply the standard Gårding inequality to w.
Thus, (2.1) and (5.1) combined yield
We can estimate the left hand side from below by a constant times λ K . Consider the right hand side. Let us write u = k −1 v, where k is as in (3.1), so that v satisfies (3.2). Then P u =P v, whereP = P • k is a differential operator of order 2K − 1. Since k is smooth, we obtain
Since v = 0 at Y , and we are interested inP v | Y , we may assume thatP = P ′ ∂ r , where P ′ has order 2K − 2. Using (3.2), we may replace
repeatedly, until only ∂ r ∂ α y v terms remain. Thus we havẽ
where P j is a differential operator on Y of order 2(K − 1 − j), independent of λ. Hence (5.2) becomes
Using the upper bound estimate (2.2) on the sum over k and for all terms in the sum over j with j < K − 1, we find
Finally, we estimate the last term in (5.4) by ǫλ
, and absorb the ǫλ K term in the left hand side. This proves the lower bound.
Further examples
Here we briefly discuss further examples which illustrate how the presence of trapped geodesics in the interior of M affects the behaviour of eigenfunctions at the boundary.
Example 5 -the spherical cylinder. Consider the manifold M ⊂ S 2 given in terms of coordinates (θ, φ) as in (1.4), by
Let y = θ −π/2. Here, the equator at y = 0 is a trapped geodesic, as is every nearby geodesic, so this is an extreme case where there is a nonempty open set of periodic geodesics. In this case, there is a sequence of normalized Dirichlet eigenfunctions u l where the lower bound fails spectacularly, namely there is exponential decay of ψ l 2 :
This follows by separating variables, u = e ilφ v(y), and reducing to a one dimensional problem where l −1 plays the role of a semiclassical parameter. The positive curvature of the sphere manifests itself as a potential function with a nondegenerate minimum at y = 0. Well known estimates (see e.g. [3] , chapter 3) show that there are normalized eigenfunctions u l which localize near y = 0 as l → ∞. More precisely, for any δ > 0 and differential operator P there are constants c > 0 and C < ∞ such that |P u l | ≤ Ce −cl in the set {|y| > δ}. If we then apply our upper bound argument from Section 2, which involves only the gradient of the eigenfunction near the boundary, we obtain (6.1).
Example 6 -a finite hyperbolic cylinder. Let M be the Riemannian manifold
Again, there is a periodic geodesic at y = 0. However, this is the opposite extreme to the example above. Now M has negative curvature, the geodesic is unstable, and it is in fact the unique trapped geodesic on M . (Other geodesics may be trapped as t → ∞ or t → −∞, but not both.) Using results of Colin de Verdière and Parisse [2] one can show that there is a sequence of normalized eigenfunctions u l , l = 1, 2, 3, . . . , such that
Thus, the lower bound is violated, but just barely. Both this example and the previous one are based on sequences of eigenfunctions which microlocally concentrate at a periodic geodesic. Since the geodesic is in the interior of the manifold, the eigenfunctions are concentrated in the interior, and so are not as large near the boundary as one would normally expect. This shows that there is a lower bound for χ k,n 2 . However, the first positive critical point of J n , j ′ 1,n , is known to have asymptotic j ′ 1,n ∼ n + cn 1/3 , n → ∞.
So fixing k = 1 and sending n → ∞ in (6.3) shows that there is no upper bound for χ k,n 2 . We remark that it is not hard to derive a lower bound for general Euclidean domains from Rellich's identity. On the other hand, the argument of Example 5 applies equally to Neumann eigenfunctions, so the lower bound is not generally valid. It is not clear to the authors whether the lower bound holds under the nontrapping assumption of Theorem 1.1. Thus, the matrix ∂ xi a j must be positive definite. p q Now consider the 2-manifold M with boundary illustrated in the figure (with corners smoothed so that it has smooth boundary) -in the figure, the top and bottom dashed lines, and the leftmost and rightmost dashed lines, are identified. It is clear that M satisfies the geodesic condition of the Theorem, so the lower bound is valid for it. Assume that there is a vector field A on M having positive commutator with H. Notice that the two points p and q are such that there are three geodesics from p to q: one in the direction e 1 + e 2 , one in the direction −e 1 and one in the direction −e 2 . Write A = a 1 e 1 + a 2 e 2 . Then (6.4) implies that a 1 is increasing in direction e 1 , and a 2 is increasing in direction e 2 . Hence a 1 (p) > a 1 (q), and a 2 (p) > a 2 (q). On the other hand, a 1 + a 2 is increasing in direction e 1 + e 2 , so this yields a 1 (p) + a 2 (p) < a 1 (q) + a 2 (q), which is a contradiction. Hence no such vector field A exists.
