In this paper, we present new randomized algorithms that improve the complexity of the classic (∆+1)-coloring problem, and its generalization (∆+1)-list-coloring, in three well-studied models of distributed, parallel, and centralized computation: 
Introduction, Related Work, and Our Results
In this paper, we present improved randomized algorithms for vertex coloring in three models of distributed, parallel, and centralized computation: the congested clique model of distributed computing, the massively parallel computation model, and the centralized local computation model. We next overview these results in three different subsections, while putting them in the context of the state of the art. The next section provides a technical overview of the known algorithmic tools as well as the novel ingredients that lead to our results.
(∆ + 1)-coloring and (∆ + 1)-list Coloring. Our focus is on the standard ∆ + 1 vertex coloring problem, where ∆ denotes the maximum degree in the graph. All our results work for the generalization of the problem to (∆ + 1)-list coloring problem, defined as follows: each vertex v in the graph G = (V, E) is initially equipped with a set of colors Ψ(v) such that |Ψ(v)| = ∆ + 1. The goal is to find a proper vertex coloring where each vertex v ∈ V is assigned a color in Ψ(v) such that no two adjacent vertices are colored the same.
Congested Clique Model of Distributed Computing
Models of Distributed Computation. There are three major models for distributed graph algorithms, namely LOCAL, CONGEST, and CONGESTED-CLIQUE. In the LOCAL model [Lin92, Pel00] , the input graph G = (V, E) is identical to the communication network and each v ∈ V hosts a processor that initially knows deg(v), a unique Θ(log n)-bit ID(v), and global graph parameters n = |V | and ∆ = max v∈V deg (v) . Each processor is allowed unbounded computation and has access to a stream of private random bits. Time is partitioned into synchronized rounds of communication, in which each processor sends one unbounded message to each neighbor. At the end of the algorithm, each v declares its output label, e.g., its own color. The CONGEST model [Pel00] is a variant of LOCAL where there is an O(log n)-bit message size constraint. The CONGESTED-CLIQUE model, introduced in [LPSPP05] , is a variant of CONGEST that allows all-to-all communication: Each vertex initially knows its adjacent edges of the input graph G = (V, E). In each round, each vertex is allowed to transmit n − 1 many O(log n)-bit messages, one addressed to each other vertex.
In this paper, our new distributed result is an improvement for coloring in the CONGESTED-CLIQUE model. It is worth noting that the CONGESTED-CLIQUE model has been receiving extensive attention recently, see e.g., [PST11, DLP12, BHP12, Len13, DKO14, Nan14, HPS14, HP15, CHKK + 16, HPP + 15, BKKL17, Gal16, CLT18, Gha16, Gha17, GGK + 18, PS18, Par18, BK18].
State of the Art for Coloring in LOCAL and CONGEST. Most prior works on distributed coloring focus on the LOCAL model. The current state-of-the-art randomized upper bound for the (∆ + 1)-list coloring problem is O(log * ∆) + O(Det d (poly log n)) = O(Det d (poly log n)) of [CLP18] (which builds upon the techniques of [HSS18] ), where Det d (n ′ ) = 2 O( √ log log n ′ ) is the deterministic complexity of (deg +1)-list coloring on n ′ -vertex graphs [PS96] . In the (deg +1)-list coloring problem, each v has a palette of size deg(v) + 1. This algorithm follows the graph shattering framework [BEPS16, Gha16] . The pre-shattering phase takes O(log * ∆) rounds. After that, the remaining uncolored vertices form connected components of size O(poly log n). The post-shattering phase then applies a (deg +1)-list coloring deterministic algorithm to color all these vertices.
State of the Art for Coloring in CONGESTED-CLIQUE. Hegeman and Pemmaraju [HP15] gave algorithms for O(∆)-coloring in the CONGESTED-CLIQUE model, which run in O(1) rounds if ∆ ≥ Θ(log 4 n) and in O(log log n) rounds otherwise. It is worth noting that O(∆) coloring is
Massively Parallel Computation
Model. The Massively Parallel Computation (MPC) model was introduced by Karloff et al. [KSV10] , as a theoretical abstraction for practical large-scale parallel processing settings such as MapReduce [DG04] . In the MPC model, the system consists of a number of machines, each with S bits of memory, which can communicate with each other in synchronous rounds through a complete communication network. Per round, each machine can send or receive at most S bits in total. Moreover, it can perform some poly(S) computation, given the information that it has. In the case of graph problems, we assume that the graph G is partitioned among the machines using a simple and globally known hash function such that each machine holds at most S bits, and moreover, for each vertex or potential edge of the graph, the hash function determines which machines hold that vertex or edge. Thus, the number of machines is Ω(m/S) and ideally not too much higher, where m denotes the number of edges. At the end, each machine should know the output of the vertices that it holds, e.g., their color.
State of the Art for Coloring. The CONGESTED-CLIQUE algorithms discussed above can be used to obtain MPC algorithms with the same asymptotic round complexity if machines have memory of S = Ω(n log n) bits. In particular, the work of Parter and Su [PS18] leads to an O(log * ∆)-round MPC algorithm for machines with S = Ω(n log n) bits. However, this MPC algorithm would have two drawbacks: (A) it uses Ω(n 2 log n) global memory, and thus would require (n 2 log n)/S machines, which may be significantly larger thanÕ(m)/S. This is basically because the algorithm makes each vertex of the graph learn some Θ(n) bits of information. (B) It is limited to machines with S = Ω(n log n) memory, and it does not extend to the machines with strongly sublinear memory, which is gaining more attention recently due to the increase in the size of graphs. We note that for the regime of machines with super-linear memory, very recently, Assadi, Chen, and Khanna [ACK19] gave an O(1)-round algorithm which uses only O(n log 3 n) global memory. 1 However, this algorithm also relies heavily on S = Ω(n log 3 n) memory per machine and cannot be run with weaker machines that have strongly sublinear memory.
Our Result. We provide the first sublogarithmic-time algorithm for (∆ + 1) coloring and (∆ + 1)-list coloring in the MPC model with strongly sublinear memory per machine: Theorem 1.2. There is an MPC algorithm that, in O(log * ∆ + √ log log n) = O( √ log log n) rounds, w.h.p. computes a (∆ + 1) list-coloring of an n-vertex graph with m edges and maximum degree ∆ and that uses O(n α ) memory per machine, for an arbitrary constant α > 0, as well as a total memory of O(m).
The proof is presented in Section 3.3.
Centralized LOCAL Computation
Model. This Local Computation Algorithms (LCA) model is a centralized model of computation that was introduced in [RTVX11] ; an algorithm in this model is usually called an LCA. In this model, there is a graph G = (V, E) where the algorithm is allowed to make the following queries:
Degree Query: Given ID(v), the oracle returns deg(v).
Neighbor Query: Given ID(v) and an index i ∈ [1, ∆], if deg(v) ≤ i, the oracle returns ID(u), where u is the ith neighbor of v; otherwise, the oracle returns ⊥.
It is sometimes convenient to assume that there is a query that returns the list of all neighbors of v. This query can be implemented using one degree query and deg(v) neighbor queries. For randomized algorithms, we assume that there is an oracle that given ID(v) returns an infinite-length random sequence associated with the vertex v. Similarly, for problems with input labels (e.g., the color lists in the list coloring problem), the input label of a vertex v can be accessed given ID(v). Given a distributed problem P, an LCA A accomplishes the following. Given ID(v), the algorithm A returns A(v) = the output of v, after making a small number of queries. It is required that the output of A at different vertices are consistent with one legal solution of P. The complexity measure for an LCA is the number of queries. It is well-known [PR07] that any τ -round LOCAL algorithm A can be transformed into an LCA A ′ with query complexity ∆ τ . The LCA A ′ simply simulates the LOCAL algorithm A by querying all radius-τ neighborhood of the given vertex v. See [LM17] for a recent survey about the state-of-the-art in the centralized local model.
State of the Art LCA for Coloring
The previous state-of-the-art for (∆ + 1)-list coloring in the centralized local computation model are based on simulation of known LOCAL algorithms. The deterministic O( √ ∆poly log ∆ + log * n)-round LOCAL algorithm of [FHK16, BEG18a] 2 can be implemented in the centralized local computation model with query complexity ∆ O( [CLP18] can be implemented in the centralized local computation model with query complexity ∆ O(log * ∆) ·O(log n).
Our Result. We show that (∆ + 1)-list coloring can be solved with ∆ O(1) · O(log n) query complexity. Note that ∆ O(1) · O(log n) matches a "natural barrier" for randomized algorithms based on the graph shattering framework, as each connected component in the post-shattering phase has this size ∆ O(1) · O(log n).
Theorem 1.3. There is an centralized local computation algorithm that solves the (∆ + 1)-list coloring problem with query complexity ∆ O(1) · O(log n), with success probability 1 − 1/poly(n).
The proof is presented in Section 4.3.
Technical Overview: Tools and New Ingredients
In this section, we first review some of the known technical tools that we will use in our algorithms, and then we overview the two new technical ingredients that lead to our improved results (in combination with the known tools).
Notes and Notations. When talking about randomized algorithms, we require the algorithm to succeed with high probability (w.h.p.), i.e., to have success probability at least 1 − 1/poly(n). For each vertex v, we write N (v) to denote the set of neighbors of v. If there is an edge orientation, N out (v) refers to the set of out-neighbors of v. We write
We use subscript to indicate the graph G under consideration, e.g.,
In the course of our algorithms, we slightly abuse the notation to also use Ψ(v) to denote the set of available colors of v. i.e., the subset of Ψ(v) that excludes the colors already taken by its neighbors in N (v). The number of excess colors at a vertex is the number of available colors minus the number of uncolored neighbors. Moreover, we make an assumption that each color can be represented using O(log n) bits. This is without loss of generality (in all of the models under consideration in our paper), since otherwise we can hash the colors down to this magnitude, as we allow a failure probability of 1/poly(n) for randomized algorithms.
Tools
Lenzen's Routing. The routing algorithm of Lenzen [Len13] for CONGESTED-CLIQUE allows us to deliver all messages in O(1) rounds, as long as each vertex v is the source and the destination of at most O(n) messages. This is a very useful (and frequently used) communication primitive for designing CONGESTED-CLIQUE algorithms.
Lemma 2.1 (Lenzen's Routing). Consider a graph G = (V, E) and a set of point-to-point routing requests, each given by the IDs of the corresponding source-destination pair. As long as each vertex v is the source and the destination of at most O(n) messages, namely O(n log n) bits of information, we can deliver all messages in O(1) rounds in the CONGESTED-CLIQUE model.
2 Precisely, the complexity is O( √ ∆ log 2.5 ∆ + log * n) in [FHK16] , and this has been later improved to O( √ ∆ log ∆ log * ∆ + log * n) in [BEG18a] .
The Shattering Framework. Our algorithm follows the graph shattering framework [BEPS16] , which first performs some randomized process (known as pre-shattering) to solve "most" of the problem, and then performs some clean-up steps (known as post-shattering) to solve the remaining part of the problem. Typically, the remaining graph is simpler in the sense of having small components and having a small number of edges. Roughly speaking, at each step of the algorithm, we specify an invariant that all vertices must satisfy in order to continue to participate. Those bad vertices that violate the invariant are removed from consideration, and postponed to the post-shattering phase. We argue that the bad vertices form connected components of size ∆ O(1) · O(log n) with probability 1 − 1/poly(n); we use this in designing LCA. Also, the total number of edges induced by the bad vertices is O(n). Therefore, using Lenzen's routing, in CONGESTED-CLIQUE we can gather all information about the bad vertices to one distinguished vertex v ⋆ , and then v ⋆ can color them locally. More precisely, we have the following lemma [BEPS16, FG17] ; see Appendix B for the proof.
Lemma 2.2 (The Shattering Lemma). Let c ≥ 1. Consider a randomized procedure that generates a subset of vertices B ⊆ V . Suppose that for each v ∈ V , we have Pr[v ∈ B] ≤ ∆ −3c , and this holds even if the random bits not in N c (v) are determined adversarially. Then, the following is true.
1. With probability 1 − n −Ω(c ′ ) , each connected component in the graph induced by B has size at most (c ′ /c)∆ 2c log ∆ n.
With probability
, the number of edges induced by B is O(n).
Round Compression in CONGESTED-CLIQUE and MPC by Information Gathering. Suppose we are given a τ -round LOCAL algorithm A on a graph of maximum degree ∆. A direct simulation of A on CONGESTED-CLIQUE costs also τ rounds. However, if each vertex v already knows all information in its radius-τ neighborhood, then v can locally compute its output in zero rounds. In general, this amount of information can be as high as Θ(n 2 ), since there could be Θ(n 2 ) edges in the radius-τ neighborhood of v. For the case of ∆ τ = O(n), it is possible to achieve an exponential speed-up in the round complexity in the CONGESTED-CLIQUE, compared to that of LOCAL. In particular, in this case, each vertex v can learn its radius-τ neighborhood in just O(log τ ) rounds in CONGESTED-CLIQUE. Roughly speaking, after k rounds, we are able to simulate the product graph G 2 k , which is the graph where any two vertices with distance at most 2 k in graph G are adjacent. This method is known as graph exponentiation [LW10] , and it has been applied before in the design of algorithms in CONGESTED-CLIQUE and MPC models, see e.g., [Gha17, GU19, PS18, Par18, ASS + 18].
Round Compression via Opportunistic Information Gathering. Our goal is to achieve the O(1) round complexity in CONGESTED-CLIQUE, so an exponential speed-up compared to the LOCAL model will not be enough. Consider the following "opportunisitc" way of simulating a LOCAL algorithm A in the CONGESTED-CLIQUE model. Each vertex u sends its local information (which has O(∆ log n) bits) to each vertex v ∈ V with some fixed probability p = O(1/∆), independently, and it hopes that there exists a vertex v ∈ V that gathers all the required information to calculate the outcome of A at u. To ensure that for each u, there exists such a vertex v w.h.p., it suffices that p ∆ τ ≫ log n n . We note that a somewhat similar idea was key to the O(1)-round MST algorithm of [JN18] for CONGESTED-CLIQUE.
Lemma 2.3, presented below, summarizes the criteria for this method to work; see Appendix C for the proof of the lemma. Denote ℓ in as the number of bits needed to represent the random bits and the input for executing A at a vertex. Denote ℓ out as the number of bits needed to represent the output of A at a vertex. We assume that each vertex v initially knows a set N * (v) ⊆ N (v) such that throughout the algorithm A, each vertex v only receives information from vertices in N * (v). We write ∆ * = max v∈v |N * (v)|. Note that it is possible that u ∈ N * (v) but v / ∈ N * (u). In this case, during the execution of A, all messages sent via the edge {u, v} are from u to v. Denote N k * (v) as the set of all vertices u such that there is a path (v = w 0 , w 1 , . . . , w x−1 = u) such that x ≤ k and w i ∈ N * (w i−1 ) for each i ∈ [1, x − 1]. Intuitively, if A takes τ rounds, then all information needed for vertex v ∈ V to calculate its output is the IDs and the inputs of all vertices in N τ * (v).
Our New Technical Ingredients, In a Nutshell
The results in our paper are based on the following two novel technical ingredients, which are used in combination with the known tools mentioned above: (i) a new graph partitioning algorithm for coloring and (ii) a sparsification of the CLP coloring algorithm [CLP18] . We note that the first ingredient suffices for our CONGESTED-CLIQUE result for graphs with maximum degree at least poly(log n), and also for our MPC result. This ingredient is presented in Section 3. The second ingredient, which is also more involved technically, is used for extending our CONGESTED-CLIQUE result to graphs with smaller maximum degree, as well as for our LCA result. This ingredient is presented in Section 4. Here, we provide a brief overview of these ingredients and how they get used in our results.
Ingredient 1 -Graph Partitioning for Coloring. We provide a simple random partitioning that significantly simplifies and extends the one in [Par18, PS18] . The main change will be that, besides partitioning the vertices randomly, we also partition the colors randomly. In particular, this new procedure partitions the vertices and colors in a way that allows us to easily apply CLP in a black box manner.
Concretely, our partitioning breaks the graph as well as the respective palettes randomly into many subgraphs B 1 , . . . , B k of maximum degree O( √ n) and size O( √ n), while ensuring that each vertex in these subgraphs receives a random part of its palette with size close to the maximum degree of the subgraph. The palettes for each part are disjoint, which allows us to color all parts in parallel. There will be one left-over subgraph L, with maximum degreeÕ(∆ 3/4 ), as well as sufficiently large remaining palettes for each vertex in this left-over subgraph.
Application in CONGESTED-CLIQUE: Since each subgraph has O(n) edges, all of B 1 , . . . , B k can be colored, in parallel, in O(1) rounds, using Lenzen's routing (Lemma 2.1). The left-over part L is handled by recursion. We show that when ∆ > log 4.1 n, we are done after O(1) levels of recursion.
Application in Low-memory MPC: We perform recursive calls on not only on L but also on B 1 , . . . , B k . After O(1) levels of recursion, the maximum degree can be made O(n β ), for any given constant β > 0, which enables us to run the CLP algorithm on a low memory MPC.
We note that the previous partitioning approach [ Par18, PS18] is unable to reduce the maximum degree to below √ n; this is a significant limitation that our partitioning overcomes.
Ingredient 2 -Sparsification of the CLP Algorithm. In general, to calculate the output of a vertex v in a τ -round LOCAL algorithm A, the output may depend on all of the τ -hop neighborhood of v and we may need to query ∆ τ vertices. To efficiently simulate A in CONGESTED-CLIQUE or to transform A to an LCA, a strategy is to "sparsify" the algorithm A so that the number of vertices a vertex has to explore to decide its output is sufficiently small. This notion of sparsification is a key idea behind some recent algorithms [Gha17, GU19] . In the present paper, a key technical ingredient is providing such a sparsification for the (∆ + 1) coloring algorithm of CLP [CLP18] . The pre-shattering phase of the CLP algorithm [CLP18] consists of three parts: (i) initial coloring, (ii) dense coloring, and (iii) color bidding. Parts (i) and (ii) take O(1) rounds; 3 part (iii) takes τ = O(log * ∆) rounds. In this paper, we sparsify the color bidding part of the CLP algorithm. We let each vertex v sample O(poly log ∆) colors from its palette at the beginning of this procedure, and we show that with probability 1 − 1/poly(∆), these colors are enough for v to correctly execute the algorithm. Based on the sampled colors, we can do an O(1)-round pre-processing step to let each vertex v identify a subset of neighbors
, and v only needs to receive messages from neighbors in N * (v) in the subsequent steps of the algorithm.
Application in CONGESTED-CLIQUE: For the case ∆ = O(poly log n), the parameters τ = O(log * ∆) and ∆ * = O(poly log ∆) = O(poly(log log n)) satisfy the condition for applying the opportunistic speedup lemma (Lemma 2.3), and so the pre-shattering phase of the CLP algorithm can be simulated in O(1) rounds in CONGESTED-CLIQUE.
Application in Centralized Local Computation:
With sparsification, the pre-shattering phase of the CLP algorithm can be transformed into an LCA with
The recent work [ACK19] on (∆ + 1)-coloring in MPC is also based on some form of palette sparsification, as follows. They showed that if each vertex samples O(log n) colors uniformly at random, then w.h.p., the graph still admits a proper coloring using the sampled colors. Since we only need to consider the edges {u, v} where u and v share a sampled color, this effectively reduces the degree to O(log 2 n). For an MPC algorithm withÕ(n) memory per processor, the entire sparsified graph can be sent to one processor, and a coloring can be computed there, using any coloring algorithm, local or not. This sparsification is not applicable for our setting. In particular, in our sparsified CLP algorithm, we need to ensure that the coloring can be computed by a LOCAL algorithm with a small locality volume; this is because the final coloring is constructed distributedly via the opportunistic speedup lemma (Lemma 2.3).
Coloring of High-degree Graphs via Graph Partitioning
In this section, we describe our graph partitioning algorithm, which is the first new technical ingredient in our results. As mentioned in Section 2.2, this ingredient on its own leads to our CONGESTED-CLIQUE result for graphs with ∆ = Ω(poly(log n)) and also our MPC result, as we will explain in Section 3.2 and Section 3.3, respectively. The algorithm will be applied recursively, but it is required that the failure probability is at most 1 − 1/poly(n) in all recursive calls, where n is the number of vertices in the original graph. Thus, in this section, n does not refer to the number of vertices in the current subgraph G = (V, E) under consideration.
Graph Partitioning
The Graph Partitioning Algorithm. The graph partitioning is parameterized by two constants γ and λ satisfying γ ≥ 2 and λ = Palette: Denote C = v∈V Ψ(v) as the set of all colors. The partition C = C 1 ∪ · · · ∪ C k is defined by having each color c ∈ C joins one of C 1 , . . . , C k uniformly at random. Note that
We require that with probability 1− 1/poly(n), the output of the partitioning algorithm satisfies the following properties, assuming that ∆ = ω(log γ n). 
Intuitively, we will use this graph partitioning in the following way. First compute the decomposition of the vertex set and the palette, and then color each B i using colors in 
satisfy the required properties, with probability 1 − 1/poly(n).
Proof. We prove that the properties i), ii), iii), and iv) hold with high probability. Note that for some of the bounds, it is straightforward to observe that they hold in expectation.
we only need to show that these parameters concentrate at their expected values with high probability. This can be established by a Chernoff bound, as follows. Note that we have ǫ 1 < 1 and ǫ 2 < 1. In particular, the inequality ǫ 1 < 1 holds because of the assumption ∆ = ω(log γ n) ≥ ω(log 2 n).
where
Next, we show the analogous results for L, i.e., with probability 1 − 1/poly(n), both |L|/|V | and
, so we only need to show that these parameters concentrate at their expected values with high probability, by a Chernoff bound.
where ǫ 3 = Θ log n q∆ .
where ǫ 4 = Θ log n q|V | .
Similarly, we have ǫ 3 < 1 and ǫ 4 < 1. In particular,
ii) Available Colors in B i : Now we analyze the number of available color for each set B i . Recall that for each v ∈ B i , the number of available colors in v in the subgraph
We need to prove the following holds with probability 1 − 1/poly(n):
We will show that with probability 1 − 1/poly(n), we have |Ψ(v) ∩ C i | ≥ ∆ i + 1 for each B i and each v ∈ B i , and this implies the above (i) and (ii).
Recall that
The assumptions γ ≥ 2 and λ = 1 2
imply that λ ∈ (1/2, 3/4], and so
We already know that ∆ i ≤ (1 + ǫ 1 )(1 − q)p∆ with probability 1 − 1/poly(n). In order to have
iii) Available Colors in L: Next, we consider the number of available colors in L. We show that with probability
Remember that ǫ 3 = Θ log n q∆ = Θ log n q∆ ′ , and we already know that ǫ 3 < 1. Using this concentration bound, the following calculation holds with probability 1 − 1/poly(n).
Combining this with
and so we finally obtain
The degree upper bounds of ∆ i and ∆ L follow immediately from the concentration bounds on deg
} can be derived by a straightforward application of Chernoff bound.
Congested Clique Algorithm for High-Degree Graphs
In this section, we show that the (∆ + 1)-list coloring problem can be solved in O(1) rounds in the CONGESTED-CLIQUE model when the degrees are assumed to be sufficiently high. The formal statement is captured in Theorem 3.2. First, we show that the partitioning algorithm can indeed be implemented in the CONGESTED-CLIQUE model. Then, we show how to color the parts resulting from the graph partitioning efficiently. The proof of Theorem 3.2 is completed by showing that only O(1) recursive applications of the partitioning are required.
5 If this is not the case, we can increase the degree of v in a vacuous way by adding dummy neighbors to it. For instance, we can add a clique of size ∆ next to v (to be simulated by v), remove a large enough matching from this clique and instead connect the endpoints to v. 6 The bound √ q∆ log n ≪ (q∆) λ can be derived from the assumptions λ = 1 2
and ∆ = ω(log γ n), as follows:
Implementation of the Graph Partitioning. The partitions can be computed in O(1) rounds on CONGESTED-CLIQUE. Partitioning the vertex set V is straightforward, as every vertex can make the decision independently and locally, whereas it is not obvious how to partition C to make all vertices agree on the same partition. Note that we can assume |C| ≤ (∆ + 1)|V |; if |C| is greater than (∆ + 1)|V | initially, then we can let each vertex decrease its palette size to ∆ + 1 by removing some colors in its palette, and we will have |C| ≤ (∆ + 1)|V | after removing these colors. A straightforward way of partitioning C is to generate Θ(|C| log n) random bits at a vertex v locally, and then v broadcasts this information to all other vertices. Note that it takes O(log k) = O(log |V |) = O(log n) bits to encode which part of C 1 ∪ · · · ∪ C k each c ∈ C is in. A direct implementation of the approach cannot be done in O(1) rounds, due to the message size constraint of CONGESTED-CLIQUE, as each vertex can send at most Θ(n log n) bits in each round.
To solve this issue, observe that it is not necessary to use total independent random bits for each c ∈ C, and Θ(log n)-wise independence suffices. More precisely, suppose X is the summation of n K-wise independent 0-1 random variables with mean p, and so µ = E[X] = np. A Chernoff bound with K-wise Independence [SSS95] guarantees that
In order to guarantee a failure probability of 1/poly(n) in all applications of Chernoff bound in Lemma 3.1, it suffices that K = Θ(log n). Therefore, to compute the decomposition C = C 1 ∪ · · · ∪ C k with K-wise independent random bits, we only need O(K · log(|C| log k)) = O(log 2 n) total independent random bits. Broadcasting O(log 2 n) bits of information to all vertices can be done in O(1) rounds via Lenzen's routing (Lemma 2.1).
The Algorithm of (∆ + 1)-list coloring on High-degree Graphs. We next present our CONGESTED-CLIQUE-model coloring algorithm for high-degree graphs, using the partitioning explained above. 
satisfies all conditions required to apply Lemma 3.1, so long as ∆ L = ω(log γ n). We will see that this condition is always met in our application.
We then recursively apply the algorithm of the lemma on the subgraph induced by vertices L with the same parameter n. The recursion stops once we reach a point that |E(G[L])| = O(n), and so we can apply Lenzen 
Now we analyze the number of iterations needed to reach a point that |E(G[L])| = O(n).
Here we use γ = 2 and λ = 3/4. 7 Define V 1 = V and ∆ 1 = ∆ as the vertex set and the maximum degree for the first iteration. Let V = B 1 ∪ · · · ∪ B k ∪ L be the outcome of the first iteration, and define V 2 = L and ∆ 2 = ∆ L . Similarly, for i > 2, we define V i and ∆ i based on the set L in the outcome of the graph partitioning algorithm for the (i − 1)th iteration. We have the following formulas.
by Property iv)
by Property i)
Let α > 0 be chosen such that ∆ = ∆ 1 = (log n) 2+α , and assume α = Ω(1) and i = O(1). We can calculate the value of ∆ i and |V i | as follows.
Thus, given that α = Ω(1) and i = O(1), the condition of ∆ i = ω(log γ n) = ω(log 2 n) for applying Lemma 3.1 must be met.
Next, we analyze the number of iterations it takes to make ∆ i |V i | sufficiently small. In the CONGESTED-CLIQUE model, if ∆ i |V i | = O(n), then we are able to compute a proper coloring of V i in O(1) rounds by information gathering. Let us write ∆ = log 2+α n, where α = 2 + β. The lemma statement implies that β = Ω(1). Note that the condition for ∆ i |V i | = O(n) can be re-written as
Combining this with α = 2 + β, a simple calculation shows that this condition is met when i ≥ log 8(β + 2) 3β / log (4/3) .
Since β = Ω(1), we have log
/ log (4/3) = O(1), and so our algorithm takes only O(1)
iterations. In particular, when β ≥ 10.8, i.e., ∆ = Ω(log 12.8 n), we have ∆ 4 |V 4 | = O(n), and so 3 iterations suffice. Since each iteration can be implemented in CONGESTED-CLIQUE in O(1) rounds, overall we get an algorithm with round complexity O(1).
Remark 3.3. Similar to the proof of Theorem 3.2, the graph partitioning algorithm also leads to an O(1)-round MPC coloring algorithm with S = O(n) memory per processor and O(m) total memory. This gives an simple alternate proof (with a slightly worse memory size) of the main result of [ACK19] that (∆ + 1)-coloring can be solved with S = O(n) memory per processor.
7 We choose γ = 2 (the smallest possible) to minimize the degree requirement in Theorem 3.2.
Massively Parallel Computation with Strongly Sublinear Memory
We now show how to apply Lemma 3.1 as well as the CLP algorithm of [CLP18] , as summarized in the following lemma, to prove Theorem 1.2. √ log log n) rounds of low-memory MPC with local memory O(n α ) for an arbitrary constant α ∈ (0, 1) and total memory
The proof of Lemma 3.4 almost immediately follows from [CLP18, Par18] ; there are only few changes that have to be made in order to turn their CONGESTED-CLIQUE algorithm into a lowmemory MPC algorithm. The details are deferred to Appendix E.
Proof of Theorem 1.2. We present a recursive algorithm based on the randomized partitioning algorithm of Lemma 3.1. If ∆ = poly(log n) then the conditions of Lemma 3.4 are satisfied trivially; we can solve the problem in O(log * ∆ + √ log log n) = O( √ log log n) rounds of low-memory MPC with total memory O(n · ∆ 2 ) = O(m). Otherwise, we execute the following algorithm.
Randomized Partitioning: Let G be the graph that we want to color. We apply the randomized partitioning algorithm of Lemma 3.1 to G, which gives us sets B 1 , . . . , B k and L, as well as color sets C 1 , . . . , C k . The goal is now to first color B 1 , . . . , B k with colors from C 1 , . . . , C k , respectively. Since the colors in the sets C i are disjoint, this gives a proper coloring of B := k i=1 B i . Then, for every vertex in L, we remove all colors already used by neighbors in B from the palettes, leaving us with a list-coloring problem of the graph induced by L with maximum degree ∆ L .
In the following, we first describe how to color each set B i with colors in C i , and then how to solve the remaining list-coloring problem in L. For the parameters in Lemma 3.1, we use γ = 6 and λ = 3/5. 8
List-Coloring Problem in B i : If the maximum degree ∆ i in B i satisfies ∆ 2 i = O(n α ), then, by Lemma 3.1 ii), B i satisfies the conditions of Lemma 3.4 We thus can apply the algorithm of Lemma 3.4 to B i . Otherwise, we recurse on B i . Note that this is possible since, by Lemma 3.1 ii) applied to G, B i satisfies the conditions of Lemma 3.1.
List-Coloring Problem in
, then, by Lemma 3.1 iii) applied to G, L satisfies the conditions of Lemma 3.4. We thus can apply the algorithm of Lemma 3.4 to L. Otherwise, we recurse on L. Note that this is possible since by Lemma 3.1 iii), L satisfies the conditions of Lemma 3.1.
Number of Iterations:
Since the maximum degree in L reduces by a polynomial factor in every step, after at most O(1/α) steps, the resulting graph has maximum degree at most O(n α/2 ), where we satisfy the conditions of Lemma 3.4, and hence do not recurse further. Note that when recursing on sets B i , the degree drop is even larger, and hence the same reasoning applies to bound the number of iterations.
Memory Requirements: It is obvious that the recursive partitioning of the input graph G does not incur any overhead in the memory, neither local nor global. Now, let H be the set of all graphs H on which we apply the algorithm of Lemma 3.4. As we only apply this algorithm when the maximum degree ∆ H of H is O(n α/2 ) or poly(log n), we clearly have ∆ 2 H = O(n α ), so the algorithm Lemma 3.4 is guaranteed to run with local memory O(n α ).
It remains to show how to guarantee the total memory requirement of O(m), where m is the number of edges in the input graph G, as promised in Theorem 1.2. First, observe that due to the specifications of Lemma 3.4, we can write the total memory requirement as H∈H v∈H (deg H (v)) 2 . First, assume that the graph G has been partitioned at least three times to get to H. By Lemma 3.1 iv), the degree of any vertex v in H is eitherÕ(1) or at most
Note that in the above calculation we assume v always goes to the left-over part L in all three iterations. If v goes to B i , then the degree shrinks faster. Remember that we set q =Õ(∆ −1/4 ). Hence, we require a total memory of
Note that the algorithm can be easily adapted to always perform at least three partitioning steps if ∆ H is bounded from below by a sufficiently large poly(log n), because then the conditions of Lemma 3.1 are satisfied. On the other hand, if ∆ H = poly(log n), it is follows immediately that
Distributed Coloring with Palette Sparsification
In this section, we present our sparsification for the LOCAL-model coloring algorithm of CLP [CLP18] , which is the second novel technical ingredient in our results. As a consequence, this sparsification gives us (i) an LCA solving (∆ + 1) list coloring with query complexity ∆ O(1) · O(log n) and (ii) an O(1)-round CONGESTED-CLIQUE algorithm solving (∆ + 1) list coloring for the case ∆ = O(poly log n), using the speedup lemma (Lemma 2.3).
The Chang-Li-Pettie Coloring Algorithm. We will not sparsify the entire algorithm of [CLP18] . The algorithm of [CLP18] is based on the graph shattering framework. Each vertex successfully colors itself with probability 1 − 1/poly(∆) during the pre-shattering phase of [CLP18] , and so by the shattering lemma (Lemma 2.2), the remaining uncolored vertices V Bad form connected components of size ∆ O(1) O(poly log n). 9 The post-shattering phase then applies a deterministic (deg +1)-list coloring algorithm to color them. Lemma 2.2 guarantees that the number of edges within V Bad is O(n), and so they can be colored in O(1) rounds in the CONGESTED-CLIQUE model. Similarly, dealing with V Bad only adds an ∆ O(1) · O(log n)-factor overhead for LCA. Thus, we only need to focus on the pre-shattering phase, which consists of the following three steps.
Initial Coloring
Step: This step is an O(1)-round procedure that generates excess colors at vertices that are locally sparse.
Dense Coloring
Step: This step is an O(1)-round procedure that colors most of the locally dense vertices.
Color Bidding
Step: This step is an O(log * ∆)-round procedure that colors most of the remaining uncolored vertices, using the property that these vertices have large number of excess colors.
For our LCA and CONGESTED-CLIQUE algorithms, the plan is to run the initial coloring step and the dense coloring step by a direct simulation, which costs O(1) rounds. Then, we will give a sparsified version of the color bidding step where each vertex v only need to receive the information from O(poly log ∆) of its neighbors to decide its output.
A Black Box Coloring Algorithm. In view of the above, we will use part of the algorithm of [CLP18] as a black box. The specification of this black box is as follows. Consider an instance of the (∆ + 1)-list coloring on the graph G = (V, E). The black box algorithm colors a subset of V such that the remaining uncolored vertices are partitioned into three subsets V Good , V Bad , and R meeting the following conditions.
Good Vertices: The edges within V Good are oriented as a DAG, and each vertex v ∈ V Good is associated with a parameter p v ≤ |Ψ(v)| − deg(v) satisfying the conditions p ⋆ = min v∈V p v ≥ ∆/ log ∆ and u∈N out (v) 1/p u ≤ 1/C, where C > 0 can be any specified constant. 10 Recall that N out (v) refers to the set of out-neighbors of v.
Bad Vertices: The probability that a vertex v ∈ V joins V Bad is 1 − 1/poly(∆). In particular, in view of Lemma 2.2, with probability 1 − 1/poly(n), they form connected components of size
, and the number of edges within the bad vertices is O(n).
Remaining Vertices: The subgraph induced by R has a constant maximum degree. There is an O(1)-round LOCAL algorithm that colors a subset of vertices such that the remaining uncolored vertices are partitioned into three subsets V Good , V Bad , and R meeting the above conditions, and the algorithm uses O(∆ 2 log n)-bit messages.
A Sparsified Color Bidding Algorithm
In view of Lemma 4.1, we focus on the subgraph induced by V Good , and denote it as G 0 = (V 0 , E 0 ). The graph G 0 is a directed acyclic graph. The set of available colors for v is denoted as Ψ 0 (v). Our goal is to give a proper coloring of G 0 . An important property of G 0 is that each vertex v ∈ V is associated with a parameter We give a very high-level explanation about how this works. For the first iteration we use C = C 0 . Intuitively, for each color c ∈ S v , the probability that c is selected by an out-neighbor of v is
In the calculation we use the inequality u∈N out (v) 1/p u ≤ 1/C 0 that is guaranteed by Lemma 4.1. The probability that v fails to color itself is roughly 1/2 |Sv | , which is exponentially small in C 0 , as in expectation |S v | = C 0 /2. Thus, for the next iteration we may use a parameter C that is exponentially small in C 0 , and so after O(log * ∆) iterations, we are done.
Parameters. Let β > 0 be a constant to be determined. Let p ⋆ ∈ [∆/ log ∆, ∆] be the parameter specified in the conditions for Lemma 4.1. The C-parameters used in the algorithms C 0 , . . . , C k−1 are defined as follows. For the base case, C 0 is the parameter C specified in the conditions for Lemma 4.1. Given that C i has been defined, we set
In other words, C i+1 is the result of rounding min 1 2 exp(C i /6)C i , log β p ⋆ down to the nearest even number. The number of iterations k is chosen as the smallest index such that C k−1 = 2 log β p ⋆ /2 − 2. It is clear that k = O(log * ∆), as p ⋆ ≤ ∆ + 1. We will use this sequence C 0 , . . . , C k−1 in our sparsified color bidding algorithm. This sequence is slightly different than the one used in [CLP18] . The last number in the sequence used in [CLP18] is set to be √ p ⋆ , but here we set it to be O(poly log p ⋆ ). Having a larger C-parameter leads to a smaller failure probability, but it comes at a cost that we have to sample more colors, and this means that each vertex needs to communicate with more neighbors to check for conflict.
Overview of the Proof. We first review the analysis of the multiple iterations of ColorBidding in [CLP18] , and then we discuss how we sparsify this algorithm. The proof in [CLP18] maintains an invariant I i (v) for each vertex v that is uncolored at the beginning of each iteration i, as follows. 11
We will use the same p u because the number of excess colors of a vertex never decreases. By Lemma 4.1, this invariant is met for i = 0. The vertices u not satisfying the invariant I i (v) are considered bad, and are removed from consideration. The analysis of [CLP18] shows that 1. Suppose all vertices u in G at the beginning of the ith iteration satisfy the I i (u). Then at end of this iteration, for each vertex u, with probability 1 − 1/poly(∆), either u has been successfully colored, or I i+1 (u) is satisfied.
2. For the last iteration, Given that all vertices u in G satisfy I k−1 (u), then v is successfully colored at iteration k with probability 1 − 1/poly(∆).
By the shattering lemma (Lemma 2.2), all vertices that remain uncolored at the end of the algorithm induce a subgraph with O(n) edges. In particular, in CONGESTED-CLIQUE we are able to color them in O(1) additional rounds.
To sparsify the algorithm, our strategy is to let each vertex sample the colors needed in all iterations at the beginning of the algorithm. It is straightforward to see that each vertex only needs to use O(poly log ∆) colors throughout the algorithm, with probability 1 − 1/poly(∆). After sampling the colors, if u finds that v ∈ N out (u) do not share any sampled color, then there is no need for u to communicate with v. This effectively reduces the maximum degree to ∆ ′ = O(poly log ∆). If ∆ = O(poly log n), then ∆ ′ = O(poly(log log n)), which is enough to apply the opportunistic speedup lemma (Lemma 2.3).
There is one issue needed to be overcome. That is, verifying whether I i (u) is met has to be done on the original graph G, as we have to go over all vertices v ∈ N out G (u), regardless of whether u and v have shared sampled colors. One way to deal with this issue is to simply not remove the vertices u violating I i (u), but if we do it this way, then when we calculate the failure probability of a vertex v, we have to apply a union bound over all vertices u within radius τ = O(log * ∆) to v that u does not violate the invariant for each iteration. Due to this union bound, we can only upper bound the size of the connected components of bad vertices by ∆ O(log * ∆) · O(log n), so this does not lead to an improved LCA. 12 To resolve this issue, we observe that the invariant I i (u) might be too strong for our purpose, since intuitively if v ∈ N out (u) does not share any sampled colors with u, then v should not be able to affect u throughout the algorithm.
In this paper, we will consider an alternate invariant I ′ i (u) that can be checked in the sparsified graph. More precisely, in each iteration, each vertex v will do a two-stage sampling to obtain two color sets S v ⊆ T v ⊆ Ψ(v). The set S v has size C/2, and the set T v has size log β ∆, where β > 0 is a constant to be determined. The alternate invariant I ′ i (v) is defined as
This invariant I ′ i (v) can be checked by having v communicating only with its neighbors that share a sampled color with v. Intuitively, if I i (v) holds, then I ′ i (v) holds with probability 1 − 1/poly(∆). It is also straightforward to see that I ′ i (v) implies that v has a high probability of successfully coloring itself in this iteration, as S v is a size-(C i /2) uniformly random subset of T v . In subsequent discussion, we say that v is rich if I ′ i (v) is met. Other than not satisfying I ′ i (v), there are two other bad events that we need to consider:
• (Informally) v has too many neighbors that share a sampled color with v; in this case, we say that v is overloaded. This is a bad event since the goal of the palette sparsification is to reduce the number of neighbors that v needs to receive information from.
12 We remark that this is only an issue for LCA, and this is not an issue for application in CONGESTED-CLIQUE. In the shattering lemma (Lemma 2.2), for the parameters ∆ = O(poly log n) and c = O(log * ∆), we can still bound the number of edges within the bad vertices B by O(n).
• Most of the sampled colors of v reserved for iteration i have already be taken by the neighbors of v during the previous iterations 1, . . . , i − 1, so v does not have enough colors to correctly run the algorithm for the ith iteration; in this case, we say that v is lazy.
The Sparsified Color Bidding Algorithm. We are now in a position to describe the sparsified version of ColorBidding. For the sake of clarity we use the following notations to describe the palette of a vertex u. Recall that Ψ 0 (u) refers to the palette of u initially in the original graph G 0 . At the beginning of an iteration, we write Ψ + (u) to denote the set of available colors at u, and write Ψ − (u) to denote the set of colors already taken by vertices in
The function SampleColors describe how we sample the colors S u and T u in an iteration. Intuitively, we use k 1 = C/2 and k 2 = log β p ⋆ as the target set sizes. The set R represents a length-K sequence of colors that u pre-sampled for the ith iteration, where K = log 3+β p ⋆ , and R(j) represents the jth color of R. We will later see that R is generated in such a way that each R(j) is a uniformly random color chosen from Ψ 0 (u), where Ψ 0 (u) is the set of available colors of v initially in G 0 . The set S − represents the set Ψ − (u) which consists of the colors already taken by the vertices in N G 0 (u) before iteration i.
The procedure SparsifiedColorBidding is the sparsified version of ColorBidding. In this procedure, it is straightforward to verify that the outcome S v ← T 1 and T v ← T of SampleColors(C/2, log β p ⋆ , Ψ − (v), R v ) satisfies either one of the following:
• S v = ∅ and T v = ∅. This happens when most of the pre-sampled colors for this iteration have been taken by the neighboring vertices. We will later show that this occurs with probability 1/poly(∆).
• Given that each R v (j) is a uniformly random color of Ψ 0 (v), we have: (i) S v is a size-(C/2) uniformly random subset of T v , and (ii) T v is a size-log β p ⋆ uniformly random subset of
That is, these two sets S v and T v are sampled uniformly randomly from the set of available colors of v, i.e., Ψ 0 (v) \ Ψ − (v).
The condition for v to be overloaded is defined in the procedure SparsifiedColoring. Intuitively, v is said to be overloaded at iteration i if the colors in R
u , for too many neighbors u ∈ N G 0 (v); this is undesirable as we want the degree of the sparsified graph to be small. The procedure SparsifiedColoring represents the entire coloring algorithm, which consists of k = O(log * ∆) iterations of SparsifiedColorBidding. The notation G[U ] refers to the subgraph induced by U . Note that the set U does not include the vertices that are marked Bad, i.e., once a vertex v marked itself Bad, it stops attempting to color itself; but a Bad vertex might still need to provide information to other vertices in subsequent iterations.
, where U consists of the yet uncolored vertices in G that are not Bad. 
Each vertex
v ∈ V (G 0 ) generates a color sequence R (i) v (1), . . . , R (i)(i ′ ) u } 0≤i ′ ≤i from each neighbor u ∈ N G 0 (v).
If there exist three indices
If v has more than K 2 log ∆ significant neighbors, we call v overloaded. 5. Each vertex v ∈ V (G) gathers the information about the colors that have been taken by the vertices in N G 0 (v). Let Ψ − (v) be the set of these colors. 6. Call SparsifiedColorBidding(G,
It is straightforward to see that SparsifiedColoring can be implemented in such a way that after an O(1)-round pre-processing step, each vertex v is able to identify O(poly log ∆) neighbors such that v only need to receive information from these vertices during SparsifiedColoring. In the pre-processing step, we let each vertex v sample the color sequences R (i) v for each 0 ≤ i ≤ k − 1, and let each vertex v learn the set of colors sampled by N G 0 (v). Based on this information, before the first iteration begins, v is able to identify at most K 2 log ∆ = O(poly log ∆) neighbors of v for each iteration i such that v is sure that v does not need to receive information from all other neighbors during the ith iteration. See Section 4.3 for details.
For the rest of Section 4.1, we focus on the analysis of SparsifiedColoring. For each iteration i, recall that Ψ + (v) = Ψ 0 (v) \ Ψ − (v) is the set of available colors at v at the beginning of this iteration. For a vertex v ∈ V 0 , and its neighbor u ∈ N G 0 (v), we say that u is a c-significant
Consider the beginning of the ith iteration of the for-loop in SparsifiedColoring. In the graph .
iii) Pr[at the beginning of the next iteration,
The probability calculation only relies on the distribution of random bits generated in N 2
In particular, the result holds even if random bits generated outside N 2 G 0 (v) are determined adversarially.
Note that Lemma 4.2 only relies on the assumption that the vertex v under consideration is (C, D)-honest, and the lemma works even many of neighboring of v are not (C, D)-honest. This is in contrast to most of the analysis of graph shattering algorithms where the analysis relies on the assumption that all vertices at the beginning of each iteration to satisfy certain invariants. Based on Lemma 4.2, we show that SparsifiedColoring colors a vertex with a sufficiently high probability that enables us to apply the shattering lemma.
Lemma 4.3. The algorithm SparsifiedColoring gives a partial coloring of G 0 such that the probability that a vertex v does not successfully color itself with a color in
and this holds even if the random bits generated outside N 2
Proof. We consider the sequence D 0 = 0 and D i+1 = D i + 2K. Suppose the algorithm does not color a vertex v, then v must falls into one of the following cases.
• There is an index i ∈ [0, k − 2] such that v is (C i , D i )-honest at the beginning of iteration i, but v is not (C i+1 , D i+1 )-honest at the beginning of iteration i + 1. By Lemma 4.2 (iii), this occurs with probability at most (k − 1) · exp −Ω(log β ∆) .
• There is an index i ∈ [0, k − 1] such that v is (C i , D i )-honest at the beginning of iteration i, but v marks itself Bad in iteration i. By Lemma 4.2 (ii), this occurs with probability at most k · exp −Ω(log β ∆) .
• For the last iteration i = k−1, the vertex v is (C k−1 .D k−1 )-honest at the beginning of iteration k − 1, but v does not successfully colors itself by a color in its palette. in iteration k − 1. By Lemma 4.2 (iii), this occurs with probability at most exp −Ω(log β ∆) .
Note that our analysis only relies on the distribution of random bits generated in N 2 G 0 (v), which is guaranteed by Lemma 4.2. That is, even if the adversary is able to decide the random bits of vertices outside of N 2 G 0 (v) throughout the algorithm SparsifiedColoring, the probability that v does not successfully color itself is still at most O(k) · exp −Ω(log β ∆) .
Analysis for the Sparsified Color Bidding Algorithm
In this section, we prove Lemma 4.2. We focus on the ith iteration of the algorithm, where the vertex v is (C, D)-honest, and there is no guarantee about the (C,
to denote the event that v is overloaded, lazy, rich, and lucky. Note that a lucky vertex must be rich and not lazy, and an overloaded vertex must be lazy. In this proof we frequently use this inequality
Our analysis only considers the random bits generated by vertices within N 2
Claim 4.4. The probability that v has more than D ′ = D + 2K c-significant neighbors u ∈ N G 0 (v) for some color c ∈ Ψ 0 (v) in this iteration i is at most exp(−Ω(log 3+β ∆)), and this implies that
Proof. Since v is (C, D)-honest, our plan is to show that for each color c ∈ Ψ 0 (v), the number of new c-significant neighbor u ∈ N G 0 (v) brought by the color sequences in the ith iteration R
u , is at most 2K with probability 1 − exp(−Ω(log 3+β ∆)).
Write N G 0 (v) = {u 1 , . . . , u s }, and let X r = 1{color c appears in
ur }, Y = 1≤r≤s X j . Then Y is an upper bound on the number of new c-significant neighbors. Since v is (C, D)-honest, the total number of c-significant neighbors is at most D + Y . To prove this claim, it suffices to bound the probability of Y > 2K. Note that X 1 , . . . , X s are independent, and
By a Chernoff bound, we have
. By a union bound over all c ∈ Ψ 0 (v) we are done.
Given that v has no more than D ′ c-significant neighbors in this iteration for every color c ∈ Ψ 0 (v), we infer that v has at most
significant neighbors, which implies that v is not overloaded. Hence we also have
Proof. Remember that v is lazy if either (i) v is overloaded, or (ii) SampleColors gives (∅, ∅).
In view of Claim 4.4, we only need to show that with probability at most exp(−Ω(log 2+β ∆)),
SampleColors gives (∅, ∅).
Consider the sampling process in SampleColors, and suppose that we are in the middle of the process, and T is the current set of colors we have obtained. Suppose |T | = r currently, i.e., we have selected r colors from Ψ + (v). The probability that the next color R j we consider is different from these r colors in T is at least
Remember that |Ψ + (v)| ≥ p v = Ω(∆/ log ∆) and log β p ⋆ = O(log β ∆). Also remember that
SampleColors gives (∅, ∅) if after we go over all k 2 log 3 p ⋆ = log 3+β p ⋆ elements in the sequence R, the size of T is still less than k 2 = log β p ⋆ . The probability that this event occurs is at most
where n ′ = log 3+β p ⋆ = Θ(log 3+β ∆), p ′ = Ω(1/ log ∆), and t ′ = log β p ⋆ = Θ(log β ∆) ≪ n ′ p ′ . By a Chernoff bound, this event occurs with probability at most exp(−Ω(n ′ p ′ )) = exp(−Ω(log 2+β ∆)).
Thus, in subsequent discussion we assume v is not lazy. We write N out G (v) = {u 1 , . . . , u s } and let X r = |T v ∩ S ur |. To prove the lemma, it suffices to show that for
. We consider the random variable X r = |T v ∩ S ur |. For notational simplicity, we write u = u r . If u is lazy, then X r = 0. Suppose u is not lazy. The set S u ⊆ Ψ + (u) is the result of randomly choosing distinct C/2 colors c 1 , . . . , c C/2 from Ψ + (u), one by one. For each j ∈ [1, C/2], define Z u,j as the indicator random variable that c j ∈ T v . Then X r = C/2 j=1 Z u,j . We have the following observation. In the process, when we pick the jth color, regardless of the already chosen colors c 1 , . . . , c j−1 , the probability that the color picked is in T j is at most
since C/2 ≤ (log β p ⋆ )/2 = O(poly log ∆) and p u = Ω(∆/ log ∆). Therefore, in order to bound Y = X 1 + · · · + X s from above, we can assume w.l.o.g. each X r is the sum of C/2 i.i.d. random variables, and each of them is a bernoulli random variable with p =
1.1|Tv|
pu , and so Y is the summation of s · (C/2) independent 0-1 random variables. Since v is (C, D)-honest, we have u∈N out
The expected value of Y can be upper bounded as follows.
By a Chernoff bound, we obtain
Using the above three claims, we now prove the three conditions specified in Lemma 4.2.
Proof of i). Conditioning on
, v is lucky with some color unless it fails to select any of |T v |/3 specific colors from
, and if any one of them is in S v , then v successfully colors itself. Also remember that S v is a size-(C/2) subset of T v chosen uniformly at random. Thus,
≤ exp(−C/6).
By Claim 4.5 and Claim 4.6, we have:
Proof of ii). This also follows from By Claim 4.5 and Claim 4.6.
Proof of iii). Define Y as the summation of 1/p u over all vertices u ∈ N out G (v) such that u / ∈ U in the next iteration. We prove that the probabilities of (a) Y ≤ 1/C ′ and (b) v has more than D ′ c-significant neighbors u ∈ N G 0 (v) in this iteration are both at most exp(−Ω(log β ∆)). 
There is a subtle issue regarding the applicability of Hoeffding's inequality. The variables {X 1 , . . . , X k } are not independent, but we argue that we are still able to apply Hoeffding's inequality. Assume that N out (v) = (u 1 , . . . , u s ) is sorted in reverse topological order, and so for each 1 ≤ a ≤ s, we have N out (u a )∩{u a , . . . , u s } = ∅. We reveal the random bits in the following manner. First of all, we reveal the set T u for all vertices u. Now the event regarding whether a vertex is rich or is lazy has been determined. Then, for r = 1 to s, we reveal the set {S u | u = u r or u ∈ N out (u r )}. This information is enough for us to decide the outcome of Z r . Note that in this process, conditioning on arbitrary outcome of Z 1 , . . . , Z r−1 and all random bits revealed prior to revealing the set S ur , The probability that E * r occurs is still at most exp(−C/6).
Implementation for the Sparsified Color Bidding Algorithm
In this section, we present an implementation of SparsifiedColoring in the LOCAL model such that after an O(1)-round pre-processing step, each vertex v is able to identify a O(poly log ∆)-size subset N * (v) ⊆ N G 0 (v) of neighboring vertices such that v only needs to receive information from these vertices during SparsifiedColoring.
Fixing All Random Bits. Instead of having each vertex v generate the color sequence R
v } 0≤i≤k−1 in the pre-processing step. After fixing these sequences, we can regard SparsifiedColoring as a deterministic LOCAL algorithm, where {R 
such that v only needs to receive messages from N * (v) during the execution of SparsifiedColoring. We make the following two observations.
1. In order for v to execute SparsifiedColorBidding at iteration i correctly, v does not need to
u . In other words, v only needs information from its significant neighbors.
2. If v is overloaded at iteration i, then v knows that it is lazy in this iteration, and so the outcome of SparsifiedColorBidding at iteration i is that v sets S v = T v = ∅, and v marks itself Bad.
The above two observations follow straightforwardly from the description of SparsifiedColoring. Therefore, we can define the set N * (v) as follows. Add u ∈ N G 0 (v) to N * (v) if there exists an index i ∈ [0, k − 1] such that (i) u is a significant neighbor of v at iteration i, and (ii) v is not overloaded at iteration i. By the definition of overloaded vertices, we know that if v is not overloaded at iteration i, then v has at most K 2 log ∆ = O(poly log ∆) significant neighbors for iteration i. Thus, |N * (v)| = O(poly log ∆). Note that the set N * (v) can be locally calculated at v during the pre-processing step.
Summary. Algorithm SparsifiedColoring can be implemented in LOCAL in the following way.
Pre-Processing
Step. This step is randomized, and it takes one round and uses messages of O(poly log ∆) · O(log n) bits. After this step, each vertex has calculated a set N * (v) with |N * (v)| = O(poly log ∆).
Main
Steps. This is a deterministic O(log * ∆)-round procedure. During the procedure, each vertex v only receives messages from N * (v). The output of each vertex is a color (or a special symbol ⊥ indicating that v is uncolored), which can be represented by ℓ out = O(log n) buts. The input of each vertex consists of its color sequences for all iterations, which can be represented in ℓ in = O(poly log ∆) · O(log n) bits.
Using the above implementation of SparsifiedColoring, we show that there is an LCA that solves (∆ + 1)-list coloring with ∆ O(1) · O(log n) queries. 2. The set R induces a subgraph with constant maximum degree. The LCA for (deg +1)-list coloring in [FHK16] implies that each v ∈ R only needs O(log * n) queries of vertices in R to compute its color.
3. By Lemma 4.1, each connected component in V Bad has size ∆ O(1) ·O(log n). We let each vertex v ∈ V Bad learns the component S it belongs to, and apply a deterministic algorithm to color S.
4. All vertices in V Good run the algorithm SparsifiedColoring. This adds an (∆ · ∆ k * )-factor in the query complexity, where ∆ * = max v∈V 0 |N * (v)| = O(poly log ∆), and k = O(log * ∆) is the number of iterations of SparsifiedColoring. Note that in SparsifiedColoring, when we query a vertex v, the set N * (v) can be calculated from the random bits in N G 0 (v) ∪ {v}.
5. By Lemma 4.3 and Lemma 2.2, the vertices left uncolored after SparsifiedColoring induces connected components of size ∆ O(1) · O(log n). Similarly, we let each uncolored vertex v learns the component S it belongs to, and apply a deterministic algorithm to color S.
By the standard procedure for converting an LOCAL algorithm to an LCA, it is straightforward to implement the above algorithm as an LCA with query complexity
Next, we show that by applying SparsifiedColoring with the speedup lemma (Lemma 2.3), we can solve (∆ + 1)-list coloring in CONGESTED-CLIQUE in O(1) rounds when ∆ = O(poly log n).
Theorem 4.7. Suppose ∆ = O(poly log n). There is an algorithm that solves (∆ + 1)-list coloring in CONGESTED-CLIQUE in O(1) rounds.
Proof. Recall from Lemma 2.1 that one round in LOCAL with messages of at most O(n log n) bits can be simulated in O(1) rounds in CONGESTED-CLIQUE.
The first step of the algorithm is to run the black box algorithm for Lemma 4.1, which takes O(1) rounds in LOCAL with messages of size O(∆ 2 log n) ≪ O(n log n). The set R trivially induces a subgraph with O(n) edges. By Lemma 2.2, V Bad induces a subgraph with O(n) edges. We use Lemma 2.1 to color them in O(1) rounds. Now we focus on V Good . We execute the algorithm SparsifiedColoring using the above implementation. The pre-processing step takes O(1) rounds in LOCAL with messages of size O(poly log ∆)·O(log n) ≪ O(n log n). For the main steps, we apply the speedup lemma (Lemma 2.3) with τ = O(log * ∆), ℓ out = O(log n), ℓ in = O(poly log ∆) · O(log n), and ∆ * = O(poly log ∆). Since we assume ∆ = O(poly log n), this satisfies the criterion for Lemma 2.3, and so this procedure can be executed on CONGESTED-CLIQUE in O(1) rounds.
The algorithm SparsifiedColoring does not color all vertices in V Good . However, by Lemma 4.3 and Lemma 2.2, we know that these uncolored vertices induces a subgraph with O(n) edges. We use Lemma 2.1 to color them in O(1) rounds.
B Proof of the Shattering Lemma
In this section, we prove the shattering lemma (Lemma 2.2). Let c ≥ 1. Consider a randomized procedure that generates a subset of vertices B ⊆ V . Suppose that for each v ∈ V , we have Pr[v ∈ B] ≤ ∆ −3c , and this holds even if the random bits not in N c (v) are determined adversarially. Then, the following is true.
1. With probability at least 1 − n −Ω(c ′ ) , each connected component in the graph induced by B has size at most (c ′ /c)∆ 2c log ∆ n.
2. With probability 1 − O(∆ c ) · exp(−Ω(n∆ −c )), the number of edges induced by B is O(n).
Proof. Statement (1) is well-known; see e.g., [BEPS16, FG17] . Here we provide a proof for Statement (2). For each edge e = {u, v}, write X e to be the indicator random variable such that X e = 1 if u ∈ B and v ∈ B. Let X = e∈E X e . It is clear that Pr[X e ] ≤ 2∆ −3c , and so µ = E[X] ≤ n∆ 1−3c ≪ n. By a Chernoff bound with bounded dependence d = 2∆ c the probability that X > n is O(∆ c ) · exp(−Ω(n∆ −c )).
C Fast Simulation of LOCAL Algorithms in CONGESTED-CLIQUE
In this section, we prove Lemma 2.3. Let A be a τ -round LOCAL algorithm on G = (V, E). We show that there is an O(1)-round simulation of A in in CONGESTED-CLIQUE, given that (i)
Proof. Assume A is in the following canonical form. Each vertex first generates certain amount of local random bits, and then collects all information in its τ -neighborhood. The information includes not only the graph topology, but also IDs, inputs, and the random bits of these vertices. After gathering this information, each vertex locally computes its output based on the information it gathered. Consider the following procedure in CONGESTED-CLIQUE for simulating A. In the first phase, for each ordered vertex pair (u, v), with probability p to be determined, u sends all its local information to v. The local information can be encoded in Θ(∆ * log n + ℓ in ) bits. This includes the local input of u, the local random bits needed for u to run A, and the list of IDs in N * (u) ∪ {u}. In the second phase, for each ordered vertex pair (u, v), if v has gathered all the required information to calculate the output of A at u, then v sends to u the output of A at u.
At first sight, the procedure seems to take ω(1) rounds because of the O(log n)-bit message size constraint of CONGESTED-CLIQUE. However, if we set p = Θ 1 ∆ * +ℓ in / log n , the expected number of O(log n)-bit messages sent from or received by a vertex is np · Θ(∆ * + ℓ in / log n) = O(n).
More precisely, let X u be the number vertices v ∈ V to which u sends its local information in the first phase; similarly, let Y v be the number of vertices u ∈ V sending their local information to a v. We have E[X u ] = np, for each u ∈ V , and E[Y v ] = np, for each v ∈ V . By a Chernoff bound, so long as np = Ω(log n), with probability 1 − exp(−Ω(np)) = 1/poly(n), we have X u = O(np), for each u ∈ V , and Y v = O(np), for each v ∈ V . That is, the number of O(log n)-bit messages sent from or received by a vertex is at most np · Θ(∆ * + ℓ in / log n) = O(n), w.h.p.
We verify that np = Ω(log n). Condition (i) implicitly requires ∆ * = O(log n), and Condition (ii) requires ℓ in = O(n). Therefore, np = Θ n ∆+ℓ in / log n = Ω(log n). Thus, we can route all messages in O(1) rounds using Lenzen's routing (Lemma 2.1), and so the first phase can be done in O(1) rounds.
Condition (iii) guarantees that ℓ out = O(log n), and so the messages in the second phase can be sent directly in O(1) rounds. What remains to do is to show that for each u ∈ V , w.h.p., there is a vertex v ∈ V that receives messages from all vertices in N τ * (u) during the first phase, and so v is able to calculate the output of u locally.
Denote E u,v as the event that v ∈ V that receives messages from all vertices in N τ * (u) during the first phase, and denote E u as the event that at least one of {E u,v | v ∈ V } occurs. We have
. By setting p = ǫ/(∆ * + ℓ in / log n) for some sufficiently small constant ǫ, we haves ∆ τ * log p ≥ − 1 2 log n, and it implies
. Thus, the simulation gives the correct output for all vertices w.h.p.
We remark that the purpose of the condition ℓ out = O(log n) is only to allow the messages in the second phase to be sent directly in O(1) rounds. With a more careful analysis and using Lenzen's routing , the condition ℓ out = O(log n) can be relaxed to ℓ out = O(n), though in our application we only need ℓ out = O(log n).
D Proof of Lemma 4.1
In this section, we briefly review the algorithm of [CLP18] and show how to obtain Lemma 4.1 from [CLP18] . The algorithm uses a sparsity sequence defined by ǫ 1 = ∆ −1/10 , ǫ i = √ ǫ i−1 for i > 1, and ℓ = Θ(log log ∆) is the largest index such that 1 ǫ ℓ ≥ K for some sufficiently large constant K. The algorithm first do an O(1)-round procedure (initial coloring step) to color a fraction of the vertex set V , and denote V ⋆ as the set of remaining uncolored vertices. The set V ⋆ is decomposed into ℓ + 1 subsets (V 1 , . . . , V ℓ , V sp ) according to local sparsity. The algorithm then applies another O(1)-round procedure (dense coloring step) to color a fraction of vertices in
The remaining uncolored vertices in V ⋆ after the above procedure (initial coloring step and dense coloring step) are partitioned into three subsets: U , R, and V bad . 13 The set R induces a constant-degree graph. The set V bad satisfies the property that each vertex is added to V bad with probability ∆ −Ω(c) , where c can be any given constant, independent on the runtime. The vertices in U satisfy the following properties. 
At this moment, the two sets V bad and R satisfy the required condition specified in Lemma 4.1. In what follows, we focus on U .
Orientation. We orient the graph induced by the uncolored vertices in U as follows. For any edge {u, v}, we orient it as (u, v) if one of the following is true:
and v ∈ V j with i > j, (iii) u and v are within the same part in the partition
. This results in a directed acyclic graph. We write N out (v) to denote the set of out-neighbors of v in this graph.
Lower Bound of Excess Colors. In view of the above, there exist universal constants η > 0 and C > 0 such that the following is true. For each i ∈ [2, ℓ] and each uncolored vertex v ∈ V i \ V bad , we set p v = ηǫ 2 i−1 ∆. For each v ∈ V sp \ V bad , we set p v = ηǫ 2 ℓ ∆. By selecting a sufficiently small η, the number p v is always a lower bound on the number of excess colors at v.
The Number of Excess Colors is Large. Recall that to color the graph quickly we need the number of excess colors to be sufficiently large with respect to out-degree.
However, due to the high variation on the palette size in our setting, p v /|N out (v)| is not a good measurement for the gap between the number of excess colors and out-degree at v. The inverse of the expression u∈N out (v) 1/p u turns out to be a better measurement, as it takes into account the number of excess colors in each out-neighbor.
There is a constant C > 0 such that for each uncolored vertex v ∈ V ⋆ \ (V bad ∪ R), we have
The calculation is as follows. Summary. Currently the graph induced by U satisfies the following conditions. Each vertex v is associated with a parameter p v = ηǫ 2 j ∆ (for some j ∈ [1, ℓ]) such that the number of excess colors at v is at least p v = Ω(ǫ 2 j ∆), but the number of out-neighbors of v is at most O(ǫ 2.5 j ∆). In particular, we always have u∈N out (v) 1/p u = O(ǫ 0.5 j ) < 1/C, where C > 0 is a universal constant. The current p v -values for vertices in U almost satisfy the required condition for V Good specified in Lemma 4.1.
Lower Bound of p ⋆ . Define p ⋆ as the minimum p v -value among all uncolored vertices v ∈ V ⋆ .
Currently we only have p ⋆ ≥ ηǫ 2 1 ∆ = η∆ 0.8 , but in Lemma 4.1 it is required that p ⋆ ≥ ∆/ log ∆.
Lower Bound of C. Currently we have u∈N out (v) 1/p u ≤ 1/C for some universal constant C, but in Lemma 4.1 it is required that C > 0 can be any given constant.
For the rest of the section, we show that there is an O(1)-round that is able to improve the lower bound of p ⋆ to p ⋆ ≥ ∆/ log ∆ and increase the parameter C to any specified constant. The procedure will colors a fraction of vertices in U and puts some vertices in U to the set V bad . We first consider improving the lower bound of p ⋆ . This is done by letting all vertices whose p vvalue are too small (i.e., less than ∆/ log ∆) to jointly run Lemma D. . This is true even if the random bits generated outside a constant radius around v are determined adversarially. Now the lower bound on p ⋆ is met. We show how to increase the C-value to any given constant we like in O(1) rounds. We apply Lemma D.2 using the current p ⋆ and C. After that, we can set the new C-value to be C ′ = C · exp(C/6)/(1 + λ), after putting each vertex v not meeting the following condition to V bad :
Sum of 1/p u over all remaining uncolored vertices u in N out (v) is at most 1/C ′ = 1 + λ exp(C/6)C .
If λ is chosen as a small enough constant, we have C ′ > C. After a constant number of iterations, we can increase the C-value to any constant we like. Now, all conditions in Lemma 4.1 are met for the three sets R, V bad , and V Good ← U .
Lemma D.2 ([CLP18]).
There is an one-round algorithm meeting the following conditions. Let v be any vertex. Let d be the summation of 1/p u over all vertices u in N out (v) that remain uncolored after the algorithm. Then the following holds. E The CLP Algorithm in the Low-Memory MPC Model
In this section, we show which changes have to be made to [CLP18] to get a low-memory MPC algorithm, thus proving Lemma 3.4. There are two main issues in the low-memory MPC model that we need to take care of. First, the total memory of the system is limited toΘ(m + n), where m and n are the number of edges and vertices in the input graph, respectively. Second, the local memory per machine is restricted to O(n α ), for an arbitrary constant α > 0. These two restrictions force us to be careful about the amount of information sent between the machines. In particular, no vertex can receive messages from more than O(n α ) other vertices in one round (as opposed to the CONGESTED-CLIQUE, where a vertex can receive up to O(n) messages per round).
The key feature of our partitioning algorithm is that we can reduce the coloring problem to several instances of coloring graphs with maximum degree ∆ = O(n α/2 ). Given this assumption, we can implement the CLP algorithm in the low-memory MPC model almost line by line as done by Parter [Par18, Appendix A.2] for the CONGESTED-CLIQUE. Therefore, here we simply point out the differences in the algorithm and refer the reader to the paper by Parter for further technical details.
14 Each vertex v is associated with a parameter pv = ηǫ Dense Vertices. Put briefly, a vertex is γ-dense, if a (1 − γ)-fraction of the edges incident on it belong to at least (1 − γ) · ∆ triangles. An γ-almost clique is a connected component of γ-dense vertices that have at most γ · ∆ vertices outside the component. Each such component has a weak diameter of at most 2. These components can be computed in 2 rounds by each vertex learning its 2-hop neighborhood. This process is performed O(log log ∆) times in parallel which incurs a factor of O(log log ∆) in the memory requirements, which is negligible. Furthermore, the algorithm requires running a coloring algorithm within the dense components. Since the component size is at most ∆ ≪ ∆ 2 , we can choose one vertex in the component as a leader and the leader vertex can locally simulate the coloring algorithm without breaking the local memory restriction.
Memory Bounds. Once the 2-hop neighborhoods of nodes have been learned, no more memory overhead is required. Since we have ∆ ≪ n α/2 , learning the 2-hop neighborhoods does not violate the local memory restriction of O(n α ). For the total memory bound, storing the 2-hop neighborhoods requires at most O( v (deg G (v)) 2 ) memory.
Post-Shattering and Clean-up. Another step that we cannot use as a black box is a subroutine that colors a graph that consists of connected components of O(poly log n) size. Regardless of the component sizes being small, all vertices over all components might not fit the memory of a single machine. Hence, similarly to the CLP algorithm in the LOCAL model, we use the best deterministic list coloring algorithm to color the components. For general graphs, currently the best runtime in the LOCAL model is obtained by applying the algorithm by Panconesi and Srinivasan [PS96] with runtime of 2 O( √ log n ′ ) , where n ′ = O(poly log n) is the maximum size of the small components. We can improve this bound exponentially in the MPC model by using the known graph exponentiation technique [Len13, BFU18b] and obtain a runtime of O( √ log log n). The graph exponentiation technique works as follows. Suppose that every vertex knows all the vertices and the topology of its 2 i−1 -hop neighborhood in round i−1 for some integer i ≥ 0. Then, in round i, every vertex can communicate the topology of its 2 i−1 -hop neighborhood to all the vertices in its 2 i−1 -hop neighborhood. This way, every vertex learns its 2 i -hop neighborhood in round i and hence, every vertex can simulate any 2 i -round LOCAL algorithm in i rounds. We observe that, in the components of O(poly log n) size, the 2 i -hop neighborhood of any vertex for any i fits into the memory of a single machine since the number of vertices in the neighborhood is clearly bounded by O(poly log n). The same observation yields that the total memory ofÕ(m) suffices.
