Direct simulations of homogeneous turbulence have, in recent years, come into widespread use for the evaluation of models for the pressure-strain correlation of turbulence. While work in this area has been beneficial, the increasingly common practice of testing the slow and rapid parts of these models separately in uniformly strained turbulent flows is shown in this paper to be unsound. For such flows, the decomposition of models for the pressurestrain correlation into slow and rapid parts is ambiguous. Consequently, when tested in this manner, misleading conclusions can be drawn about the performance of pressure-strain models. This point is amplified by illustrative calculations of homogeneous shear flow where other pitfalls in the evaluation of models are also uncovered. More meaningful measures for testing the performance of pressure-strain models in uniformly strained turbulent flows are proposed and the implications for turbulence modeling are discussed.
INTRODUCTION Direct numerical simulations (DNS) of turbulent flows have provided a powerful new
tool for the testing and screening of turbulence models. Turbulence quantities that are not directly measurable can now be computed accurately -for a variety of benchmark turbulent flows -in far more detail than that which can be extrapolated from physical experiments.
The pressure-strain correlation, which plays a pivotal role in the formulation of Reynolds stress transport models, represents a prime example where DNS data bases have provided a wealth of interesting new information.' During the past decade -beginning perhaps, with the work of Rogallo 2 -models for the pressure-strain correlation have been tested using DNS data bases for homogeneous turbulent flows. In the most recent such work, it has become a common practice to decompose models for the pressure strain correlation into slow and rapid parts and to compare the model predictions for these parts separately with DNS data bases. 3 5 This approach seemed attractive since it would provide a gauge on the performance of each part of a model for the pressure-strain correlation. Prior to the advent of direct simulations of turbulence, such comparisons were not possible since the slow and rapid parts of the pressure-strain correlation cannot be measured, even by indirect means. However, in uniformly strained turbulent flows, this procedure can lead to misleading results. The main purpose of the present paper is demonstrate this point along with other pitfalls in the evaluation of models.
It will be shown that the decomposition of models for the pressure-strain correlation into slow and rapid parts is ambiguous for uniformly strained turbulent flows where the mean velocity gradients are constant. Hence, when the commonly assumed decomposition is implemented and comparisons are made with DNS results, an overly pessimistic and misleading assessment of the performance of a pressure-strain model can be arrived at. This point is demonstrated theoretically and then is illustrated computationally by comparisons of the predictions of three recent pressure-strain models (the models of Shili and Lumley,' Fu, Launder and Tselepidakis 7 and Speziale, Sarkar and Gatski s ) with the direct simulations of Rogers, Moin and Reynolds 9 for homogeneous shear flow. It will thus be argued that in uniformly strained turbulent flows, models for the pressure-strain correlation should be tested as a whole rather than tested in their slow and rapid parts. More objective alternative means for doing so will be proposed. Of course, the slow and rapid parts of models for the pressure-strain correlation can still be tested separately in the limit of relaxational turlulent flows and in the rapid distortion limit, respectively. These issues will be discussed in detail in the sections to follow.
ANALYSIS OF THE PRESSURE-STRAIN CORRELATION
We will base our analysis on the incompressible Navier-Stokes equations
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axi where vi is the velocity vector, P is the kinematic pressure, and v is the kinematic viscosity of the fluid. The velocity and pressure are decomposed into ensemble mean and fluctuating parts, respectively:
An evolution equation for the fluctuating velocity ui is obtained by subtracting the ensemble mean of (1) from (1) itself to yield 0
which is solved subject to the incompressibility constraint Oui axi 0.
(5)
We will restrict our analysis to homogeneous turbulence where we have OLi xj= Gj(t)
U-i7 = I-3 (t).
Hence, for homogeneous turbulence, (4) reduces to the form
By taking the divergence of (8), the pressure can be solved for, i.e.,
OUk Out (9) Oxk Oax aDk which, in an unbounded domain, has the general solution When done in Fourier space, the process of obtaining Eq. (11) is equivalent to projecting the pressure out of the problem."
The fluctuating pressure is decomposed into slow and rapid parts, respectively, as follows12,13
where the slow pressure p(S) and the rapid pressure p(R) are solutions of the Poisson equations a(S a xk a(13)
aXk For homogeneous turbulent flows, this decomposition is unique (for general inhomogeneous turbulent flows it is not unique due to problems with the boundary conditions). By making use of (12), the pressure-strain correlation can be decomposed into slow and rapid parts in a straightforward manner:
or, equivalently,
where Iij denotes the pressure-strain correlation. Here, the slow and rapid parts of the pressure-strain can be written exclusively in terms of the fluctuating velocity as follows:
As a direct consequence of (11), it follows that solutions of the Navier-Stokes equations for the fluctuating velocity field ui in homogeneous turbulence are of the general form (see
where T[ • ] denotes a functional (i.e., a quantity determined by the history of a function).
From (19), it is clear that any moments constructed from ui will be nonlinear functionals of the history of Gki(t'). More precisely, from (17)-(18) and (19) it follows that both I(S) and IIT) can depend nonlinearly on Gki at retarded times as follows:
where the correlation Mijk is defined by
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Here, rI ), and ri7) are functions of time alone since we are considering homogeneous turbulence for which an ensemble mean is assumed to be equivalent to a spatial average.
In the standard models for (20)-(21) that have been used in the formulation of secondorder closures, explicit history effects have been neglected and the time dependence t has been parameterized through u-u 3 (t) and the dissipation rate 6(t) -the only two turbulence correlations that are typically generated in the solution of these models. With these two assumptions, dimensional considerations and the fact that 11,i is traceless then yields models of the form 12 -14
are, respectively, the turbulent kinetic energy, the turbulent dissipation rate, and the anisotropy tensor. Due to the way in which (23) was postulated, it has become common to assume that models of this form can be decomposed into slow and rapid parts as follows:
Certainly, (27)-(28) are consistent with the limits of relaxational and rapidly distorted turbulent flows. More precisely, in the limit of a relaxational flow where for times t > 0, we set Ovk/kOX = 0, it follows that The only thing that we can say definitively that. Aj is the slow pressure-strain correlation in the limit of relaxational flows and that K1ij-kiYCkrdxi is the rapid pressure-strain in the rapid distortion limit.
This analysis is particularly relevant for comparison studies of existing models for the pressure-strain correlation. Many of these models have been calibrated in uniformly strained turbulent flows (i.e., homogeneous shear flow). Since for such flows. both the rapid and slow parts of the pressure-strain correlation can depend explicitly on Oi'k/OX1, the implementation of the commonly assumed decomposition (27)-(28) to evaluate models can lead to misleading res'dlts as we will show more clearly in the next section.
COMPARISONS WITH DIRECT SIMULATIONS
Three recent models for the pressure-strain correlation will be compared with the direct simulations of Rogers, Moin and Reynolds 9 for homogeneous shear flow. These models are as follows: where P =-WpTT h/a9U1x 3 is the turbulence production and 
Shih-Lumley Model (SL)

Hij
The values of the pressure-strain correlation computed in the direct simulations of Rogers. It is thus clear that this commonly adopted practice of testing the "slow" and -'rapid" parts of the pressure-strain correlation in homogeneously strained turbulent flows should be abandoned in favor of alternative tests based on the total pressure-strain correlation. This point led the present authors to model the total pressure-strain correlation, without using the deccmpositions (27)-(28), when formulating the SSG model. Such an approach had been
propose(] previously by Leslie."1 It must be remembered that only the total pressure-strain correlation enters into the Reynolds stress transport equation.
ALTERNATIVE TESTS OF PRESSURE-STRAIN MODELS USING DNS
As shown in the last section, the direct comparison of models for the pressure-strain correlation with DNS can be either misleading or inconclusive. The only way to obtain a more accurate gauge on the performance of pressure-strain models in homogeneously strained turbulent flows is to compute these flows with a full second-order closure that incorporates these models and then compare with DNS results. In this way, the ability of these models to yield good predictions for the time evolution of the Reynolds stresses as well as the equilibrium anisotropies can be assessed. In the final analysis, the purpose of these pressurestrain models is to yield a full Reynolds stress closure; hence, such models should be judged good or bad based on their ability to yield accurate predictions for the Reynolds stresses.
The Reynolds stress transport equation takes the form'"
Xk(4 for homogeneous turbulence. Consequently, in order to achieve closure, a model for the turbulent dissipation rate tensor Eij is needed in addition to a model for the pressure-strain correlation rlis. This does cause some concern since inaccurate model predictions can arise from two sources: the pressure-strain correlation or the dissipation rate tensor. However, in virtually all of the commonly used second-order closures, the turbulent dissipation rate is modeled as follows: The effect of variations of these coefficients will be discussed briefly later. Both the SL and SSG models are used with Kolnogorov's assumption of local isotropy 9 S= 3IS,.
In the FLT model, a simple algebraic model is used to parameterize the anisotropy of dissipation as follows:
wherein -is obtained from (,18 ). This model is needed for consistency with the limit of two-component turbulence (in more recent versions of ti model of Launder and co-workers, the anisotropic part of (53) is combined with Hij).
Now, computations of the Reynolds stresses predicted by the models will be compared with the DNS results of Rogers et al. for homogeneous shear. In Figure 6 , the prrdi,:tions of the SL, FLT and SSG models for the time evolution of the turbulent kinetic energy are compared with run ('128W of the DNS 9 (here, K = K/Ko, t-= St). These results appear to indicate that the SL model performs the best, by far. Shih et at. 3 reported very simitay results for the SL model for run C128W of the DNS which they used to argue for the superiority of this model. However, it becomes clear that these good results are fortuitous when other cases are considered. In Figures 7-8 , the model predictions are compared with DNS results for runs C12SU and C128X of Rogers et al. 9 For these cases, none of the models are able to predict the trends of the DNS. The reason for this is that the initial conditions of the DNS are contaminated. More specifically at time t* = 0 when the shear is turned on, the flow is seeded with a random isotropic velocity field with a square pulse spectrum (see Rogallo 2 ). Hence it is unrealistic to expect one-point turbulence models to predict the early time evolution of this "pseudo-turbulence" (the artificial nature of the early t ransient, is best illustrated by run C128X shown in Figure 8 for which the turbulence Reynolds number drops an order of magnitude during the first eddy turnover time). At least one eddy turnover should be allowed to elapse before making comparisons; this corresponds to E0t K>1 i¢0 or 'S/ > 2 for the initial conditions of these simulations. Hence at SI = 2, the values of Ti j anid E taken from the 1)NS which correspoii(l to a more physical turbulence with a developed energy sIect rum are now used as initial condit ions for the models. \Vih these more physical initial conditions, a different picture emerges. For the C128W run shown iII Figure 9 (a) the SSG model now yields the best predictions in comparison to the DNS results.
For the C128U run shown in Figure 9 (b), the FLT imodel performs the best; whereas for the C128X run shown in Figure 9 (c) the FLT and SSG models perform comparably well.
However, in all of these runs, the SL model performs poorly. This is due to its underprediction of the growth rate -a result that will be shown later. By basing the calculations on the contaminated initial conditions at St = 0, it would be erroneously concluded that the SL model performs the best among these models in homogeneous shear flow.
Finally, we will provide a much more reliable criterion for judging the predictive capabilities of pressure-strain models in homogeneous shear flow. All of these models predict that when an initially isotropic turbulence is suddenly subjected to a mean strain then. luring the early times,
-
This result was first derived by Crow" 1 ; it is a rigorous constraint that can be obtained by simple symmetry arguments. Eq. (54) guarantees that the models will perform well for early times. Hence, the prospect that the models will perform well at later times is tied strongly to their ability to predict the equilibrium values (bij) and (SK/o) , since these are approached within a few eddy turnover times and achieve values that are independent of the initial conditions -a feature that is universal in homogeneous shear flow. 20 In Table  1 , the equilibrium values predicted by the SL, FLT and SSG models for homogeneous shear flow are compared with the DNS results of Rogers et al. 9 averaged over the six runs discussed therein. Here,
is the equilibrium value of the ratio of production to dissipation and
A= -2(b 12 ),_ -(c.6K) -,(56)
is the equilibrium growth rate (for t >> 1, K', z" -c,'\,t). It now becomes clear why the FLT and SSG models perform more favorably compared to the DNS results of Rlogers et al."
Both FLT and SSG yield growth rates that are in the range of the )NS: siinilarly the other equilibrium values are close to the DNS results. However, the SL model yields equilibrium values for bi 3 and SK/e which --with the exception of (bi1),. compare poorly with I I ie DNS results as shown in Table 1 . In particular, the growth rate A,,, is underpredicted Table 1 ) and bring the model dangerously close to the bifurcation point C.1 = 1. Larger values of Ce alleviate the bad predictions for (SK/E), and (P/),.. Speziale et al. 2 4 computed homogeneous shear flow for the SL model using the more traditional value of Cd = 1.44. This calculation yields (SK/),o -7 and (P/e). Of course, these results raise the question as to why the SL model performs so poorly yet appears to be so favorable in comparison to the DNS data of Rogers et al. 9 for the pressure strain correlation (see Figures 3(a)-(c) ). A possible explanation arises from Figure 3 (b) for the crucial H 12 component which contributes strongly to the determination of the growth rate. 2° 13y the end of the simulation, the S1, model pre(lictions are diverging away from the I)NS data whereas the FLIT and SSG model predictions are converging toward the 1)NS data.
CONCLUDING REMAR T ,-
(onsilerable care must be exercised when I) NS data bases are used to evaluate the 12 performance of turbulence models. The recent practice of comparing separately the model predictions for the "slow" and "rapid" parts of the pressure-strain correlation with DNS data bases for homogeneously strained turbulent flows is fundamentally unsound. This is due to the fact that the decomposition of models for the pressure-strain correlation into slow and rapid parts is ambiguous in such flows since both parts can depend explicitly on the mean velocity gradients. As a result of the way in which models for the pressurestrain correlation are calibrated, the part of the model that depends explicitly on the mean velocity gradients is actually accounting for contributions from both the slow and rapid terms in these flows. Consequently, when a model is decomposed into slow and rapid parts along the traditional lines (27)-(28), highly misleading results can be obtained when separate comparisons are made with DNS results for the slow and rapid pressure strain correlations drawn from homogenous shear flow.
The individual slow and rapid parts of the commonly used models can only be properly (here, the SSG model performed better than the SL model in three out of four experimental test cases of the return to isotropy problem at higher Reynolds numbers).
In the final analysis, simplified models for the pressure-strain correlation such as (23) are primarily useful in so far as they are able to render reliable predictions for the Reynolds stresses within the framework of an otherwise internally consistent second-order closure. For homogeneous turbulence this is best achieved by satisfying the Crow 2 1 constraint and by calibrating the model to yield good equilibrium values for the Reynolds stress anisotropies in benchmark cases like homogeneous shear flow (the former ensures good predictions for early times whereas the latter enhances the prospects for good predictions at later times).
The FLT and SSG models discussed in this paper perform much better than the SL model in homogeneous shear flow since the former two models were partially calibrated based on experimental data for this flow. On the other hand, the SL model was largely formulated based on the satisfaction of the constraint of realizability in the limit of two-component turbulence. The formulation of models exclusively by the satisfaction of an extreme constraint -exact as it may be -may not guarantee that a model will perform well in basic benchmark flows. Deficiencies like those uncovered in this study can be overlooked when models for the pressure-strain correlation are compared in isolation with DNS data bases without a direct examination of their predictive capabilities within the framework of a full Reynolds stress closure.
APPENDIX A
The equation of motion ( ui(x,t) - Consequently, the fluctuating velocity -as well as any statistics constructed from it --will depend nonlinearly on the history of the mean velocity gradients. On physical grounds, the duration of this history dependence would be expected to be of the order of an eddy turnover time. 
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