Is there a Mott-glass phase in a one-dimensional disordered quantum
  fluid with linearly confining interactions? by Dupuis, Nicolas
epl draft
Is there a Mott-glass phase in a one-dimensional disordered quan-
tum fluid with linearly confining interactions?
Nicolas Dupuis
Sorbonne Universite´, CNRS, Laboratoire de Physique The´orique de la Matie`re Condense´e, LPTMC,
F-75005 Paris, France
PACS 67.85.-d – Ultracold gases, trapped gases
PACS 74.62.En – Effects of disorder
PACS 05.10.Cc – Renormalization group methods
Abstract –We study a one-dimensional disordered quantum fluid with linearly confining interac-
tions (disordered Schwinger model) using bosonization and the nonperturbative functional renor-
malization group. We find that the long-range interactions make the Anderson-insulator (or, for
bosons, the Bose-glass) fixed point (corresponding to a compressible state with a gapless opti-
cal conductivity) unstable, even if the latter may control the flow at intermediate energy scales.
The stable fixed point describes an incompressible ground state with a gapped optical conduc-
tivity similar to a Mott insulator. These results disagree with the Gaussian variational method
that predicts a Mott glass, namely a state with vanishing compressibility but a gapless optical
conductivity.
Introduction. – In quantum many-body systems the
interplay between disorder and interactions may lead to
rich phase diagrams exhibiting various types of insulating
phases. In a one-dimensional quantum fluid, depending
on the respective strength of disorder and interactions,
the ground state can be either a Luttinger liquid (i.e a
superfluid/metallic state for bosons/fermions) or an An-
derson insulator (a Bose glass for bosons) [1,2]. The latter
is characterized by a nonzero compressibility, a vanishing
dc conductivity and the absence of a gap in the optical
conductivity.
An interesting question is whether one-dimensional
quantum fluids can exhibit other, possibly more ex-
otic, phases besides the Anderson-insulator/Bose-glass
and Luttinger-liquid phases. It was suggested that in a
Fermi fluid the interplay between disorder and a com-
mensurate periodic potential could stabilize a Mott glass,
characterized by a vanishing compressibility and a gapless
optical conductivity [3, 4]. This state, intermediate be-
tween a Mott insulator and an Anderson insulator, would
result from the coexistence of gapped single-particle ex-
citations (which imply a vanishing compressibility) and
gapless particle-hole excitations (hence the absence of a
gap in the conductivity). The realization of a Mott glass
in a one-dimensional quantum fluid with short-range in-
teractions has however been challenged [5, 6], thus calling
into question the validity of the perturbative functional
renormalization group (FRG) approach and the Gaussian
variational method (GVM) [7,8] used in Refs. [3, 4].
In a recent paper [9], Chou et al. have studied a model
of one-dimensional fermions interacting with a (1 + 1)D
gauge field (Schwinger model [10–13]) in the presence of
quenched disorder (disordered Schwinger model [14, 15]).
This model evades the arguments against the Mott-glass
phase advanced in Ref. [5] due to the long-range nature of
the linearly confining interactions mediated by the gauge
field. Using bosonization and the Gaussian variational
method (GVM), these authors find that the ground state
is a Mott glass. This conclusion agrees with the result ob-
tained in Ref. [4] within the perturbative FRG approach.1
The Schwinger model has experimental relevance since it
has been proposed [16–19] and realized [20] in synthetic
quantum systems.
Given the uncontrolled nature of the GVM and the per-
turbative FRG (in phases where disorder flows to strong
coupling) as well as their controversial results in models
with both disorder and a commensurate periodic poten-
tial [3–6], it would be desirable to confirm the existence
of a Mott-glass phase in the disordered Schwinger model
by alternative methods. In this Letter, we reconsider this
1The perturbative FRG approach to the disordered Schwinger
model is discussed in Appendix D of Ref. [4].
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issue using bosonization, the replica method, and the non-
perturbative FRG. For simplicity, we consider bosons but
our conclusions also hold for a Fermi fluid. In the ab-
sence of linearly confining interactions, i.e. for a disor-
dered fluid with short-range interactions, the main fea-
tures of the FRG flow are well understood [21,22]. There
is an attractive line of fixed points at vanishing disorder
corresponding to the superfluid phase. This line becomes
repulsive when the Luttinger parameter K, which char-
acterizes the quantum fluctuations of the particle density,
becomes smaller than 3/2. All RG trajectories that do not
end up in the superfluid phase are attracted by a fixed
point characterized by a vanishing Luttinger parameter
K∗BG = 0 and a singular, cuspy, functional disorder cor-
relator that signals the existence of metastable states and
the glassy properties of the Bose glass.
In the bosonization formalism, the linearly confining in-
teractions translate into a mere “mass” term for the phase
field ϕ describing density fluctuations. This mass term is a
relevant perturbation that makes both the attractive line
of fixed points corresponding to the superfluid Luttinger
liquid and the Bose-glass fixed point unstable, whereas
the new, stable, fixed point describes an incompressible
ground state with a gapped optical conductivity similar to
a Mott insulator. Nevertheless, when the strength of the
linearly confining interactions is sufficiently weak, the flow
is controlled by the Bose-glass fixed point at intermediate
energy scales before crossing over to the Mott-insulator-
like regime at lower energies. The possible reasons for the
discrepancy between the nonperturbative FRG approach
on the one hand, and the GVM and perturbative FRG
approach on the other hand, will be discussed in the con-
clusion.
Disordered Schwinger model. – We consider a sys-
tem of particles interacting with a dynamical gauge field
in one spatial and one temporal dimension (Schwinger
model [10–13]). The gauge field is equivalent to a one-
dimensional Coulomb potential e2/q2 and induces a lin-
early confining inter-particle potential −(e2/2)|x| where
e is the charge of the particles. The Hamiltonian of the
system reads
Hˆ0 = HˆLL − e
2
4
ˆ
x,x′
ρˆ(x)|x− x′|ρˆ(x′) (1)
(we set ~ = kB = 1 throughout the paper), where ρˆ is
the density operator and the Luttinger-liquid Hamiltonian
HˆLL includes the kinetic energy of the bosons and a short-
range interaction. Using bosonization [23], at low energies
the Hamiltonian can be written as
Hˆ0 =
ˆ
x
{
v
2pi
[
1
K
(∂xϕˆ)2 +K(∂xθˆ)2
]
+ e
2
2pi2 ϕˆ
2
}
, (2)
where θˆ is the phase of the boson operator ψˆ(x) =
eiθˆ(x)ρˆ(x)1/2 and ϕˆ is related to the density operator via
ρˆ = ρ0− 1pi∂xϕˆ+ 2ρ2 cos(2piρ0x−2ϕˆ). Here ρ0 is the aver-
age density of particles and ρ2 a nonuniversal parameter
that depends on microscopic details. v denotes the sound
mode velocity of the Luttinger liquid and the dimension-
less quantity K, which encodes the strength of the short-
range boson interactions, is the Luttinger parameter. In
the bosonization formalism, the linearly confining interac-
tions of the Schwinger model reduces to a mere quadratic
“mass” term.
On the other hand the disorder contributes to the
Hamiltonian a term Hˆdis =
´
x
V (x)ρˆ(x) where V (x) is a
random potential assumed to have a Gaussian probability
distribution with zero mean. Ignoring the long-wavelength
part of V (x), which does not play any role in the localiza-
tion [9],
Hˆdis =
ˆ
x
ρ2(ξ∗e2iϕˆ + h.c.), (3)
where the random (complex) potential ξ(x) satisfies
ξ(x) = 0 and ξ∗(x)ξ(x′) = (D/ρ22)δ(x − x′) (the over-
bar denotes the average over disorder). The Hamiltonian
Hˆ0 + Hˆdis is conveniently studied by considering n copies
(or replicas) of the system. After averaging over disorder,
we can write the partition function as a functional integral
over the density field ϕ with the replicated action
S[ϕ] =
∑
a
ˆ
x,τ
{
v
2piK
[
(∂xϕa)2 +
(∂τϕa)2
v2
]
+ e
2
2pi2ϕ
2
a
}
−D
∑
a,b
ˆ
x,τ,τ ′
cos[2ϕa(x, τ)− 2ϕb(x, τ ′)], (4)
where ϕ = {ϕa} and a, b = 1 · · ·n are replica indices. The
imaginary times τ, τ ′ vary in [0, β] with β = 1/T →∞.
FRG formalism. – In the nonperturbative FRG ap-
proach, one considers a family of models indexed by a mo-
mentum scale k such that fluctuations are smoothly taken
into account as k is lowered from the microscopic scale Λ
(the UV cutoff of the model) down to 0 [24–26]. This is
achieved by adding to the action (4) the infrared regulator
term
∆Sk[ϕ] =
1
2
∑
a,q,ω
ϕa(−q,−iω)Rk(q, iω)ϕa(q, iω), (5)
where ω ≡ ωm = 2pim/β (m integer) is a Matsubara fre-
quency. The cutoff function Rk(q, iω) is chosen so that
fluctuation modes satisfying |q|, |ω|/vk  k are suppressed
while those with |q|  k or |ω|/vk  k are left unaffected
(vk denotes the k-dependent sound-mode velocity, see be-
low); its precise form is given in Ref. [22]. The partition
function
Zk[J ] =
ˆ
D[ϕ] e−S[ϕ]−∆Sk[ϕ]+
∑
a
´
x,τ
Jaϕa , (6)
defined here in the presence of n external sources J =
{Ja} acting on each replica independently, thus becomes
k dependent. The main quantity of interest in the FRG
approach is the scale-dependent effective action
Γk[φ] = − lnZk[J ] +
∑
a
ˆ
x,τ
Jaφa −∆Sk[φ], (7)
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defined as a (slightly) modified Legendre transform that
includes the subtraction of ∆Sk[φ]. Here φ = {φa} and
φa = 〈ϕa〉 denotes the expectation value of ϕa. Assum-
ing that for k = Λ the fluctuations are completely frozen
by the ∆SΛ term, ΓΛ[φ] = S[φ]. On the other hand the
effective action of the original model (4) is given by Γk=0
provided that Rk=0 vanishes. The nonperturbative FRG
aims at determining Γk=0 from ΓΛ using Wetterich’s equa-
tion [27–29]
∂tΓk[φ] =
1
2Tr
{
∂tRk
(
Γ(2)k [φ] +Rk
)−1}
, (8)
where Γ(2)k is the second functional derivative of Γk and
t = ln(k/Λ) a (negative) RG “time”. The trace in (8)
involves a sum over momenta and frequencies as well as
the replica index.
The form of the effective action is strongly constrained
by the statistical tilt symmetry (STS) [30] which originates
from the invariance of the disorder part of the action (4)
in the change ϕa(x, τ) → ϕa(x, τ) + w(x) with w(x) an
arbitrary time-independent function [22]:
Γk[φ] = Γk[φ′]− n2 β
ˆ
x
[
Zx(∂xw)2 +
e2
pi2
w2
]
−
ˆ
x,τ
∑
a
[
Zx(∂xw)(∂xφa) +
e2
pi2
φaw
]
, (9)
where φ′a(x, τ) = φa(x, τ) + w(x) and Zx = v/piK. A
possible ansatz for the effective action, which allows us to
solve (approximately) the flow equation (8) while being
compatible with the STS, is given by
Γk[φ] =
∑
a
Γ1,k[φa]− 12
∑
a,b
Γ2,k[φa, φb], (10)
where
Γ1,k[φa] =
ˆ
x,τ
{
Zx
2 (∂xφa)
2 + 12φa∆k(−∂τ )φa +
e2
2pi2φ
2
a
}
Γ2,k[φa, φb] =
ˆ
x,τ τ ′
Vk(φa(x, τ)− φb(x, τ ′)), (11)
with the initial conditions ∆Λ(iω) = ω2/pivK and VΛ(u) =
2D cos(2u). The STS implies that the “self-energy”
∆k(iω) satisfies ∆k(iω = 0) = 0, Zx remains equal
to its initial value and no higher-order space derivatives
are allowed. The infrared regulator ∆Sk ensures that
∆k(iω) = Zxω2/v2k + O(ω4) is a regular function near
ω = 0. In addition to the running velocity vk one may de-
fine a k-dependent Luttinger parameter by Zx = vk/piKk.
In the absence of linearly confining interactions (e = 0)
the ansatz (10) corresponds to the one used in Refs. [21,22]
to study the Bose-glass phase. In the disordered Schwinger
model the effective action includes the additional mass
term (e2/2pi2)φ2a. The fact that this term is k independent,
as required by the STS, has a very important consequence:
The propagator Pk = 1/Γ(2)1,k obtained from the one-replica
term Γ1,k is massive,
Pk(q, iω) =
1
Zxq2 + ∆k(iω) + e2/pi2
, (12)
and one can already anticipate that neither the Luttinger
liquid nor the Bose glass can be realized.
By inserting the ansatz (10-11) into Eq. (8), we obtain
the flow equations
∂tδk(u) = − 3δk(u)−Kkl1δ′′k (u)
+ pil¯2[δ′′k (u)(δk(u)− δk(0)) + δ′k(u)2],
∂t∆˜k(iω˜) = − 2∆˜k(iω˜) + zkω˜∂ω˜∆˜k(iω˜)
− piδ′′k (0)[l¯1(iω˜)− l¯1(0)],
∂tKk = θkKk, ∂t(Kk/vk) = 0,
(13)
for the dimensionless functions
δk(u) = −K
2
v2
V ′′k (u)
k3
, ∆˜k(iω˜) =
∆(iω)
Zxk2
(14)
(ω˜ = ω/vkk), where zk = 1 + θk is the running dynamical
critical exponent and
θk =
pi
2 δ
′′
k (0)m¯τ . (15)
These equations are similar to those derived in Ref. [22].
The only modification coming from the linearly confin-
ing interaction is the presence of the nonzero mass in the
propagator (12) which enters the “threshold” functions
l1, l¯2, l¯1(iω˜), m¯τ (see Appendix D4 in Ref. [22] for an ex-
plicit definition of the threshold functions).
Note that the propagator in dimensionless form,
P˜k(q˜, iω˜) = Zxk2Pk(q, iω) with q˜ = q/k, is naturally
expressed in terms of the dimensionless square charge
e˜2k = e2/Zxk2. The latter increases as k → 0 and is there-
fore a relevant perturbation. Thus one can already antici-
pate the existence of two regimes in the RG flow: a short-
distance or high-momentum regime, defined by e˜2k/pi2  1
(or, equivalently, k  kx where kx = e
√
K/piv), where
the physics is dominated by the quenched disorder and
the short-range interactions, and a long-distance regime
e˜2k/pi
2  1 where the linearly confining interactions play
an essential role. We expect that in the latter regime, the
mass term acts as an effective infrared cutoff and stops
the RG flow.
Ground state of the disordered Schwinger
model. – Let us first briefly recall the main results of the
FRG analysis when e2 = 0 [21,22]. Besides the attractive
line of fixed points defined by K ≥ 3/2 and δ(u) = 0, there
is a fixed point, describing the Bose-glass phase, charac-
terized by a vanishing Luttinger parameter K∗BG = 0 and
a potential δ∗BG(u) exhibiting cusps at u = 0,±pi,±2pi,
etc. At finite momentum scales k, the cusp singularity
is rounded into a quantum boundary layer (QBL) with a
p-3
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Figure 1: (Left) Flow of the Luttinger parameter Kk in the
Bose-glass phase (e2 = 0, dotted line) and in the presence
of linearly confining interactions (e2/vΛ2 = 0.1/0.4/0.8) for
KΛ = K = 0.4. (Right) Flow of the dynamical exponent zk.
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0.4
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−(K2/v2)V ′′k (u)
Figure 2: Potential −(K2/v2)V ′′k (u) = k3δk(u) for k varying
between Λ and Λ e−15 (from top to bottom), K = 0.4 and
8K2D/v2Λ3 = 0.005. Green lines: e2 = 0 (Bose-glass phase),
red circles: e2/vΛ2 = 0.4.
width ∼ Kk ∼ kz−1 determined by the dynamical criti-
cal exponent z = limk→0 zk. The QBL controls the low-
energy dynamics of the Bose-glass phase and in particular
yields a (dissipative) conductivity vanishing as ω2 in the
low-frequency limit.
The linearly confining interaction dramatically alters
this picture. After an initial decrease for k & kx, the Lut-
tinger parameter Kk stabilizes for k  kx to a nonzero
value K∗ that depends on the initial conditions (i.e. the
initial Luttinger parameter KΛ = K, the strength of the
disorder D, and the charge e). The running velocity vk
takes the value v∗ = vK∗/K since Kk/vk = K/v. The
running dynamical exponent zk first increases (for k . kx)
but eventually converges to 1 for k → 0 (Fig. 1). The
potential Vk(u) and its second derivative V ′′k (u) reach a
nonzero value, while they vanish in the Bose-glass phase
(in such a way that the dimensionless potential δk(u)
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Figure 3: (Left) Self-energy ∆(iω) ≡ ∆k=0(iω) vs ω for
e2/vΛ2 = 0.1/0.4/0.8. (Right) log-log plot showing the
quadratic regime ∆(iω) = Zxω2/v∗2 at low-frequencies (dotted
lines) where the velocity v∗ = vK∗/K is deduced from K∗ =
limk→0 Kk (see Fig. 1). The associated crossover frequency
is ωx/vΛ = 10−2.14/10−1.24/10−0.74 for e2/vΛ2 = 0.1/0.4/0.8
(from top to bottom).
reaches a nonzero fixed-value δ∗BG(u)) (Fig. 2).
Figure 3 shows the frequency dependence of the self-
energy ∆(iω) ≡ ∆k=0(iω) (actually obtained for k =
Λe−15). In the Bose-glass phase the self-energy ∆k(iω)
is an analytic function of ω2 for any nonzero value of k
(this is ensured by the presence of the infrared regula-
tor term ∆Sk in the action and the fact that the cusp
forms only at k = 0), and behaves as ∆k(iω) ' Zxω2/v2k
for |ω|  vkk. The low-frequency regime ∆k(iω) ∼ ω2
is suppressed when k → 0 and ∆(iω) = A + B|ω| at
low, but nonzero, frequencies [21, 22]. By contrast, in
the Schwinger model, we expect the mass term e2/pi2
in the propagator (12) to stop the RG flow at k ∼ kx
and therefore the self-energy ∆(iω) to remain an analytic
function of ω2 in a finite frequency range, with the low-
frequency behavior ∆(iω) ' Zxω2/v∗2 for |ω|  ωx where
ωx = v∗kx = e
√
K∗v∗/pi. For small e2, this quadratic
regime is too narrow to be seen in the left panel of Fig. 3
but is clearly apparent in a log-log plot. Furthermore, the
approximation ∆(iω) = Zxω2/v∗2 provides us with a very
accurate fit of the numerical solution of the flow equation
when |ω|  ωx (see the right panel of Fig. 3). Neverthe-
less, when the charge e is sufficiently small, there is an
intermediate frequency regime where ∆(iω) ' A + B|ω|
varies linearly as in the Bose-glass phase.
The knowledge of the self-energy allows us to compute
the density-density response function
χρρ(q, iω) =
q2
pi2
1
Zxq2 + ∆(iω) + e2/pi2
. (16)
The vanishing of the compressibility when e2 > 0,
κ = lim
q→0
χρρ(q, iω = 0) = 0, (17)
which is due to the nonzero mass in χρρ, can be seen as a
direct consequence of the STS. The conductivity is given
p-4
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by [31]
σ(ω) = e2 lim
q→0
−iω
q2
χRρρ(q, ω)
= −iωe
2
pi2[∆R(ω) + e2/pi2] , (18)
where the upper index R denotes the retarded part of the
correlation function obtained from the analytic continua-
tion iω → ω + i0+. Note that the expression of σ(ω) in
terms of ∆R(ω) is exact. Whether the conductivity ex-
hibits a gap or not depends on the low-energy behavior of
the self-energy. We have argued above that the self-energy
∆(iω) is an analytic function of ω2 below a strictly pos-
itive frequency threshold. Using the low-frequency limit
∆(iω) = Zxω2/v∗2, and therefore ∆R(ω) = −Zxω2/v∗2,
one obtains
σ(ω) ' iωω
2
x
(ω + i0+)2 − ω2x
(19)
for |ω|  ωx. The conductivity is purely imaginary at low
frequencies, which implies an optical gap.
Discussion and conclusion. – The nonperturbative
FRG approach, combined with bosonization, has proven
to be successful in one dimension for the description of the
Mott transition of bosons in a periodic potential (sine-
Gordon model [32]) and the Bose-glass phase of disor-
dered bosons [21, 22]. In particular, it takes into account
both solitonlike excitations and small fluctuations of the
phase field ϕ about its equilibrium value (this includes
the soliton-antisoliton bound state (breather) of the sine-
Gordon model) in sine-Gordon-like models. In this paper,
we have shown that the FRG approach predicts the ground
state of the disordered Schwinger model to exhibit a van-
ishing compressibility and a gapped optical conductivity.
This result is in striking disagreement with the GVM [9].
The latter predicts the ground state of the disordered
Schwinger model to be a Mott glass, i.e. a state intermedi-
ate between a Mott insulator and a Bose glass, character-
ized by a vanishing compressibility and a gapless optical
conductivity. As compared to the FRG, the GVM appears
to be a much less controlled approach; it leads to artifacts
even in the case of the plain sine-Gordon model.2. An im-
portant limitation of the GVM is its inability to describe
soliton and soliton-antisoliton pair excitations, which is
yet crucial for a proper analysis of the compressibility and
optical conductivity in disordered one-dimensional quan-
tum fluids [5]. The GVM has nevertheless given an appar-
ently satisfactory description of the Bose-glass phase [8].3
This success however relies on the (somewhat ad hoc)
choice of the marginal stability condition rather than the
minimization of the free energy. The second choice gives
2See, e.g., the discussion in Appendix C of Ref. [8].
3Whether small fluctuations of the phase (the only excitations
that are considered in the GVM) are sufficient to explain the
ω2 dependence of the conductivity seems however controversial
and contradicting results can be found in the literature; see, e.g.,
Refs. [33–35].
a gapped optical conductivity and was discarded on phys-
ical grounds in Ref. [8]. The marginal stability condition
was also chosen in the GVM approach to the disordered
Schwinger model [9]. Minimizing the free energy, which
might give a gapped optical conductivity, could be a bet-
ter choice and lead to results in agreement with the non-
perturbative FRG.4
Our results also disagree with the perturbative FRG
which predicts a Mott glass in the disordered Schwinger
model when the disorder is sufficiently strong [4]. In the
perturbative approach, the cusp in the disorder correlator
δk(u) forms at a nonzero scale k > 0 in the Bose-glass
phase (i.e. for e = 0). If the particle charge e is suffi-
ciently small, the cusp can still form before the renormal-
ized (square) mass e˜2k becomes of order unity and stops the
flow; ∆R(ω) then becomes nonanalytic near ω = 0 and the
conductivity is gapless. As discussed in detail in Ref. [22],
the cusp formation at a nonzero momentum scale is an
artifact of the perturbative approach, which treats in per-
turbation a diverging quantity (δ′′k (0)); it does not survive
in the nonperturbative FRG.
We therefore conclude that the existence of a Mott-glass
phase in the disordered Schwinger model is very unlikely.
∗ ∗ ∗
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