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ABSTRACT 
A m u l t i s t e p  p red ic to r - co r rec to r  method f o r  t h e  
numerical  s o l u t i o n  of ord inary  d i f f e r e n t i a l  equat ions  
i s  developed. 
g e n e r a l i z a t i o n s ,  f o r  the case  of v a r i a b l e  mesh spac ing ,  
of prev ious  formulas r equ i r ing  f i x e d  s t e p  s i z e .  I n  
a d d i t i o n  t o  r e t a i n i n g  the h igh  l o c a l  accuracy  and con- 
vergence p r o p e r t i e s  of t he  e a r l i e r  methods, t h e  v a r i a b l e  
mesh method is developed i n  a form conducive t o  t h e  
gene ra t ion  of e f f e c t i v e  c r i t e r i a  f o r  t h e  s e l e c t i o n  of 
subsequent s t e p  s i z e s  in  t h e  s t e p  by s t e p  s o l u t i o n  of 
d i f f e r e n t i a l  equat ions .  These c r i t e r i a  a r e  based on 
cons ide ra t ions  of t runca t ion  e r r o r ,  convergence of 
c o r r e c t o r  i t e r a t i o n s ,  and an ex tens ive  t rea tment  of 
r e l a t i v e  numerical  s t ab i l i t y .  The a lgo r i thm has been 
t e s t e d  e x t e n s i v e l y  and compared w i t h  o t h e r  methods. 
The r e s u l t s  of t h e  comparison f a v o r  t h e  new method. 
The d i f f e rence  equat ions  employed are 
RR 67-12 i i i / i v  
lst ROCYETDYNE 0 A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N ,  I N C  
CONTENTS 
Foreword . . . . . . . . . . . . . . . . . . . . .  ii 
Abstract . . . . . . . . . . . . . . . . . . .  .iii 
Introduction . . . . . . . . . . . . . . . . . .  1 
Variable Mesh Multistep Formulas . . . . . . . . . . . .  3 
Numerical Stability . . . . . . . . . . . . . . . .  10 
Criteria for Selecting Mesh Increments . . . . . . . . . .  19 
Numerical Testing and Comparison With Other Methods . . . . .  24 
References . . . . . . . . . . . . . . . . . . .  31 
RR 67-12 v/vi 
UR 
1. 
2 .  
3 .  
4 .  
~- ~ 
ROCYETDYNE A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N  I N C  
ILLUSTRA T I ONS 
Region of Stability and Convergence of Corrector 
Iterations of Variable Mesh Method . . . . . . . .  
Example of Ambiguity in Relative Stability Definition . 
Regions of Relative Stability and Convergence of 
Corrector Iterations of Variable Mesh Method for Systems 
of Differential Equations . . . . . . . . . . .  






1. Problems Used to Test Variable Mesh Method . . . . . .  26 
2 .  Comparison of Relative Error . . . . . . . . . . .  28 
RR 67-12 vi i /vi i i 
R ROCYETDYNE A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N ,  I N C  
R. Van Wyk 
Rocke tdyne 
A Divis ion  of North American Av ia t ion ,  I n c .  
Canoga Park, C a l i f o r n i a  
1. INTRODUCTION. A g r e a t  deal of r e sea rch  e f f o r t  has  been d i r e c t e d  
toward t h e  numerical  s o l u t i o n  of f irst  o rde r  n o n l i n e a r  o rd ina ry  d i f f c r -  
e n t i a 1  equat ions  because of t h e  p r a c t i c a l  importance of such problems. 
The most widely u s e d  numerical  methods t h a t  have been developed f o r  these 
problems provide approximate values  of t h e  s o l u t i o n  a t  d i s c r e t e  p o i n t s  
accord ing  t o  a s tepwise computation beginning a t  an i n i t i a l  p o i n t  f o r  
which t h e  s o l u t i o n  i s  known. These methods a r e  c a l l e d  one-step methods 
i f  t h e  c a l c u l a t i o n  of t h e  s o l u t i o n  a t  a given poin t  depends e x p l i c i t l y  
on va lues  o i  the  s o l u t i o n  and one o r  more of i t s  d e r i v a t i v e s  a t  on ly  one pre- 
v i o u s  p o i n t .  Mul t i s t ep  methods r equ i r e  values a t  two o r  more prev ious  
p o i n t s .  One-step (Runge-Kutta) methods a r e  v e r y  convenient  because t h e  
s t e p  increments can be changed r e a d i l y  from s t e p  t o  s t e p  as d e s i r e d  and 
because the  s o l u t i o n  i n  t h e  i n i t i a l  s t e p s  i s  c a l c u l a t e d  wi th  t h e  same 
formulas as used i n  subsequent s t eps .  Mul t i s t ep  methods, a l though less  
Convenient,  a r e  u s u a l l y  more e f f i c i e n t  because,  by malting u s e  of t h e  c a l -  
c u l a t i o n s  of more than one previous s t e p , l e s s  computer time i s  r equ i r ed  
t o  achieve t h e  same accuracy as achieved w i t h  a one-step method. 
*This work was-supported by t h e  Nat ional  Aeronaut ics  and Space Adminis t ra t ion  
Of f i ce  of Advanced Research and Technology under Cont rac t  No. NAS7-470. 
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The research reported here  w a s  d i r e c t e d  toward t h e  development and t e s t i n g  
of v a r i a b l e  mesh m u l t i s t e p  methods which no t  only p re se rve  t h e  e f f i c i e n c y  
due t o  the m u l t i s t e p  s t r u c t u r e  but  improve t h i s  e f f i c i e n c y  by p e r m i t t i n g  
as much freedom i n  t h e  v a r i a t i o n  of the s t e p  increments as i s  a f fo rded  
by one-step nethods.  Care w a s  taken t o  f o r n u l a t e  t h e  b a s i c  difCerence 
equat ions i n  a manner conducive t o  t h e  development of e f f e c t i v e  c r i t e r i a  
f o r  s e l e c t i n g  the v a r i a b l e  mesh increments as t h e  c a l c u l a t i o n  p r o g r e s s e s .  
In t h e  following pages the  b a s i c  a lgori thm i s  desc r ibed  and t h e  a n a l y s i s  
and p r a c t i c a l  cons ide ra t ions  j u s t i f y i n g  t h e  mesh c r i t e r i a  a r e  p re sen ted .  
The mesh c r i t e r i a  were sub jec t ed  t o  ex tens ive  numerical  t e s t i n g ,  and i n  
a d d i t i o n ,  the algori thm w a s  compared wi th  known methods i n  the  numerical  
s o l u t i o n  of s e l e c t e d  d i f f e r e n t i a l  equa t ions .  The r e s u l t s  o f  t h i s  and 
o t h e r  experimental work a r e  summarized i n  l a t e r  s e c t i o n s .  
The problem of  s t a r t i n g  the  computation, t h a t  i s ,  the  requirement of 
computing the s o l u t i o n  a t  t h e  f i r s t  few p o i n t s  by a s e p a r a t e  technique 
i n  o r d e r  t o  i n i t i a l i z e  m u l t i s t e p  methods, i s  no t  emphasized here  f o r  two 
r easons .  F i r s t ,  because of  t he  v a r i a b l e  mesh fo rmula t ion ,  t h e  ca l cu la -  
t i o n  i s  only i n i t i a l i z e d  once and never has t o  be r e s t a r t e d  as would be 
r equ i r ed  i n  changing t h e  s t e p  s i z e  while using a f i x e d  s t e p  s i z e , m u l t i -  
s t e p  method. In the  second p l a c e ,  f a i r l y  gene ra l  s t a r t i n g  procedures 
a r e  r e a d i l y  a v a i l a b l e  f o r  i nco rpora t ion  w i t h  the  v a r i a b l e  mesh method 
because the s t e p  increments used i n  t h e  s t a r t i n g  procedure can be sma l l e r  
than those used i n  t h e  subsequent c a l c u l a t i o n .  For example, t h e  s t a r t i n g  
procedure out l ined i n  [l] f o r  t he  v a r i a b l e  mesh method c o n s i s t s  of simply 
using t h e  one-step Adams-Bashforth/Adams-Moulton formulas f o r  the f i r s t  
s t e p ,  t h e  two-step formulas f o r  t h e  second s t e p ,  and t h e  th ree - s t ep  
formulas f o r  t h i r d  s t e p .  
t h r e e  i n i t i a l  s t e p s ,  and it i s  chosen small enough t o  y i e l d  t h e  d e s i r e d  
accuracy at t h e  f i r s t  p o i n t .  There i s  l i t t l e  danger of exceeding t h i s  
e r r o r  a t  the second and t h i r d  p o i n t s  s i n c e  h ighe r  o r d e r  formulas a r e  used. 
The same s t e p  s i z e  i s  used f o r  each of t h e s e  
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The a lgor i thm developed i n  t h e  fol lowing pages i s ,  t o  a g r e a t  e x t e n t ,  
genera: p r p o s e  in z z t u r z ,  a=?. t!1crefere e t h e r  methnds n r  n o d i f i c a t i n n s  
of t h i s  method may be s u p e r i o r  i n  s p e c i f i c  s i t u a t i o n s .  
systems of d i f f e r e n t i a l  equat ions  desc r ib ing  g r e a t l y  d i f f e r e n t  r e l a x a t i o n  
r a t e s  have rece ived  p a r t i c u l a r  a t t e n t i o n  i n  r ecen t  y e a r s  because s t e p  
s i z e  i s  l imi t ed  by the  f a s t e s t  r a t e  whi le  t h e  t o t a l  i n t e r v a l  of i n t eg ra -  
t i o n  i s  determined by t h e  s lowes t  r a t e .  
as t h e  one due t o  Treanor [ 2 ] ,  has obvious advantages f o r  systems of t h i s  
t ype .  
mesh, m u l t i s t e p  approach p a r t i c u l a r l y  s u i t e d  t o  these  problems. 
work w i l l  be repor ted  a t  a l a t e r  date.  
For example, 
A s p e c i a l  purpose method, such 
The w r i t e r  i s  p r e s e n t l y  studying a mod i f i ca t ion  of  t h e  v a r i a b l e  
This  
2 .  VARIABLE MESH MULTISTEP FOIMJLAS. The i n i t i a l  va lue  problems 
OP i n t e r e s t  a r e  represented  by d i f f e r e n t i a l  equa t ions  of t h e  form 
w i t h  i n i t i a l  condi t , ion y(x  ) = y . 
i s  cont inuous and s a t i s f i e s  t h e  Lipschi tz  cond i t ion  t h a t  guarantees  
t h e  ex i s t ence  of a unique, continuous and d i f f e r e n t i a b l e  s o l u t i o n  [33. 
The c o n t i n u i t y  of h ighe r  d e r i v a t i v e s  w i l l  be r equ i r ed  l a t e r  i n  t h e  d i s -  
cuss ion  of t r u n c a t i o n  e r r o r .  
It i s  assumed a t  t h e  o u t s e t  t h a t  F 
0 0 
We w i l l  use t h e  u s u a l  n o t a t i o n  i n  which y 
y(x ) and y i  denotes  It i s  assumed t h a t  t h e  computed s o l u t i o n  
i s  obtained r e c u r s i v e l y  by one o r  more formulas  of t h e  fo l lowing  type :  
denotes  t h e  computed va lue  of n 
P(xn, y,). n 
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- x and is permitted to n+l n' Here h denotes the current step size, x 
vary with n. 
be convenient later to express them in terms of mesh parameters 9 ,  9, 
and y defined by 
The coefficients ai and b. are also variable and it will 
1 
Q = (xn - x )/h, n -1 
Y = (Xn - x n-3 )/h. and 
For the case of fixed step size, a, 8 ,  and y have the constant values 
1,2, and 3, respectively. Henrici [3] has defined conditions of con- 
sistency and stability for fixed h and has shown that they are necessary 
and also sufficient,when taken together, for convergence of y to y(xn) 
as h + 0. The stability condition requires that no root of the equation 
n 
(4) 
2 p4 - ao$ - alp - a2p - a3 = o 
exceed one in modulus and roots of unit modulus must be simple. The con- 
sistency condition requires that equation (2) be exact if y(~) is either 
constant or linear. 
An analogous equivalence theorem holds in the variable mesh case. It 
follows immediately that the stability and consistency conditions are 
necessary for convergence in the variable mesh case because they are 
necessary in the special case of  fixed mesh. 
ciency has been generalized by the author to account for the case of 
Henrici'.s proof of suffi- 
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variable step size, but is omitted here because of its length. 
c a s e  thp t w o  c n n d i t i n n q  are required t o  h o l d  fer e n ~ h  different step q i ~ p  
used in the integration. 
For this 
The validity of the generalized equivalence theorem is not restricted t o  
difference equations with only the number o f  terms actually shown in (2). 
However since we will restrict the present discussion to fourth order 
methods--that is, methods with error terms proportional to the fifth power 
of 11--the terms shown are adequate. 
application depends heavily on the degree of accuracy desired, but fourth 
order is a reasonable compromise for medium range accuracy--say two to 
six significant figures. 
vary the order within a given application in order to maintain a desired 
accuracy. 
vantage of achieving the same objective without switching from formulas 
of one order to those of another. 
The optimum order to use in a given 
With fixed step size it i s  often desirable to 
The variable mesh procedure, on the other hand, has the ad- 
Both explicit (predictor) and implicit (corrector) variable mesh formulas 
are used. The explicit equation has b E 0 while the implicit usually 
can be solved by iteration. 
are determined in part by requiring satisfaction of the stability and 
consistency conditions. By requiring exactness for P(x,y) 0 ,  the rela- 
tion, a 
0 2 3  
root of equation ( 4 )  i s  unity. 
because a fourth order difference equation is used in place of a first 
-1 
The coefficients in ( 2 )  for the two formulas 
+ al + a + a = 1, is imposed, from which it follows that one 
The other three roots ("parasitic"i arising 
order differential equation, are all zero if we select a 
&3 
= 1, al = a2 - 
0 
= 0. Making this choice, we say that the condition of  stability is 
satisfied optimally. 
. 
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The consistency condition is satisfied by the additional requirement 
of exactness for y = x-x 
b2 + b = 1. 
which yields, for the predictor, bo + bl + n’ 
Combining this with the requirements of exactness for 
3 
~ ( x - x ~ ) ~ ,  1 ~(x-x,)~, ~ ( x - x ~ ) ~ ,  the bi o f  the predictor, 
are determined recursively as follows: 
2 2(2+3a) @+a) + X1-2a ) 
12?/(Y-cy) (8-Y) b7 = 
b = - -(1+2 1 b +2fi2) 1 !& 7 3  
b = 1 - b , - b 2 - b l ,  0 9 
Similarly, a corrector o f  the form 
is found with coefficients 
1 + 2  
d2 = 12 p(l+p)~p*y 
d o = 1  - - d2(1+8) - dl(l+u) 
d -1 
2 
= 1  - d2 - dl - do 
6 
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For t h e  s p e c i a l  case of f i x e d  s t e p  s i z e ,  t he  above p r e d i c t o r  and c o r r e c t o r  
fomuiav reduce i o  w-idely accepied Adms-&isiifvi+Ji &iid Ad&ms-)fou:t,on 
formulas r e s p e c t i v e l y .  I n  t h i s  connection one i s  reminded of t he  formulas 
presented by Nordsieclr i n  a paper which, l i k e  t h e  p re sen t  paper ,  a l s o  em- 
phas i zes  the advantages of changing s t e p  s i z e  [41.  Although t,he algori thm 
of Nordsieck i s  s u b s t a n t i a l l y  d i f f e r e n t  from t h a t  presented he re ,  i t  i s  
s imilar  i n  the  sense t ,hat  h i s  bas i c  i n t e g r a t i o n  formulas a r e  equ iva len t  
t .o  t h e  Adams formulas.  However, the formulat, ion used by Nordsieck appears  
t o  be much l e s s  conducive t o  t.he development of e f f e c t , i v e  lnesh s e l e c t i o n  
c r i t e r i a  than i s  the formulat ion presented above. This claim i s  corroborated 
by evidence obtained when both methods, complete wi th  t h e i r  r e s p e c t i v e  
recommended mesh s e l e c t i o n  c r i t e r i a ,  were a p p l i e d  t o  s e l e c t e d  d i f f e r e n t i a l  
equat ions.  This work is  descr ibed i n  more d e t a i l  i n  a l a t e r  s ec t ion .  
Assuming continuous h ighe r  d e r i v a t i v e s  of F ( x , y ) ,  i t  i s  evident  upon com- 
pa r ing  equat ion ( 5 )  wi th  an appropr i a t e  Taylor S e r i e s  r e p r e s e n t a t i o n  f o r  
Y ( X , + ~ )  t h a t  the t r u n c a t i o n  e r r o r  in (5) can be r ep resen ted  as 
where the  c o e f f i c i e n t  P depends on a, 8 ,  and y. I f  we consider  t he  n 
r e s i d u a l  e r r o r  r e s u l t i n g  from t h e  a p p l i c a t i o n  of ( 5 )  t o  t h e  polynomial 
(x-x,)~, we f i n d  t h a t  
S i m i l a r l y ,  i f  t h e  e r r o r  i n  (7)  i s  taken i n  t h e  form 
RR 67-12 7 
I!R ROCYETDYNE A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N ,  I N C  
Cn is found to be given by 
Various alternative modes of utilization of the predictor and corrector 
formulas are available in practice. For example, the predictor can be 
used without employing the corrector at all. On the other hand, if the 
corrector is used, it usually is used iteratively,with the predictor 
providing the first guess. Qualitatively, some of the arguments for and 
against the various alternatives are as follows: 
a) Number of derivative evaluations per step. The “predictor-only” 
mode requires only one evaluation per step. If one correction 
is employed, a second evaluation is usually made after the cor- 
rection, but is not absolutely necessary. In general, n cor- 
rections require either n or n+l derivative evaluations, de- 
pending on whether a final evaluation is or is not carried out. 
Evaluations of complicated derivative functions frequently re- 
quire a predominant portion of the total computer time. 
b) Truncation error. Implementation o f  the corrector reduces the 
truncation error. (It is a simple exercise to show that 
c) Numerical stability. With regard to both absolute and relative 
stability, the regions of stability become less restrictive as 
the number of corrections is increased. Incidentally, these 
regions become more restrictive as order is increased. 
8 RR 67-12 
Ik ROCYETDYNE A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N .  I N C .  
d )  A v a i l a b i l i t y  of mesh c r i t e r i a .  More e f f e c t i v e  procedures  f o r  
au tomat i ca l ly  s e l e c t i n g  the  mesh increments can he developed 
f o r  some modes than f o r  o t h e r s .  This  cons ide ra t ion  f a v o r s  a 
p red ic to r - co r rec to r  mode wi th  a t  l e a s t  two a p p l i c a t i o n s  of t h e  
c o r r e c t o r .  
An empir ica l  program w a s  c a r r i e d  o u t  whereby t h e  v a r i o u s  modes were com- 
pared i n  t h e  a c t u a l  nune r i ca l  so lu t ion  of s e l e c t e d  d i f f e r e n t i a l  equa t ions .  
The mesh increments were s e l e c t e d  i n  a manner such t h a t  t h e  t o t a l  number 
of  d e r i v a t i v e  eva lua t ions  w a s  t h e  same f o r  each mode. This  work i s  n o t  
r epor t ed  i n  d e t a i l  here  s i n c e  an  even more ex tens ive  t e s t i n g  program of 
a similar n a t u r e  f o r  t h e  case  of f ixed  s t e p  s i z e  w a s  c a r r i e d  out  and r e -  
por ted  i n  d e t a i l  by H u l l  and Creemer [TI. 
ment wi th  those  reached i n  t h e  present  s tudy .  The r e s u l t s  i n d i c a t e  t h e  
fo l lowing  t r ends :  
Thei r  conclus ions  are i n  agree- 
a )  It i s  u s u a l l y  was te fu l  t o  use m o r e  than  two c o r r e c t i o n s  pe r  s t e p .  
For example ( l e t t i n g  p denote p r e d i c t o r ;  d d e r i v a t i v e  e v a l u a t i o n ;  
and c c o r r e c t o r ) ,  p-d-c-d-c i s  more accu ra t e  than  p-d-c-d-c-d-c, 
where 50-percent l a r g e r  s t e p  s i z e s  are u s e d  w i t h  t h e  l a t t e r .  
Ending each s t e p  wi th  a d e r i v a t i v e  eva lua t ion  i s  n o t  as e f f i c i e n t  
as ending wi th  a c o r r e c t i o n .  For example, p-d-c-d-c and p-d-c 
(with h a l f  as l a r g e  s t e p  s i z e s )  a r e  bo th  more accu ra t e  than 
p-d-c-d. By t h e  same token p-d-c i s  b e t t e r  than  p-d, t he reby  
e l imina t ing  t h e  "predictor-only' '  mode. 
b )  
Based on t h e  above r e s u l t s  and the  preceding q u a l i t a t i v e  arguments,  i t  
w a s  concluded t h a t  t h e  mode p-d-c-d-c i s  favored  over  such a broad range 
of a p p l i c a t i o n s  t h a t  t h e  o the r  modes can be  neg lec t ed .  However,the mode 
p-d-c i s  n e a r l y  as good i n  many cases .  
RR 67-12 9 
‘ 1‘ 
’ !  . .  
ROCYETDYNE 0 A D I V I S I O N  O F  N O R T H  A M E R I C A N  A V I A T I O N ,  I N C .  
, I  
A variable mesh generalization of a predictor (applicable only in the 
p-d-c-d mode) due to Crane and Klopfenstein [6] was also employed in the 
tests but was consistently the least accurate of the methods tested. 
3. NUMERICAL STABILITY. The condition of stability used to establish 
convergence in the previous section does not guarantee numerical stability 
for h > 0. 
here. 
A more appropriate analysis of numerical stability is presented 
First note that. each corrector iteration is performed according to the 
equation 
where the superscript k denotes the kth iteration. 
equation from (7)  and employing the mean value theorem gives 
Subtracting this 
where 
=,(a”) ay x=x ? 
y$+l 
(k ) for some  between y 
quired for convergence of  the corrector iterations: 
and c ~ + ~ .  n +1 Thus the following condition is re- 
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It i s  assumed t h a t  condi t ion  (11) is s a t i s f i e d  i n  t h e  fo l lowing  d i scuss ion ,  
and i n  f a c t  t h i s  condi t ion  w i i i  be used i n  the  mesh se i ec i io i i  pi%ocediiiTes 
descr ibed  i n  t h e  next  s e c t i o n .  
It i s  a l s o  assumed f o r  t h e  purpose of t h e  numerical  s t a b i l i t y  a n a l y s i s  
t h a t  
s i z e .  By appropr i a t e  choice of h a t  each s t e p ,  can be made n e a r l y  con- 
stant i n  t h e  v a r i a b l e  mesh case .  
i s  c o n s t a n t ,  a s tandard  assumption i n  t h e  l i t e r a t u r e  f o r  f i x e d  s t e p  
I n  p r a c t i c e ,  however, t h i s  assumption i s  u s u a l l y  v i o l a t e d  wi th  f i x e d  mesh 
methods, even when procedures  t o  f r e q u e n t l y  double o r  halve t h e  s t e p  s i z e  
a r e  inc luded .  Furthermore when numerical s t a b i l i t y  i s  the  c o n t r o l l i n g  
f a c t o r ,  i t  i s  good p o l i c y  t o  keep h as l a r g e  as p o s s i b l e  wi thout  f o r c i n g  
beyond i t s  l i m i t a t i o n  imposed by t h e  t h r e a t  of i n s t a b i l i t y .  Thus i n  
t h i s  ca se ,  t h e  mesh increments used are a c t u a l l y  cons ide rab ly  subopt imal  
a t  most s t e p s  wi th  f ixed  mesh methods. On t h e  o t h e r  hand, t h e  v a r i a b l e  
mesh f e a t u r e  obviously a l lows  much b e t t e r  op t imiza t ion  when t h e  i n t e g r a -  
t i o n  i s  s t a b i l i t y  l i m i t e d .  Of course when it  i s  n o t  s t a b i l i t y  l i m i t e d ,  
v a r i a t i o n s  i n  a r e  inconsequent ia l .  
I n i t i a l l y  l e t  u s  cons ide r  t h e  mode which employs a p r e d i c t i o n  and k cor-  
r e c t i o n s  w i t h  a d e r i v a t i v e  eva lua t ion  a f t e r  each p r e d i c t i o n  and c o r r e c t i o n .  
Let  Cn denote t h e  propagated e r r o r ,  y(xn) - e t ’ .  Then it can be shown 
t h a t  en s a t i s f i e s  t h e  d i f f e r e n c e  equat ion 
m 67-12 11 
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except  f o r  the f i f t h  o rde r  t r u n c a t i o n  e r r o r .  
on t h e  propagated e r r o r  dec reases  wi th  i n c r e a s i n g  lr because t h e  f a c t o r  
(xd-l)lc m u l t i p l i e s  t he  b i n  t h e  above equa t ion .  I n  the  l i m i t  t h e  cor- i 
r e c t o r  alone determines the  e r r o r  propagat ion,  t h e  equat ion being given 
The e f f e c t  of t h e  p r e d i c t o r  
by 
(l-xd-l) - E n ( l + x d  ) - 4n-1xdl - En-*Xd2 = 0. % +1 0 
I n  p r a c t i c e ,  when t h e  mesh increments a r e  small enough t o  provide a 
reasonably small t r u n c a t i o n  e r r o r ,  t he  c o r r e c t o r  i t e r a t i o n s  beyond t h e  
second are e s s e n t i a l l y  redundant.  Hence t h e  above d i f f e r e n c e  equat ion 
f o r  t h e  propagated e r r o r  i n  t h e  c o r r e c t o r  a lone a l s o  adequately r e p r e s e n t s  
e r r o r  propagation f o r  t h e  recommended mode, p-d-c-d-c. 
I f  t h e  d i f f e r e n c e  equat ion (12) has  cons t an t  c o e f f i c i e n t s ,  i t s  s o l u t i o n  
E can be expressed i n  terms of t he  r o o t s  P of t h e  polynomial equat ion n i 
by en = klP1" + k2P; + k 3 pn 3 ( s l i g h t l y  modified i n  t h e  case  of a m u l t i p l e  
r o o t ) ,  where the  k 
as required provided the  d 
i n  t h e  case of f i x e d  mesh. I n  t h e  v a r i a b l e  mesh c a s e ,  i t  is  t h i s  i n v e s t i -  
g a t o r ' s  experience t h a t  t h e  d va ry  ve ry  s lowly when the  i n t e g r a t i o n  i s  
s t a b i l i t y  l i m i t e d .  This is due t o  the  f a c t  t h a t  t h e  r a t i o  01 of mesh in-  
crements from s t e p  t o  s t e p  remains n e a r l y  c o n s t a n t ,  and t h e  d .  a r e  con- 
s t a n t  when t h e  mesh parameters C y ,  8, and Y a r e  cons t an t .  
s t a n t ,  p and y a r e  the  cons t an t s  Ct + Q2 and 2 + d ,  r e s p e c t i v e l y . )  
it is  reasonable t o  add t h e  assumption o f  cons t an t  di f o r  t h e  s t a b i l i t y  
a n a l y s i s ,  and i n  view o f  t h e  above remarks it becomes convenient t o  t r e a t  
numerical s t a b i l i t y  i n  terms of t he  two parameters 
a r e  c o n s t a n t s .  
i 
Equation (12) has cons t an t  c o e f f i c i e n t s  
The di a r e  c o n s t a n t  
i 
a r e  cons t an t  as w e l l  as A. 
i 
1 
(When is con- 
Thus 
and CY . 
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When 
u n i t y  and t h e  o t h e r s  a r e  ze ro .  
r o o t s  may become l a r g e r  i n  modulus than the fundamental r o o t .  This  i s  
a cond i t ion  of r e l a t i v e  numerical i n s t a b i l i t y  [73, whereas a b s o l u t e  
numerical i n s t a b i l i t y  occurs whenever any r o o t  i s  g r e a t e r  than one i n  
modulus o r  when a r o o t  of u n i t  modulus i s  a m u l t i p l e  r o o t .  
t h e s e  cond i t ions  as d e f i n i t i o n s ,  regions of  both r e l a t i v e  and a b s o l u t e  
s t a b i l i t y  have been computed by t r ack ing  t h e   root,^ of (13). These re-  
g ions  a r e  shown i n  Fig.  1 i n  t,erms of t h e  parameters x and cy. 
i t  i s  i n t e r e s t i n g  t o  no te  t h e  behavior f o r  ve ry  l a r g e  and small a, i n  
p r a c t i c e  41 a c t u a l l y  remains f a i r l y  c l o s e  t o  u n i t y .  A l s o  shown i n  
F i g .  1 a r e  t h e  curves d = tl ,  which i n d i c a t e  t h e  region f o r  which 
t h e  c o r r e c t o r  i t e r a t i o n s  converge, and wi th in  which the  s t a b i l i t y  r eg ions  
have meaning. 
= 0, t h e  fundamental r o o t  of t he  c h a r a c t e r i s t i c  equat ion (13) i s  




The v a r i a b l e  mesh formulas a r e  app l i cab le  f o r  systems of d i f f e r e n t i a l  
equa t ions  of t h e  form 
In t , h i s  c a s e ,  equat ion (12) f o r  the propagated e r r o r  i s  r ep laced  by 
where denotes  t h e  v e c t o r  w i th  components Y ' ~ ) ( X ~ )  - yn ( i ) .  I i s  the 
i d e n t i t y  matrix and G i s  t h e  Jacobian ma t r ix  wi th  elements G i j  = aFi/ay 
which a r e  assumed cons t an t ,  as  i n  t h e  case  of a s i n g l e  equat ion.  
a n a l y s i s  of numerical s t a b i l i t y  i s  a v a i l a b l e  through cons ide ra t ion  of a 
c h a r a c t e r i s t i c  polynomial corresponding t o  a ma jo r i za t ion  o f  equat ion (15). 
However, a more d e t a i l e d  approach involving t h e  eigenvalues  of t h e  ma t r ix  G 
has  been pursued i n  the  p re sen t  study. 
(j) 
n 
A cu r so ry  
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Pre -mul t ip ly ing  equation (15) by a mat r ix  T ,  r ep resen t ing  a nons ingu la r  
l i n e a r  t ransformation such t h a t  TGT-' = J i s  i n  cononicai form,  g i v e s  
- 
where 
and i f  t h e s e  a r e  d i s t i n c t ,  a l l  the o f f  diagonal elements of J a r e  ze ro .  
I n  t h i s  case the  system of d i f f e rence  equa t ions  f o r  t h e  propagated e r r o r s  
becomes uncoupled i n  passing from (15) t o  (16), and t h e  r e l e v a n t  cha rac t e r -  
i s t i c  polynomial equat ion i s  again given by (13), wi th  
va lues  h J  
more complicated,  as ind ica t ed  i n  [l], but  t h e  r e s u l t s  a r e  e s s e n t i a l l y  
t h e  same. I n  e i t h e r  c a s e ,  however, F i g .  1 is  inadequate because some 
of t h e  Jii may have nonzero imaginary p a r t s .  
= Ten.  The diagonal elements of J are t h e  eigenvalues  of G ,  
t a k i n g  on the  
I f  t he  eigenvalues  of G a r e  no t  d i s t i n c t ,  the  a n a l y s i s  i s  ii . 
It i s  e a s y  t o  show t h a t  t h e  ze ros  of any polynomial whose c o e f f i c i e n t s  
a r e  themselves polynomials i n  a complex v a r i a b l e  a r e  the  complex con- 
j u g a t e s  of t h e  ze ros  of t h e  same polynomial w i th  replaced by i t s  con- 
j u g a t e .  Thus we need only t r a c k  t,he r o o t s  of (13) f o r  values of w i th  
p o s i t i v e  imaginary p a r t s ,  t h e  regions of numerical  s t a b i l i t y  i n  t h e  lower 
h a l f  of t h e  h p l a n e  then being given by symmetry. 
The problem of determining regions of s t a b i l i t y  f o r  f i x e d  a has thus  
been reduced t o  computing t h e  r o o t s  of (13) f o r  incremental  v a l u e s  of 
i n  the  upper h a l f  h p l a n e  and deciding a t  each p o i n t  whether o r  no t  we 
have s t ab i l i t y  according t o  some appropr i a t e  d e f i n i t i o n  invo lv ing  t h e  
r o o t s .  We w i l l  l i m i t  ou r se lves  t o  r e l a t i v e  s t a b i l i t y .  
Choosing a d e f i n i t i o n  of r e l a t i v e  numerical  s t a b i l i t y  p r e s e n t s  an in-  
t e r e s t i n g  s i t u a t i o n .  (We ignored t h i s  s i t u a t i o n  i n  the case  of a s i n g l e  
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d i f f e r e n t i a l  equat ion.  
would l i k e  a d e f i n i t i o n  which n o t  only provides  a unique d e c i s i o n  regard- 
ing s t a b i l i t y  at each p o i n t  b u t  also r e f l e c t s  one's i n t u i t i v e  n o t i o n s  of 
r e l a t i v e  s t a b i l i t y .  For example, i t  i s  d i s t r e s s i n g  t o  f i n d  i t  p o s s i b l e  
t o  pas s  repeatedly back and f o r t h  from s t a b i l i t y  t o  i n s t a b i l i t y  as 1x1 
i n c r e a s e s  along some s p e c i f i e d  pa th .  
t h e  present  study--one an extension of t h e  Ra l s ton  d e f i n i t i o n  used above 
f o r  s i n g l e  d i f f e r e n t i a l  equa t ions ,  and t h e  o t h e r  a d e f i n i t i o n  used by 
Crane and Klopfenstein [6; and also by Krogh [SI. Both d e f i n i t i o n s  l ead  
t o  meaningless r e l a t i v e  s t a b i l i t y  boundaries f o r  f a i r l y  l a r g e  complex A. 
A s  a p r a c t i c a l  m a t t e r ,  however, i t  should be remembered t h a t  numerical 
s t a b i l i t y  i s  i r r e l e v a n t  f o r  s u f f i c i e n t l y  l a r g e  s i n c e  e i t h e r  t he  t runca-  
t i o n  e r r o r  becomes p r o h i b i t i v e l y  l a r g e  o r  convergence of t h e  c o r r e c t o r  
i t e r a t i o n s  is not obtained.  
It w a s  p re sen t  bu t  r a t h e r  inconsequent ia l  .) One 
Two d e f i n i t i o n s  were considered i n  
The g e n e r a l i z a t i o n  of R a l s t o n ' s  d e f i n i t i o n  t o  app ly  t o  systems w a s  con- 
s i d e r e d  by Lea [93. 
polynomial equat ion as the  continuous func t ion  of h s a t i s f y i n g  t h e  poly- 
nomial equation and t ak ing  on t h e  value u n i t y  a t  h = 0. A l l  o t h e r s  were 
c a l l e d  extraneous.  A c t u a l l y  however, t h i s  " d e f i n i t i o n "  f a i l s  t o  d i s t i n -  
gu i sh  between t h e  p r i n c i p a l  and extraneous r o o t s  because two of them may 
s a t i s f y  the requirements of t h e  p r i n c i p a l  r o o t .  The fol lowing example 
i l l u s t r a t e s  t h i s  d e f i c i e n c y  and f u r t h e r  i l l u s t r a t e s  t h e  i n a b i l i t y  t o  de- 
c ide  between s t a b i l i t y  and i n s t a b i l i t y  f o r  a p a r t i c u l a r  va lue  of A. 
Lea def ined the  p r i n c i p a l  r o o t  of t he  c h a r a c t e r i s t i c  
For cy 
i n  t h e  p p l a n e  (Fig.  2 ) .  
d i c a t e d  by c i r c l e s .  
wise around t h e  r e c t a n g l e  t o  (-1,2),  t h e  r o o t s  proceed i n  t h e  p-plane 
from t h e  po in t s  ( l , O ) ,  ( O , O ) ,  and ( 0 , O )  t o  t h e  c i r c l e d  p o i n t s  a long t h e  
1 ( f i x e d  s t e p  s i z e )  t h e  t h r e e  r o o t s  of equat ion (13) a r e  shown 
The va lues  corresponding t o  = (-1,2) a r e  in -  
Moving from t h e  o r i g i n  i n  t h e  b p l a n e  counterclock- 
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p a t h s  indicated by t h e  a r r o w s .  The p o i n t  
according t o  t he  Lea d e f i n i t i o n  s i n c e  t h e  r o o t  which s t a r t e d  a t  ( 1 , O )  
i s  t h e  l a r g e s t .  However, as we cont inue around the  r e c t a n g l e  i n  A-plane 
we see  upon r e t u r n i n g  t o  t h e  o r i g i n  t h a t  t h e  r o o t  which s t a r t e d  a t  ( 1 , O )  
i s  now a t  ( O , O ) ,  while one of t h e  r o o t s  which s t a r t e d  a t  (0,O) i s  now a t  
( 1 , O ) .  
p o i n t  
= (-1,2) appears  s t a b l e  
In o t h e r  words, i f  we had proceeded clockwise. i n  t h e  h p l a n e ,  t h e  
= (-1,2) would appear uns t ab le .  
This  problem does no t  develop wi th  small A; t h a t  i s ,  when we cons ide r  a 
somewhat smaller  r e c t a n g l e  the  r o o t s  r e t u r n  t o  t h e i r  s t a r t i n g  p o i n t s .  
On t h e  o the r  hand, t he  problem does preclude a complete p a r t i t i o n i n g  of 
t h e  h p l a n e  i n t o  meaningful r eg ions  of s t a b i l i t y  and i n s t a b i l i t y  by t h i s  
procedure.  
The a l t e r n a t e  d e f i n i t i o n  does uniquely p a r t i t i o n  t h e  L p l a n e  i n t o  r eg ions  
of s t a b i l i t y  and i n s t a b i l i t y ,  bu t  t hese  r eg ions  a r e  n o t  accep tab le  f o r  
l a r g e  
[8], i s  t h e  one mentioned e a r l i e r  of a l t e r n a t i n g  between s t a b i l i t y  and 
i n s t a b i l i t y  as i n c r e a s e s .  According t o  t h i s  d e f i n i t i o n ,  a method i s  
r e l a t i v e l y  s t a b l e  i f  t he  modulus of each of t h e  r o o t s ,  o t h e r  than the  
one nea res t  exp(x) ,  i s  l e s s  than o r  equal t o  exp[Re(h)], w i t h  e q u a l i t y  
permit ted f o r  simple r o o t s  only.  
. The problem h e r e ,  although n o t  recognized i n  e i t h e r  [61 o r  
To i l l u s t r a t e  t h e  problem wi th  t h i s  d e f i n i t i o n  we n o t e  f i r s t  t h a t  
a = 1, the r o o t s  of equat ion (13) go from t h e  "source p o i n t s , "  ( l , O ) ,  
( 0 , O )  and ( O , O ) ,  t o  t he  "sink p o i n t s , "  approximately (-2.37,0.0), 
(0.13,-0.17), and (0.13,+0.17), no t  n e c e s s a r i l y  r e s p e c t i v e l y ,  as 
from t h e  o r ig in  t o  i n f i n i t y  along any pa th  i n  the  h p l a n e .  
f o r  example, A moving along t h e  r e a l  axis t o  (0.5,O.O) and then v e r t i c a l l y  
t o  i n f i n i t y .  
f o r  
goes 
Consider now, 
For  t he  v e r t i c a l  p o r t i o n ,  exp(X) t r a v e r s e s  aga in  and aga in  
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t h e  c i r c l e  i n  the  p p l a n e  wi th  r a d i u s  exp(0.5) and c e n t e r  (0,O). Event- 
ually,  when t h e  t h r e e  r o o t s  a r e  s u f f i c i e n t l y  c l o s e  t o  t h e i r  s i n k  p o i n t s ,  
t h e y  a r e  each n e a r e s t  exp(h) f o r  a p o r t i o n  of each cyc le  of e x p ( i ) .  
by d e f i n i t i o n  t h e  method is  r e l a t i v e l y  s t a b l e  f o r  t h e  p o r t i o n  of each 
c y c l e  when t h e  r o o t  nea r  (-2.37,0.0) i s  t h e  c l o s e s t  t o  exp(X) and u n s t a b l e  
otherwise.  I n  t h i s  manner, on t h e  v e r t i c a l  l i n e  %(A) = 0.5,  we have 
s t a b i l i t y  up t o  Im(h) = 3.0, then  i n s t a b i l i t y  t o  about 8.3, s t a b i l i t y  
aga in  t o  about 9 .9 ,  e t c .  
Thus 
Since t h e  second d e f i n i t i o n  has the p r a c t i c a l  advantage t h a t  i t s  app l i ca -  
t i o n  i s  independent of pa th  i n  the L p l a n e ,  and s i n c e  t h e  problem j u s t  
noted appa ren t ly  occurs only f o r  excess ive ly  l a r g e  A, t h e r e  i s  no p r a c t i c a l  
d i f f i c u l t y  i n  i t s  usage: one s i m p l y  i gnores  s t a b l e  r eg ions  l y i n g  "ou t s ide"  
uns t ab le  r eg ions .  
Consequently the  r e s u l t s  shown i n  F ig .  3 were obtained by applying t h e  
second d e f i n i t i o n .  The two d e f i n i t i o n s  g ive  v e r y  similar r e s u l t s  f o r  
small and reasonable va lues  of a, s a y  1/4 < a < 4.  
A l s o  shown i n  F ig .  3 a r e  t h e  cu rves  I hd-l I = 1. 
t o  t h e  case of a s i n g l e  d i f f e r e n t i a l  equa t ion ,  i t  can be shown t h a t  f o r  
t h c  dominating eigenvalue of t h e  Jacobian m a t r i x  of t he  system, the  con- 
d i t i o n  l"d-l I < 1 i s  necessary f o r  convergence of t h e  c o r r e c t o r  i t e r a t i o n s .  
I n  a manner analogous 
4 .  CRITERIA FOR SELECTING MESH INCREMENTS. An algori thm f o r  t h e  
s o l u t i o n  of d i f f e r e n t i a l  equat ions by v a r i a b l e  mesh procedures would be 
incomplete without  reasonably sound, gene ra l  purpose c r i t e r i a  f o r  deciding 
what s t e p  s i z e  t o  use a t  each s t e p  of t he  i n t e g r a t i o n .  The main informa- 
t i o n  r equ i r ed  f o r  spec i fy ing  e f f e c t i v e  c r i t e r i a  was developed i n  the  pre- 
v ious  s e c t i o n s .  In  essence,  t h e  mesh s e l e c t i o n  procedure d i scussed  below 
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r e p r e s e n t s  an at tempt  t o  choose each s t e p  s i z e  j u s t  small enough s o  t h a t  
t h e  fol lowing t h r e e  c r i t e r i a  a r e  s a t i s f i e d :  
a )  The r e l a t i v e  t r u n c a t i o n  e r r o r  mus t  remain wi th in  a p resc r ibed  
t o l e r a n c e  6. 
b )  The cond i t ion  f o r  convergence of t he  c o r r e c t o r  i t e r a t i o n s  m u s t  
be s a t i s f i e d .  
c )  The method mus t  possess  r e l a t , i v e  numerical s t a b i l i t y .  
Let  pn+l and c ~ + ~  denote t h e  p red ic t ed  and f i n a l  co r rec t ed  approximations 
f o r  Y ( X , + ~ ) .  Let H = x - x be t h e  s t e p  s i z e  t o  be used i n  com- 
p u t i n g  the  s o l u t i o n  a t  x ~ + ~ ,  and l e t  at be t h e  new value of Q! as determined 
by t h e  t r u n c a t i o n  e r r o r  c r i t e r i o n  i n  a manner desc r ibed  below. 
from t h e  t r u n c a t i o n  e r r o r  c r i t e r i o n  w e  w i l l  g e t  H = h/at.) 
n+2 n + l  
(Thus 
Using t h e  t r u n c a t i o n  e r r o r  terms f o r  t h e  p r e d i c t o r  and c o r r e c t o r  formulas 
5 obtained i n  Sect ion 2 ,  we can e l imina te  t h e  f a c t o r  h y; and o b t a i n ,  through 
5 !  f i f t h  o rde r  i n  h ,  t h e  equat ion 
where Pn and Cn a r e  given by equat ions (9 )  and ( l o ) ,  r e s p e c t i v e l y .  
We want t o  f i n d  a such t h a t  t h e  r e l a t i v e  e r r o r  i n  c ~ + ~  i s  6, t h a t  i s ,  t 
I n  p r a c t i c e  we a c t u a l l y  s e t  
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Criteria b and c aboveare combined to produce a single value a C for the 
mesh parameter a at the new step. 
taneously with expressions approximating the boundary of the intersection 
of the regions of relative stability and iteration convergence shown in 
Fig. 1. 
the boundary data accurately: 
To this end, we solve H = h/ac simul- 
For this purpose the following expressions have been found t o  fit 
5/2 f < 0 :  0 <ac < .25: Hf = -?.ac Y Y 
.25 sac < 1.0: Hf = .17 - 1.OWC 
Y 
1.0 sac < O :  Hfy = 1. 08/ac - 2, 
f > 0 :  (yc < .25: not permitted (see Fig. 1) Y 
.25 <ac 1.0: Hf = [2 + (1 - aC) 7/41 Y 3  
2 l.o<ac <a:' Hf = 2  + - *  
Y 3% 
An approximation for f 
pleted step: 
can be obtained from computations from the com- 
Y 
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For the  case f > 0, .25 ac 
Y 
fer G : 
1.0 ,  an i t e r a t i v e  scheme i s  used t o  so lve  
C 
0 )  It has been det,ermined (by a c t u a l  c a l c u l a t i o n s )  t h a t  w i th  ai = hf Y /3, 
ab1) i s  always c o r r e c t  t o  wit ,hin two u n i t s  i n  t h e  second decimal p l a c e .  
Thus a! 
each of t h e  above equat ions wi th  the equat ion H = h/ac: 
i s  computed according t o  t he  fol lowing simultaneous s o l u t i o n s  of 
C 
- OJ < hf * - .92: ac = (1.08 - hfy)/2 
Y 
-.92 < hf - .025: ac = (.17 +./.03 - 4.36hf )/2.18 
Y Y 
-.O25 < hf < 0: ac = (-hf5/3.2) 2/7 
Y 
.875 < hfy < 8/3: ac = Jhf /[8 + 4(1  - hfJ3)7/4] 
Y 
The new s t e p  s i z e  H i s  then h/a, where a = max(at,ac).  
It i s  the  w r i t e r ‘ s  experience t h a t  when even only a moderate degree of 
accuracy i s  r e q u i r e d ,  t h e  numerical s o l u t i o n  of most problems i s  l i m i t e d  
by accuracy r a t h e r  than s t a b i l i t y  ( o r  convergence of t h e  i t e r a t i o n s ) .  
This  i s  because ( r e l a t i v e )  numerical s t a b i l i t y  r e q u i r e s  only t h a t  t h e  
computed s o l u t i o n  fo l low the  primary t r e n d  i n  the  t r u e  s o l u t i o n .  
as l a r g e  as p o s s i b l e  f o r  s t a b i l i t y  a r e  t aken , the  secondary t r e n d s  w i l l  
n o t  be ev iden t ,  and the  computed s o l u t i o n  may be g r o s s l y  i n a c c u r a t e .  
I f  s t e p s  
\Then 
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we begin to examine mesh criteria for large systems of differential equa- 
tions, it is especially fortuitous that satisfying the truncation error 
criterion usually precludes instability because in this case the trunca- 
tion criterion is the only one which can be feasibly incorporated into 
the algorithm. 
to evaluate either the Jacobian matrix G or its eigenvalues at each step 
would usually be prohibitive. 
may not be prohibitive, and then the results shown in Fig. 3 can be in- 
corporated in a manner analogous to that given above for obtaining ac 
in the case of a single differential equation. 
successful for selected systems although it did not alter the mesh in- 
crements substantially from those selected by the truncation criterion 
alone when reasonably small values o f  6 were used in the latter criterion. 
For large systems the amount o f  computing time required 
Of course for certain small systems it 
This procedure has proved 
The mesh selection procedure recommended for most large systems thus con- 
sists of  using only the truncation error criterion. Values of a are 
computed from equation (17) for each component of the system, and then 
c( is set equal to the fifth root of the largest of these. 
5 
t 
5 .  NUMERICAL TESTING AND COMPARISON W I T H  OTHER METHODS. The vari- 
able mesh multistep method has been tested by applying it to several 
single differential equations ahd to several systems of differential 
equations. This testing has given a fairly thorough demonstration of 
the effectiveness and reliability of the algorithm. One system of sub- 
stantial importance for which the variable mesh approach proved especially 
effective was the problem of heat transfer to a supercritical fluid with 
variable physical properties and fully developed turbulent flow in a 
smooth tube [l]. Another system, discussed in Ref. 10, was a stochastic 
model of enzymatically controlled cooperative unwinding and template 
replication of biological macromolecules. Due to the complicated 
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mathematical formulat ion of t h e s e  problems, t hey  w i l l  n o t  be given i n  de- 
t a i l  h e r e .  However, s e v e r a l  simpler t e s t  problems a r e  l i s t e d  i n  Table l .  
Most  of t hese  t e s t  problems were se l ec t ed  because of t h e i r  i nhe ren t  poten- 
t i a l ,  both i n  t h e  behavior of t h e  s o l u t i o n s  and i n  the  behavior  of t h e  
p a r t i a l  d e r i v a t i v e s  of t he  r i g h t  hand s i d e s  wi th  r e s p e c t  t o  t h e  dependent 
v a r i a b l e s ,  f o r  producing numerical d i f f i c u l t i e s .  Some a r e  p a r t i c u l a r l y  
s u i t e d  t o  a v a r i a b l e  mesh treatment while  o t h e r s ,  N o .  5 ,  6,  1 0  and 11, 
can be solved e f f i c i e n t l y  wi th  constant  mesh increments.  I n  the l a t t e r  
ca ses  it i s  important t o  no te  t h a t  t he  accuracy obtained by the  v a r i a b l e  
mesh method w a s  about t h e  same as t h a t  obtained using cons t an t  increments 
w i t h  t h e  same number of s t e p s .  T h i s  i n d i c a t e s  t h a t  t h e  v a r i a b l e  mesh pro- 
cedures  do no t  have a degrading e f f e c t  when t h e y  a r e  used unnecessa r i ly .  
Each equat ion was solved on the I B M  System 360 using s i n g l e  p r e c i s i o n  
s t a r t i n g  va lues  and double p rec i s ion  a r i t h m e t i c  t o  advance the  s o l u t i o n .  
Values of 6, t he  t a r g e t  r e l a t i v e  t runca t ion  e r r o r ,  ranging from lo-' t o  
10-1 were used f o r  each equa t ion .  
p o r t i o n a t e  t o  the  va lues  of 6 s p e c i f i e d .  It was noted t h a t  the s t e p  
l e n g t h s  were l i m i t e d  a l m o s t  e n t i r e l y  by t h e  t r u n c a t i o n  e r r o r  f o r  t he  
sma l l e r  va lues  of 6 wi th  the  s tabi l i ty/convergence c r i t e r i o n  becoming of 
i n c r e a s i n g  importance wi th  inc reas ing  6. 
The accuracy obtained w a s  roughly pro- 
Some of t h e s e  problems, 1, 9 ,  and 12, were used i n  comparing t h e  new 
algori thm wi th  o t h e r  f o u r t h  order  numerical  methods which a l s o  permit  
some v a r i a b i l i t y  i n  the  mesh increments.  The o t h e r  methods used were 
t h e  s tandard f o u r t h  o rde r  Runge-Kutta method, t he  Nordsieck method, and 
the  b a s i c  Adams-Bashforth/Adams+loulton method, a l lowing doubling and 
ha lv ing  of  t h e  increments w i th  t h e  l a t t e r .  
method proved s u p e r i o r  t o  t h e  other  methods f o r  t h e s e  problems. 
As i n d i c a t e d  below,the new 
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Since t h e  Runge-Kutta method r equ i r e s  f o u r  d e r i v a t i v e  e v a l u a t i o n s  p e r  
s t e p  while the o t h e r s  were used with only two e v a l u a t i o n s  p e r  s t e p ,  h a l f  
as many s t ,eps  were used wi th  the  Runge-Kutta method as wi th  t h e  o t h e r  
t h r e e .  
The Nordsieck method permits  i nc reas ing  ( o r  dec reas ing )  the  s t e p  s i z e  by 
a f a c t o r  8 ( o r  l/8). 
solved wi th  8 = 2, t h e  value emphasized i n  C4] where the  symbol "fl" i s  used 
f o r  t h i s  f a c t o r ,  and a l s o  wi th  smaller  v a l u e s  t o  permit more gradual  
varying of t he  increments.  I n  a d d i t i o n ,  Nordsieck 's  i n t e r v a l  c o n t r o l  
mechanism r e q u i r e s  a parameter "err used i n  a manner t o  imply a t a r g e t  
e r r o r  For each va lue  of 8, the problems used he re  were solved w i t h  
s e v e r a l  va lues  of e ,  seeking one which produced t h e  number of s t e p s  com- 
mensurate wi th  t h e  number used by the o t h e r  methods. However f o r  8 = 2, 
t h e  Nordsieck method used too  many s t e p s  even when e w a s  reduced t o  u n i t y .  
(In f a c t ,  cons ide rab le  d i f f i c u l t y  was encountered i n  t r y i n g  t o  l o c a t e  
va lues  of 8 which were usable  i n  t h i s  s ense .  Successful  choices  a r e  in-  
d i c a t e d  i n  Table 2 . )  It i s  a l s o  noted here  t h a t  i t  was n o t  necessa ry  t o  
use Nordsieck's s t a r t i n g  procedure f o r  t h e  t e s t  problems s i n c e  a l l  t h e  
r equ i r ed  i n i t i a l  information was a v a i l a b l e .  
The t e s t ,  problems used i n  t h e  p re sen t  s tudy were 
For  Problem 1, t h e  abso lu te  va lue  of  t h e  r e l a t i v e  e r r o r  i n  the s o l u t i o n  
obtained by each of t h e  f o u r  methods i s  shown i n  F ig .  4 .  For  t h i s  problem, 
t h e  e n t r i e s  i n  Table 2 a r e  t h e  a reas  under t h e  curves o f  F ig .  4. 
o t h e r  t w o  problems, t h e  e n t r i e s  i n  Table 2 r e f l e c t  a l t e r n a t i v e  measures 
of r e l a t i v e  e r r o r  which a r e  more  appropr i a t e  f o r  t h e  numerical s o l u t i o n  
obtained f o r  t hose  two systems o f  equat ions.  As can be seen from t h e  
t a b l e ,  t he  new v a r i a b l e  mesh method gave t h e  b e s t  performance; and t h e  
b a s i c  Adams method, augmented w i t h  i n t e r p o l a t i o n  procedures  t o  permit 
doubling and ha lv ing ,  a l s o  d i d  considerably b e t t e r  t han  t h e  o t h e r  t w o  
methods. 
For the  
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TABLE 2 
COMPARISON OF RELATIVE ERROR 
Problem Variable Mesh Adams Runge-Kutta Nordsieck 
1 1.5 2.3 2.8 10-3 3.0 10-3 (e = 1.01) 
9 1.8 10-3 6.0 10-3 5.2 1.7 (e = 1.01) 
12 2.0 x 5.5 x 1.0 x 10-1 6.5 x 10-1 (6 = 1.5) 
\ 
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