Abstract. In this paper we show two results. In the first result we consider λ n − n = A n α for n ∈ N; if α > 1/2 and 0 < A <
Introduction
Let f be a function which can be expanded as (1) f (t) = is the normalized sinc function. The RHS of (1) is called "cardinal series" or Whittaker cardinal series. A major factor affecting current interest in the cardinal series is its importance for certain applications as, for example, interpolation based on (1) which is usually called ideal bandlimited interpolation (or sinc interpolation), because it provides a perfect reconstruction for all t, if f (t) is bandlimited in [−π, π] and if the sampling frequency is greater that the so-called Nyquist rate.
The system used to implement (1) is also known in in engineering applications as ideal DAC (i.e. digital-to-analog converter, see [16] ). The presence of the perturbation could lose the correct reconstruction of the function (signal), so it is important to study the conditions for which the system is still able to reconstruct the function (signal) belonging to a given space. Other applications are sampling theory of band-limited signals in communications engineering [9] or sinc-quadrature method for differential equations [15] . The so-called sinc numerical methods of computation, provide procedures for function approximation over bounded or unbounded regions, encompassing interpolation, approximation of derivatives, approximate definite and Figure 1 . Left: A function f defined on R has been sampled on a uniformly spaced set. Right: The same function f has been sampled on a non-uniformly spaced set. indefinite integration, and so on [22] . These problems motivated our investigation on sinc systems. For these reasons, the cardinal series have been widely discussed in the literature; see also [27] and [28] . They are linked to a classical basis, the exponentials {e int } n∈Z in L 2 (−π, π), through the Fourier transform, indeed formally
Studies on more general exponential systems {e iλnt } n∈Z find their origin in the celebrated 1934's work of Paley and Wiener [18] in L 2 (0, T ), where T > 0. They proved that if λ n ∈ R, n ∈ Z and
A well-known theorem by Kadec [12] , [29] shows that 1/4 is a stability bound for the exponential basis on L 2 (−π, π), in the sense that for L < 1/4, {e iλnt } n∈Z is still a Riesz basis in L 2 (−π, π). More than 60 years after Paley and Wiener initiated the study of nonharmonic Fourier series in L 2 [−π, π], many other approaches to exponential Riesz basis problem have emerged in the literature. For other contributions to exponential Riesz basis problem and Kadec's theorem see survey papers, as: [20] , [25] .
For the system of cardinal sines {sinc(t − n)} n∈Z we tried to follow the same approach. For simplicity, we refer to {sinc(t − n)} n∈Z with terms of "sinc system" or sinc basis.
The results of this paper are the following theorems.
First of all, we recall and prove the classical result (see also [1] ). Below, we denote with P W π the Paley-Wiener space. Proposition 1. Let {λ n } n∈Z be a sequence of real numbers for which
, the sequence {sinc(λ n − t)} n∈Z satisfies the Paley-Wiener criterion and so forms a Riesz basis for P W π . Moreover, constant 1/4 is optimal.
The subsequent results have been achieved in an attempt to reobtain the optimal constant 1/4 without going to the exponential basis, i.e. working directly on cardinal series. Let us consider the following two results.
then the system {sinc(λ n − t)} n∈N satisfies the Paley-Wiener criterion and so forms a Riesz basis for P W π .
Numerical evaluation in the case λ n − n = A n α is given in Section 4; in the Tables are showed that, when α = 1, for increasing value of A until A 0.443 . . . , the system {sinc(λ n − t)} n∈N is a Riesz basis in P W π . If n = 1, 2, . . . , we have that λ n − n ≤ L where L is greater ( 0.443 . . . ) of Kadec's bound. This is due to the assumption λ n − n = A n α , that is, to have considered a non-uniform stability bound.
In Section 3.3 we study the stability of {sinc(λ n − t)} n∈Z for λ n ∈ C, reobtaining a stability bound which depends from Lamb-Oseen constant [17] . This constant was also appeared in previous work [1] although the stability bound was not correct.
In a previous work one of the author studied the extension to complex numbers of Kadec type estimate for exponential bases [26] . The method used there is inspired to work by Duffin and Eachus [7] . In [1] we performed a preliminary study by adacting a previous result on sinc. Here we give a complete result by the following theorem.
Theorem 3. If {λ n } is a sequence of complex numbers for which
then {sinc(λ n − t)} n∈Z satisfies the Paley-Wiener criterion and so forms a Riesz basis for P W π .
Observe that the optimality of the bound for the complex case is not studied in our result.
Preliminaries
In this section we will introduce some useful notations and results about cardinal series, with reference to applications in sampling. Furthermore, we give a small overview on the Lamb-Oseen constant [17] which is involved in the estimation for the complex case.
2.1. Sampling Theorem and Stability. By L 2 (−∞, +∞) we denote the Hilbert space of real functions that are square integrable in Lebesgue's sense:
with respect to the inner product and L 2 -norm that, on R, are
Let e n be an orthonormal basis of an Hilbert space H. Then Parseval's identity asserts that for every x ∈ H,
Plancherel identity is expressed, in its common form:
A function f ∈ L 2 (R) is band-limited if the Fourier transform F (f ) has compact support. The Paley-Wiener space P W π is the subspace of L 2 (R) defined by
We will now recall that the Paley-Wiener space has an orthonormal basis consisting of translates of sinc-function.
Theorem 4. (Shannon's sampling theorem) [5] , [11] , [14] , [21] . The functions {sinc(· − n)} n∈Z form an orthonormal basis for P W π . If f ∈ P W π is continuous, then
Taking the Fourier transform in equation (5) we obtain
where
Usually, it is said that bases in Banach spaces form a stable class in the sense that sequences sufficiently close to bases are themselves bases. The fundamental stability criterion, and historically the first, is due to Paley and Wiener [18] , [29] .
Theorem 5. Let {x n } be a basis for a Banach space X, and suppose that {y n } is a sequence of elements of X such that
for some constant 0 λ < 1, and all choices of the scalars a 1 , . . . , a n (n = 1, 2, 3, . . . ). Then {y n } is a basis for X equivalent to {x n }.
We reformulate Theorem 5 to be applied to orthonormal bases. Theorem 6. Let {e n } be an orthonormal basis for a Hilbert space H, and let {f n } be "close" to {e n } in the sense that
for some constant 0 λ < 1, and all choices of the scalars a 1 , . . . , a n (n = 1, 2, 3, . . . ). Then {f n } is a Riesz basis for H.
-Theorem). Let {λ n } n∈Z be a sequence in R satisfying
Kadec's theorem has been extensively generalized. See, for example [2] , [3] , [13] , [19] , [24] , [26] . , [8] , [23] is defined by the equation
The function f (ξ) = ξe ξ for ξ ∈ R has a strict minimum point in ξ = −1. We draw the picture of ξe ξ = f (ξ) in figure (3). In [1] it is proved the following proposition.
Proposition 8. The function f (ξ) = ξe ξ has an increasing inverse in (−1, +∞), and a decreasing inverse in (−∞, −1).
We consider f (ξ) = ξe ξ restricted to the interval (−∞, −1] and we denote by W −1 its inverse. W −1 is defined in the interval [−1/e, 0). We have two identities arising from the definition of W −1 :
Also we denote by W 0 the restriction to the interval [−1/e, 0) of the increasing inverse of f (ξ) = ξe ξ . The two identities hold true: 
.
We callx 1 thex solution of (13), andx 2 the solution of (14) . We state easy thatx 1 = 0. In fact from (13) we have
and from ex 1 = 1, easily followsx 1 = 0. From (14) , and the relation (9) we get ex
, and sox 2 :
Now we multiply numerator and denominator by e 
By (9) we havex
is called the parameter of Oseen, or Lamb-Oseen constant, denoted by α. Numerical estimates give α = 1.25643...
We have introduced the Lambert function W in order to give an useful expression to the root of equation (15) e α = 2α + 1.
In [1] we have proved that the real number α is transcendental, through application of the Lindemann -Weierstrass theorem [4] .
Proof of the results
In the following we give the results of the paper.
Proof of Proposition 1.
Proof of Proposition 1. Write
The Fourier transform of the function t → e itµ χ [−π,π] (t) is ξ → 2π sinc(µ − ξ). In fact:
and so, following the proof of Kadec's theorem (see e.g. [29] ), when L < 1 4 then λ ≤ 1 − cos(πL) − sin(πL) < 1. Since {sinc(n − ξ)} is a Riesz basis of P W π , the Paley-Wiener criterion shows that also {sinc(λ n − ξ)} is a Riesz basis of P W π .
Constant 1/4 is optimal also for {sinc(λ n − ξ)}. A counterexample due to Ingham [10] prove that the set {e iλnt } is not a Riesz basis of L 2 (−π, π) when
, n < 0
Since P W π is isometrically equivalent to L 2 (−π, π) via Fourier transform, the set {sinc(λ n − ξ)} is not a Riesz basis.
Corollary 9. Let {x n } n∈Z be a system biorthogonal to {sinc(· − λ n )} n∈Z . Let {λ n } n∈Z be a sequence of real numbers for which (17) |λ n − n| L < ∞, n = 0, ±1, ±2, ...
, and if f ∈ P W π is continuous, then
Proof. Let {λ n } n∈Z be a sequence of real numbers for which
We denote with the sequence {x n } n∈Z the system sinc(t − λ n ). From Theorem 1, the sequence {x n } n∈Z forms a Riesz basis.
Recall that a sequence {x n } n∈Z in an Hilbert space H is a Riesz basis if and only if any element x ∈ H has a unique expansion x = n∈Z c n x n with {c n } n∈Z ∈ 2 . If {x n } n∈Z is a Riesz basis, then in the above expansion the Fourier coefficients c n are given by c n = x, x n , where {x n } n∈Z is a system biorthogonal to {x n } n∈Z , i.e., a system which satisfies the condition x k , x n = δ k,n for all k, n ∈ Z.
Proof of Theorem 2.
In order to prove Theorem 2, we prove the following Lemma.
Proof. Write,
First, we develop function sinc(λ n − t) respect to basis {sinc(λ n − t)} n∈Z . We find:
The convergence in L 2 (R) is insured by
Thanks to equation (22) we obtain:
This transformation is obvious because sinc(n − k) = 0 for n, k ∈ Z and n = k 1 for n = k.
We obtain, substituting in (21):
Applying the Parseval equality,
Using Hölder-Schwarz to the sum of products contained in the absolute value, and the condition on n |c n | 2 ≤ 1 we have:
From (23),
Finally, from (26) and (27), we obtain
Proof of Theorem 2. Let us consider
we have:
It is verified if
. Hence,
Moreover, ζ(2α) < 1 and, under condition on A and for α > 1/2, it is confirmed that
3.3. Proof of Theorem 3. In this Section we study the system {sinc(λ n − t)} n∈Z for λ n ∈ C and |λ n − n| ≤ L < ∞. First, we state the following Lemma whose proof is left to the reader.
The following is a stability result for {sinc(λ n − t)} n∈Z when λ n ∈ C. The result involves the Lamb-Oseen constant, as already announced in [1] . However the stability bound for the case λ n ∈ C is Proof of Theorem 3. Let us consider,
. whenever n |c n | 2 1. We use the Taylor series of sinc(λ n − t):
The term · is reducible to
where a n := c n (λ n − n) k . Observing that
From Plancherel's equality and Lemma 11, we have
Hence,
Taking equation (32) in (30), we obtain:
where ω 1 , ω 2 are the cases, respectively, when n = m and n = m. Thereby,
and using integration by parts for ω 2 , we see that
Putting double series into integral,
n,m n =m a n e −inξ a m e −imξ m − n dξ and denoting b n := a n e −inξ , ω 2 is estimable from above as:
From Hilbert's inequality for the double series into the integral, we obtain
Then,
We notice that (πL)
for all k ∈ N and, in fact,
is verified for all k ∈ N. Only for k = 1 the above inequality becomes an equality. Accordingly,
In order to get λ < 1, we solve, in a first moment, the equation λ = 1, that is (36) e x = 2x + 1
We obtain same useful properties on the solutions of equation (36), using the Lambert Function W.
Numerical estimates give 1 π 3α 8 = 0.218492 . . . .
Tables
In order to numerically valuate I let, for n = 1, 2, 3, . . . ,
Substituting in (37) we obtain
where ζ(2lα) is the Riemann zeta function. We have the estimate
In the following we evaluate numerically the expression
Parameters α and A derive from position λ n −n = A n α , for α > Notice that for λ n − n = 0.25 n α (0.25 is just the Kadec's bound for exponential bases), when we have, for example, α = 0.7 (first row of previous table) the parameter λ is still far from 1, which is the maximum value for λ in the Paley-Wiener criterion. For decreasing value of α, when α = 0.61599, λ is very close to 1. If n = 1, 2, dots, λ n − n ≤ 0.25 for all n ∈ N.
We now fix α = 1 while A is variable. . When A = 0.25 (first row of previous table) the parameter λ is still far from value 1 of λ in the Paley-Wiener criterion. For increasing value of A, when A 0.443 . . . , λ is very close to 1. If n = 1, 2, . . . , λ n − n ≤ L where L seems to be approximately 0.443 . . . , which is greater of Kadec's bound. We have completed here the study announced in [1] , giving a whole proof for stability of sinc bases. 
