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Abstract
A set of m distinct positive integers {a1, . . . , am} is called a Diophantine m-tuple if aiaj + 1 is a square
for each 1 i < j m. In this paper, we show that for each integer k  2 the Diophantine pair {k−1, k+1}
cannot be extended to a Diophantine quintuple.
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1. Introduction
A set of m distinct positive integers {a1, . . . , am} is called a Diophantine m-tuple if aiaj + 1
is a square for each 1 i < j m. Fermat first found an example of a Diophantine quadruple; it
was the set {1,3,8,120}.
A folklore conjecture states that there does not exist a Diophantine quintuple. In 1969, Baker
and Davenport [1] showed that if the set {1,3,8, d} is a Diophantine quadruple, then d = 120.
Hence, the set {1,3,8} cannot be extended to a Diophantine quintuple, which is the first result
supporting the conjecture. This theorem has been generalized as follows: first, Dujella [4, The-
orem 1] showed that if k  2 is an integer and if the set {k − 1, k + 1,4k, d} is a Diophantine
quadruple, then d = 16k3 − 4k; and secondly, Dujella and Petho˝ [8, Theorem 1] showed that if
{1,3, c, d} is a Diophantine quadruple, then d = cν−1 or cν+1, where
c = cν := 16
{
(2 + √3 )2ν+1 + (2 − √3 )2ν+1 − 4} (ν = 1,2, . . .). (1)
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given by (1), and {1,3, cν, cν−1} and {1,3, cν, cν+1} are Diophantine quadruples for ν  2 (cf.
[8, Section 1]). From these two theorems we easily see that neither the set {k − 1, k + 1,4k}
nor the set {1,3} can be extended to a Diophantine quintuple. Moreover, in general, it is known
that there exist only finitely many Diophantine quintuples [7, Theorem 1] and that there does not
exist a Diophantine sextuple [7, Theorem 2].
In this paper, we more or less generalize the above results in [4] and [8].
Theorem 1. Let k  2 be an integer, and let c = cν be an integer defined by
cν := 12(k2 − 1)
{(
k +
√
k2 − 1 )2ν+1 + (k −√k2 − 1 )2ν+1 − 2k} (ν = 1,2, . . .). (2)
Assume that c = c2 = 16k3 − 4k. If the set {k − 1, k + 1, c, d} is a Diophantine quadruple for
d = c2, then we have d = cν−1 or cν+1.
Note that if {k − 1, k + 1, c} is a Diophantine triple, then c = cν is given by (2). For, putting
(k − 1)c + 1 = s2 and (k + 1)c + 1 = t2 (3)
with positive integers s and t , we have
(k − 1)t2 − (k + 1)s2 = −2. (4)
By [4, (3), p. 312], the solutions of (4) are given by s = sν (ν  0), where
s0 = 1, s1 = 2k − 1, sν+2 = 2ksν+1 − sν; (5)
hence we have
sν = 1
2
√
k2 − 1
{(
k − 1 +
√
k2 − 1 )(k +√k2 − 1 )ν − (k − 1 −√k2 − 1 )(k −√k2 − 1 )ν}.
(6)
Since cν = (s2ν − 1)/(k − 1), (2) follows from (6).
It is easy to see that both {k − 1, k + 1, cν, cν−1} and {k − 1, k + 1, cν, cν+1} are Diophantine
quadruples for ν  2. (Note that the symbols “d−” and “d+” in [7] respectively coincide with
cν−1 and cν+1 in our notation, and that d = cν−1, cν+1 are the solutions of the equation
(2k − c − d)2 = 4k2(cd + 1);
see [7, Section 1].)
Theorem 1 implies the following (see the end of Section 6).
Corollary 2. Let k  2 be an integer. The Diophantine pair {k − 1, k + 1} cannot be extended to
a Diophantine quintuple.
324 Y. Fujita / Journal of Number Theory 128 (2008) 322–353Our strategies of the proof of Theorem 1 are to combine the techniques used in [4] and in [8]
and to repeat a similar process, in particular to apply a theorem of Rickert twice. In Section 2 we
translate the assumption in Theorem 1 into simultaneous Pell equations, from which recurrent
sequences are deduced. Then we determine the initial terms of the sequences, assuming that c
is “minimal” in some sense (see Lemma 5). In Section 3, we give two types of lower bounds
for m (Lemmas 9 and 11), which we prove in manners similar to the proofs of Lemma 4 in
[8] and of Lemma 4 in [4], respectively. In Section 4, combining the results in Section 2 with
a slight modification (Theorem 12) of a theorem of Rickert [9, Theorem] (or of Bennett [3,
Theorem 3.2]), we show that c must be less than c7, and in each case of c3  c  c6 we give
an upper bound for k. (In case c = c2, we cannot apply Theorem 12. This is the reason we
exclude the case of c = c2 in Theorem 1; see Remarks 17 and 21.) In Section 5, applying the
reduction method due to Dujella and Petho˝, we prove that Theorem 1 is valid for “minimal” c
(Proposition 15). In Section 6, repeating the above process, we show that if {k − 1, k + 1, c2, c}
is a Diophantine quadruple with c  c4, then {k − 1, k + 1, c, d} is not a Diophantine quadruple
for any d with d > cν+1 (Theorem 22), which together with Proposition 15 implies Theorem 1.
Since if either k = 2 or ν = 1, then Lemma 4 in [8] or Lemma 4 in [4] respectively implies
Theorem 1, it suffices to consider only those cases where k  3 and ν  2. Thus, we will assume
that k  3 and ν  2 throughout this paper.
2. The fundamental solutions of simultaneous Pell equations
Let {k − 1, k + 1, c, d} be a Diophantine quadruple with c = cν , which is given by (2). Then
there exist integers x, y, z such that
(k − 1)d + 1 = x2, (k + 1)d + 1 = y2, cd + 1 = z2. (7)
Eliminating d , we obtain simultaneous Pell equations
{
(k − 1)z2 − cx2 = k − 1 − c,
(k + 1)z2 − cy2 = k + 1 − c.
(8)
(9)
Let s and t be positive integers defined by (3). The solutions of (8) and (9) are described as
follows.
Lemma 3. (Cf. [6, Lemma 1].) There exist positive integers i0, j0 and integers z(i)0 , x(i)0 , z(j)1 ,
y
(j)
1 , i = 1, . . . , i0, j = 1, . . . , j0, with the following properties.
(i) (z(i)0 , x(i)0 ) and (z(j)1 , y(j)1 ) are solutions of (8) and (9), respectively.
(ii) z(i)0 , x(i)0 , z(j)1 , y(j)1 satisfy the following inequalities:
1 x(i)0 
√
(k − 1)(c − k + 1)
2(s − 1) <
√
s + 1
2
, (10)
1
∣∣z(i)0 ∣∣
√
(s − 1)(c − k + 1)
2(k − 1) <
√
c
√
c
2
√
k − 1 <
c
2
, (11)
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√
(k + 1)(c − k − 1)
2(t − 1) <
√
t + 1
2
,
1
∣∣z(j)1 ∣∣
√
(t − 1)(c − k − 1)
2(k + 1) <
√
c
√
c
2
√
k + 1 <
c
2
. (12)
(iii) If (z, x) and (z, y) are positive solutions of (8) and (9), respectively, then there exist
i ∈ {1, . . . , i0}, j ∈ {1, . . . , j0} and integers m,n 0 such that
z
√
k − 1 + x√c = (z(i)0 √k − 1 + x(i)0 √c )(s +√(k − 1)c )m, (13)
z
√
k + 1 + y√c = (z(j)1 √k + 1 + y(j)1 √c )(t +√(k + 1)c )n. (14)
Let (z, x) and (z, y) be positive solutions of (8) and (9), respectively. By (13), there exist i
and m such that z = v(i)m , where
v
(i)
0 = z(i)0 , v(i)1 = sz(i)0 + cx(i)0 , v(i)m+2 = 2sv(i)m+1 − v(i)m , (15)
and by (14), there exist j and n such that z = w(j)n , where
w
(j)
0 = z(j)1 , w(j)1 = tz(j)1 + cy(j)1 , w(j)n+2 = 2tw(j)n+1 − w(j)n . (16)
From now on, we will omit the superscripts (i) and (j). The sequences {vm} and {wn} satisfy the
following congruence relations.
Lemma 4. (Cf. [6, Lemma 4].)
(i) v2m ≡ z0 + 2c{m2(k − 1)z0 + msx0} (mod 8c2).
(ii) v2m+1 ≡ sz0 + c{2m(m + 1)(k − 1)sz0 + (2m + 1)x0} (mod 4c2).
(iii) w2n ≡ z1 + 2c{n2(k + 1)z1 + nty1} (mod 8c2).
(iv) w2n+1 ≡ tz1 + c{2n(n + 1)(k + 1)tz1 + (2n + 1)y1} (mod 4c2).
Assuming that c is “minimal” in some sense, we can narrow the possibilities for the funda-
mental solutions (z0, x0) and (z1, y1).
Lemma 5. Assume that {k − 1, k + 1, c′, c} is not a Diophantine quadruple for any c′ with
0 < c′ < cν−1. Then, neither v2m+1 = w2n nor v2m = w2n+1 has a solution. Moreover, we obtain
the following.
(i) If v2m = w2n has a solution, then we have z0 = z1 = ±1.
(ii) If v2m+1 = w2n+1 has a solution, then we have z0 = ±t , z1 = ±s and z0z1 > 0.
Proof. For the first part of the lemma, if v2m+1 = w2n, put d0 := (z21 − 1)/c. Then the proof of
Lemma 8(2) in [7] implies that d0 > 0 and that {k − 1, k + 1, c, d0} is a Diophantine quadruple.
On the other hand, from (2) and (12) it is easy to see that
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√
2(k + 1)
2
√
k + 1 cν−1 < cν−1, (17)
which contradicts the assumption. Therefore, v2m+1 = w2n has no solution.
If v2m = w2n+1, put d0 := (z20 − 1)/c. Then the proof of Lemma 8(3) in [7] implies that{k − 1, k + 1, c, d0} is a Diophantine quadruple, and in exactly the same way as above we will
arrive at a contradiction.
For the second part of the lemma, (ii) is just Lemma 8(4) in [7]. As for (i), if v2m = w2n, then
we know by Lemma 3(1) in [6] that z0 = z1. Suppose that |z1| > 1 and put d0 := (z21 − 1)/c.
Then we see that d0 > 0 and that {k − 1, k + 1, c, d0} is a Diophantine quadruple. On the other
hand, as we have already seen in (17), we have d0 < cν−1, which contradicts the assumption.
This completes the proof of Lemma 5. 
3. Lower bounds for m and z
In this section, we give two types of lower bounds for m satisfying vm = wn, which will be
used in Section 4 to find c  c6 and to bound k for each c3  c  c6. We begin by noting that it
suffices to bound n below.
Lemma 6. If either v2m = w2n or v2m+1 = w2n+1 has a solution, then we have m n.
Proof. This follows immediately from Lemma 3 in [7], which says that if vm = wn, then
n − 1m. 
Lower bounds for m yield the ones for z, according to the following lemma.
Lemma 7. If m 1, then we have
vm >
(
s +√(k − 1)c )m−1.
Proof. From (15), we easily see that
vm = 12√k − 1
{(
x0
√
c + z0
√
k − 1 )(s +√(k − 1)c )m
− (x0√c − z0√k − 1 )(s −√(k − 1)c )m}.
Hence, if z0  2, then we have vm > (s + √(k − 1)c )m; if z0 = 1, then x0 = 1 and we also have
vm > (s + √(k − 1)c )m.
Assume that z0 < 0. Then m 1 implies that
vm 
(
s +√(k − 1)c )m−1(cx0 − s|z0|).
It suffices to show that cx0 − s|z0| > 1. In view of (8), this is equivalent to
x20 + 2(k − 1)x0 −
{
s2 − (k − 1)2}< 0. (18)
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1 x0 <
√
s + 1
2
< s − k + 1,
whence (18) holds. This completes the proof of Lemma 7. 
In order to get a lower bound for m in terms of c and k, we need to bound linear forms in three
logarithms as in [8].
Lemma 8. Suppose that c c2 = 4k(4k2 − 1).
(i) If v2m = w2n has a solution with m 1 and z0 = z1 = ±1, then we have
0 < 2m logα1 − 2n logα2 + logα3 < 1.2α−4m1 . (19)
(ii) If v2m+1 = w2n+1 has a solution with m 0 and z0 = ±t , z1 = ±s (z0z1 > 0), then we have
0 < (2m + 1) logα1 − (2n + 1) logα2 + logα4 < 4.1k2α−4m−21 . (20)
Here,
α1 := s +
√
(k − 1)c, α2 := t +
√
(k + 1)c,
α3 := (
√
c ± √k − 1 )√k + 1
(
√
c ± √k + 1 )√k − 1 , α4 :=
(k
√
c ± t√k − 1 )√k + 1
(k
√
c ± s√k + 1 )√k − 1 .
Proof. (i) By (15), (16) and z0 = z1 = ±1, we have
vm = 12√k − 1
{(√
c ± √k − 1 )(s +√(k − 1)c )m − (√c ∓ √k − 1 )(s −√(k − 1)c )m},
wn = 12√k + 1
{(√
c ± √k + 1 )(t +√(k + 1)c )n − (√c ∓ √k + 1 )(t −√(k + 1)c )n}.
Put
P :=
√
c ± √k − 1√
k − 1
(
s +√(k − 1)c )m, Q := √c ±
√
k + 1√
k + 1
(
t +√(k + 1)c )n.
It follows from vm = wn that
P − c − k + 1
k − 1 P
−1 = Q − c − k − 1
k + 1 Q
−1. (21)
Since P > 0, Q > 0 and
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k − 1 P
−1 − c − k − 1
k + 1 Q
−1
>
c − k + 1
k − 1
(
P−1 − Q−1)= c − k + 1
k − 1 (Q − P)P
−1Q−1,
we have P > Q. Further, since m 2 and s + √(k − 1)c > 2√(k − 1)c together imply
P 
√
c − √k − 1√
k − 1
(
s +√(k − 1)c )2 > 2√(k − 1)c(c − k + 1),
we have
P − Q
P
<
c − k + 1
k − 1 P
−2 < 1
4(k − 1)2c(c − k + 1) < 0.001.
Hence we have
0 < log
P
Q
= − log
(
1 − P − Q
P
)
<
c − k + 1
k − 1 P
−2 +
(
c − k + 1
k − 1
)2
P−4

(
1 + c − k + 1
k − 1 P
−2
)
c − k + 1
k − 1
( √
k − 1√
c − √k − 1
)2(
s +√(k − 1)c )−2m
< 1.2
(
s +√(k − 1)c )−2m.
Replacing m by 2m and n by 2n, we obtain (19).
(ii) By (15), (16) and z0 = ±t , z1 = ±s (z0z1 > 0), we have
vm = 12√k − 1
{(
k
√
c ± t√k − 1 )(s +√(k − 1)c )m − (k√c ∓ t√k − 1 )(s −√(k − 1)c )m},
wn = 12√k + 1
{(
k
√
c ± s√k + 1 )(t +√(k + 1)c )n − (k√c ∓ s√k + 1 )(t −√(k + 1)c )n}.
Put
P := k
√
c ± t√k − 1√
k − 1
(
s +√(k − 1)c )m, Q := k√c ± s
√
k + 1√
k + 1
(
t +√(k + 1)c )n.
From vm = wn we see that (21) holds, and in the same way as the proof of (i) we have P > Q.
Further, since m 1 implies
P  k
√
c − t√k − 1√
k − 1
(
s +√(k − 1)c )> c − k + 1
k
,
we have
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P
<
c − k + 1
k − 1 P
−2 < k
2
(k − 1)(c − k + 1) < 0.011.
Hence we have
0 < log
P
Q
= − log
(
1 − P − Q
P
)
<
c − k + 1
k − 1 P
−2 +
(
c − k + 1
k − 1
)2
P−4

(
1 + c − k + 1
k − 1 P
−2
)
c − k + 1
k − 1
( √
k − 1
k
√
c − t√k − 1
)2(
s +√(k − 1)c )−2m
< 4.1k2
(
s +√(k − 1)c )−2m.
Replacing m by 2m + 1 and n by 2n + 1, we obtain (ii). 
Lemma 8 allows us to bound m above in terms of n.
Assume that c c3 = 8k(8k4 − 6k2 + 1). In the case of (i), we see from (19) that
2m log
(
s +√(k − 1)c )− 2n log(t +√(k + 1)c )< 0. (22)
To see this, it suffices to show that
ϕ(c) := 0.075
(k − 1)2c2 − log
(
√
c + √k − 1 )√k + 1
(
√
c + √k + 1 )√k − 1 < 0,
since
1.2
(
s +√(k − 1)c )−4m  1.2(s +√(k − 1)c )−4 < 1.2
16(k − 1)2c2 =
0.075
(k − 1)2c2 ,
√
c − √k − 1√
c − √k + 1 >
√
c + √k − 1√
c + √k + 1 .
Since ϕ(c) is decreasing, we have
ϕ(c) ϕ(c3) =: ψ(k),
where
ψ(k) = 0.075
(k − 1)2c23
− log(√c3 + √k − 1 )+ log(√c3 + √k + 1 )− 12 log k + 1k − 1 .
It is not difficult to find that ψ ′(k) > 0 (for k  3). Since it is clear that limk→∞ ψ(k) = 0, we
have ψ(k) < 0. Hence we obtain ϕ(c)ψ(k) < 0.
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m
n
<
log(t + √(k + 1)c )
log(s + √(k − 1)c )
= log
√
k + 1
log(
√
(k − 1)c + 1 + √(k − 1)c ) +
log(
√
c + 1
k+1 +
√
c )
log(
√
(k − 1)c + 1 + √(k − 1)c )
<
log(k + 1)
log(4(k − 1)c3) + 1 <
7
6
. (23)
Similarly, in the case of (ii), we see from (20) that
(2m + 1) log(s +√(k − 1)c )− (2n + 1) log(t +√(k + 1)c )< 0;
and we have
2m + 1
2n + 1 <
7
6
. (24)
We are now ready to bound n (hence m) below.
Lemma 9. Suppose that c c3.
(i) If v2m = w2n has a solution with m 1 and z0 = z1 = ±1, then we have
m n > min
{
0.7 8
√
c
k + 1 ,1.6
8
√
c
k4(k + 1)
}
.
(ii) If v2m+1 = w2n+1 has a solution with m 1 and z0 = ±t , z1 = ±s (z0z1 > 0), then we have
m n > 0.5
(
4
√
c
(k + 1)3 − 1
)
.
Proof. (i) From Lemma 4 we see that
±{(k − 1)m2 − (k + 1)n2}≡ tn − sm (mod 4c).
Squaring the both sides, we have
{
(k − 1)m2 − (k + 1)n2}2 ≡ m2 + n2 − 2stmn (mod c), (25)
since t2 ≡ s2 ≡ 1 (mod c). Multiplying (25) by s, we have
Cs ≡ −2tmn (mod c); (26)
and multiplying (25) by t , we have
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where
C := {(k − 1)m2 − (k + 1)n2}2 − (m2 + n2).
Since nm < 7n/6 by Lemma 6 and (23), we have
|C| < max
{
4n4,
(13k − 85)2
362
n4,
85
36
n2
}
max
{
4n4, 0.131k2n4
}
.
It follows that
|Cs| |Ct | < max{4.1√(k + 1)c · n4,0.14k2√(k + 1)c · n4}.
Suppose now that
nmin
{
0.7 8
√
c
k + 1 ,1.6
8
√
c
k4(k + 1)
}
.
Then, we see that
|Cs| |Ct | < c, (28)
and from
c 4√c3 · c3/4 > 4
√
58k5 · c3/4 > 6√k · c3/4
that
2smn < 2tmn <
7
3
· 1.2√kc 4√c = 2.8√k · c3/4 < c
2
. (29)
It follows from (26)–(29) that either
Cs = −2tmn and Ct = −2smn (30)
or
Cs = c − 2tmn and Ct = c − 2smn. (31)
If (30) holds, then we have (s2 − t2)mn = 0, which contradicts s = ±t and mn = 0. If (31) holds,
then we have (t − s)c− 2(t2 − s2)mn = 0. Since t = s, we have c = 2(t + s)mn, which does not
occur, since 2(t + s)mn < 4tmn < c by (29). This completes the proof of (i).
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±(k − 1)stm(m + 1) + km ≡ ±(k + 1)stn(n + 1) + kn (mod 2c). (32)
Multiplying (32) by s, we have
±(k − 1)m(m + 1)t + kms ≡ ±(k + 1)n(n + 1)t + kns (mod c). (33)
Put
m′ := m + 1
2
and n′ := n + 1
2
.
Suppose that
n′  0.5 4
√
c
(k + 1)3 . (34)
Then by (24) we have
m′ < 7
12
4
√
c
(k + 1)3 ,
and
∣∣±(k − 1)m(m + 1)t + kms∣∣< ∣∣∣∣ 49
√
c
144
√
k + 1
√
(k + 1)c + 1 + 7k
4√c
12 4
√
(k + 1)3
√
(k − 1)c + 1
∣∣∣∣
<
c
2
(
49
72
+ 7
6
4
√
k3
c
)√
1 + 1
(k + 1)c
<
c
2
, (35)
∣∣±(k + 1)n(n + 1)t + kns∣∣ ∣∣∣∣
√
c
4
√
k + 1
√
(k + 1)c + 1 + k
4√c
2 4
√
(k + 1)3
√
(k − 1)c + 1
∣∣∣∣
<
c
2
(
1
2
+ 4
√
k3
c
)√
1 + 1
(k + 1)c
<
c
2
. (36)
It follows from (33), (35) and (36) that
±(k − 1)m(m + 1)t + kms = ±(k + 1)n(n + 1)t + kns. (37)
Multiplying (32) by t , we have
±(k − 1)m(m + 1)s + kmt ≡ ±(k + 1)n(n + 1)s + knt (mod c).
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±(k − 1)m(m + 1)s + kmt = ±(k + 1)n(n + 1)s + knt. (38)
(37) and (38) together imply that
±(k − 1)m(m + 1)(t2 − s2)= ±(k + 1)n(n + 1)(t2 − s2) (39)
and that
km
(
t2 − s2)= kn(t2 − s2). (40)
Since t = ±s, we see from (39) that
(k − 1)m(m + 1) = (k + 1)n(n + 1) (41)
and from (40) that
m = n. (42)
It follows from (41) and (42) that m = n = 0, which contradicts the assumption. Therefore we
obtain
n′ > 0.5 4
√
c
(k + 1)3 .
Thus the assertion (ii) follows from n′ = n + 1/2. 
In order to get another type of lower bound for m, we examine the possibilities for
2m (mod 4k) or 2m + 1 (mod 2k), following the strategy in [4].
Lemma 10.
(i) If v2m = w2n has a solution and z0 = z1 = ±1, then we have
m1 ≡ 0 or ± 2 (mod 4k),
where m1 := 2m.
(ii) If v2m+1 = w2n+1 has a solution and z0 = ±t , z0 = ±s (z0z1 > 0), then we have
m2 ≡ ±1 (mod 2k),
where m2 := 2m + 1.
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(k − 1)y2 − (k + 1)x2 = −2,
whose solutions are given by x = pl for some integer l, where
p0 = 1, p1 = 2k − 1, pl+2 = 2kpl+1 − pl (43)
(cf. [4, (3), p. 312]). As seen in the proof of Lemma 3 in [4], we have
pl ≡ 1 or 2k − 1
(
mod 4k(k − 1)) for all l. (44)
Since s = sν has the same recurrence sequence (5) as (43), we also have
sν ≡ 1 or 2k − 1
(
mod 4k(k − 1)) for all ν.
Further by (13), x can be also expressed as x = qm, where
q0 = x0, q1 = sx0 + (k − 1)z0, qm+2 = 2sqm+1 − qm. (45)
(i) By (45) and z0 = ±x0 = ±1, we have
q0 = 1, q1 = s ± (k − 1), qm+2 = 2sqm+1 − qm.
Suppose that z0 = 1. If s ≡ 1 (mod 4k(k − 1)), then we see by induction that
qm1 ≡ m1(k − 1) + 1
(
mod 4k(k − 1)).
It follows from (44) and pl = qm1 that
m1 ≡ 0 or 2 (mod 4k).
If s ≡ 2k − 1 (mod 4k(k − 1)), then similarly we have
qm1 ≡ −m1(k − 1) + 1
(
mod 4k(k − 1)).
It follows from (44) and pl = qm1 that
m1 ≡ 0 or −2 (mod 4k).
Similarly, in case z0 = −1, we also obtain
m1 ≡ 0,2 or −2 (mod 4k).
(ii) By (45) and z0 = ±t , x0 = k, we have
q0 = k, q1 = ks ± (k − 1)t, qm+2 = 2sqm+1 − qm.
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t
√
k − 1 + s√k + 1 = (√k − 1 + √k + 1 )(k +√k2 − 1 )ν
for some ν  0, we may write t = tν , where
t0 = 1, t1 = 2k + 1, tν+2 = 2ktν+1 − tν;
hence we have t ≡ ±1 (mod 2k). Since we also have s ≡ ±1 (mod 2k), we see by induction that
qm2 ≡ ±m2 (mod 2k).
Since pl ≡ ±1 (mod 2k) for all l, it follows from pl = qm2 that
m2 ≡ ±1 (mod 2k).
This completes the proof of Lemma 10. 
Lemma 11. Suppose that c c2.
(i) If v2m = w2n has a solution with m 1 and z0 = z1 = ±1, then we have
m1  4k − 2,
where m1 := 2m.
(ii) If v2m+1 = w2n+1 has a solution with m 1 and z0 = ±t , z1 = ±s (z0z1 > 0), then we have
m2  2k − 1,
where m2 := 2m + 1.
Proof. (i) By Lemma 10(i), we have m1 ≡ 0 or ±2 (mod 4k). Suppose that z0 = 1. Then
v2 = 2s(s + c) − 1 < 2t (t + c) − 1 = w2.
Since w2 < w4 < w6 < · · · , it follows from Lemma 6 and m  1 that m1 = 2. Suppose that
z0 = −1. Then by c c2(> 4k) we have
v2 = 2s(−s + c) + 1 < 2t (−t + c) + 1 = w2.
It follows from Lemma 6 and m 1 that m1 = 2. In any case, we obtain
m1  4k − 2.
(ii) By Lemma 10(ii), we have m2 ≡ ±1 (mod 2k). Since m 1, we obtain
m2  2k − 1.
This completes the proof of Lemma 11. 
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In this section, we give upper bounds for c and k, combining the results in Section 3 with a
slight modification of a theorem of Rickert (or of Bennett).
Theorem 12. (Cf. [3, Theorem 3.2], [9, Theorem] or [10, Theorem].) Let k and N integers with
k  3 and N  10k7. Then the numbers
θ1 :=
√
1 + k − 1
N
and θ2 :=
√
1 + k + 1
N
satisfy
max
{∣∣∣∣θ1 − p1q
∣∣∣∣,
∣∣∣∣θ2 − p2q
∣∣∣∣
}
>
{
16.1
(k2 − 1)2
k
N
}−1
q−1−λ
for all integers p1,p2, q with q > 0, where
λ := log(
8.1(k2−1)2
k
N)
log( 0.84
(k2−1)2 N
2)
< 1.
Proof. Note that the assumption N  10k7 implies λ < 1. All we have to do is find those real
numbers satisfying the assumption in the following lemma.
Lemma 13. (Cf. [3, Lemma 3.1], [9, Lemma 2.1].) Let θ1, . . . , θm be arbitrary real numbers and
θ0 = 1. Assume that there exist positive real numbers l, p,L,P and positive integers D,f with
f dividing D and with L > D, having the following property. For each positive integer κ , we
can find rational numbers pijκ (0  i, j  m) with nonzero determinant such that f −1Dκpijκ
(0 i, j m) are integers and
|pijκ | pPκ (0 i, j m),
∣∣∣∣∣
m∑
j=0
pijκθj
∣∣∣∣∣ lL−κ (0 i m).
Then
max
{∣∣∣∣θ1 − p1q
∣∣∣∣, . . . ,
∣∣∣∣θm − pmq
∣∣∣∣
}
> cq−1−λ
holds for all integers p1, . . . , pm,q with q > 0, where
λ = log(DP )
log(L/D)
and c−1 = 2mf −1pDP (max{1,2f −1l})λ.
Here, we used “κ” instead of “k” which is used in [3] and [9]. Note that l, p, L, P , pijk in [3,
Lemma 3.1] denote f −1l, f −1p, L/D, DP , f −1Dκpijκ in the above lemma, respectively. In
our situation, we take m = 2 and θ1, θ2 as in Theorem 12. The only difference from Theorem 3.2
in [3] is that we take f = 2 and D = 8(k2 − 1)2N , whereas in [3] f = 1 and D = 16(k2 − 1)2N
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follows from the fact that ∏
0i<j2
(ai − aj ) = 2
(
k2 − 1)
is even, where a0 = 0, a1 = k − 1, a2 = k + 1. Indeed, let pij (x) be those polynomials appearing
in [9, Lemma 3.3], which have rational coefficients of degree at most κ (cf. [9, (3.7)]). Follow-
ing [9], we take pijκ = pij (1/N) for varying values of κ . Then we see from the expression (3.7)
in [9] of pij (1/N) that
2l1
(
k2 − 1)l2Nκpij (1/N) ∈ Z
for some integers l1, l2; we may take l1 = 3κ − 1, l2 = 2κ by a consideration similar to the proof
of Lemma 4.3 in [9]. Hence we obtain
2−1 · 23κ(k2 − 1)2κNκpij (1/N) ∈ Z.
Thus, by exactly the same arguments as the ones following Lemma 3.1 in [3] (with a0 = 0,
a1 = k − 1, a2 = k + 1), the numbers
p =
(
1 + 1
N + k − 1
)1/2
, P = 1
k
(
1 + k + 2
N
)
,
l = 27
64
(
1 − k + 1
N
)−1
, L = 27
4
(
1 − k + 1
N
)2
N3
and f = 2, D = 8(k2 − 1)2N , pijκ = pij (1/N) satisfy the assumption in Lemma 13. Since
N  10k7 and k  3, we have
DP <
8.1(k2 − 1)2N
k
, 2pDP <
16.1(k2 − 1)2N
k
,
L
D
>
0.84N2
(k2 − 1)2 .
Therefore, Theorem 12 immediately follows from Lemma 13. 
The following is a special case of Lemma 12 in [6].
Lemma 14. (Cf. [6, Lemma 12].) Let N = (k2 − 1)c and θ1, θ2 be as in Theorem 12. Then all
positive integer solutions of the simultaneous Pell equations (8) and (9) satisfy
max
{∣∣∣∣θ1 − (k − 1)ty(k2 − 1)z
∣∣∣∣,
∣∣∣∣θ2 − (k + 1)sx(k2 − 1)z
∣∣∣∣
}
<
c
2(k − 1)z
−2.
We are now ready to bound c and k.
Proposition 15. Let k  3 be an integer. Assume that {k−1, k+1, c, d} is a Diophantine quadru-
ple with some d > cν+1, and that {k − 1, k + 1, c′, c} is not a Diophantine quadruple for any c′
with 0 < c′ < cν−1.
338 Y. Fujita / Journal of Number Theory 128 (2008) 322–353(i) If z = v2m = w2n, then we have c c6 and the following:
(1) If c = c3, then 3 k  34;
(2) If c = c4, then 3 k  7;
(3) If c = c5, then 3 k  5;
(4) If c = c6, then k = 3.
(ii) If z = v2m+1 = w2n+1, then we have c c4 and the following:
(1) If c = c3, then 3 k  83;
(2) If c = c4, then 3 k  9.
Remark 16. From [7, Proposition 5], it follows that if k  10, then we have c  c6, without
assuming the minimality of c.
Proof of Proposition 15. Note that
c3 = 8k
(
8k4 − 6k2 + 1)> 58.6k5,
c4 = 8k
(
32k6 − 40k4 + 14k2 − 1)> 220k7,
c5 = 4k
(
256k8 − 448k6 + 256k4 − 52k2 + 3)> 824k9,
c6 = 4k
(
1024k10 − 2304k8 + 1856k6 − 640k4 + 88k2 − 3)> 3072k11,
c7 = 16k
(
1024k12 − 2816k10 + 2944k8 − 1456k6 + 344k4 − 34k2 + 1)> 11 377k13.
By Theorem 12 and Lemma 14 (with N = (k2 − 1)c and q = (k2 − 1)z), we have
{
16.1
(k2 − 1)2
k
(
k2 − 1)c}−1{(k2 − 1)z}−1−λ < c
2(k − 1)z
−2.
Noting λ < 1, we have
z1−λ < 8.05(k + 1)(k
2 − 1)4
k
c2.
It follows from k  3 and
1
1 − λ =
log(0.84c2)
log( 0.84kc8.1(k2−1)3 )
that
log z <
log(0.84c2) log( 8.05(k+1)(k
2−1)4c2
k
)
log( 0.1037kc
(k2−1)3 )
<
4 log(0.917c) log(3.28k4c)
log( 0.1037
k5
c)
. (46)
(i) Since m = 0 implies that z = ±1, that is, d = 0, we may assume that m 1; hence we may
apply Lemmas 9 and 11.
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log z = logv2m >
(
2h1(k, c) − 1
)
log
(
s +√(k − 1)c )> 2h1(k, c) − 1
2
log(2.66kc), (47)
where
h1(k, c) := min
{
0.7 8
√
c
k + 1 ,1.6
8
√
c
k4(k + 1)
}
.
(46) and (47) together imply that
2h1(k, c) − 1
8
<
log(0.917c) log(3.28k4c)
log(2.66kc) log( 0.1037
k5
c)
=: f (k, c). (48)
It is easy to see that for k  3, f (k, c) is decreasing with respect to c.
Suppose that c c7. Then we have
h1(k, c) h1(k, c7) > h1
(
k,11 377k13
)
> min
{
2.17k3/2,4.96k
}
> 11.2,
whence we obtain
2h1(k, c) − 1
8
> 2.67. (49)
On the other hand, we have
f (k, c) f (k, c7) <
log(10 500k13) log(37 400k17)
log(30 200k14) log(1170k8)
.
Since 10 5008 < 117013 and 37 40014 < 30 20017, we have
f (k, c7) <
13 · 17
14 · 8 < 1.98. (50)
(49) and (50) contradict (48). Consequently we obtain c c6.
In the case of c = c6 we can get a better bound for k using Lemma 9 than Lemma 11; we next
examine this case.
(4) If c = c6, then we have
h1(k, c6) > h1
(
k,3072k11
)
> min
{
1.84k5/4,4.21k3/4
}
.
If k  4, then we have
2h1(k, c6) − 1
>
2 · 10.4 − 1
> 2.47. (51)8 8
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f (k, c6) <
log(2820k11) log(10 100k15)
log(8170k12) log(318k6)
.
Since 28206 < 31811 and 10 1004 < 81705, we have
f (k, c6) <
11 · 5
4 · 6 < 2.3. (52)
(51) and (52) contradict (48). Therefore we obtain k = 3.
In the meanwhile, we see from Lemmas 7 and 11 that
log z = logv2m > (4k − 3) log
(
s +√(k − 1)c )> 4k − 3
2
log(2.66kc),
which together with (46) implies that
4k − 3
8
< f (k, c). (53)
(1) If c = c3, then we have
f (k, c3) <
log(53.8k5) log(193k9)
log(155k6) log(6.07)
,
whence we have
log(6.07)
8
<
log(53.8k5) log(193k9)
(4k − 3) log(155k6) =: g1(k).
Since
g1(35) < 0.225 <
log(6.07)
8
and g1(k) is decreasing, we obtain k  34.
(2) If c = c4, then we have
f (k, c4) <
log(202k7) log(722k11)
log(585k8) log(22.8k2)
.
Since 2022 < 22.87 and 7228 < 58511, we have
f (k, c4) <
7 · 11
8 · 2 < 4.82. (54)
It follows from (53) that 4k − 3 < 39, that is, k  10. This implies that
f (k, c4) f (10, c4) < 3.53,
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(3) If c = c5, then we have
f (k, c5) <
log(756k9) log(2710k13)
log(2190k10) log(85.4k4)
.
Since 7564 < 85.49 and 271010 < 219013, we have
f (k, c5) <
9 · 13
10 · 4 < 2.93. (55)
It follows from (53) that 4k − 3 < 24, that is, k  6. This implies that
f (k, c5) f (6, c5) < 2.37,
whence we obtain k  5. (Note that for c = c4 and c5, f (k, c) is increasing with respect to k.)
(ii) Since m = 0 implies that z = kc ± st , that is, d = cν−1 or cν+1, we may assume that
m  1; hence we may apply Lemmas 9 and 11. Note that (52), (54) and (55) also hold in this
case.
By Lemmas 7 and 9, we have
log z = logv2m+1 > 2h2(k, c) log
(
s +√(k − 1)c )> h2(k, c) log(2.66kc), (56)
where
h2(k, c) := 0.5
(
4
√
c
(k + 1)3 − 1
)
.
(46) and (56) together imply that
h2(k, c)
4
< f (k, c). (57)
Suppose that c c5. Then we have
h2(k, c5) > h2
(
k,824k9
)
> 0.5
(
4.31k3/2 − 1),
and by (55) and (57) we have
4.31k3/2 − 1
8
< 2.93,
that is, k = 3. This implies that
f (k, c3) = f (3, c5) < 2.22,
whence we have k < 2.69, which is a contradiction. Therefore we obtain c c4.
342 Y. Fujita / Journal of Number Theory 128 (2008) 322–353(2) If c = c4, then we have
h2(k, c4) > h2
(
k,220k7
)
> 0.5(3.1k − 1),
and by (54) and (57) we have
3.1k − 1
8
< 4.82,
that is, k  12. This implies that
f (k, c4) f (12, c4) < 3.58,
whence we obtain k  9.
(1) Let c = c3. From Lemmas 7 and 11 we see that
log z = logv2m+1 > 2(k − 1) log
(
s +√(k − 1)c )> (k − 1) log(2.66kc).
It follows from (46) and c = c3 > 58.6k5 that
log(6.07)
4
<
log(53.8k5) log(193k9)
(k − 1) log(155k6) =: g2(k).
Since
g2(84) < 0.45 <
log(6.07)
4
and g2(k) is decreasing, we obtain k  83. This completes the proof of Proposition 15. 
Remark 17. c = c2(< 16k3) does not satisfy the assumption N(= (k2 − 1)c)  10k7 in Theo-
rem 12; hence we cannot apply the theorem in the case of c = c2. Although in this case we may
also get an upper bound for k using Baker’s theory, it is too large to use the reduction method
(see the forthcoming section, especially Remark 21).
5. The reduction method
Using the reduction method of Dujella and Petho˝ (based on that of Baker and Davenport), we
may deduce that c in Proposition 15 must be c2.
Theorem 18. Let k  3 be an integer and c = cν as defined in (2) with an integer ν  2.
Assume that {k − 1, k + 1, c, d} is a Diophantine quadruple with some d > cν+1 and that
{k − 1, k + 1, c′, c} is not a Diophantine quadruple for any c′ with 0 < c′ < cν−1. Then we
have c = c2.
Proof. We will first get upper bounds for m using a theorem of Baker and Wüstholz.
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α1, . . . , αl with rational coefficients β1, . . . , βl , we have
log|Λ|−18(l + 1)! ll+1(32d)l+2h′(α1) · · ·h′(αl) log(2ld) logβ,
where β := max{|β1|, . . . , |βl |}, d := [Q(α1, . . . , αl) : Q] and
h′(α) := 1
d
max
{
h(α), |logα|,1}
with the standard logarithmic Weil height h(α) of α.
Suppose that c c3. Let α′3 and α′′3 be the conjugates of α3 whose absolute values are greater
than one:
α′3 :=
(
√
c ∓ √k − 1 )√k + 1
(
√
c ∓ √k + 1 )√k − 1 , α
′′
3 :=
(
√
c + √k − 1 )√k + 1
(
√
c − √k + 1 )√k − 1 .
If z = v2m = w2n, let Λ1 denote the linear form in logarithms in (19). Applying Theorem 19
with l = 3, d = 4, β = 2m and
h′(α1) = 12 logα1 <
1
2
log(2s), h′(α2) = 12 logα2 <
1
2
log(2t),
h′(α3)
1
4
{
log(k − 1)2(c − k − 1)2 + log(α3α′3α′′3)}
= 1
4
log
{
(c − k + 1)(√c + √k + 1 )(√c + √k − 1 )(k + 1)√k2 − 1}
<
1
2
log(2kc),
we have
logΛ1 > −18 · 4! · 34(32 · 4)5 · 12 log(2s) ·
1
2
log(2t) · 1
2
log(2kc) · log 24 · log(2m).
Since
log
(
1.2
(
s +√(k − 1)c )−4m)< (−2m + 1) log(4(k − 1)c), (58)
it follows from (19) that
2m − 1
log(2m)
< 4.8 · 1014(log(2t))2. (59)
In case c = c3, we know by Proposition 15 that k  34, whence
2m − 1
< 4.8 · 1014(log(4.4 · 105))2 < 8.6 · 1016.log(2m)
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of c = c4, c = c5 and c = c6; put
M1 := 4 · 1018.
If z = v2m+1 = w2n+1, let Λ2 denote the linear form in logarithms in (20). In the same way as
above, we have
logΛ2 > −18 · 4! · 34(32 · 4)5 · 12 log(2s) ·
1
2
log(2t) · 1
2
log(2kc) · log 24 · log(2m + 1).
Since
log
(
4.1k2
(
s +√(k − 1)c )−4m−2)< −2m log(4(k − 1)c), (60)
it follows from (20) that
m
log(2m + 1) < 2.4 · 10
14(log(2t))2. (61)
In the same way as the case of z = v2m = w2n, we see from this inequality and Proposition 15
that m2 := 2m + 1 is bounded above by 6 · 1018 in each case of c = c3, c4 and c5; put
M2 := 6 · 1018.
The following is based on the Baker–Davenport lemma [1, Lemma].
Lemma 20. (See [8, Lemma 5(a)].) Let M be a positive integer. Let p/q be the convergent of
the continued fraction expansion of κ such that q > 6M . Put  := ‖μq‖ − M‖κq‖, where ‖ · ‖
denotes the distance from the nearest integer. If  > 0, then the inequality
0 < mκ − n + μ < AB−m
has no solution in the range
log(Aq/)
logB
m < M.
Now dividing (19) and (20) by logα2 respectively leads us to the inequalities
0 < m1κ − n1 + μ1 < A1B−m1, (62)
0 < m2κ − n2 + μ2 < A2B−m2, (63)
where m1 := 2m, m2 := 2m + 1, n1 := 2n, n2 := 2n + 1 and
κ := logα1
logα2
, μ1 := logα3logα2 , μ2 :=
logα4
logα2
,
A1 := 1.2 , A2 := 4.1k
2
, B := α21 .logα2 logα2
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tively. Note that Lemma 11 implies that m1  10 and m2  5. We have to examine (32 + 5 +
3 + 1) · 2 + (81 + 7) · 2 = 258 cases (the doublings come from the signs “±” in α3), of which
the second convergent is needed in ten cases and the third convergent is needed in two cases. In
any case, we obtain m1 < 4 and m2 < 5, which are contradictions. This completes the proof of
Theorem 18. 
Remark 21. In case c = c2, the inequalities (59) and (61) still hold. It follows from Lemma 11
that m1 < 1021 and m2 < 1021. Hence we see that if v2m = w2n, then k  2.5 · 1020; if v2m+1 =
w2n+1, then k  5 · 1020. It seems impossible to reduce for each k these bounds for m1 and m2
by using Lemma 20.
6. The case of c c4
Suppose that {k − 1, k + 1, c, d} is a Diophantine quadruple with c2 < c = cν < cν+1 < d .
From Theorem 18 we see that {k − 1, k + 1, c′, c} is a Diophantine quadruple for some c′ with
0 < c′ < cν−1. When we write c′ = cμ for some integer μ > 0, this implies cμ+1 < c. If c2 < c′,
continue this process for the quadruple {k − 1, k + 1, c′, c}; then we will find a subsequence
{cνi }i1 of {cν}ν1 such that νi +2 νi+1 and {k−1, k+1, cνi , cνi+1} is a Diophantine quadru-
ple for each i, where Theorem 18 and Theorem 1 in [4] together imply that cν1 must be c2. On
account of Theorem 1 in [8], Theorem 1 follows from Theorem 18 and the following.
Theorem 22. Let k  3 be an integer and c = cν as defined in (2) with an integer ν  2. Assume
that {k − 1, k + 1, c2, c} is a Diophantine quadruple with c c4. Then, {k − 1, k + 1, c, d} is not
a Diophantine quadruple for any d with d > cν+1.
It suffices to show this theorem for the c’s having the following property:
{k − 1, k + 1, c′, c} is not a Diophantine quadruple for any c′ with c2 < c′ < cν−1. (64)
We will prove the theorem in a way similar to how to find c  c6 in Proposition 15. In what
follows, we will follow the notation in Section 2.
Lemma 23. Besides the assumptions in Theorem 22, assume (64). Then, neither v2m+1 = w2n
nor v2m = w2n+1 has a solution. Moreover, we have the following.
(i) If v2m = w2n has a solution, then either z0 = z1 = ±1 or z0 = z1 = ±γ , where
γ :=√c2c + 1.
(ii) If v2m+1 = w2n+1 has a solution, then z0 = ±t , z1 = ±s and z0z1 > 0.
Proof. In exactly the same way as the proof of Lemma 5, we may show that the first part
of this lemma and (ii) hold. As for (i), we still have z0 = z1. Suppose that |z0| = 1 and put
d0 := (z2 − 1)/c. Then by the proof of Lemma 5(i), we see that 0 < d0 < cν−1 and that {k − 1,0
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Lemma 23 that d0 = c2, which means that
|z0| =
√
c2c + 1 = γ.
This completes the proof of Lemma 23. 
Except for the case of v2m = w2n and z0 = z1 = ±γ , the proof of Theorem 18 implies that
Theorem 22 is valid (on the assumption (64)). Thus, it suffices to show Theorem 22 in the case
of v2m = w2n and z0 = z1 = ±γ .
Lemma 24. Suppose that c  c4. If v2m = w2n has a solution with m  1 and z0 = z1 = ±γ ,
then we have
0 < 2m logα1 − 2n logα2 + logα5 < 4.1(k − 1)c2α−4m1 , (65)
where
α1 := s +
√
(k − 1)c, α2 := t +
√
(k + 1)c, α5 := (s2
√
c ± γ√k − 1 )√k + 1
(t2
√
c ± γ√k + 1 )√k − 1
and
s2 :=
√
(k − 1)c2 + 1 = 4k2 − 2k − 1, t2 :=
√
(k + 1)c2 + 1 = 4k2 + 2k − 1.
Proof. We may prove this lemma in a manner similar to Lemma 8. By (15), (16) and z0 = z1 =
±γ , we have
vm = 12√k − 1
{(
s2
√
c ± γ√k − 1 )(s +√(k − 1)c )m
− (s2√c ∓ γ√k − 1 )(s −√(k − 1)c )m},
wn = 12√k + 1
{(
t2
√
c ± γ√k − 1 )(t +√(k + 1)c )n
− (t2√c ∓ γ√k + 1 )(t −√(k + 1)c )n}.
Putting
P := s2
√
c ± γ√k − 1√
k − 1
(
s +√(k − 1)c )m,
Q := t2
√
c ± γ√k + 1√
k + 1
(
t +√(k + 1)c )n,
we see that (21) and P > Q > 0 hold. Since m 2 implies
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√
c − γ√k − 1√
k − 1
(
s +√(k − 1)c )2 > 4
√
k − 1 c(c − k + 1)
s2
√
c + γ√k − 1 > c − k + 1,
we have
P − Q
P
<
c − k + 1
k − 1 P
−2 < 1
(k − 1)(c − k + 1) < 0.01.
Hence we have
0 < log
P
Q
<
c − k + 1
k − 1 P
−2 +
(
c − k + 1
k − 1
)2
P−4

(
1 + c − k + 1
k − 1 P
−2
)
c − k + 1
k − 1
( √
k − 1
s2
√
c − γ√k − 1
)2(
s +√(k − 1)c )−2m
< 4.1(k − 1)c2
(
s +√(k − 1)c )−2m.
Replacing m by 2m, we obtain (65). 
We also see from (65) that (22) holds. (This can be easily checked by putting
ϕ(c) := 0.26c2
(k − 1)c2 − log
(s2
√
c + γ√k − 1 )√k + 1
(t2
√
c + γ√k + 1 )√k − 1
and ψ(k) := ϕ(c4) in the argument following (22).) Hence we have
m
n
<
log(t + √(k + 1)c )
log(s + √(k − 1)c ) <
log(k + 1)
log(4(k − 1)c4) + 1 <
9
8
. (66)
Lemma 25. Suppose that c  c4. If v2m = w2n has a solution with m  1 and z0 = z1 = ±γ ,
then we have
m n > min
{
0.707 8
√
c
k + 1 ,1.9
8
√
c
k4(k + 1) ,0.117
4
√
c
k8(k + 1)
}
.
Proof. The inequality m  n follows from Lemma 6. Note that m  1 implies n  1 because
of (66). From Lemma 4 we see that
±{(k − 1)m2 − (k + 1)n2}γ ≡ t2tn − s2sm (mod 4c).
Squaring the both sides, we have
{
(k − 1)m2 − (k + 1)n2}2 ≡ s22m2 + t22n2 − 2s2t2stmn (mod c). (67)
Multiplying (67) by s, we have
C′s ≡ −2s2t2tmn (mod c), (68)
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C′t ≡ −2s2t2smn (mod c), (69)
where
C′ := {(k − 1)m2 − (k + 1)n2}2 − (s22m2 + t22n2).
Since (n)m < 9n/8 by (66), we have
|C′s| |C′t | < t · max
{
4n4,
(17k − 145)2
642
n4,
(145k − 17)c2 + 145
64
n2
}
< max
{
4.001
√
(k + 1)c · n4,0.07056k2√(k + 1)c · n4,36.26k 4√(k + 1)c · n2}.
Suppose that
nmin
{
0.707 8
√
c
k + 1 ,1.9
8
√
c
k4(k + 1) ,0.117
4
√
c
k8(k + 1)
}
.
Then we see that
|C′s| |C′t | < c, (70)
and that
2s2t2smn < 2s2t2tmn <
9
4
· 1.001kc2
√
(k + 1)c · 0.1172
√
c
k8(k + 1)
< 0.494c <
c
2
. (71)
It follows from (68)–(71) that either
C′s = −2s2t2tmn and C′t = −2s2t2smn (72)
or
C′s = c − 2s2t2tmn and C′t = c − 2s2t2smn. (73)
If (72) holds, then we have (s2 − t2)mn = 0, which contradicts s = ±t and mn = 0. If (73)
holds, then we have (t − s)c − 2s2t2(t2 − s2)mn = 0. Since t = s, we have c = 2s2t2(t + s)mn,
which does not occur, since 2s2t2(t + s)mn < 4s2t2tmn < c by (71). This completes the proof of
Lemma 25. 
Lemma 26. If v2m = w2n has a solution with m 2 and z0 = z1 = ±γ , then we have
m1 
√
2k,
where m1 := 2m.
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By (45) and z0 = ±γ , x0 = s2, we have
q0 = s2, q1 = s2s ± (k − 1)γ, qm+2 = 2sqm+1 − qm.
Since s2 ≡ −1 (mod 2k), s ≡ ±1 (mod 2k) and γ 2 = c2c+ 1 ≡ 1 (mod 2k), we see by induction
that
qm1 ≡ ±m1γ − 1 (mod 2k).
Since pl ≡ ±1 (mod 2k) for all l, it follows from pl = qm1 that
m1γ ≡ 0 or 2 (mod 2k),
that is,
m21 ≡ 0 or 4 (mod 2k).
Hence, m1 = 2m 4 implies that m21  2k, that is, m1 
√
2k. 
Proposition 27. Besides the assumptions in Theorem 22, assume (64) and assume that {k − 1,
k+1, c, d} is a Diophantine quadruple with some d > cν+1. If z = v2m = w2n and z0 = z1 = ±γ ,
then we have c c7 and the following.
(1) If c = c4, then 3 k  138;
(2) If c = c5, then 3 k  59;
(3) If c = c6, then 3 k  39;
(4) If c = c7, then 3 k  6.
Proof. Note that
c8 = 16k
(
4096k14 − 13 312k12 + 17 152k10 − 11 136k8 + 3824k6 − 664k4 + 50k2 − 1)
< 41 870k15.
If m1(= 2m) = 0, then we have z = ±γ = ±√c2c + 1, that is, d = c2; if m1 = 2, then we have
n1(= 2n) = 2, and the proof of Lemma 5 in [7] implies that d(= d+) = cν+1, either of which
contradicts the assumption. Hence we may apply Lemmas 25 and 26.
In exactly the same way as the proof of Proposition 15, Theorem 12 and Lemma 14 together
imply (46). By Lemmas 7 and 25, we have
log z = logv2m > 2h3(k, c) − 12 log(2.66kc),
where
h3(k, c) := min
{
0.707 8
√
c
,1.9 8
√
c
4 ,0.117
4
√
c
8
}
.k + 1 k (k + 1) k (k + 1)
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2h3(k, c) − 1
8
< f (k, c), (74)
where f (k, c) is the expression defined in (48) (note that for k  3, f (k, c) is decreasing with
respect to c and that for c = c4, c5, c6 and c7, f (k, c) is increasing with respect to k).
Suppose that c c8. Then we have
h3(k, c) > h3
(
k,41 870k15
)
> min
{
2.57k7/4,6.93k5/4,1.55k3/2
}
> 8.05,
whence we obtain
2h3(k, c) − 1
8
> 1.88. (75)
On the other hand, we have
f (k, c) f (k, c8) <
log(38 400k15) log(138 000k19)
log(111 000k16) log(4340k10)
.
Since 38 4002 < 43403 and 138 00016 < 111 00019, we have
f (k, c8) <
3 · 19
16 · 2 < 1.79. (76)
(75) and (76) contradict (74). Consequently we obtain c c7.
We secondly examine the case of c = c7 using Lemma 25.
(4) If c = c7, then we have
h3(k, c6) > h3
(
k,11 377k13
)
> min
{
2.19k3/2,5.89k,1.12k
}
 1.12k.
It follows from (50) and (74) that
2 · 1.12k − 1
8
< 1.98,
whence we have k  7. This implies that
f (k, c7) f (7, c7) < 1.77,
whence we obtain k  6.
In the meanwhile, we see from Lemmas 7 and 26 that
log z = logv2m > 2
√
2k − 1
2
log(2.66kc),
which together with (46) implies that
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√
2k − 1
8
< f (k, c). (77)
(1) If c = c4, then by (54) and (77) we have
2
√
2k − 1
8
< 4.82,
whence we have k  195. This implies that
f (k, c4) f (195, c4) < 4.08,
whence we have k  141. Repeating this process once again, we obtain k  138.
(2) If c = c5, then by (55) and (77) we have
2
√
2k − 1
8
< 2.93,
whence we have k  74. This implies that
f (k, c5) f (74, c5) < 2.62,
whence we have k  60. Repeating this process once again, we obtain k  59.
(3) If c = c6, then by (52) and (77) we have
2
√
2k − 1
8
< 2.3,
whence we have k  47. This implies that
f (k, c6) f (47, c6) < 2.11,
whence we obtain k  39. This completes the proof of Proposition 27. 
Proof of Theorem 22. Suppose that {k − 1, k + 1, c, d} is a Diophantine quadruple for some
d > cν+1. As seen in the paragraph preceding Lemma 24, we may assume that z = v2m = w2n
and z0 = z1 = ±γ . We will complete the proof of Theorem 22 using the reduction method.
Let Λ3 denote the linear form in logarithms in (65), and let α′5 and α′′5 be the conjugates of α5
whose absolute values are greater than one:
α′5 :=
(s2
√
c ∓ γ√k − 1 )√k + 1
(t2
√
c ∓ γ√k + 1 )√k − 1 , α
′′
5 :=
(s2
√
c + γ√k − 1 )√k + 1
(t2
√
c − γ√k + 1 )√k − 1 .
Applying Theorem 19 with l = 3, d = 4, β = 2m and
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1
2
log(2s), h′(α2) <
1
2
log(2t),
h′(α5)
1
4
{
log(k − 1)2(c − k − 1)2 + log(α5α′5α′′5)}
= 1
4
log
{
(c − k + 1)(t2√c + γ√k + 1 )(s2√c + γ√k − 1 )(k + 1)√k2 − 1}
<
1
2
log
(
10k3c
)
,
we have
logΛ3 > −18 · 4! · 34(32 · 4)5 · 12 log(2s) ·
1
2
log(2t) · 1
2
log
(
10k3c
) · log 24 · log(2m).
Since
log
(
4.1(k − 1)c2
(
s +√(k − 1)c )−4m)< (−2m + 1) log(4(k − 1)c)
and
log
(
10k3c
)
<
5
4
log
(
4(k − 1)c),
it follows from (65) that
2m − 1
log(2m)
< 6 · 1014(log(2t))2.
In case c = c4, we know by Proposition 27 that k  138, whence
2m − 1
log(2m)
< 6 · 1014(log(1.2 · 1010))2 < 3.3 · 1017.
Therefore we obtain m1 := 2m 2 · 1019. Similarly we also obtain m1  2 · 1019 in each case of
c = c5, c = c6 and c = c7; put
M ′1 := 2 · 1019.
Now dividing (65) by logα2 leads us to the inequality
0 < m1κ − n1 + μ′ < A′1B−m1, (78)
where m1 := 2m, n1 := 2n and
κ := logα1
logα2
, μ′ := logα5
logα2
, A′1 :=
4.1(k − 1)c2
logα2
, B := α21 .
We apply Lemma 20 to the inequality (78) with M = M ′1. Note that we may assume that m1  4
as seen at the beginning of the proof of Proposition 27. We have to examine (136+57+37+4) ·
Y. Fujita / Journal of Number Theory 128 (2008) 322–353 3532 = 468 cases, of which the second convergent is needed in 38 cases. In any case, we obtain
m1 < 4, which is a contradiction. This completes the proof of Theorem 22. 
Proof of Corollary 2. It suffices to show that {k − 1, k + 1, c2, cν, cν+1} is not a Diophantine
quintuple for any ν  3. Suppose that {k − 1, k + 1, c2, c, d} is a Diophantine quintuple with
c2 < c = cν < d . Taking a look at the quadruple {k + 1, c2, c, d}, we know that
d  (d+ =)k + 1 + c2 + c + 2(k + 1)c2c + 2t2tγ
(cf. Lemma 6 in [7]). Since
cν+1 = k − 1 + k + 1 + c + 2(k − 1)(k + 1)c + 2kst,
we obtain cν+1 < d , which completes the proof of Corollary 2. 
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