This paper analyzes the performance of sequential importance sampling algorithms for estimating the number of perfect matchings in bipartite graphs. Precise bounds on the number of samples required to yield an accurate estimate are derived. In doing so, moments of permutation statistics are computed using generating functions and nonstandard limit theorems are derived by expressing perfect matchings as a time-inhomogeneous Markov chain.
Introduction
Sequential importance sampling is a technique for estimating the expected value of a given function with respect to a probability measure ν using a random sample from a different probability measure µ. It is widely used to evaluate otherwise intractable counting and statistical problems. This work examines the performance of sequential importance sampling on counting the number of perfect matchings in bipartite graphs. This problem can also be formulated equivalently as counting the number of permutations with positions restricted by a binary matrix.
In importance sampling, one uses a simple measure µ to obtain information about a more complicated measure ν. In [4] , Chatterjee and Diaconis show that if log(dν/dµ) is concentrated about its mean, then a sample size of roughly e L from µ is necessary and sufficient, where L denotes the Kullback-Leibler divergence between ν and µ. The objective for this work will be to prove limit theorems and control the tail probabilities of the quantity log(dν/dµ) in the context of restricted permutations.
The remainder of this section reviews the relevant literature on matchings, restricted permutations, and sequential importance sampling. Section 2 introduces a sequential algorithm for sampling a specific type of restricted permutation. Section 3 summarizes the empirical results from using this algorithm. Sections 4, 5, and 6 analyze the moments and limiting distribution of certain statistics of restricted permutations and uses them to give a bound on the required sample size for importance sampling to give accurate results.
1.1. Bipartite matchings. Let [n] = {1, 2, . . . , n} and [n ′ ] = {1 ′ , 2 ′ , . . . , n ′ } be two disjoint sets. A bipartite graph G = ([n], [n ′ ], E) is specified by a set of undirected edges E = {(i 1 , i ′ 1 ), . . . , (i e , i ′ e )}. For example, when n = 3 the graph might appear as shown in Figure 1 . Figure 1 . A bipartite graph with n = m = 3
A matching in G is a set of vertex-disjoint edges. Thus {(1, 1 ′ ), (2, 3 ′ )} is a matching in Figure 1 , as is the empty set. A perfect matching in G is a matching with n edges. For example, the perfect matchings in Figure 1 are {(1, 1 ′ ), (2, 2 ′ ), (3, 3 ′ )}, {(1, 2 ′ ), (2, 3 ′ ), (3, 1 ′ )}, and {(1, 1 ′ ), (2, 3 ′ ), (3, 2 ′ )}. M(G) will be used to denote the set of perfect matchings of a graph G.
Matching theory is a large research area, particularly recently with ride share and organ matching applications. See [17] for a book-length treatment of matching theory, or [1] for the related problem of evaluating permanents.
1.2. Restricted permutations. Given a bipartite graph G([n], [n ′ ], E), let A G denote its adjacency matrix; that is, A G (i, j) = I{(i, j ′ ) ∈ E}. The perfects matching of G correspond to a subset S G ∈ S n of permutations π satisfying A(i, π i ) = 1 for all i. For example, if G is the graph in Figure 1 , Of particular consideration are the matrices
where s, t ≥ 1. G is called the type-(s, t) graph, and the elements of S G are called type-(s, t) permutations, denoted by F n,s,t . The special case of s = t = 1 corresponds to the Fibonacci permutations, so named because |F n,1,1 | = F n , where F n is the n th Fibonacci number. Other well-studied cases include F n,t,1 and F n,t,t , which are sometimes called t-Fibonacci permutations and distance-t permutations, respectively.
Type-(s, t) graphs serve as benchmarks for both numerical and theoretical purposes, and they offer challenging open problems, despite being extensively studied ( [5] , [8] , [7] ). Furthermore, despite their apparent structure, they are a good approximation to graphs appearing in real datasets (see, for instance, the red shift data in [12] ). using an iid sample X 1 , X 2 , . . . with distribution µ, the importance sampling estimate of I(f ) is given by
The number of perfect matchings of a balanced bipartite graph G = ([n], [n ′ ], E) can be estimated using importance sampling. Taking ν to be the uniform measure, µ to be any other measure on perfect matchings, and f = |M(G)|, the quantity I(f ) = |M(G)| has the importance sampling estimate
where X 1 , . . . , X N are perfect matchings with distribution µ. In applications of importance sampling, the measure µ is typically chosen so that X 1 , . . . , X N are easy to sample. Diaconis [6] proposed the following sequential algorithm for generating perfect matchings in a bipartite graph:
. . , v n be an enumeration of the vertices in [n], and let π 0 be the empty matching. Proceeding in the order i = 1, 2, . . . , n:
• Check each edge coming out of v i to see if its removal, and the subsequent removal of the adjacent vertices, leaves a graph allowing a perfect matching. Let J i be the set of available edges.
• This generates a random matching π n with probability
It will be useful in this paper to form an equivalence between the sequence {J i } n i=1 and the resulting permutation π in Algorithm 1.1. Indeed, a bijection exists between the two quantities:
• From a permutation π, the sequence J 1 , . . . , J n is obtained by setting
where E(v i ) denotes the vertices adjacent to v i . • Conversely, a sequence J 1 , . . . , J n yields the permutation π satisfying π i = E(v i )\ n j=i+1 J j . Unless otherwise stated, the analysis of Algorithm 1.1 will be of the top-down order; that is, v i = i for all 1 ≤ i ≤ n.
The procedure for checking if an arbitrary bipartite graph has a perfect matching is polynomial in n. However, this step can be done in constant time for type-(s, t) graphs. 
Otherwise, J i contains all remaining edges incident to i. [4] argue that the distribution of ρ(Y ) = dν dµ (Y ) is key to determine the necessary and sufficient sample size for I n (f ) to yield a good estimate of I(f ). In particular, they proved an upper bound on the necessary sample size that is directly related to the tails of log ρ(Y ). Taking ν and µ to be the uniform distribution on matchings and the sampling distribution of Algorithm 1.1, respectively, yields
Chatterjee and Diaconis
A main contribution of this work is the distributional analysis of the quantity log µ(Y ) under the uniform distibution on matchings for several classes of bipartite graphs.
Related Work
Restricted permutations appear in problems related to independence testing. One observes paired data (X 1 , Y 1 ), . . . , (X n , Y n ) ∈ X × Y drawn from a joint distribution P, with marginals P 1 and P 2 . For simplicity, assume that the X i 's and Y i 's are all distinct. Suppose further that for each x ∈ X there is a known set I(x) such that the pair (X, Y ) can be observed if and only if Y ∈ I(X). Suppose the goal is to test if P = P 1 × P 2 . If I(x) = Y for all x ∈ X , then classical theory (see, e.g. [15] , [3] , [2] , [19] ) tells us that under mild regularity conditions, a permutation test gives an asymptotically consistent locally most powerful test of independence. That is, let (X (1) , . . . , X (n) ) and (Y (1) , . . . , Y (n) ) be the rank-orderings of the {X i } and {Y i }, respectively, and define the permutation π to be such that Y (i) = Y (π(i)) for all i ∈ {1, 2, . . . , n}. X and Y then pass the permutation test if π looks like it came from a random draw from S n .
The setting where I(x) is a proper subset of Y can be modeled as a permutation test on a set of permutations with restricted positions. In this case, it is necessary to characterize a random draw from S n,An,n ⊂ S n , where A is a restriction function as defined in Section 1.2. This is equivalent to evaluating the permanent of A n,n .
Evaluating the permanent of a {0, 1} matrix is a celebrated problem in complexity theory and was used as the first example of a #P-complete problem by Valiant [21] . However, while exact evaluation remains an intractable problem, efficient approximation algorithms sometimes exist.
Diaconis et. al. [7] proposed the switch chain for sampling perfect matchings from a balanced bipartite graph G = ([n] ∪ [n] ′ , E) almost uniformly at random. The largest class of graphs for which this chain is ergodic is the class of chordal bipartite graphs. In [11] , Dyer et. al. examine increasingly restricted graph classes and determine that the switch chain mixes in time O(n 7 log n) for monotone graphs.
Diaconis and Kolesnik [8] analyze Algorithm 1.1 for t-Fibonacci and distance-2 matchings. They were able to prove the asymptotic normality of log ρ(Y ) using a distributional recurrence Central Limit Theorem from the computer science literature. Using generating functions, Chung et. al. [5] were also able to compute precise asymptotics for the mean and variance of log ρ(Y ) for the cases t = 1 and (s, t) = (2, 2). Moments for more general s, t are open. Finally, [8] also analyzes two additional algorithms for t-Fibonacci matchings: the random order algorithm, where (v 1 , . . . , v n ) is a random permutation of [n], and the greedy order algorithm, where at each step, the smallest unmatched index i is matched amongst those indices i with the maximal number of remaining choices for π(i). Central limit theorems with precise asymptotics are also derived for both of these algorithms.
Results
This work aims to extend the results of Diaconis and Kolesnik in [8] . The following distributional result holds for arbitrary positive integers s and t:
, E) be the bipartite graph with type-(s, t) restriction, and let µ(π) be the sampling distribution of Algorithm 1.1 when v i = i for 1 ≤ i ≤ n. Then, there exist positive constants c 1 , c 2 such that
The constants c 1 and c 2 may be computed using generating functions. Some numerical values in are reported in Table 3 . Consequently, the number of samples required for importance sampling to converge is given by N conv ≈ exp(c 1 n + √ c 2 n). Since it takes time O(n) to generate a single perfect matching, algorithm 1.1 therefore yields an accurate estimate of the number of perfect matchings in time O(N conv n). Table 1 reports log(N conv n) for several pairs (s, t) and compares them with the O(n 7 log n) mixing time of the switch Markov chain. It can be seen that Algorithm 1.1 is superior for sampling bipartite matchings for moderate values of n. The first column of Table 1 shows the sample size N * after which the polynomial-time MCMC algorithm begins to perform better. 3.1. Optimal sampling probabilities. Algorithm 1.1 can be modified so that edges are picked from the available set nonuniformly at each step. More precisely, for each index j and each set of edges J, let P j,J be a probability distribution on J. . Beginning at v 1 and proceeding in order:
• Check each edge coming out of v 1 to see if its removal, and the subsequent removal of the adjacent vertices, leaves a graph allowing a perfect matching. Let J 1 be the set of available edges. Pick e ∈ J 1 according to the distribution P 1,J1 and delete this edge. • Repeat with v 2 by forming J 2 and sampling from P 2,J2 , and continue until a perfect matching is found. • This generates a random matching π with probability µ * (π) = n i=1 P i,Ji (π(i)).
It is immediately clear that choosing P j,J to be the distribution of π(j), . . . , π(n) conditioned on π(1), . . . , π(j − 1) makes µ * the uniform distribution on allowed matchings. However, explicitly computing these conditional distributions is impractical for all but the simplest bipartite graphs.
Diaconis and Kolesnik [8] analyze the top-down version of Algorithm 3.2 (where v i = i for all i) for Fibonacci, 2-Fibonacci, and distance-2 graphs. They show that, for these graphs, it is possible to choose P j,J from a much smaller family of distributions such that Algorithm 3.2 yields a sampling distribution with bounded derivative dν dµ * . An example of their results for Fibonacci graphs is as follows:
For a set of two integers J = {j 1 , j 2 } with j 1 < j 2 , let Q J be the distribution that assigns mass 1/ϕ to j 1 and 1/ϕ 2 to j 2 . Let P j,J = Q J whenever |J| = 2. Then, the resulting sampling distribution µ * has bounded derivative dν dµ * with respect to the uniform distribution ν. A direct consequence of this type of result is that importance sampling using the distribution µ * converges after a bounded number of samples. The following theorem derives almost-perfect variants for t-Fibonacci permutations, for any t ≥ 1.
Theorem 3.4. Let p 1 , . . . , p t be probabilities satisfying
and let µ * denote the resulting sampling distribution of Algorithm 3.2. Then, for any two permutations π, π ′ ∈ F n,t,1 ,
Consequently, log dν dµ * ≤ 2 log 2.
The solution to equations (3.3) and (3.4) is p 1 = p 2 = · · · = 1/2. Indeed, the sampling probability under Algorithm 1.1 for any permutation π ∈ F n,∞,1 is 2 −n+1 , so the sampling distribution is exactly the uniform distribution on F n,∞,1 .
The solution to Equations (3.3) and (3.4) converges rapidly to limiting values as t → ∞, which is quantified by the following proposition.
Furthermore, there exists a constant C k , which may depend on k but is independent of t, such that
Restricted permutations as Markov chains
A key observation for the analysis of Algorithm 1.1 is that a uniform draw from F n,s,t can be expressed as a time-inhomogeneous Markov chain, where the transition matrices have entries that are bounded by functions of s and t. Distributional limits of functions of these Markov chains were first studied by Dobrushin [10] and later refined in [20] and [18] . The following result is due to Peligrad [18] and establishes conditions on the maximal correlation coefficient between adjacent states X i and X i+1 under which a central limit theorem would hold. . Let X n,1 , . . . , X n,n ∈ X be a time-inhomogeneous Markov chain. Let ρ(·, ·) denote the maximal correlation function; that is, for σ-algebras F 1 , F 2 ,
where f and g are functions with mean zero and variance one which are measurable with respect to F 1 and F 2 , respectively. Define
, where (f n,i ) 1≤i≤n are real-valued functions on X . Denote by µ n and σ 2 n , respectively, the mean and variance of
In order to apply this result, a Markov chain representation of type-(s, t) permutations must be constructed. For illustrative purposes, Section 4.1 first constructs the chain in the simplest case of type-(1, 1) sequences. Section 4.2 then generalizes this construction to type-(s, t) sequences for all s, t > 0.
4.1.
Fibonacci sequences. Let T n be the set of all Fibonacci sequences of length n. That is, (x 1 , . . . , x n ) ∈ T n if and only if x i ∈ {0, 1} for all i = 1, 2, . . . , n, and x i x i+1 = 0 for all i = 1, 2, . . . , n−1. Note the following bijection between Fibonacci permutations and Fibonacci sequences ending in zero:
• Given a sequence (x 1 , . . . , x n ) ∈ T n with x n = 0, construct (y 1 , . . . , y n ) ∈ F n,1,1 by first
Finally, set y j = j for all j not covered by the previous two steps. Observe that (y 1 , . . . , y n ) is indeed a permutation since x n = 0. • Conversely, given (y 1 , . . . , y n ) ∈ S n,1,1 , construct (x 1 , . . . , x n ) ∈ T n by setting x i = 1 for all i such that y i = i + 1, and x i = 0 otherwise. This forces x n = 0, and since
Next, for each i ∈ {0, 1, 2, . . . , n − 1}, define the matrices
The Markov chain on the state space {0, 1} with time-dependent transitions K 0 , . . . , K n−1 induces a probability measure on the space T n , and, by extension, on F n,1,1 . The following proposition asserts that this probability measure is the uniform distribution on F n,1,1 .
. , Y n ) be a random sequence uniformly distributed in F n,1,1 , and let X = (X 1 , . . . , X n ) be the corresponding Fibonacci sequence. Then, X is a realization of the Markov chain starting at X 0 = 0 with the above transition matrices {K i }.
Proof. Let X = (X 1 , . . . , X n ) be the Fibonacci sequence corresponding to Y . It suffices to show that X has the uniform distribution over Fibonacci sequences ending in zero. Suppose we are given
On the other hand, if x i = 0, then (x i+1 , . . . , x n−1 ) is allowed to be any Fibonacci sequence of length n − i − 1, and each sequence is equally likely. In particular, the conditional law of X i+1 is independent of X 1 , . . . , X i−1 . This proves that X is a Markov chain. Finally, the number of Fibonacci sequences with
These transitions match those given by the matrix K i , completing the proof. Figure 2 . The type-(2, 2) graph with n = 5 4.2. Type-(s, t) sequences. The above exercise hints at how to generalize Proposition 4.2 to F n,s,t . For the general construction, recall the bijection in Section 1 between a permutation in F n,s,t and the sequence
in the following manner:
Thus, the Markov chain characterizing T n can be thought of as a Markov chain on the {J i }'s, with the state space {(0, 1), (−1, 1)} and the transitions being the process of matching of each vertex i to a vertex in J i . Since every state contains the element {1}, the state space can be simplified to {0, −1}.
With that in mind, let s, t > 0, and define X s,t to be the space of t-tuples of integers (n 1 , . . . , n t ) satisfying −s ≤ n 1 < n 2 < · · · < n t < t. Let T n,s,t (x) denote the set of sequences (x = x 0 , x 1 , x 2 , . . . , x n ) with the following properties.
• x i ∈ X s,t for all 0 ≤ i ≤ n.
• For each y = (y 1 , . . . , y t ) and each 1 ≤ j ≤ t, define the tuple
Additionally, define T 0 (y) = (y 1 − 1, . . . , y t − 1).
For example, T n,1,1 (0) consists of sequences (0 = x 0 , x 1 , . . . , x n ) such that x i ∈ {−1, 0} and x i x i+1 = 0. This is equivalent to the definition of T n in 4.1.
Let A be the following map from F n,s,t to T n,s,t (x 0 ), where x 0 ∈ X s,t is the state (0, 1, . . . , t−1). 1. Given a type-(s, t) permutation π, first represent it by the sequence Table 2 shows the type-(2, 2) sequences for several different type-(2, 2) permutations.
Note that the resulting sequence x 0 , . . . , x n is a member of T n,s,t (x 0 ). Indeed, the set J i+1 is obtained from J i by adding the vertex (i + 1 + t) ′ and removing one of the vertices from J i . This action translates to setting x i+1 = T j (x i ) for some index j.
For all i ≤ n − t, the sets J i all contain either one or t + 1 elements. When i > n − t, J i may contain either one or n + 1 − i elements. Further, the largest element of x i in Step 3 is at most n − i. π
Type-(2, 2) sequence 12345 (0, 1), (0, 1), (0, 1), (0, 1), (0, 1) 23154 (0, 1), (−1, 1), (−2, 1), (0, 1), (−1, 1) 21435 (0, 1), (−1, 1), (0, 1), (−1, 1), (0, 1) 31245 (0, 1), (−1, 0), (−2, 1), (0, 1), (−1, 1) Table 2 . Type-(2, 2) sequences for various permutations
Putting this together means that after Step 4, x i is guaranteed to not have any repeated elements. The final property of A is that it is an injective map.
Proposition 4.4. Let y 1 = (y 1 1 , . . . , y 1 n ) and y 2 = (y 2 1 , . . . , y 2 n ) be distinct elements of F n,s,t . Then, A(y 1 ) and A(y 2 ) are distinct elements of T n,s,t .
Proof. Express y 1 and y 2 by the sequences J 1 = {J 1 1 , . . . , J 1 n } and J 2 = {J 2 1 , . . . , J 2 n } of available edges. If i ≤ n − t and J 1 i = J 2 i , then the AJ 1 i and AJ 2 i will be different. If i > n − t, then the largest element of J 1 i or J 2 i is at most n < i + t. Thus, Step 3 is not needed, and AJ 1 i and AJ 2 i will be different. Furthermore, J 1 i and J 2 i both contain at most n − i + 1 elements, and so A(y 1 ) and A(y 2 ) will not contain any duplicate elements.
LetT n,s,t denote the image of F n,s,t under A. For each i ∈ {0, 1, 2, . . . , n − 1}, let K i be a matrix indexed by such that if x i = (y 1 , . . . , y t2 ) and y 1 = −s, then
If y 1 = −s, then, for each j ∈ {0, 1, 2, . . . , t}, set
The following is the generalization of Proposition 4.2 to T n,s,t (x 0 ).
Proposition 4.5. Let Y = (Y 1 , . . . , Y n ) be a uniformly random element of F n,s,t , and let X = (x 0 = X 0 , X 1 , . . . , X n ) be the corresponding element of T n,s,t (x 0 ), where x 0 = (0, 1, 2, . . . , t − 1). Then, X is a realization of the Markov chain starting at x 0 with the above transition matrices {K i }.
Due to the equivalence between sampling from F n,s,t andT n,s,t , it is useful to rewrite Algorithm 1.1 as an algorithm for sampling type-(s, t) sequences. The equivalent procedure is as follows:
Algorithm 4.6. Suppose we are given x 0 , x 1 , . . . , x i , for some i ≥ 0.
• If −s ∈ x i , then set x i+1 = S 1 (x i ) with probability 1. Otherwise, set x i+1 = S I (x i ), where I is uniformly chosen from {0, 1, 2, . . . , t}. • This generates a random sequence (σ 1 , . . . , σ n ) = σ ∈ T n,s,t (x) with probability
where θ(σ) = |{j : −s ∈ σ j }|. 4.3. Central limit theorem. This section revisits Theorem 4.1 and shows that the required conditions hold for the type-(s, t) Markov chain. First, the variables X n,1 , . . . , X n,n are a realization of the Markov chain with transition matrices given by (4.1), and so X n,i ∈ X s,t for all n, i. Y n,i is the indicator variable that −s ∈ X n,i , and so C n = 1.
For a central limit theorem to hold, it is therefore sufficient to show that 1. λ n ≥ ǫ > 0 for some ǫ independent of n.
2. σ n → ∞ as n → ∞. Let H s,t denote the directed graph with vertices X s,t and an edge from vertex x to vertex y if and only if y = T j (x) for some 0 ≤ j ≤ t. Any realization X n,1 , . . . , X n,n of the type-(s, t) Markov chain is therefore a directed path along the vertices of H s,t .
For any two states x, y ∈ X s,t , let P Fix states x n,m , x n,2m , . . . , x n,m·⌊n/m⌋ and condition on the event E that X n,km = x n,km for 1 ≤ k ≤ ⌊n/m⌋. Under this conditioning, the distribution of the states Y k = X n,km , . . . , X n,(k+1)m is the uniform distribution over P 
s,t,xn,jm,x n,(j+1)m = Θ(n).
The Law of Total Variance therefore implies that
In particular, σ n = Ω( √ n), proving the first claim.
The following lemma is useful in the proof of the second part.
Lemma 4.7. Let A be the adjacency matrix of H s,t , and let λ be the eigenvalue of maximum norm. Then, 1. λ is simple and real, and the corresponding eigenvector v can be chosen to have all positive coordinates. 2. For any vertex x ∈ X s,t , let P n (x) be the number of directed paths of length n starting from
x. Then, for any two vertices x, y ∈ X s,t ,
where v x and v y are the x and y coordinates of v, respectively.
The first step is to show that λ n > 0. Assume to the contrary that λ n = 0. Then, there exists some i such that ρ * (σ(X n,i ), σ(X n,i+1 )) = 1. This means that there exist mean-zero, unit variance functions f, g such that f (X n,i ) and g(X n,i+1 ) are linearly related. In particular, for each x ∈ X s,t , g(T j (x)) is constant over all 0 ≤ j ≤ t. Since H s,t contains a self-loop at the vertex x 0 = (0, 1, 2, . . . , t − 1), it is not bipartite. It therefore follows that g is in fact the constant function on X s,t . This violates the original assumption that g has mean zero and unit variance.
Next, observe that ρ * (σ(X n,i ), σ(X n,i+1 )) is a continuous function of the entries of the matrix K n,i , which has entries
where P n (x) is the number of sequences inT n,s,t (x). Equivalently, P n (x) is the number of distinct length-n paths in H s,t starting with x. By Lemma 4.7, K n,i (x, T j (x)) therefore converges to a limiting value K n,i,j as n − i → ∞. Finally, as ρ * (σ(X n,i ), σ(X n,i+1 )) is a continuous function of the entries of K n,i , there must exist some ǫ > 0, independent of n, such that ρ * (σ(X n,i ), σ(X n,i+1 )) ≤ 1 − ǫ for all 1 ≤ i ≤ n − √ σ n . Since the terms Y n,j for n − √ σ n ≤ j ≤ n contributes at most √ σ n , it follows that n i=1 Y n,i indeed satisfies the Central Limit Theorem for time-inhomogeneous Markov chains.
Analysis of Moments
For fixed s, t, let x 0 denote the state (0, 1, 2, . . . , t − 1). Let ν and µ be uniform distribution on T n,s,t (x 0 ) and the sampling distribution of Algorithm 4.6, respectively. This section proves Equations (5.1) and (3.2) and outlines a procedure that can be used to compute the constants c 1 and c 2 .
The desired moments of log ρ(Y ) are given by the following expressions:
It suffices to analyze the asymptotics of θ(Y ), since it is the only source of randomness in log ρ(Y ). This is done in two steps. The first step establishes the existence of constants c 1 , c 2 , d 1 , and d 2 such that First, it helps to first state some useful properties of type-(s, t) chains.
Lemma 5.1. There exists ǫ(s, t) > 0, which is independent of n, such that for any i, each entry of the matrixK
With the above lemma, it becomes immediately clear that ǫ(s, t) d n ≤ E θ(Y ) ≤ (1 − ǫ(s, t))n, proving (5.1). Next, note that the lower bound in (5.2) is established by (4.2). It remains to derive an upper bound for Var θ(Y ). To this end, let X = (X 1 , . . . , X n ) be a uniformly random element of T n,s,t . For each 0 ≤ i ≤ n − 1, generate a sequence X i i+1 , . . . , X i n from the conditional distribution of (X i+1 , . . . , X n ) given (X 1 , . . . , X i ), but conditionally independent of (X i+1 , . . . , X n ). This is done by resampling the chain using Algorithm 4.6 starting from index i.
Let τ i := min{j ≥ i + 1 : X j = X i j }, with τ i := n + 1 if X j = X i j for all i + 1 ≤ j ≤ n. Define Y i j := X i j for i + 1 ≤ j < τ i and Y i j = X j for j ≥ τ i . The following lemma asserts that the conditional distributions of {X i j } and {Y i j } are the same.
. Now, starting from X, define the random vector Y by first choosing an index I uniformly at random from {0, . . . , n − 1}, and then defining
Lemma 5.2 then asserts that X and Y have the same distribution. Furthermore, the martingale decomposition of variance can be used to achieve the following bound on f (X) for any initial state
x and any function f : T n,s,t (x) → R. 
Taking f (X) = θ(X) means that f (X) − f (Y ) is bounded above by τ I , where I is the random index used to construct Y . To derive (5.2) , it suffices to show that E τ 2 I = O(1). Again by Lemma 5.1, the d-step transitions d j=0 K i+j have entries that are all bounded below by ǫ(s, t) > 0. Letting Z ǫ be a geometric random variable with parameter ǫ = ǫ(s, t), it then follows that for every 1 ≤ k ≤ n,
Putting this together with Lemma 5.3 gives Var θ(Y ) ≤ 2t 2 ǫ 2 n. 5.1. Computing constants. This section explicitly computes the asymptotic behavior of E θ(Y ) and Var θ(Y ) using generating functions. This method was first analyzed in [5] and later refined in [8] to be applicable to type-(1, 1), type-(2, 1), and type-(2, 2) permutations. This section further generalizes the method to arbitrary pairs (s, t).
Let X s,t ∋ x = (x 1 , . . . , x t ). For notational convenience, let
where P x (·) = (t + 1) θ(·)−n and ν x are the sampling distribution of Algorithm 4.6 and the uniform distribution on T n,s,t (x), respectively. This means that [x] n = [x] n 0 = |T n,s,t (x)| for any state x, and that [x] n m satisfies the recursion [x] n m z n .
The moments of log 1 Px(Y ) are given by
where [z n ]f (z) is used to denote the coefficient of z n in the series expansion of f (z).
The generating functions in the above examples are all rational functions of z. Therefore, 0) is also a rational function and takes the form U k (z) V k (z) , where U (z) and V (z) are polynomials in z. The coefficient of z n in this rational function is then governed by the roots {r 1 , . . . , r k } of V k (z) with the largest magnitude. More precisely,
where j i is the multiplicity of root r i . The constants c i,j are given by
This immediately implies that c 1 = c 2 = c and d 1 = d 2 = d in the inequalities (5.1) and (5.2) . The numerical values of c and d for several pairs (s, t) are reported in Table 3 . The remainder of this section is devoted to explicitly computing the generating function X(x, z, m). The following examples address the cases t = 1 and (s, t) = (3, 2) . The Fibonacci case s = t = 1, which is also covered in [8] , is also included for illustrative purposes. Although the moments are computable for arbitrary s and t, doing so for large s, t involves extremely tedious algebra.
(s, t) c d (2, 1) 0.62420 0.02858 (3, 1) 0.66495 0.01511 (4, 1) 0.68082 0.00762 (5, 1) 0.68772 0.00382 (6, 1) 0.69094 0.00192 (7, 1) 0.69168 0.00094 (3, 2) 0.99886 0.07314 Table 3 .
For what follows, X(z, m) is used to denote X(x 0 , z, m), where x 0 is the state x = (0, 1, . . . , t−1).
Example 5.4 (s = t = 1). Fibonacci sequences have the states {0, −1} and satisfy |T n,1,1 | = F n , where F n is the n th Fibonacci number. The recurrence reads
The generating function X(z, m) therefore satisfies
. [0] n m z n is therefore given by
Solving for X gives ) . The partial sums X k , X ′ k for 1 ≤ k ≤ 5 are therefore equal to X 1 = z
The generating functions X and X ′ are therefore given by
Solving this system of equations yields X(z, m) = cd+bf ad−be , where
Optimal sampling probabilities when t = 1
This section gives a proof of Theorem 3.4. First, while it is difficult to find closed-form solutions to Equations (3.3) and (3.4), the following lemma, in addition to empirical results, gives a good indication of their behavior. Lemma 6.1. Fix t > 0, and let p 1 , . . . , p t satisfy (3.3) and (3.4). Then,
The permutations in F n,t,1 are compositions of cycles of adjacent elements. When using the sampling probabilities p 1 , . . . , p t with Algorithm 3.2, the probability of sampling any k-cycle is given by p 1 p 2 · · · p k (1 − p k+1 ). Thus, the log-probability of sampling π is
where the outer sum is over all cycles C in π.
Next, let π, π ′ be permutations in F n,t,1 such that π ′ = (i, i + 1) • π for some index i. Then, it is easy to check that for some 1 ≤ k ≤ t, one of π and π ′ has an extra cycle of length k, while the other has an extra fixed point and an extra cycle of length k − 1. Suppose without loss of generality that π has the extra k-cycle. There are two cases to consider. First, suppose that this k-cycle is not the last cycle of π, so that i < n − 1. Then, log µ(π) − log µ(π ′ ) = log(p 1 · · · p k−1 (1 − p k )) − log(p 1 · · · p k−2 (1 − p k−1 )) − log(1 − p 1 )
Now, consider a path (π = π 0 , π 1 , π 2 , . . . , π m = Id) such that π i ∈ F n,t for all i, and π j+1 = (i j , i j + 1) • π j for some 0 ≤ i j < n and all j. Such a path can be chosen such that i j = n − 1 for at most one j. It follows that
for all π ∈ F n,t . The triangle inequality then gives us
Finally, the proof is completed by noting that p k < 1/2 for all k, t. Example 6.2. Suppose s = 1. Then, p 1 satisfies p 1 = (1 − p 1 ) 2 , so p 1 = 1 ϕ 2 . Example 6.3. Suppose s = ∞. This is the case of the one-sided restriction, and the solution to the equations (3.3) and (3.4) is p 1 = p 2 = · · · = 1/2. Indeed, one can easily check that every permutation in F n,∞ has the same sampling probability when choosing uniformly from J i . Table 4 displays the numeric solution tor 1 ≤ s ≤ 9. Table 4 . Optimal sampling probabilities for t = 1, 2, . . . , 9
6.1. Asymptotics and rates of convergence. To analyze the system of equations (3.3) and (3.4) , observe that summing all equations gives a telescoping sum on the right hand side. The result is that p 1 satisfies (6.1)
The other p i satisfy
By Lemma 6.1, p t+1
As t → ∞, p 1 therefore converges to 1 2 . Consequently, p t → 1 3 , and for each k > 0,
This system of equations has the solutions a t−k = 2 k+1 − 1 and b t−k = 2 k+2 − 1.
Next, consider the rate at which p 1 converges to 1/2. The identity (6.1) means that 1 − p 1 is the positive real solution to the equation x t+2 − 2x + 1 = 0. Writing x = 1/2 + δ for some δ > 0 therefore means that δ is the solution to the equation This shows that δ obeys the asymptotics δ = (1 + o(1))2 −(t+3) . Propagating the error gives
The rate of convergence for p t−k is therefore
Conclusions and future work
The results presented in this paper demonstrate that importance sampling is an attractive alternative to the MCMC algorithms in the computer science literature for sampling matchings from type-(s, t) graphs. While current techniques are promising for small s, t, they quickly become algebraically and computationally intensive for more complex cases. One future direction of work is to find a more tractable way of computing the asymptotic moments of log ρ(Y ).
While importance sampling is practical for type-(s, t) graphs, little is known about its performance for other classes of bipartite graphs. In particular, switch Markov chain proposed by Diaconis et. al. [7] is applicable for the larger class of monotone graphs. For those graphs, Algorithm 1.1 is less efficient, as checking whether or not a partial matching can be completed to a perfect matching is a more involved process. It will be interesting to see if an efficient importance sampling algorithm exists for monotone graphs, and if the techniques in this paper apply in the more general setting. 7.1. Optimal sampling probabilities for general s, t. Recall that the transition matrices {K i } in the type-(s, t) chain has entries
ij is the number of sequences in T n,s,t (x 0 ) beginning with (x 1 , . . . , x i , T j (x i )). Lemma 4.7 implies that there are limiting quantities
This probability depends only on the state x i and not the index i, so it can be reparametrized as {p x,k }, where x ranges over all allowed states.
Finally, consider the following algorithm for sampling a random type-(s, t) sequence. • This generates a random sequence σ ∈ T n,s,t (x 0 ) with some distribution µ * n . Conjecture 7.2. Let µ * n be as above, and let ν n denote the uniform distribution on T n,s,t . Then, there exists a constant C(s, t), independent of n, such that for all n, dν n dµ * n ≤ C(s, t). Recall that x 0 is used to denote the state (0, 1, 2, . . . , t − 1). Note that T i (·) = T i (T i (· · · (T i (·)) · · · )), where T i is applied t times. Conversely, for any state y = (y 1 , . . . , y t ),
This means that H s,t is strongly connected, and so A is an irreducible matrix. Furthermore, since x 0 has a self-loop, A is also aperiodic. The first claim therefore follows by the Perron-Frobenius theorem for irreducible matrices.
For the second claim, note that the quantity P n (x) is given by P n (x) = e x A n 1 , where e x is the coordinate vector for the state x. It suffices to show that exA n 1 ey A n 1 converges to vx vy for any two states x and y.
To this end, suppose A n has the singular value decomposition A n = U n Σ n V T n , where the diagonal entries σ n,1 , . . . , σ n,m of Σ are arranged so that |σ n,1 | ≥ · · · ≥ |σ n,m |. Denote the columns of U and V by u n,1 , . . . , u n,m and v n,1 , . . . , v n,m , respectively. Both sets of vectors form orthonormal bases of R m , and The columns u n,1 , . . . , u n,m of U n are the left singular vectors of A n , and they form an orthonormal basis of R m . It is shown in [22] that lim n→∞ σ 1/n n,1 = λ.
Multiplying by A n yields
where v n,1 , . . . , v n,m are the columns of V . Since v and u n,i are normalized vectors, dividing by λ n 1 and taking n → ∞ gives lim n→∞ u n,1 = v.
Finally, consider the decompositions
where a n,i = e x · u n,i and b n,i = e y · u n,i . Since u n,1 converges to v, a n,1 and b n,1 converge to the dot products a n,
The L 1 norm of e x A n then has the asymptotics
a n,i u n,i A n 1 = lim n→∞ a n,1 u n,1 A n
The reverse inequality also holds:
Putting everything together yields
thus completing the proof.
8.3. Proof of Lemma 5.1. From the proof of Lemma 4.7, the type-(s, t) chain is irreducible and aperiodic and has diameter d ≤ 2t. Furthermore, each positive entry of K n,i converges to a positive limit and is therefore bounded away from zero. Thus,
is a positive matrix where each entry is bounded away from zero and one by quantity ǫ(s, t), independent of n. Take any x 1 , . . . , x n ∈ {0, 1, . . . , t}. Define x 0 = x n+1 = 0 and X i n+1 = 0. Let m n (x, 0) = 1 for any x ∈ {0, 1, . . . , t}. Let z i = 1 − x i for each i. For any x ∈ {0, 1, . . . , t}, define the event
There are two cases to consider. Furst, suppose that x = x i+1 . In this case, if E happens, then τ i = i + 1, and hence (Y i i+2 , . . . , Y i n ) = (X i+2 , . . . , X n ), meaning the conditional distributions of (Y i i+2 , . . . , Y i n ) and (X i i+2 , . . . , X i n ) given E are the same. Next, suppose that x = x i+1 . Then τ i ≥ i + 2, and hence
where A j := {X i i+2 = x i+2 , . . . , X i j = x j } B j := {X i+2 = x i+2 , . . . , X j−1 = x j−1 , X j = x j . . . , X n = x n } = z k =x k ∀i+2≤k<j {X i+2 = z i+2 , . . . , X j−1 = z j−1 , X j = x j , . . . , X n = x n } Now, since (X i i+2 , . . . , X i n ) are (X i+2 , . . . , X n ) are conditionally independent given (X 1 , . . . , X i+1 , X i i+1 ), P(A j ∩ B j | E) = P(A j | E) P(B j | E).
By the Markov property, 
when j ≥ i + 3, and Q i+2 = m i+1 (x, x i+2 ). But by the Markov property, P = P(X i i+2 = x i+2 , . . . , X i n = x n | E) Q j = z k =x k ∀i+2≤k≤j P(X i+2 = z i+2 , . . . , X j−1 = z j−1 , X j = x j | E) = P(X i+2 = x i+2 , . . . , X j−1 = x j−1 , X j = x j | E) Thus,
Next, observe that the Q j 's are conditional probabilities of disjoint events whose union is the whole sample space. Thus, n+1 j=i+2 Q j = 1,
proving the first claim of the lemma. To prove the second claim, simply note that Y i i+1 = X i i+1 when τ i > i + 1, and Y i i+1 = X i+1 = X i i+1 when τ i = i + 1. 8.5. Proof of Lemma 5.3. For 0 ≤ i ≤ n, define f i (x 1 , . . . , x i ) = E(f (X) | X 1 = x 1 , . . . , X i = x i ).
Then by the martingale decomposition of variance, Var(f (X)) = n−1 i=0 E(f i+1 (X 1 , . . . , X i+1 ) − f i (X 1 , . . . , X i )) 2 . Now note that E(f i+1 (X 1 , . . . , X i+1 ) − f i (X 1 , . . . , X i )) 2 = E(Var(f i+1 (X 1 , . . . , X i+1 ) | X 1 , . . . , X i )) = 1 2 E E(f i+1 (X 1 , . . . , X i+1 ) − f i (X 1 , . . . , X i )) 2 | X 1 , . . . , X i
where the second identity holds since X i+1 and X i i+1 are i.i.d. conditional on X 1 , . . . , X i . Now, f i+1 (X 1 , . . . , X i+1 ) = E(f (X 1 , . . . , X n ) | X 1 , . . . , X i+1 ) = E(f (X 1 , . . . , X n ) | X 1 , . . . , X i+1 , X i i+1 ) f i+1 (X 1 , . . . , X i , X i i+1 ) = E(f (X 1 , . . . , X i , X i i+1 , . . . , X i n | X 1 , . . . , X i , X i i+1 )) = E(f (X 1 , . . . , X i , X i i+1 , . . . , X i n ) | X 1 , . . . , X i , X i+1 , X i i+1 ). By Lemma 5.2, E(f (X 1 , . . . , X i , X i i+1 , . . . , X i n ) | X 1 , . . . , X i+1 , X i i+1 ) = E(f (X 1 , . . . , X i , X i i+1 , Y i i+2 , . . . , Y i n ) | X 1 , . . . , X i+1 , X i i+1 ) = E(f (X 1 , . . . , X i , Y i i+1 , . . . , Y i n ) | X 1 , . . . , X i+1 , X i i+1 ). Putting everything together yields E(f i+1 (X 1 , . . . , X i+1 ) − f i+1 (X 1 , . . . , X i , X i i+1 )) 2 = E(E(f (X 1 , . . . , X n ) − f (X 1 , . . . , X i , Y i i+1 , . . . , Y i n ) | X 1 , . . . , X i+1 , X i i+1 )) 2
≤ E(f (X 1 , . . . , X n ) − f (X 1 , . . . , X i , Y i i+1 , . . . , Y i n )) 2 . Therefore, Var f (X) ≤ 1 2 n−1 i=0 E(f (X 1 , . . . , X n ) − f (X 1 , . . . , X i , Y i i+1 , . . . , Y i n )) 2 , as desired.
8.6. Proof of Lemma 6.1. Suppose to the contrary that p 1 ≥ 1 − p 1 . Then, since (1 − p 1 ) 2 = p 1 (1 − p 2 ), it follows that 1 − p 1 ≥ 1 − p 2 . Now, suppose that p 1 ≤ p 2 ≤ · · · ≤ p k for some k < t. By (6.1),
This means that p k+1 ≥ p k , so completing the induction yields 1/2 ≤ p 1 ≤ p 2 ≤ · · · ≤ p t . This is contradictory to (3.4) . It must then be that p 1 < 1/2. The same argument using (6.1) can then be used to show that 1/2 > p 1 > p 2 · · · > p t > 1/3.
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