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Abstract 
Bibliome mining is a powerful technique for large-scale information extraction from textual data and connecting between 
biological entities as well as functional hypotheses. Currently, most bibliome mining is used for some specific studies 
involving genes and proteins; however, much less efforts have been focused on metabolites. In addition to application 
works, the focus has been on proving the concepts and algorithms, but very few reports on development of applicable text 
mining platform. In this study, we aimed to develop a bibliome mining platform that could be used to perform basic text 
mining tasks and further be used for building metabolic interaction networks. We developed a platform with the evaluated 
tools and subsequently tested its functions for extraction of interactions between biomolecules (e.g. genes, enzymes, 
proteins and metabolites) in yeast Saccharomyces cerevisiae. The results were then manually curated afterwards using 
KEGG LIGAND and public yeast database. Of the collected 11 text mining tools, we selected 3 suitable tools, namely 
ABNER, OpenNLP and LingPipe for further implementing the bibliome mining platform. In summary, a prototype of a 
bibliome mining platform was successfully developed and may further be used for building metabolic interaction network 
of S. cerevisiae. This study can be used as a basic framework for further improvement as well as extension of relevant text 
mining tasks and broad applications. 
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1. Introduction 
Up to date, there are various kinds of biological knowledge which were successfully derived from the texts, 
such as protein-protein interaction [1], metabolite-enzyme interaction [2], regulated pathway [3], and also gene-
disease relationship [4]. Undoubtedly, bibliome mining is thus powerful technique. Recently, there have been 
studies on development of bibliome mining pipeline assembler with graphical user interface (GUI) for 
integration of several text mining tools, such as Argo, U-compare, and @Note [5–7] for biomedical texts. Even 
though these tools provided GUI for user with ease of use, they were tightly coupled with its existing pipeline 
assembler and this consequently resulted in difficulty of tools expansion, and modification, which leads to 
limited application. For examples, text mining research community focused on genes, proteins, and metabolites 
annotation [8,9]. In addition, most of the studies only focused on proving the concepts and algorithms in text 
mining, but much less studies on developing text mining platform for a general application [7], such as building 
interaction between genes, enzymes, proteins, metabolites as biomolecules representing in the form of 
metabolic network. In general, building of metabolic network of different organisms (e.g. bacteria, yeast, fungi 
and human) was based on genome databases and bioinformatics tools for functional annotation [10,11]. On the 
other hand, if no genome information available, it was mainly rely on literature for metabolic network 
reconstruction [12]. Certainly, manual curation is performed for identification of gene, enzyme, protein and 
metabolite relationship and further construction of the metabolic network. Once concerning to automatic 
approach and time consuming, bibliome mining is therefore considered to be an alternative approach for 
building metabolic interaction network.  
In this study, we aim to develop bibliome mining platform that could be used as an initial framework to 
perform basic text mining tasks and further be used for building metabolic interaction network. To explore, we 
initially collected text mining tools that were publicly available and further evaluated based on their features 
and F-scores. Once evaluation process was finished, we then selected suitable text mining tools for 
development of bibliome mining platform. Through the end, we tested the developed platform using yeast 
Saccharomyces cerevisiae texts for building its metabolic interaction network and manually curated the 
network using metabolic pathway database of S. cerevisiae (KEGG LIGAND) and public yeast database. 
2. Methods 
An overall workflow for developing bibliome mining platform was divided into three main steps as 
illustrated in Fig. 1 below: 1) Collection, classification, selection and evaluation of text mining tools, 2) 
Development of bibliome mining platform, 3) Testing, curation and using the developed platform. 
 
Fig. 1. Overall methodology of developing bibliome mining platform. 
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2.1. Collection, classification, selection and evaluation of text mining tools 
Text mining tools were collected from different public resources. Each tool was reviewed and then classified 
under different categories: algorithms, licenses, Application Program Interface (API), custom model usage 
(machine learning algorithm), and capabilities. According to these classified categories, we then selected the 
tools based main categories, which had entity recognition capability and custom model usage. In addition, the 
selected tools were then evaluated using F-score with respect to detection of gene name, enzyme name, protein 
name, and metabolite name appeared in the texts. For these tasks, the tools were evaluated using 10 fold-cross 
validations on corpus from literature [13] and the corpus from BioCreative II GM [14]. In each corpus, recall 
and precision were firstly calculated and then F-score was then calculated. The formula of precision (1), recall 
(2) and F-score (3) are presented as shown in the following. 
 
Precision = True positive/(True positive + False positive)  (1) 
 
Recall = True positive/(True positive + False negative)  (2) 
 
F-score = (2 x Precision x Recall)/(Precision + Recall)  (3) 
 
2.2. Development of bibliome mining platform  
We used Unstructured Information Management Architecture (UIMA) [15], which is an open source 
framework for analysis of an unstructured data, for main platform’s implementation. For a design of platform, 
we separated analysis’s step into three levels, namely Reader, Processor, and Consumer. Reader could 
transform texts into Common Analysis Structure (CAS). Processor could read and modify CAS and further 
allow to be operated with other processors. Consumer was able to read the CAS in order to report the results. In 
addition, we implemented processor module for detecting the interaction between biomolecules (e.g. genes, 
proteins, enzymes, metabolites) by co-occurrences in the texts. With any possibility of two or more 
biomolecules were mentioned within the same sentences, they were counted as interacting pairs. This module 
afterwards aggregated all potential input texts in order to obtain all possible interacting pairs as well as reported 
the frequency of co-occurrences of any interacting pairs.  
2.3. Testing, curation and using the developed platform 
The developed platform was tested for extraction of interactions between gene, enzyme, protein and 
metabolite of S. cerevisiae, which were taken from MEDLINE as a repository of biomedical text citation. The 
citation includes author, date, title and abstract. To screen the citation involved in S. cerevisiae, Medical 
Subject Heading (MESH) term was used for filtering and the abstract/title was then extracted. After that, we 
chopped the whole text in each citation to be an individual sentence. Subsequently, each sentence was 
annotated by entity recognition module, which was trained by CNobata2011 for metabolite and BioCreative II 
GM data for gene, enzyme and protein. Later, the relationship extraction module was used to collect all 
possible names of gene, enzyme, protein and metabolite in sentence and then annotated them as an interaction 
pair.  Finally, all interaction pairs were aggregated from each sentence and sorted by their co-occurrences 
frequency. We considered the top 100 interaction pairs with more than 65 co-occurrences. The top 100 
interaction pairs were then compared to a metabolic graph from KEGG LIGAND using graph walking. If any 
interaction pair obtained from MEDLINE matched with any interaction pair from KEGG LIGAND, then the 
results were marked as metabolite-enzyme interaction, metabolite-metabolite interaction, or enzyme-enzyme 
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interaction. In case of gene-gene interaction, gene-protein interaction, or protein-protein interaction, we were 
manually inspected using other public yeast databases (e.g. PUBMED and Saccharomyces Genome Database).  
3. Results and Discussion 
3.1. Features and F-scores assessment of selected text mining tools 
At the beginning, we collected 11 text mining tools as listed in Table 1. Afterwards, we selected the tools 
based main features categories, which had entity recognition capability and could be able to perform custom 
model usage (machine learning algorithm). Under these considerations, 3 suitable text mining tools were 
selected, namely ABNER, OpenNLP, and LingPipe.  
Once evaluation processes were performed, we assessed F-score of selected text mining tools with respect to 
detection of gene name, enzyme name, protein name, and metabolite name appeared in the texts. The corpus 
from literature CNobata2011 [13] containing metabolite annotation and the corpus from BioCreative II GM 
containing gene, enzyme, protein annotation were used. Interestingly, the results showed that ABNER obtained 
the highest F-score (66%) while OpenNLP obtained the lowest F-score (63%) for metabolite name detection.  
Concerning to gene, enzyme and protein detection, the results clearly showed that ABNER had the highest F-
score (78%) whereas OpenNLP had the lowest F-score score (38%). These could give some clue that OpenNLP 
seems not suitable for detecting gene, enzyme and protein names. The results are shown in Table 2. 
3.2. Implementation of bibliome mining platform 
The list of modules was implemented as illustrated in Fig. 2. We implemented parser for BioCreative II, 
MEDLINE parser, and Folder Reader as a Reader. BioCreative II parser and MEDLINE parser used for parsing 
data from BioCreative II GM and MEDLINE, respectively. Folder reader read the data as a plain text from the 
folder without any processing. ABNER, LingPipe, and OpenNLP, and relationship extraction module were the 
processors for analysing text. We implemented some NLP modules from OpenNLP and LingPipe, separately 
(i.e. sentence detection, tokenization, etc.). Aggregation engine, Diagnostic Engine and Relationship 
Aggregation were implemented as the Consumers. Aggregation Engine and Diagnostic Engine were the 
reporters, which were used in statistical report for internal testing. Aggregation Engine combined the results 
from various documents. Diagnostic Engine compared the results within document. 
3.3. Testing and using of bibliome mining platform 
We built metabolic interaction network of yeast S. cerevisiae using our developed bibliome mining platform. 
We extracted 65,535 unique interaction pairs from 75,367 citations and manually inspected top 100 interaction 
pairs of biomolecules. Hereby we found 3 protein-protein interactions, 18 biomolecules complexes, 1 enzyme-
metabolite interaction, 12 metabolite-metabolite interactions, 49 indirect interactions, and 17 false positive 
interactions. We illustrated interaction graph from interaction pairs among the list of top 100 interaction pairs 
with more than 65 co-occurrences by representing interaction network’s modules with at least 3 nodes. As 
shown in Fig. 3, this graph shows logical connection between the nodes in metabolic context, such as carbon 
sources-based connection (e.g. glucose and fructose) and nitrogen sources-based connection (e.g. aspartate and 
glutamate). Besides, this graph also shows proteins complexes, e.g., SIR2/3/4 and MRE11/RAD50/XRS2. For 
other results identified with no current literature support, this was regarded as false positive interactions. For 
example, we often found false interactions between IgA and IgG in human immunity studies [16,17].  
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Table 1. Features comparison of 11 collected text mining tools. 
Names Pre-processing Entity recognition Post-
processing 
Others 
 Lemmatization Shallow 
parse 
Deep 
parse 
Tagging Customization Relationship 
Extraction 
API License Algorithm Reference 
ABNER    • •  • CPL CRF** [18] 
OpenNLP  •  • •  • LGPL CRF** [19] 
LingPipe  •  • •  • Free* HMM** [20] 
Stanford 
NER    •   • 
Free* MEMM** [21] 
BioTagger    •   • NA CRF [22] 
Enju 
  •     
NA CFG-
Filtering 
[23] 
GENIA 
Dependency 
parser   •     
Free* Modified 
LR-
Algorithm 
[24] 
MorphaA •       
Free* Finite state 
machine 
[25] 
BioLG  •     • Free* Rules-base [26] 
OpenDMap 
   •  • • 
MPL 
1.1 
DMAP [27] 
GenieTagger 
   •    
Free* Bidirectional 
Inference** 
[28] 
*Free under academic use, **Machine learning algorithm 
Abbreviations: CRF: Conditional Random Field, HMM: Hidden Markov Model, MEMM: Maximal Entropy Markov Model, DMAP: 
Direct Memory Access Parsing. MPL: Mozilla Public License, CPL: Common Public License, LGPL: Less General Public License, NA: 
Not Available. 
Table 2. Evaluation of text mining tools based on precision, recall and F-score. 
Name CNobata2011 BioCreative II GM 
Precision Recall F-score Precision Recall F-score 
ABNER 77 % 58 % 66 % 84 % 74 % 78 % 
LingPipe 61 % 67 % 64 % 60 % 79 % 68 % 
OpenNLP 89 % 48 % 63 % 55 % 29 % 38 % 
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Fig. 3. The interaction graph from the top 100 interaction pairs with more than 65 co-occurrences annotated in S. cerevisiae’s texts. 
This graph shows interaction network’s modules with at least 3 nodes. 
 
Fig. 2. Implementation of our bibliome mining platform. 
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4. Conclusions and Future work 
The first prototype of bibliome mining platform was successfully developed and be used for performing 
basic text mining tasks (e.g. sentence detection and entity recognition). In addition, as shown in Fig. 3, our 
platform could be used for building metabolic interaction network of yeast S. cerevisiae. 
Nonetheless, concerning to our developed platform, it remains some weaknesses. For examples, the platform 
is not easily used by biologists since it requires programming and technical skills for operation. Moreover, in 
terms of building of metabolic interaction network, the relationships or interactions between biomolecules are 
not yet specified. For future work, we plan to improve the platform that can automatically predict the specific 
type of interaction extracting metabolic interaction network by adding a relationship extraction module. In 
addition, we also propose to implement an intuitive user interface and release this tool as a web service. 
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