Ž . We show that 1 the general path problem in toroidal periodic graphs can be Ž . solved with methods from linear integer programming, 2 path problems for toroidal periodic graphs G D can be solved in polynomial time if G has a bounded Ž . number of strongly connected components, 3 the number of strongly connected components in a toroidal periodic graph can be determined in polynomial time, Ž .
INTRODUCTION

Ž
. D A toroidal periodic graph toroidal graph G is a finite directed graph described by a so-called static graph G and a so-called modulus matrix D. A static graph is a directed graph in which the edges are associated with If R R D is defined to be the infinite integral space ‫ޚ‬ then the corresponding periodic graph is also called an infinite periodic graph. The infinite periodic graph model has been considered by several authors w under various respects; see, for example BST92, CM91, CM93, HW95, x IS87, KO91, KS88, Orl84 . An interesting field in which the infinite periodic graph model finds applications is the area of the so-called synthesis techniques for the automatic mapping of algorithms onto regular w x arrays. Karp, Miller , and Winograd KMW67 analyze so-called systems of uniform recurrence equations in which the variables are indexed by integral vectors. The dependencies between variables are modeled by a so-called infinite dependence graph which corresponds to an infinite periodic graph. The infinite dependence graph is represented by a so-called reduced dependence graph which corresponds to a static graph. A similar mathematical model which has become increasingly popular is the so-called polytope model. In the polytope model, a perfect nest of d FOR-loops is represented by a d-dimensional convex polytope. The boundaries of each loop specify the extent of the polytope in distinct dimensions. An overview concerning automatic parallelization in the polytope model is given in w x Len93 .
The methods for mapping a dependence structure onto a processor array, in general, consist of two steps, finding a scheduling for the computation which is compatible with the dependence structure and then mapping the index domain onto a finite set of coordinates each representing a processor of a systolic array. The mappings are built in such a way that successive computation steps are scheduled one after the other and concurrent computation steps are mapped onto different processor positions. However, each mapping is designed for a given dependence structure. When the size of the index domain is enlarged, a new mapping has to be found, because the target array is usually some hardware which cannot arbitrarily be enlarged. One way to escape this problem is to use toroidal processor arrays and mappings with computations in modular arithmetic. Then almost arbitrarily sized dependence structures could be mapped onto a fixed sized array using the same mapping. So the analysis of toroidal graphs seems to be an interesting and promising challenge also in the area of automatic processing of dependence structures.
In this paper, we present polynomial time algorithms for analyzing toroidal graphs. The polynomial running time is not straightforward,
because G has n и vol D vertices, where n is the number of vertices in G Ž . and vol D is the absolute value of the determinant of D. That is, constructing the toroidal graph G D for an analysis could take exponential time with respect to the size of G and D. In Section 2, we introduce the preliminaries. We define the staticrperiodic graph model in a more formal way and show that each toroidal graph can be defined by some rectangular parallelepiped.
In Section 3, we consider path problems on periodic graphs. We show that path problems on toroidal graphs can be solved with methods from integer linear programming, and that they can be solved in polynomial time, if G is strongly connected or has a constant number of strongly connected components, respectively. The general path problem on toroidal graphs is shown to be NP-complete even if D is a positive diagonal matrix. In Section 4, we consider connectivity problems on toroidal graphs. We present an efficient procedure for determining the number of strongly connected components in a toroidal graph. This procedures takes polynomial time for all instances G and D. We prove that all strongly connected components of G D are isomorphic and introduce a polynomial time method which modifies G into G X and D into D X such that the periodic
is isomorphic to each of the strongly connected components of G D . All methods introduced in this paper are very general and can also be used to solve further graph problems on toroidal graphs in polynomial time. Some of these problems are discussed in Section 6.
PRELIMINARIES
In the following three subsections, we define step by step the necessary preliminaries used in the forthcoming sections.
Periodic Graphs
Let a, b, m g ‫ޚ‬ be integers. We say that a is congruent to b modulo m, written a ' b mod m, if and only if the difference a y b is an integral multiple of m. The least nonnegati¨e remainder of a divided by m, denoted by a mod m, is the integer from 0, . . . , m y 1 which is congruent to a modulo m. Integer m is called the modulus and assumed to be nonzero.
The integral vector containing the same integer a at each coordinate is denoted by a. The comparison of two vectors y and z is carried out step by step for each coordinate. That is, y -z holds if and only if y is less than z in each coordinate.
Let y and z be two 
defines such a set of representatives. It is also possible to define such a set of representatives by enumerating the equivalence classes with nonnegative integral vectors in lexicographical order, i.e., y -z if there is some 
ÄŽ
. Ž . The underlying unlabeled graph with edge set u,¨N u,¨, t g E for 4 Ž . some t is denoted by unlab G . representatives of the corresponding equivalence classes, as, for example, by
same holds for multiplying a row by y1 and for interchanging two rows. So the volume of matrix D does not change when performing elementary column or row operations, whereby additionally, the matrices
even have the same determinant, where multiplying a column or row by y1 or interchanging two columns or rows changes the sign of the determinant. Analogously, we can define the congruence of two vectors modulo the 
Orthogonal Toroidal Graphs
Now we show how to transform in polynomial time a static graph G into a static graph G X and a modulus matrix D into a positive diagonal matrix 
THEOREM 2.3. Gi¨en a static graph G and a modulus matrix D, it is always possible to transform G in polynomial time into a static graph G
X , and
Proof. Elementary column operations on D do not change the equivalence relation ; and thus have no effect on the periodic graph G D .
D
Let T be the d = m matrix such that the ith column of T is the transit Ž . vector tran e of edge e , i.e., the entry in T at row i and column j is the is, for example,
Ž . The new modulus matrix is 1 0
The new transit vectors are of vertices and edges such that e is an edge from u to u . The length of
the path p is the number of edges involved; the transit vector of p, Ž . denoted by tran p , is the sum of all transit vectors of the edges of p; i.e., Ž .
The path problem for toroidal graphs is the question whether for a given Ž . 
Ž
. A directed graph G is called weakly connected if for each pair of vertices¨, w the edges in G can be redirected such that there is a path from¨to w or, equivalently, if there is an alternating sequencë
of vertices and edges such that e is either an edge from u to u or an
Ž . the subgraph of G induced by the edges in F. That is, G F has edge set F and vertex set U s u N u s source e k u s target e for e g F . One of Euler's first results in graph theory is the following well-known fact. A weakly connected directed graph has a path from¨to w that passes through each edge exactly once if and only if all vertices exceptẅ x ŽÄ 4 . and w have even degree; see Har69 . If G e g E N x ) 0 is weakly j j connected it follows that there is a path p in G from vertex¨to vertex w that passes through each edge e exactly x times. Proof. For the membership to NP, choose an edge set F : E such that Ž . G F is weakly connected and contains the vertices¨, w. Then verify Ž whether the following system of integer linear equations integer linear w x. programming belongs to NP; see BT76
Ž . has a solution, where A and T are defined for G F .
We sketch the NP-hardness by a reduction from SATISFIABILITY, w x which is log-space complete for NP; see, for example, GJ79 . Ä 4 Let X s x , . . . , x be a set of Boolean¨ariables. For a variable x g X, 1 n x and x are literals over X. A truth assignment for X is a set of literals t such that for each variable x either literal x or literal x is in t. If literal
x is in t, we say that variable x is true under t; if literal x is in t we say
A clause over X is a set of literals over X. A clause is satisfied by a truth assignment t if and only if at least one of its members is in t. A collection F of clauses over X is satisfiable if and only if there exists some truth assignment t for X that simultaneously satisfies all clauses in F.
The SATISFIABILITY problem is the question whether for a given set Ä 4 Ä 4 X s x , . . . , x of variables and a given collection C C s C , . . . , C of
clauses over X there is a truth assignment for X that satisfies C C. We will describe a d-dimensional static graph G such that G D , where D Ž . is the d = d diagonal matrix with diagonal entries 2, has a path from¨, 0 Ž . to w, 1 for some¨, w if and only if there is a truth assignment for X that satisfies C C.
The jth dimension of the vectors is associated with the jth clause. G has n q 1 vertices u , . . . , u and some further vertices which are not explicitly there is a truth assignment for X that satisfies C C.
Note that the corresponding problem for infinite periodic graphs is also w x NP-complete; see HW95 .
Strongly Connected Static Graphs
Although, in general, the path problem in toroidal graphs is NP-complete, we now show that it can be solved in polynomial time if the underlying unlabeled graph of the static graph is strongly connected. A graph is strongly connected if and only if for each vertex pair¨, w there is a path from¨to w and vice versa. Strong connectivity is decidable in linear time by depth-first-search strategies.
The polynomial time algorithm for the path problem in toroidal graphs Ž . is based on the following fact: If G is strongly connected, then System 3.1 has a solution such that the subgraph of G induced by the used edges Ä 4 e g E N x ) 0 is weakly connected if and only if the following system of j j integer linear equations has a solution:
There are two differences between System 3.2 and the general solution ŽÄ 4 . specified by System 3.1 with the additional property that G e N x ) 0 is j j weakly connected. First, in System 3.2 we do not demand x be nonnega-ŽÄ 4 . tive, and second, G e N x ) 0 need not be weakly connected. In the j j following lines, we show that both properties are unimportant if G is strongly connected. Let c be a cycle that passes through all edges of G. Such a cycle always exists if G is strongly connected. Note that this cycle may use some edges more than others and does not have to be simple; otherwise, such a cycle Ž . does not always exist. Let ␤ c be the m-dimensional nonnegative integral vector whose jth coordinate represents the number of occurrences of edge e in cycle c. Since c is a cycle, we have 
Ž .
and additionally
Ž U . because each entry in ␤ c is a multiple of each entry in the diagonal of D and we have assumed without loss of generality that D is a diagonal matrix. Note that this is not important for the correctness but only easier to understand.
Ž . Now assume x is a solution for System 3.2 such that some entries in x Ž . are negative. Let min x be the least entry in x. Then
is positive, because c U contains each edge at least once, and ␥ satisfies Let us illustrate the transformation with the instance considered in Example 3.1. Suppose we are interested in the existence of a path from
Ž . but is not a solution for System 3.1 , because some entries of x are negative. Let c s u , e , u , e , u , e , u , e , u , e , u , e , u , e , u , e , u Ž . 
ŽÄ 4 . and G e , e , e , e , e , e s G is weakly connected. 
Almost Strongly Connected Static Graphs
strongly connected, and each G s V , E with V ; V : V and E ; E Y : E is not strongly connected. Now we show that the path problem in toroidal graphs can also be solved in polynomial time if the number of strongly connected components of the static graph G is bounded by some constant. We will explain later how the running time of the algorithm depends on the number of connected components. Let F : E be the set of all edges which do not belong to some strongly connected component of G.
First, choose a subset F X of F such that there is a path p from¨to w passing all edges from F X and no edge from F y F X . If there are k connected components in G then each such path has at most k y 1 edges from F and we need only to consider subsets F X with at most k y 1 edges.
ky 1 l X Ž . So there are at most Ý such subsets F , where l is the number of is1 i edges in F. These subsets F X can easily be enumerated. Second, remove all edges of G except those which belong to F X or to a strongly connected component passed by p. Let the resulting graph be
Ž .
X Third, extend System 3.2 which is now defined for the new graph G by the equations B и x s 1,
where B is an F = E matrix which has a row for each edge e g F .
j
The row for edge e has entry 1 in column j and entry 0 in all other j columns. Ž . Ž .
D
It follows that there is a path from¨, y to w, z in G if and only if for at least one of the choices F X the system
for the graph G X as described above has a solution. The extension B и x s 1 enforces that all edges e from F X are passed j exactly once; i.e., x s 1. If some x in x is negative, then e must belong j j j to a strongly connected component H of G, and a positive solution can be Ž . Ž U . obtained by adding sufficiently often ␤ c to x, where c is a cycle passing all edges of H; see Section 3.2. The weak connectivity assumption can be omitted by a similar argumentation, because all edges which are not from strongly connected components passed by p are removed. Since there is only a polynomial number of choices for F X if the number of strongly connected components is constant, there is only a polynomial number of Ž . linear Diophantine systems 3.3 to solve. As mentioned before, such systems can be solved in polynomial time and thus the complete procedure is polynomial.
We have proved the following theorem. a small number k of strongly connected components very large, but for many choices of F X there is not a path from u to¨that uses all edges of F X and no edge of F y F X . So it could be possible to solve the path problem in toroidal graphs by solving only a few linear Diophantine systems although the toroidal graph has a large number of strongly connected components. For example, if the toroidal graph is weakly connected and the number of strongly connected components is k s l q 1, where l is the number of edges in F that are not in any strongly connected component, then there is at most one path from u to¨that passes through all edges of F X but no edge of F y F X . In this case at most one linear Diophantine system has to be solved.
CONNECTIVITY PROBLEMS
The connectivity problem asks whether a directed graph is strongly connected. In this section we analyze the counting problem, i.e., the problem of computing the number of strongly connected components of a toroidal graph. After that we introduce a polynomial time method which modifies the static graph G into some static graph G X and the matrix D In order to find an isomorphism between periodic graphs, we recon-X struct the incidence structure of G from T instead of reconstructing it from T. In each step we add or subtract a certain useless column to or from other useful columns such that the useless column becomes useful. This process can be done step by step in the reverse sequence in which we have subtracted or added the columns before. Let T X be the transit matrix which we would get from the reconstruction and vice versa. To verify correctness, let us reconstruct in parallel the original static graph G defined by T and the new static graph G X defined by T X . First,ˆX extend T and T to a d = m matrix by inserting the removed useless columns. For the sake of clarity, all entries of the useless columns arê initially set to zero. Let A be a zero n = m matrix which will be transformed during the reconstruction into the original vertex᎐edge incidence matrix A.
The invariant which guarantees the correctness is the following. If in G and vice versa, where T and T are the transit matrices of the edges in G and G X , respectively.T he invariant initially holds true because A is zero. During a single reconstruction step, we add and subtract a certain n q d vector to andˆX and get y4 2 0 y2 0 1 0 0 w
