Abstract. An increasing number of works have devoted to the application of Transition Adjacency Relation (TAR) as a means to capture behavioral features of business process models. In this paper, we systematically study the efficient TAR derivation from process models using unfolding technique which previously has been used to address the state space explosion when dealing with concurrent behaviors of a Petri net. We reveal and formally describe the equivalence between TAR and Event Adjacency Relation (EAR), the manifestation of TAR in the Complete Prefix Unfolding (CPU) of a Petri net. By computing TARs from CPU using this equivalence, we can alleviate the concurrency caused stateexplosion issues. Furthermore, structural boosting rules are categorized, proved and added to the TAR computing algorithm. Formal proofs of correctness and generality of CPU-based TAR computation are provided for the first time by this work, and they significantly expand the range of Petri nets from which TARs can be efficiently derived. Experiments on both industrial and synthesized process models show the effectiveness of proposed CPU-based algorithms as well as the observation that they scale well with the increase in size and concurrency of business process models.
Introduction
Business process models are having increasing values for various types of organizations, which are therefore maintaining large process model repositories. In order to optimize and analyze these models and enhance their business process management, a variety of analysis techniques are proposed, e.g. similarity based model retrieval [7] , conformance checking [5] , etc.
Recently, relational semantics of process models, which capture action dependencies as order dependencies for transitions in Petri nets, have attracted the attention of many researchers for their application in answering causality related analysis questions. For instance, behavioral relations have been the basis for checking conformance between a process model and the actual traces [2] , to assess the similarity of process models [7] , or to manage process model variants [6] . Transition Adjacency Relation (TAR), which is based on direct successorship of transitions [1] , and also referred to as footprint [8] , has already been effectively applied in a wide range of business process model analysis scenarios such as conformance checking and similarity measurement [1, 9, 10] .
As TAR has been widely applied, approaches for computing TARs are also raised and discussed as an important issue. For example, in [9] , the authors observed reducing silent transitions before computing TAR not only increases the semantic relevance of the derived TARs, but also reduces the size of concurrent structures and therefore the related computational costs, as their reachabilitygraph based approach, although being general and applicable to all bounded nets, is highly influenced by their concurrent structures. However, after reduction, TAR computations from the reduced nets are, once again, still based on reachability graphs (RG). Therefore, the state explosion issue of RG, which is caused by net concurrency, is only partially reduced, but not really resolved. In [10] , Jin et al. provided an unfolding based technique for efficient TAR derivation. But the rules used in [10] to derive TARs are only reliable in free-choice WF-nets, and tend to produce a lot of false TARs in more general classes of Petri nets, e.g. bounded nets with non-free-choice structures. On the other hand, in [11] , the authors discovered that behavioral relations [2] can be both efficiently and generically computed from the Complete Prefix Unfolding (CPU) of a Petri net, from which we are inspired to ask if TAR computation can also benefit from utilizing structural relations in CPU with the same generality.
The issues reflected in the above works are calling for an approach that not only addresses the concurrency challenge, but also preserves the generality and correctness of the solution (e.g. for non-free-choice nets). In this paper, after formally introducing the relations between TARs and Event Adjacency Relations (EARs), their manifestations in the CPU of the original Petri net, we realize that TARs can be both generally and efficiently computed from a wide range of Petri net systems (i.e. bounded nets), and a general CPU-based TAR computation algorithm that applies to all bounded nets is proposed. Based on this general algorithm, additional structural insights can be added to obtain more efficient TAR computing algorithms. For example, we proved that co relation between events implies TAR see Prop. 5 of Section 4). What is more, we refine and further develop the structural rules used by [10] in free-choice WF-nets into two novel structural concepts, i.e. "Max-Event Adjacent" (for bounded nets) and "Max-event Adjacent By-Jump", which can be applied in non-free-choice nets with formally proved correctness. Based on these concepts, we present an improved version of the general CPU-based TAR computing algorithm that may cost only a fraction of the overhead taken by the general algorithm. Thus, we significantly expanded the range of net system classes whose TARs can be efficiently computed using CPU.
We organize the rest of our paper as follows. In Section 2, we recall some definitions of Petri net and CPU, as well as the definition of TAR. Section 3 formally analyzes how TAR is manifested in CPU and reports a general and efficient algorithm for computing TAR of bounded nets from CPU. Section 4 presents the improved TAR computing algorithm based on structural insights of concurrency and Max-Event Adjacency. Section 5 evaluate the effectiveness and scalability of our algorithms by comparative experiments. Section 6 concludes our work and points out several interesting future directions.
Preliminaries
Definition 1 (Petri net [13] ). A Petri net is a triple N = (P, T, F ), where P and T are finite set of places and transitions respectively (P ∩T = ∅ and P ∪T = ∅), and F ⊆ (P ×T )∪(T ×P ) is a set of arcs (flow relation). Denote X = P ∪T , for a node x ∈ X, •x = {y ∈ X|(y, x) ∈ F }, x• = {y ∈ X|(x, y) ∈ F }. Definition 2 (Petri net semantics). Let N = (P, T, F ) be a Petri net, then -M:P → N is a marking of N, N is the set of non-negative integers. M denotes all possible markings of N. M(p) denotes the number of tokens in place p.
iff there exists a firing sequence σ leading from M to M . -A net system is a pair S = (N, M 0 ), where N is a net and M 0 is the initial marking of N.
Definition 3 (Transition Adjacency Relation). Let S = (N, M 0 ) be a net system. Let t 1 , t 2 be two transitions of S. We say that t 1 , t 2 are in transition adjacency relation, denoted as t 1 < tar t 2 , if there exist a reachable marking M s of S, where t 1 is enabled, and
The Unfolding of a Petri net is derived from its related Occurrence Net, whose definition is based on the following concepts of causal, conflict, and concurrency relations between nodes of a Petri net [4] : -Two nodes x and y are in causal relation, denoted by x < y, if the net contains a path with at least one arc leading from x to y. -x and y are in conflict relation, or just in conflict, denoted by x#y, if the net contains two paths s·t 1 ...·x 1 and s·t 2 ...·x 2 starting at the same place s, and such that t 1 = t 2 . In words, x 1 and x 2 are in conflict if the net contains two paths leading to x 1 and x 2 which start at the same place and immediately diverge (although later on they can converge again). -x and y are in concurrency relation, denoted by x co y, if neither x < y nor y < x nor x#y.
Definition 4 (Occurrence net (of a Petri net)
). An occurrence net is a net O = (C, E, G), in which places are call conditions (C), transitions are called events (E), such that:
-O is acyclic, or equivalently, the causal relation is a partial order.
-∀c ∈ C : | • c| ≤ 1, and for all x ∈ C ∪ E it holds ¬(x#x) and the set {y ∈ C ∪ E|y < x} is finite. -For an occurrence net O = (C, E, G), M in(O) denotes the set of minimal elements of C ∪ E with respect to <.
The relation between a net system S = (N, M 0 ) with N = {P, T, F } and an occurrence net O = (C, E, G) is defined as a homomorphism h :
A branching process of S = (N, M 0 ) is a tuple π = (O, h) with O = (C, E, G) being an occurrence net and h being a homomorphism from O to S. The maximal branching process of S is called unfolding [4] . The unfolding of a net system can be truncated once all markings of the original net system and all enabled transitions are represented. This yields the complete prefix unfolding.
Definition 5 (Complete Prefix Unfolding). Let S = (N, M 0 ) be a system and π = (O, h) a branching process with N = (P, T, F ) and O = (C, E, G).
-A set of events E ⊆ E is a configuration, iff ∀e, f ∈ E : ¬(e#f ) and ∀e ∈ E : f < e ⇒ f ∈ E . The local configuration [e] for an event e ∈ E is defined as {x ∈ E|x < e ∨ x = e}. -A set of conditions X ⊆ C is called co-set, iff for all distinct c 1 , c 2 ∈ X it holds c 1 co c 2 . If X is maximal w.r.t. set inclusion, it is called a cut. . e is the corresponding event of e, denoted as e = corr(e). -A Complete Prefix Unfolding (CPU) is the greatest backward closed subnet of a branching process containing no events after any cut-off event.
Example 1. Fig. 1(a) ,(b) and (c) illustrate a Petri net, its related CPU and reachability graph respectively. In this paper, we name each event with its corresponding transition name, which is followed by '-' and then its construction order in the CPU. For example, in Fig. 1(b) , T 8 -10 is an event corresponding to T 8 of the original net (h(T 8 -10) = T 8 ), and it is the tenth event constructed in the CPU. In Fig. 1 
-9]) = {P 1 , P 3 , P 10 }, thus T 8 -10 is a cut-off event, and T 9 -9 is its corresponding event.
In contrast to a reachability graph (RG), which is prone to encounter state explosion with Petri net concurrencies (because it enumerates all the possible states of the net), the complete prefix unfolding of a Petri net is much smaller in size and takes less time to construct, as illustrated in Fig. 1 (b) and 1(c). In this paper, we adopt Esparza's algorithm [4] for CPU construction, which can generate more concise CPUs compared to the original technique by McMillan [3] . We also refer readers to [4] for more introduction and examples on unfolding.
Computation of TARs from Complete Prefix Unfolding
In order to address the above mentioned efficiency and generality problem, in this section, we provide a detailed analysis of the relation between TARs in the original net system and their manifestations in CPU. Based on the analysis, we present a general and efficient algorithm for computing TARs from CPU.
Manifestation of TAR in CPU
Intuitively, we can analogize TARs between transitions of a Petri net with the relations between events of its CPU. Take the net system as shown in Fig. 2(a) for example, we know that T 2 < tar T 3 . In its CPU ( Fig. 2(b) ), this is manifested as the relation between T 2 -3 and T 3 -5, as we can see that from marking M 1 (circled by dashed line) of the CPU, event T 2 -3 can be triggered to reach the next marking M 1 (represented as dark dots), where T 3 -5 (corresponding to transition T 3 ) is enabled. Fig. 2 (c) and 2(d) depict another type of example. Again we have T 2 < tar T 3 , but in this example, the relation between their corresponding events (T 2 -2 and T 3 -4) is not so direct. In the CPU ( Fig. 2(d) ), after firing of cut-off event T 2 -2, marking M 1 is reached, where T 3 -4 is, however, not enabled. Still we notice that from the marking M 2 reached by firing T 1 -1 (T 2 -2's corresponding event), T 3 -4 is enabled. As h(M 1 ) = h(M 2 ), we can regard this as a manifestation of T 2 < tar T 3 in CPU even though T 2 -2 is a cut-off event. With the observation of the above two types of analogies, we notice that the counterpart relation of TAR in the CPU of a net system can be captured as:
be a CPU of a net system S = (N, M 0 ). Let e 1 , e 2 be two events of π. We say that e 1 , e 2 are in event adjacency relation (EAR), denoted as e 1 < ear e 2 , if there exist two pairs of reachable markings
Loosely speaking, e 1 < ear e 2 implies the firing of event e 1 may immediately lead to a marking of π which relates to some marking in the original net that in turn corresponds to a marking of π that enables e 2 . With the definition of EAR, the equivalence relation between TAR and its counterpart EAR in the CPU of their net system can be described as:
be a complete prefix unfolding of a net system S = (N, M 0 ). Let t 1 , t 2 be two transitions of S. Then t 1 < tar t 2 if and only if ∃e 1 , e 2 ∈ E : h(e 1 ) = t 1 , h(e 2 ) = t 2 , and e 1 < ear e 2 .
In words, to say t 1 < tar t 2 , is equivalent to say that one can find a pair of their related events in the CPU to be in EAR, and vice versa.
Proof. (⇒) Since t 1 < tar t 2 , there exist a reachable marking M s of S, where t 1 is enabled, and
by the properties of complete prefix unfolding we know that there exist reachable markings M 1 , M 1 of π such that for some event
= M s and h(e 1 ) = t 1 , we can deduce that h(M 1 ) = M s (isomorphism between complete prefix unfolding and original net).
On the other hand, by applying the properties of complete prefix unfolding again, we know that there exist M 2 of π which is related to the marking M s of S such that h(M 2 ) = M s = h(M 1 ), and that an event e 2 is enabled at M 2 , that is, for some reachable marking M 2 of π, it holds M 2 e2 − → M 2 , h(e 2 ) = t 2 . Therefore, it holds that e 1 < ear e 2 because there exist two pairs of reachable marking
Thus we have proved that ∃e 1 , e 2 ∈ E : h(e 1 ) = t 1 , h(e 2 ) = t 2 and e 1 < ear e 2 by constructing such e 1 and e 2 . (⇐) By the fact that e 1 < ear e 2 , there exist two pairs of reachable marking
. By the isomorphism between π and S, we know that there
Again, by the isomorphism between complete prefix unfolding and the original net, from the fact h(
, e 2 is enabled at M 2 and h(e 2 ) = t 2 , so it follows that t 2 is enabled at M s of the original net. Thus we have for reachable marking M s , M s of S, M s t1 − → M s and that t 2 is enabled at M s , and therefore t 1 < tar t 2 .
EAR Based TAR Computation Algorithm
Proposition 1 guarantees that a pair of transitions of a Petri net are in TAR if and only if a pair of their corresponding events are in EAR. Next, we propose a general CPU-based TAR checking algorithm that exploits this observation to check if a given pair of transitions are in TAR. In order to better explain and prove our algorithm, we first introduce the concept of Max-Event together with three related lemmas.
Definition 7 (Max-Event Set). Let E 0 be a subset of the events in a CPU. We call the set of maximal events in E 0 with respect to causal relation as its max-event set, denoted as M ax(E 0 ) = {e ∈ E 0 |∀e ∈ E 0 : e < e }.
Given this definition, we have discovered the following lemmas:
(1) C\{e} is a configuration if and only if e ∈ M ax(C).
Proof. (1) (⇒) Suppose to the contrary that e ∈ M ax(C), then there is some e ∈ C such that e < e , and thus we have e ∈ C\{e} whereas e < e , e / ∈ C\{e}, so it follows that C\{e} is not a configuration, which leads to contradiction. Therefore e ∈ M ax(C). (⇐) Because C is a configuration, ∀e, e ∈ C : ¬e#e . On the other hand, since C is a configuration, ∀e ∈ C : e < e ⇒ e ∈ C. Therefore suppose that ∃e ∈ C\{e} : e < e and e ∈ C\{e}, then e must be e, which contradicts to the fact that e ∈ M ax(C), so we must conclude that ∀e ∈ C\{e} : e < e ⇒ e ∈ C\{e}. Therefore C\{e} is a configuration.
, if e ∈ {e m1 , ..., e m k }, it immediately follows that e ∈ M ax(C), and therefore e ∈ C. If otherwise, without loss of generality, suppose e ∈ [e m1 ] and e < e m1 , then as e m1 ∈ C, e < e m1 , we know that e ∈ C.
On the other hand, for any e ∈ C, if e ∈ M ax(C), then ∃i, 1 ≤ i ≤ k : e = e mi , and therefore e ∈ [e m1 ] ∪ ... ∪ [e m k ]. Otherwise, ∃e ∈ C, e < e , and from e , we can thus continue to reach some e mi such that e < e < ..
By the above two facts, we know that
Proof. Since e mi , e mj ∈ M ax(•X), ∃c 1 , c 2 ∈ X : e mi < c 1 , e mj c 2 . As e mi #e mj , it follows that c 1 #c 2 , which contradicts with fact that X is a co-set. Therefore ∀e, e ∈ C : ¬(e#e ). By the above two facts, we know that
, we know ∀e ∈ •X : e ∈ C. Therefore, for every condition c ∈ X such that c / ∈ M in(O), there exists one event e ∈ C such that c ∈ e •. As a consequence, we have ∀c
On the other hand, it is easy to prove that ∀e ∈ C, c ∈ X : c < e. Otherwise, in case there is some e ∈ C, c ∈ X : c < e, if e ∈ M ax(•X), then for some c ∈ e• : c ∈ X, we can deduce that c < c , which contradicts to the fact that X is a co-set, and if e / ∈ M ax(•X), then ∃e ∈ M ax(•X) : e < e , and again we can deduce that ∃c ∈ e • : c ∈ X, c < e < e < c , which again leads to contradiction with c co c . Therefore, from ∀c ∈ X, e ∈ C, c < e we can deduce X ∩ •C = ∅.
In summary, we know that
Finally, we prove that M ax(C) = M ax(•X). First, we prove that ∀e ∈ M ax(C) : e ∈ M ax(•X). Suppose to the contrary that there exists some e ∈ M ax(C) : e ∈ M ax(•X). Then because e must belong to some e mi (1 ≤ i ≤ k), and, by our assumption, e = e mi , we have e < e mi and therefore e ∈ M ax(C), which is a contradiction. Therefore ∀e ∈ M ax(C) : c ∈ M ax(•X).
Next, we prove that ∀e ∈ M ax(•X) : e ∈ M ax(C). Suppose to the contrary that there exists some e mi ∈ M ax(•X)(1 ≤ i ≤ k) : e mi ∈ M ax(C). Then there must exist some e ∈ C such that e mi < e. As e must belong to some e mj (j = i),
we have e < e mj or e = e mj , In either case, it follows that e mi < e < e mj . Again, since e mi , e mj ∈ M ax(•X), ∃c 1 , c 2 ∈ X : e mi < c 1 , e mj c 2 . As e mi < e mj , it follows that c 1 < c 2 , which contradicts with fact that X is a co-set. Therefore, ∀e ∈ M ax(•X) : e ∈ M ax(C).
By the above two facts, we arrive at the conclusion that M ax(C) = M ax(•X).
Proof. The proof of this lemma is similarly to the one of Lemma 2. Let C = C\{e}. By e ∈ M ax(C), it holds that ∀e ∈ •(•e) : e ∈ C . Therefore •e ⊆ M in(O) ∪ C •. On the other hand it holds that •C ∩ •e = ∅ (Otherwise, there is some e ∈ C such that •e ∩ •e = ∅, from which it follows that e #e, which contradicts with the fact that C is a configuration). In summary, we know that
and equivalently, •e ⊆ Cut(C\{e}).
Using the above lemmas, together with the previously proved TAR-EAR relationship (Prop. 1), we can prove that:
be the CPU of a net system S = (N, M 0 ). Let t 1 , t 2 be two transitions of S. Then t 1 < tar t 2 iff there exists a co-set X in π such that (1) ∃e 1 ∈ E : h(e 1 ) = t 1 , e 1 • ⊆ X and (2) •t 2 ⊆ h(X).
Proof. (⇒)
The sufficiency is guaranteed by TAR-EAR relationship. Given t 1 < tar t 2 , by Proposition 1, we know that there exist e 1 , e 2 : h(e 1 ) = t 1 , h(e 2 ) = t 2 , e 1 < ear e 2 . By the definition of EAR, there is a reachable marking M 1 of π such that M 1 e1 − → M 1 , h(e 1 ) = t 1 and h(M 1 ) enables t 2 . Let C be the configuration fired to reach marking M 1 and let X = Cut(C) (note that X is a co-set, because Cut(C) is a cut). Since t 2 is enabled at h(M 1 ), we know that •t 2 ⊆ h(X). And since M 1 e1 − → M 1 , we have e 1 • ⊆ Cut(C) = X. (⇐) As for necessity, suppose there exist a co-set X such that •t 2 ⊆ h(X) and for some e 1 : e 1 • ⊆ X. From e 1 • ⊆ X, it can be deduced that e 1 ∈ M ax(•X) (Otherwise, suppose to the contrary that ∃f ∈ •X : e < f . Then because e• ⊆ X, f ∈ •X, we have ∃c e1 , c f ∈ X : c e1 ∈ e 1 •, c f ∈ f • and c e1 < c f , which contradicts to the fact that X is a co-set). Let M ax(•X) = {e m1 , ..., e m k }(k ≥ 1) and, without loss of generality, let e m1 = e 1 . By Lemma 2, for configuration C = [e m1 ] ∪ ... ∪ [e m k ], we have X ⊆ Cut(C) and e 1 = e m1 ∈ M ax(C). By (2) of Lemma 1 and Lemma 3, we know that C = C\{e 1 } is also a configuration and that •e 1 ⊆ Cut(C ). Therefore, let M, M be the marking of π where the conditions in Cut(C ) and Cut(C) have tokens in them respectively, then we have M e1 − → M , and consequently h(M ) t1 − → h(M ). As •t 2 ⊆ h(X) ⊆ h(Cut(C)), we know that h(M ) enables t 2 , which yields that t 1 < tar t 2 .
By Prop. 2, the problem of whether t 1 < tar t 2 is transformed into the problem of whether there exists a co-set X in CPU such that •t 2 ⊆ h(X) and for some event e 1 : h(e 1 ) = t 1 it holds that e 1 • ⊆ X. Apparently, if such a co-set does exist, we can build it using only the conditions that corresponds to t 1 • and •t 2 in CPU.
Consequently such co-set must be included in one of the cuts (maximal co-sets w.r.t. set inclusion) w.r.t. the set of such conditions. As there are only a few such corresponding conditions for a single pair of transitions, we can check if t 1 < tar t 2 simply by enumerating through the cuts formed by these conditions, and check if for any cut X it holds that •t 2 ⊆ h(X ) and for some e 1 : h(e 1 ) = t 1 , e 1 • ⊆ X , which is s sufficient and necessary condition to conclude t 1 < tar t 2 .
The following Algorithm 1 adopts the above ideas to check if t 1 < tar t 2 holds for a pair of transitions. To check condition (1) of Prop. 2, Algorithm 1 restricts the set of candidate conditions according to each event e 1 : h(e 1 ) = t 1 as B prec ={c|c co e 1 , h(c) ∈ •t 2 } ∪ e 1 • (Line 3 ∼ 6). Next, the set Q of all cuts in B prec are generated (Line 7). To check condition (2) of Prop. 2, each cut X i in Q is checked to see if t 2 ⊆ h(X i ) (Line 8 ∼ 9), which, as will be proved in the following Prop. 3, is sufficient and necessary to conclude t 1 < tar t 2 . Because the size of B prec and the number of events related to t 1 , t 2 can generally be treated as a constant w.r.t. the growth of net size, it takes constant time overhead for Algorithm 1 to determine if t 1 < tar t 2 for a pair of transition t 1 , t 2 using CPU.
Algorithm 1 Check for TAR by Enumerating EAR Related Cuts
for each e1 : h(e1) = t1 do 3:
for each c ∈ e•, h(e) = t and h(c) ∈ •t2 do 6:
If c co e1 Then Bprec ← Bprec ∪ {c} 7:
Q ← Set of cuts in Bprec 8:
for each X i ∈ Q do 9:
If •t2 ⊆ h(X i ) Then return true 10:
end for 11:
return false 12: end function Proposition 3. Algorithm 1 returns true if and only if t 1 < tar t 2 .
Proof. (⇒) If Algorithm 1 returns true, then there is a certain cut X i such that •t 2 ⊆ X i . Also, we know that for some event e 1 : h(e 1 ) = t 1 , e 1 • ⊆ B prec . Because conditions in B prec can only be added by Line 3 or Line 6 of Algorithm 1, we know that ∀c ∈ B prec : (c co e 1 ) ∨ (c ∈ e 1 •). As X i ⊆ B prec , we also have ∀c ∈ X i : (c co e 1 ) ∨ (c ∈ e 1 •). Therefore, since X i is a cut, i.e. the maximal co-set w.r.t. set inclusion, it must hold that e 1 • ⊆ X i (otherwise, if e 1 • ⊆ X i , conditions in e 1 • \X i can then be added into X i to form a larger co-set, which contradicts with the fact that cut X is maximal). From •t 2 ⊆ X i and ∃e 1 : h(e 1 ) = t 1 , e 1 • ⊆ X i we can conclude by Prop. 2 that t 1 < tar t 2 .
(⇐) By Proposition 2, we know that if t 1 < tar t 2 , there must exist a coset X such that •t 2 ⊆ h(X), and for some event e 1 , it holds that e 1 • ⊆ X. Let B t2 = {c ∈ X|h(c) ∈ •t 2 }. In the loop starting from Line 2, consider the cycle when e 1 = e 1 , since in this cycle the loop from Line 4∼6 enumerates all conditions corresponding to the •t 2 that are in co with e 1 , B t2 ∪ e 1 • ⊆ B prec holds at Line 7. Note that as B t2 ∪ e 1 • is a co-set, it must be included in at least one of the cuts w.r.t. B prec . Therefore in this cycle, for at least one X i ∈ Q, •t 2 ⊆ X i holds, and thus the function will eventually return true at Line 9.
Thus, we can obtain the CPU-based TAR computing algorithm (Algorithm 2) which invokes Algorithm 1 for each transition pair in a Petri net:
Algorithm 2 Derive All TARs from a Petri Net Using CPU (GENERAL)
T AR ← ∅ 3:
for each t1, t2 ∈ S do 4:
if CheckByCuts(t1, t2) then T AR ← T AR ∪ { t1, t2 } 5:
return T AR 6: end function
Since it takes constant time for CheckByCuts to check if TAR exist between t 1 and t 2 , the time complexity of Algorithm 2 is O(n 2 ), where n is the number of transitions in the net system S whose CPU π is also given.
Improved Algorithms Based on Structural Information
The above general algorithm can compute the TARs of any bounded net systems based on TAR-EAR relationship described in Proposition 1. Nevertheless, for bounded nets, we can leverage the structural relations in CPU, i.e. causality and concurrency, to boost the algorithm efficiency even further.
We begin our construction of derivation rules for TAR by presenting the following property of complete prefix unfolding, as it serves as the basis of several key proofs in this paper: Proposition 4. (Existence of Cut-off-free Configuration) For every reachable marking M of a Petri net system S, there exists a configuration C in a corresponding complete prefix unfolding π of S such that M ark(C) = M and C does not contain any cut-off events.
Proof. Given a configuration C, we denote by C ⊕ E the fact that C ∪ E is a configuration such that C ∩ E = ∅. We say that C ⊕ E is an extension of C, and that E is a suffix of C. Let C 1 be a configuration in the unfolding of S such that Mark(C 1 )=M. Suppose C 1 contains some cut-off event e 1 and that [4] , there is a set of events isomorphic (corresponding to the same set of transitions) with E 1 , denoted as I
. Since ≺ is preserved by finite extensions (see [4] ), we have C 2 ≺ C 1 . If C 2 still contains any cut-off event, we can repeat the procedure and find a configuration C 3 such that C 3 ≺ C 2 and that Mark(C 3 )=Mark(C 2 ). The procedure cannot be iterated infinitely often because ≺ is well-founded. Therefore, it terminates in a configuration C in CFP which does not contain any cut-off event and Mark(C) = M .
To explore these possibilities, the detection of TAR between any given pair of transitions t 1 , t 2 is divided and conquered with the following two cases:
In both cases, there exist structural properties (as will be described in Proposition 5, 6 and 7) from which accelerating rules can be derived to boost the efficiency of TAR computation algorithm. First of all, in case (1), when t 1 •∩•t 2 = ∅, we can prove the following:
Proposition 5. Let S be a bounded net system and π = (O, h), O = (C, E, G) its CPU. Let t 1 , t 2 be two transitions of S. When t 1 • ∩ • t 2 = ∅, we have t 1 < tar t 2 ⇔ ∃e 1 , e 2 ∈ E : e 1 co e 2 , h(e 1 ) = t 1 , h(e 2 ) = t 2 .
Proof. (⇒) By t 1 < tar t 2 , there are markings M s , M s in S such that M s t1 − → M s , and that t 2 is enabled at M s . Since t 1 •∩•t 2 = ∅, we know that both the places of •t 1 and •t 2 have tokens in them at M s . By Prop. 4, there exists a configuration C in π such that C does not contain any cut-off event and that M ark(C) = M s . Therefore ∃X 1 ⊆ Cut(C) : h(X 1 ) = •t 1 . Since C does not contain cut-off events, there exists in π an event e 1 : h(e 1 ) = t 1 , •e 1 = X 1 . Since t 2 is enabled at M s , we have ∃X 2 ⊆ Cut(C) : h(X 2 ) = •t 2 , •e 2 = X 2 and X 1 ∩ X 2 = ∅. Therefore, it holds that e 1 < e 2 and ¬(e 1 #e 2 ), and consequently, e 1 co e 2 . (⇐) For some e 1 , e 2 ∈ E : e 1 co e 2 , h(e 1 ) = t 1 , h(e 2 ) = t 2 , we know both •e 1 and •e 2 are co-set and ∀c 1 ∈ •e 1 , c 2 ∈ •e 2 : c 1 co c 2 . Therefore •e 1 ∩ •e 2 = ∅ and •e 1 ∪ •e 2 is a co-set, so there exists a configuration C in π such that •e 1 ∪ •e 2 ⊆ Cut(C). As h(•e 1 ) = •t 1 and h(•e 2 ) = •t 2 , both t 1 , t 2 are enabled at M ark(C). And after t 1 is fired, •t 2 is still enabled (because •e 1 ∩ •e 2 = ∅). Therefore we have t 1 < tar t 2 .
By Proposition 5, we can reduce the checking of t 1 < tar t 2 in case when t 1 •∩•t 2 = ∅ to the examination of the existence of co relation between their related events in the CPU, which is almost an immediate operation and saves us the cost of cuts enumeration. The necessity for executing the costly cuts enumeration is now only limited to those consecutive pairs of transitions (that is, when t 1 •∩•t 2 = ∅).
In case (2), when t 1 • ∩ • t 2 = ∅, we could discover more structural boosting rules by introducing the concept of Max-Event Adjacent (MEA):
Definition 8 (Max-Event Adjacent). For two events e 1 and e 2 in a complete prefix unfolding such that e 1 < e 2 , e 1 is said to be Max-Event Adjacent (MEA) with e 2 , denoted as e 1 e 2 , if e 1 is among the max events of the pre-events of e 2 : e 1 ∈ M ax(• (•e 2 ) ). e 1 e 2 can be defined equivalently as ∀c ∈ e 1 • : c < e 2 ⇒ c ∈ •e 2 (more convenient and efficient for implementation).
Intuitively, e 1 e 2 means e 1 are connected to e 2 entirely by length-1 paths (there exists no intermediate event on any path between them). For example, in Fig. 3 , which shows the CPU of the net in the previous Fig. 2(a) , events T 2 -3 and T 2 -4 are MEA with T 3 -5 and T 4 -6 respectively. But neither T 0 -1 nor T 1 -2 is MEA with T 3 -5 or T 4 -6, because T 2 -3 and T 2 -4 exist on one of the paths from T 0 -1 and T 1 -2 to T 3 -5 and T 4 -6 (as shown with the red colored arrows in Fig. 3 ). By the above definition of Max-Event Adjacent ( ), we can prove using Lemma 1 and Lemma 3 that for any bounded net's CPU: Proposition 6. e 1 e 2 ⇒ e 1 < ear e 2 .
Proof. Let C = [e 2 ]. By definition of local configuration, M ax([e 2 ]) = {e 2 }. Therefore, by Lemma 1, C = C\{e 2 } is a configuration, and by Lemma 3:
•e 2 ⊆ Cut(C ) (1).
Moreover, it is easy to prove that M ax([e 2 ]\{e 2 }) ⊆ •(•e 2 ). From e 1 e 2 , we know e 1 ∈ M ax(•(•e 2 )), and therefore e 1 ∈ M ax([e 2 ]\{e 2 }) = M ax(C ). Consequently C = C \{e 1 } is also a configuration. And by Lemma 3 it holds that:
.
Let the marking of π corresponding to C , C and C be denoted as M 1 , M 1 , M 2 respectively. By (1) and (2), it holds that
− → M 2 and e 1 < ear e 2 .
For example, in Fig. 3 , from Proposition 6 we can conclude T 2 -3 < ear T 3 -5 and T 2 -4 < ear T 4 -6 and therefore T 2 < tar T 3 and T 2 < tar T 4 because T 2 -3 T 3 -5 and T 2 -4 T 4 -6. Moreover, we confirm that Max-Event Adjacent can be further extended and applied under certain cases even when cut-off events are involved (e.g. situation as in Fig. 4(b) ), as we can prove using Lemma 3 that:
Proposition 7. Let π be the CPU of a bounded net system. Let e 1 be a cut-off event and e 1 its corresponding event of π and h(e 1 •) = h(e 1 •). Then e 1 e 2 ⇒ h(e 1 ) < tar h(e 2 ).
(a) T7 <tar T9 (b) Prop. 7 cannot be applied between T7-7 and T8-8 In the artificial model as shown in Fig. 5 , the TAR between the consecutive transitions T 7 and T 9 cannot be confirmed directly using MEA, because T 7 -7 is a cut-off event. Moreover, neither can we discover this TAR by reusing the MEA related to T 7 -7's corresponding event T 8 -8 based on Prop. 7, because Prop. 7 requires that the corresponding places of the post conditions of the two events are identical, but in this case h(
But for such pairs of transitions, Algorithm 1 still applies because it does not require the MEA structures of the related events, so we can combine the boosting rules (Algorithm 3) with Algorithm 1 for accelerated and general TAR checking. All in all, this final improved algorithm for finding all TARs from the CPU (π) of a Petri net (S) can be given as Algorithm 4:
for each t1 ∈ S do 4:
for each t2 ∈ (t1•)• do 5:
if EarlyConfirm(t1,t2) then T AR ← T AR ∪ { t1, t2 } 6:
else if CheckByCuts(t1, t2) then T AR ← T AR ∪ { t1, t2 } 7:
for each e1, e2 ∈ π : e1 co e2 do 8:
return T AR 10: end function Proposition 8. Algorithm 4 can find all TARs of any given bounded net system. Proof. The proof is immediate from the Prop. 5, 6, 7 and the correctness of Algorithm 1 (CheckByCuts), which is given by Proposition 3.
Experiment Evaluation
We conduct experiments to evaluate the effectiveness of our CPU-based algorithms using both industrial (see [12] for further details) and artificial process model datasets. Implementations of algorithms and the process model datasets have been made available on-line 1 .All experiments were run on a PC with Intel Dual Core I5 CPU@2.8G, 4G DDR3@1333MHz, and Windows 7 Enterprise OS. Table 1 summarizes the statistics of the our experiment dataset consisting of 5 libraries, from which we extract the bounded models for our experiment. The table also shows the degree of concurrency found in the process models, i.e. the maximum number of tokens that occur in a single reachable non-error state of the process.
Effectiveness Evaluation
First, using the bounded nets in each library, we compare the time cost (see Fig. 6(a) ) of two CPU-based algorithms, i.e. GENERAL (Algorithm 2) and Jin's limited CPU-based approach (JIN) [10] , and two RG based algorithms (pure RG based algorithm in [9] (RG) and Zha's improved RG based approach (ZHA) [1] ). Time costs of building CPUs alone in each library (CPU-BUILD) are also shown in the figure along with the time cost of these algorithms. Since RG based methods may encounter state-explosion when applied on nets with high concurrencies, for cases where the RG of a net system cannot be constructed within acceptable time limit, we mark the target net as "Time Limit Exceeded for RG". It can be observed that as nets in B2, B3 and B4 contain more concurrent structures, GENERAL performs significantly better than all RG based approaches while only being a bit slower than RG in A2, M1, which can be explained by the lacking of concurrent structures in these two libraries. From this figure we can also see that whereas JIN only supports free-choice nets, our GENERAL achieves a much greater generality (supports any bounded net system) at the expense of only a bit more overhead and shows comparable performance with JIN. Furthermore, we observe the boosting effect of the Algorithm 4 (IMPROVED) against GEN-ERAL (Fig. 6(b) ). We compute the overhead of IMPROVED and GENERAL, i.e., their total TAR derivation time cost minus CPU-BUILD time, which costs the same for both algorithms. From Fig. 6(b) , we observe that the total overheads for GENERAL to derive TAR from CPUs are around 7 times larger than IMPROVED, which, as a result, causes IMPROVED to run much faster than GENERAL.
As an illustration of the effectiveness of the proposed algorithms on nonfree-choice structures, in Table 2 we compare TAR results derived from the non-free-choice net as shown in Fig. 2(a) of Section 3.1 by the above algorithms. As GENERAL, IMPROVED and RG based algorithms get all correct TARs, the method in [10] (JIN) outputs two wrong TARs (T 0 < tar T 3 , T 1 < tar T 4 ). According to the rule in [10] , as T 0 -1 is connected to T 3 -5 directly with a condition in the related CPU (see Fig. 3 ), T 0 is judged to be in TAR with T 3 , but such deduction only applies to free-choice models and is wrong for non-free choice nets. The same mistake also happens for the case of T 1 and T 4 . This shows that the rule used in [10] does not apply to non-free-choice structures, whereas the correctness of proposed GENERAL and IMPROVED algorithms with such structures have already been proved for any bounded net system. T0, T2 T1, T2 T2, T3 T2, T4  GENERAL, IMPROVED  T0, T2 T1, T2 T2, T3 T2, T4  JIN  T0, T2 T1, T2 T2, T3 T2, T4 T0, T3 T1, T4 
Scalability Evaluation
We compare the scalability of GENERAL, IMPROVED with existing JIN, ZHA and RG on artificial Petri nets with growing concurrency structures. In Test A, each net is a single AND-split structure ended with an AND-join with exactly one transition on each branch, and we observe how the increase in the number of concurrent branches affects TAR computation time. In Test B, we generate concurrent branches of a fixed number (e.g. 5) and observe the effect of the number of transitions on each branch on the performance of algorithms. In both tests, CPU-based algorithms (GENERAL, IMPROVED, JIN) scale much better than RG based algorithms (RG, ZHA). But JIN does not support non-free-choice nets whereas GENERAL and IMPROVED do. Among CPU-based algorithms, IMPROVED scales the best with the growing size of concurrency structures, which is more efficient than GENERAL in both tests and has comparable or even better performance than JIN. In this paper, we investigated the problem of deriving TARs from the CPU of a Petri net. We propose and prove TAR-EAR relationship to capture the manifestation of TAR in CPU. We put forward the concept of Max-Event Set and the three important lemmas related with this concept, based on which a general algorithm for computing TARs from CPU is proposed. Moreover, by utilizing structural relations, i.e. concurrency and the novel concept of Max-Event Adjacent structures, we further improved the efficiency of the general algorithm. The formal discussion and proof of generality and correctness of these CPU-based improvements are also provided in this work for the first time. Experiment results indicate CPU-based approaches are well-suited for handling the complexities of Petri net while preserving the generality, and also that the improved algorithm significantly reduces the overhead compared to the general algorithm.
As future work, we want to explore the possibilities of taking silent tasks into consideration and adding more accelerations to our existing algorithms.
