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ABSTRACT
Time series are widely used in in applications such as finance, robotics,
telecommunications, astronomy, and many more. Detecting anomalies like
robotic arm failures or server attacks is a valuable and important task. Re-
cent research in anomaly detection in multivariate temporal data formulates
the problem as one of variational inference. To solve this problem, such ap-
proaches have used variational autoencoders to try to learn the probability
distribution of multiple time series. Variational autoencoders are used as a
way to approximate intractable distributions, and methods to improve these
approximations are explored through the use of normalizing flows. By ap-
plying normalizing flow transforms to the latent variables of a variational
autoencoder, the true latent distribution can be more richly modeled and
learned, thus enabling better metrics for anomaly detection. This thesis ex-
plores five different types of normalizing flow in the context of three multivari-
ate datasets, and demonstrates the effectiveness, compared to prior research,
of flows and convolutional networks for anomaly detection by improving pop-
ular metrics like the F1-score.
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1.1 Overview and Summary of the Thesis
Data indexed by time has long and broadly been used by humans; for
endeavors from mapping the ancient sky to discovering planetary orbits to
reading brain waves to understand how humans think. These types of time
numbered data are referred to as time series. A time series is a realization
of a time indexed stochastic process. For time series, data that is closer
together will be more closely correlated, and current data is in some way
related to past data instead of future data. In the modern day, time series
are used in many fields such as statistics, signal processing, physics, astron-
omy, meteorology, neuroscience, and finance. Gathering information from
these sources allows data mining and analysis of time series, and in particu-
lar for this thesis, anomaly detection. In the context of time series, anomaly
detection consists of finding points or sequences of points in temporal data
that are not consistent with previous data patterns, or exhibit some unex-
pected behavior. Most commonly, anomalies are sharp peaks or troughs in
a sequence with an otherwise discernible pattern. Other types of anomalies
include change detection, where the underlying probability distribution of a
time series changes abruptly. Recognizing and examining anomalies is an
important and consequential problem in time series data mining and appli-
cations including problems like fraud detection, human heart and brain wave
monitoring, multisensor and robotic systems, and internet traffic event detec-
tion. As intelligent systems become ever more prevalent, and the abundance
of data increases, data mining and anomaly detection in time series gain in
importance.
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This thesis is focused on the problem of multiple time series anomaly de-
tection, where the input is more than one possibly correlated time series, and
the output is time indices of anomalies of the entire system. To solve this
problem, a probabilistic deep learning approach is explored. Specifically, vari-
ational autoencoders (VAEs) are used to learn the probability distribution of
a time series and eventually make decisions about classifying timestamps as
anomaly or normal. VAEs are a method for variational inference consisting of
a probabilistic encoder and decoder, each modeled as a deep neural network.
Autoencoders have been used for reconstruction and anomaly detection in
sequences with great success, especially for multivariate data [1], [2]. The
encoder of a VAE is used to gather important attributes of input data and
decreases the dimensionality of its input into relevant latent variables, while
the decoder decodes the latent space to reconstruct the input, from which
anomaly detection can then be performed.
In the original VAE formulation [3], the prior of the latent variables is
a (multivariate) Gaussian distribution. This assumption of Gaussian prior
is often too simple since not all data is normally distributed. Normalizing
flows [4], [5] are a way to transform simple probability distributions into
more complex distributions and can be used to transform a Gaussian latent
base distribution into a multimodal probability distribution that more closely
approximates the true distribution of some data. Since this flow-transformed
latent space allows the modeling of much more complex distributions, better
results are expected when compared with a regular VAE using a Gaussian
prior.
Assessing the performance of an anomaly detection algorithm amounts to
computing the likelihood of data points under a fitted model. After train-
ing the encoder, decoder, and flow layers jointly, each test data point is
passed through the model to compute the expected value. The goal becomes
identifying test data that deviate significantly from the expected behavior.
Naturally, the output of the model depends on its architecture and fitting
abilities. While prior papers favor recurrent neural network designs, this
thesis uses convolutional networks in two separate approaches. The first
is perhaps simpler and definitely more efficient; it uses 2D convolution on
“images” of data, which are just multiple windows of time series concate-
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nated together. Temporal convolutional networks are also explored, which
use causal, dilated convolution to create robust autoregressive relationships,
in which each output element is formed only by elements prior in time.
In addition to the convolutional networks, five types of flow are explored:
planar, real non-volume-preserving flow, masked autoregressive flow, deep
sigmoidal flow, and block neural autoregressive flow. Different types of flow
have different properties and abilities in approximating distributions, thus
three datasets for anomaly detection are used to compare and contrast flows
and model architectures. The results of this thesis show improved F1-scores
for anomaly detection compared to state of the art methods, and provide a
generalized framework for anomaly detection with flow-enhanced variational
autoencoders.
The remainder of the thesis is organized as follows. Notation and termi-
nology are explained in Section 1.2. Related work is summarized in Chapter
2. Chapter 3 explains background information and tools used for this thesis.
Chapter 4 describes the multiple model architectures and associated vari-
ants. Experimental design, results, and discussion are presented in Chapter
5. Finally, conclusions and closing thoughts are made in Chapter 6.
1.2 Notation and Terminology
To be consistent with the literature, the following notations shall be used
in this thesis. A time series of length T will generally be denoted as X =
{x1, x2, ..., xT} in the univariate case. Similarly, an n-variable (feature) length
T multivariate time series is denoted as X = {x1,x2, ...,xT}, where each
xt ∈ Rn. Expectation for a random variable X is denoted as E[X], and
thresholds are explicitly defined as τ . The convolution operation of vector f
and kernel g is denoted as f ∗ g, and the convolution of matrix F and 2D
kernel g is denoted by F ∗∗g. The terms outlier and anomaly are used almost
interchangeably, though outlier is often preferred when focused on a specific





This chapter provides an overview of the related work of anomaly detec-
tion in a single time series (univariate) in Section 2.1 and multiple time
series (multivariate) in Section 2.2. Statistical and deep learning methods
are reviewed for each case.
2.1 Univariate Anomaly Detection
First, statistical methods such as moving average, decomposition, and
ARIMA models are explored in Section 2.1.1. Then, deep learning meth-
ods that utilize convolutional neural networks and recurrent networks are
introduced in Section 2.1.2.
2.1.1 Univariate Statistical Methods
The widely studied problem of anomaly detection in time series has led
to an abundance of statistical methods, machine learning, and deep learning
approaches to consider. Algorithms for outlier detection often attempt to fit
a model or find statistics for a time series (or a windowed subset of a time
series) and classify points as outliers at time t if by some distance metric, d,
d(xt, x̂t) > τ , where xt is the actual value, x̂t is the expected value, and τ is
some threshold. To acquire expected values, a model is fit to the dataset, and
x̂t can be determined using an estimation or prediction model. Estimation
models find x̂t based on past and present values, while prediction models use
only past data [6].
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Simple methods for anomaly detection often use basic statistics such as
mean deviations or median deviations, which can be more effective in the
presence of extreme outliers or a large proportion of outliers. These devia-
tion methods often rely on assumptions that the underlying data is normally
distributed, and this is often not the case in real production datasets [7]. Of-
ten, better procedures than the typical three standard deviation rule need to
be applied to create thresholds on deviations for anomaly detection. More ad-
vanced methods apply the (Generalized) Extreme Studentized Deviate (ESD)
test [8], which requires an upper bound on the number of anomalies to be
specified, computes a test statistic, and compares the test statistic with a
critical value which decides if the most deviating point is anomalous or not.
ESD then repeats this process, each time removing the most deviating point.
Before using the ESD, [7] uses Seasonal Trend Decomposition (STL) [9] to
break down a time series into a seasonal component (some well-defined re-
curring pattern), a trend component which shows the overall progression,
and an irregular component, which can be thought of as the noise or resid-
ual. More statistical methods can include smoothing the time series using a
simple moving average (SMA) or an exponentially weighted moving average
(EWMA), but these can easily miss outliers that do not significantly distort
the mean.
While such basic methods often provide a good baseline, greater interest
has been focused on model-based approaches to this problem. Model-based
approaches primarily involve fitting a model to ordinary data without outliers
present, and on inference, can detect outliers based on the model’s parame-
ters. Perhaps the most popular statistical models for fitting time series are
variants of autoregressive (integrated) moving average or AR(I)MA models.
ARMA models consist of an order p autoregressive process, in which current
data at time t consists of feedback from the previous p timestamps and white
noise. Similarly, there is a moving average component of order q where data
at time t is comprised of a constant mean, white noise, and a weighted sum
of white noise from previous times q times. In the case that a time series is
not weakly stationary, meaning that the mean of the series is dependent on
time, the process can be differenced up to order d, which is the number of
times the data have had past values subtracted. There are seasonal variants
of ARIMA in which each seasonal component has its own parameters and
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also ARIMAX models, which use exogenous variables, or external regressors
that somehow influence the time series. Exogenous variables can also be time
series, thus enabling multivariate fitting. ARMA models rely on the assump-
tion of normally distributed error terms, so forecasting is possible by setting
the next error term to 0, and predicting the expected values of subsequent
data based on the parameters of the model. Outliers can then be identified
based on the p-value of observed data. In doing so, ARMA models used for
prediction can explicitly give a confidence interval for forecasted data, and
real points outside this interval can be classified as anomalies. Propsed in
[10] comes a method that jointly estimates ARIMA model parameters and
outliers, which involves fitting an ARIMA model, iteratively detecting out-
liers based on the residuals of the fit model, and refitting the model after
adjusting for outliers.
2.1.2 Deep Learning Methods
ARMA models are linear models, and therefore perform poorly when the
data is not linear. Transforming the data is possible, but it can be difficult
to find a good transformation. Neural networks, which require a non-linear
activation function, are much better suited to deal with non-linear data. One
such method, DeepAnt [11], uses a convolutional neural network (CNN) to
train on overlapping windows to predict future data points by using windows
of future data points as labels. The Euclidean distances between predicted
and real values are used as anomaly scores, from which one can determine
quantile thresholds for identifying outliers and inliers. Similarly, LSTM-
AD [12] uses a long short-term memory (LSTM) network to predict sub-
sequent values from previous timestamps without creating windows. Once
there are predictions, errors are fit to a Gaussian distribution, and anomalies
are flagged if the likelihood of observed data is lower than some threshold.
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2.2 Multivariate Anomaly Detection
For multivariate data, statistical methods and dimension reduction tech-
niques are briefly summarized in Section 2.2.1. Then, autoencoder-based
techniques are summarized in Section 2.2.2, which is a main focus of this
thesis.
2.2.1 Multivariate Statistical Methods
Similar to ARMA in the univariate case, vector-based ARMA models
(VARMA) are a statistical method for modeling time series with multiple
dimensions. Instead of a vector of parameters for each autoregressive and
moving average component, VARMA methods use square matrices to rep-
resent each component. Outliers can then be identified based on a chosen
statistical test.
Most other multivariate methods are estimation methods, since they deter-
mine what values are expected given some current data and the prior model
parameters. When there are many time series in parallel, any univariate
method can be used to detect anomalies in each time series, then evaluate
each series separately or in unison. An example of this is Telemanom [13],
which uses an LSTM network for prediction on each univariate time series.
From the residuals, it then uses an exponentially weighted moving average
(EWMA) to smooth the error, and determines a threshold that, if all values
above it were removed, would cause the greatest percent decrease in the mean
and standard deviation of the smoothed errors [13]. This method, however,
does not take into account correlation between time series, which can be a
powerful step in improving results.
Multivariate reduction techniques like principle component analysis (PCA)
and independent component analysis (ICA) can be used to find new inde-
pendent variables as described in [14]. A benefit of these dimensionality
reduction techniques is that univariate methods can be used more efficiently
since correlated features can be removed. In [15], a method is described to
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transform a multivariate time series into a univariate time series of cross-
correlations of the vectors of adjacent sequences. This creates a sequence of
points where valleys are anomalies.
2.2.2 Deep Autoencoder-Based Methods
Reducing the dataset into some representational features can also be done
implicitly through the use of deep autoencoders. Encoder-decoder networks
such as the sequence-to-sequence framework [1] encode the data in fewer di-
mensions using a deep neural network and then decode it with another deep
neural network. This encoder-decoder framework has become a popular and
go-to method for multivariate datasets. Enc-Dec-AD [16] uses this idea with
LSTMs as the encoder and decoder. Enc-Dec-AD uses windowed normal
sequences for training and fits the reconstruction errors to a Gaussian distri-
bution, declaring anomalies if the anomaly score (reconstruction probability)
is below some threshold. This algorithm defines an entire window as anoma-
lous if there is an anomaly anywhere in the window. If anomalous data is
available, like a validation set, the threshold is set to maximize the F-score
(F1/Fβ). DAGMM [17] uses a deep autoencoder network to obtain a low
dimensional representation for the input data (not necessarily a time series),
and also the reconstruction error for each data point. The low dimensional
data is then fed into a Gaussian mixture model (GMM) for performing den-
sity estimation. This algorithm jointly trains the GMM and autoencoder,
which balances the density estimation for the latent space and the recon-
struction error. By using the probability of a sample from the GMM, a
threshold can be created to detect anomalies.
In [2], a variational autoencoder (VAE) with LSTM as encoder and de-
coder is used to add a probabilistic interpretation for the problem of anomaly
detection. By learning the underlying probability distribution of a dataset,
VAEs are more controllable, usually produce better results, and also have the
ability to generate new data when compared to autoencoders. This paper
describes a probabilistic decoder approach, where the output of the decoder
is the mean and variance of each time index, which can be used to compute
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the likelihood of test data, which is further used to compute anomalies. Go-
ing a step further, OmniAnomaly [18] uses a VAE with gated recurrent unit
(GRU) encoder and decoder along with stochastic variable connection and
planar normalizing flow to better model the latent distribution. It detects
anomalies with a threshold obtained by extreme value theory (EVT) on the
reconstruction likelihood. In an adjacent scenario, [19] proposes a similar
VAE normalizing flow model for motion planning in autonomous vehicles by
pre-training a conditional variational autoencoder (CVAE) using a previous
window of data as the condition, fixing the weights, and then training the
more complex neural autoregressive flow [20] layers. This model architecture,
FlowPlan, uses the generative capability of VAEs to create new data instead
of making estimations like the previous VAE models described.
2.3 Important Metrics and Evaluation Details
The problem of outlier detection can be viewed as one of binary classi-
fication, with labels 0 and 1 for negative and positive classes, normal data
and outlier, respectively. It is also important to note that the percentage of
outliers is very small compared to the normal data (otherwise they would not
be outliers). Due to this, accuracy is a poor evaluation metric. In fact, most
research papers do not report accuracy of anomaly detectors, instead using
metrics like precision, recall, and the F-score (F1/Fβ). Precision is defined
as the number of true positives divided by the sum of true positives and false
positives. In an intuitive sense, precision corresponds to the ability of a model
to not classify a negative point as a positive point. Recall, on the other hand,
is the number of true positives divided by the sum of true positives and false
negatives. Therefore, recall is the ability of a model to find all positive data;
a perfect recall score happens when all positive data is found, regardless of
how many negative points are labeled as positive. In most cases, the F1-score
provides a good overarching measure of the effectiveness of an anomaly detec-





where tp, fn, fp are the number of true positives, false negatives and false
positives, respectively. β is picked so that recall is weighted β times more
than precision. In different applications, it is better to have a higher preci-
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sion than recall or a higher recall than precision, but for the most part, the
literature uses the F1-score, equally weighting precision and recall.
In addition to F1-score, this thesis uses the mean squared error (MSE) and
area under the precision-recall curve (AUPR) for evaluation of models. MSE
is used to see how estimation accuracy is affected by different models. AUPR
is a score from 0 to 1 (higher scores are better) that gives a good sense of
how robust the model is, as it explains how a model can balance precision
and recall over various thresholds.
The technique shown in [21] provides a useful method for evaluation of
anomalies: if any point in an anomaly subsequence in the ground truth can
be identified by a threshold, this subsequence is correctly classified and all
points in the subsequence are treated as detected by the threshold. If this
method is not used, then if a model can accurately predict points inside an
anomalous subsequence it can easily classify anomalous points as normal.
In real world applications, it is more frequently useful to classify sequences
as anomalous to get a larger view of anomalous activity. This strategy is
adopted in many succeeding papers on this subject, and thus will be used in




In this chapter, necessary background materials on the machine learning
methods and anomaly detection techniques implemented for this thesis are
reviewed. Section 3.1 and Section 3.2 review variational inference and vari-
ational autoencoders. Following this, Section 3.3 explains convolutional and
temporal convolutional networks. Normalizing flows are introduced in Sec-
tion 3.4, and finally, the theory behind the anomaly detection technique used
for this thesis is shown in Section 3.5.
3.1 Variational Inference and Variational Autoencoder
(VAE)
Variational inference is the problem of approximating a complex distribu-
tion using more tractable distributions. Often, one must solve an optimiza-
tion problem that attempts to find the best distribution for some prescribed
approximation class in order to perform this approximation [22]. Following
the variational Bayesian approach [3], the problem scheme is introduced as
follows.
Define a dataset X = {x(i)}Ni=1 consisting of iid samples of a random
variable. Let z be some unobserved (latent) random variable. Each z(i)
is generated from a prior distribution pθ∗(z). Each x
(i) is generated from the






In problems of variational inference, this true posterior is intractable, and
thus the aim is to approximate the true posterior using a recognition model,
qφ(z|x) [3].
To approximate the true posterior, a popular deep learning approach is
to use a variational autoencoder (VAE). An autoencoder consists of an en-
coder which reduces the dimensionality of the input data, and a decoder,
which reconstructs the encoded data. For a VAE, let the encoder be de-
noted as qφ(z|x), which takes an input dataset and attempts to approximate
the true posterior pθ(z|x) using a deep neural network. Let the decoder be
pθ(x|z), taking some latent variable z and producing a distribution over the
corresponding values of x [3].
With the VAE components defined, it is now possible to optimize the
variational lower bound, which is derived as follows:






















































The final solution in Equation (3.3) is denoted as L(θ, φ; x(i)) and is known
as the evidence lower bound (ELBO). Since the Kullback–Leibler (KL) di-
vergence is non-negative, L(θ, φ; x(i)) ≤ log pθ(x(i)). Thus, the lower bound
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to optimize for VAEs is
L(θ, φ; x(i)) = −DKL(qφ(z|x(i))||pθ(z)) + Eqφ(z|x(i))[log pθ(x
(i)|z)]. (3.4)
Most commonly, VAEs use a multivariate normal distribution as the prior
of the latent variables: pθ(z) = N (0, I) where I is the identity covariance
matrix. It is usually assumed that the true posterior, pθ(z|x), has a multi-
variate normal distribution with approximately diagonal covariance. Conse-
quently, the approximation of the true posterior is given by log qφ(z|x(i)) =
logN (µ(i),σ2(i)I) where µ(i) and σ2(i) are outputs of the encoder for data
index i. Using the reparameterization trick [3], sampling from the posterior
gives z(i,l) = µ(i) + σ2(i)  εl, where εl ∼ N (0, I). Under the assumptions of
a Gaussian prior and posterior, the lower bound becomes





















where J is the dimensionality of z (latent dimension) and L is the dimen-
sionality of σ.
It is helpful to think of the terms in L(θ, φ; x(i)) as the KL divergence or
KL loss of the autoencoder and the reconstruction error. In this way, VAE
training requires jointly optimizing two terms.
Soon after VAEs came the conditional VAE (CVAE) [23], which can be
used to approximate a conditional distribution. By adding an extra condi-
tional input to the encoder and decoder, CVAEs can generate data dependent
on this conditional input. Thus, when dealing with sequential data, one can
generate future structured data by using current data as the condition. This
is a very powerful tool when predictions are necessary, and unlike previous
VAE-based anomaly detection methods, improved generation via conditional
input is now possible along with estimation, providing a more robust model.
The variational lower bound for CVAE is





where y(i) is the ith conditional input and x(i) is the ith input. This lower
bound can be optimized in a manner similar to that of the VAE.
3.2 σ-VAE
Using a vanilla VAE can often lead to instabilities and problems in training
on large datasets. One issue occurs when the KL loss term vanishes. This can
occur when the KL loss decreases too much, causing the encoder to produce
posteriors too similar to the Gaussian prior, and/or the decoder not taking
advantage of the latent space and thereby producing a simple reconstruction
[24]. Some basic methods for improved training of VAEs, such as weighting
the KL divergence term and KL loss annealing [24], often do not generalize
well as the weight and annealing properties must be tuned manually. While
generic VAEs often use mean squared error (MSE) loss as the reconstruction
error which corresponds to an assumption of constant variance of the log-
likelihood of the decoder, σ-VAEs [25] allow a weight of one on the KL term,
and instead learn the variance of the decoder, leading to a balancing of the
two terms in the objective function. In doing so, a new reconstruction term
appears in the objective function:
Eqφ(z|x(i))[log pθ(x
(i)|z)] = D log σ + D
2σ2
‖x− x̂‖, (3.7)
where x is the input, x̂ is the reconstructed input, and D is the dimensionality
of x. The σ in Equation (3.7) is the learned parameter that balances the
weight between the reconstruction error term and the KL loss term and
stabilizes the training process. For the experiments described in this thesis,
the σ-VAE training process was used with much greater success than the
VAE.
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3.3 Convolutional Networks and Temporal
Convolutional Networks
Convolutional neural networks (CNNs) have been a staple of deep learning
for many years and are most often used in image processing tasks, though
their use is widely appreciated in many other applications. The emergence
of GPU computing and fast computation of matrix multiplication and con-
volution has greatly expanded the use of convolutional networks, and they
are perhaps the most recognizable and utilized neural network. CNNs con-
sist of an input layer, hidden layers, and an output layer, and most often
with non-linear activation functions applied after convolution layers to en-
able non-linear function approximation. In each hidden layer, a convolution
operation is applied to the layer input data. In the 1D case, the convolution
of n-length vector f with k-length convolution kernel g is defined as:
(f ∗ g)(i) =
k∑
j=1
g(j) · f(i− j). (3.8)
In 2D input data, for N1 ×N2 matrix F and k × k kernel, g, convolution is
defined as:





g(j1, j2) · F (n1 − j1, n2 − j2). (3.9)
In each of these examples, the assumption is that the dimension(s) of f/F is
larger than that of g. If this is not the case, padding can be applied to increase
the dimensions and allow convolution. In a simple sense, convolution involves
sliding a kernel across a vector or matrix and computing a dot product. As
convolution is applied to an entire vector or matrix, a CNN learns kernels
that activate when some specific data or feature is encountered, effectively
learning important features.
Other popular types of hidden layers in convolutional networks include
max-pooling and average-pooling. These layers compute the maximum or
average over a predefined rectangle applied over the whole layer input. This
operation effectively down-samples an image and reduces the complexity for
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further network layers, making pooling operations a good choice for autoen-
coder networks that require decreasing the dimensionality of input data.
Other parameters to convolution include stride and dilation. Stride is the
number of indices that the kernel is slid across a vector/matrix after each
dot product. By increasing the stride, this further decreases the output di-
mensionality, but induces information loss. Dilation determines how much
spacing is between each kernel element. For example, if the dilation is 2,
every other element of the input f would be multiplied by the next kernel
element. Dilated convolution is visualized in Figure 3.2. All in all, the output
length of a vector of size nin can be calculated as:
nout =
⌊





For multidimensional convolution, Equation (3.10) is applied to each dimen-
sion in a straightforward manner.
Temporal convolutional networks or (TCNs) [26], first introduced in 2016,
provide promising results in problems related to time series data. Through
the use of causal, dilated convolutions, TCN can show improvements over
LSTM in prediction [27] and segmentation tasks [26]. TCNs can also poten-
tially improve the ability of CNNs to learn long-term patterns and preserve
sequential dependence by using a hierarchy of temporal convolution [26],
which is now described.
A causal convolution is a convolution operation in which the ith output
element only depends on input elements less than or equal to index i. To
create causal convolution, zero padding of kernel size − 1 is applied on the
time dimension of a vector or matrix so that the last kernel element in the
first convolution will be multiplied by the first input element.
The next step of TCN involves increasing the receptive field, or the number
of elements of the original input that affect a particular output element. For
a simple 1D causal convolution kernel of size 3, the receptive field of each
output element will be 3, and the ith element of the output will be dependent
on input elements at indices i − 2, i − 1, and i (for i > 2). By increasing
the number of convolution layers, the receptive field can be increased up to
the length of the input. In the same scenario, using two convolution layers
16
Figure 3.1: Receptive field of 2 convolution layers. Blue cells are padded
elements. Arrows indicate dependence.
increases the receptive field of the last element to five, as seen in Figure
3.1. Through induction, it can be shown that the receptive field of the last
element of a network with L layers and kernel size k has receptive field
r = L · (k − 1) + 1. As a consequence, causal convolution can only achieve
a receptive field linear in the depth of the network [28]. To achieve a large
receptive field, many layers and/or large kernels are required for this simple
causal convolution approach, which can be computationally intensive and
present issues like overfitting.
To remedy this issue, dilated convolution can increase the receptive field to
the length of the input sequence much faster. First, a dilation base is selected,
often 2, and at every convolution layer, the dilation parameter is computed as
2(l−1), where l refers to the layer number (using 1-based indexing for layers).
To ensure full input coverage at all layers, the kernel size, k, should be larger
than the dilation base, b. Then for each layer, l, the padding is determined by
pad = b(l−1)(k− 1). An example of this casual, dilated convolution approach
is shown in Figure 3.2. Now it can be seen that the number of layers to
get a full receptive field is logarithmic in the depth of the network. This
enables more efficient learning of long term dependencies with fewer network
parameters. For encoder-decoder architectures, reducing dimensionality can
be done by utilizing pooling layers between temporal convolution layers or
between every l convolution layers. This temporal design can be extended to
the multivariate case, where 2D convolutions are applied instead of 1D. This
type of architecture is described in more detail in Chapter 4.
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Figure 3.2: Dilated convolution example. Blue cells are padded elements.
Arrows indicate dependence.
3.4 Normalizing Flows
In the previous sections on VAEs, there was a key assumption that the prior
of the latent variable is Gaussian. This choice, while simplifying the problem
a bit, eliminates the ability to model very complex probability distributions
in the latent space. The use of normalizing flows (or flows) [4], [5] is a
method for variational inference, relying on a series of invertible transforms
to convert simple probability distributions into more complex ones. In the
case of flows and VAE, the latent variables, z, are transformed into zK =
fK ◦ fK−1 ◦ ... ◦ f1(z) (where ◦ denotes function composition). Due to the
invertible transform constraint, the probability density function (PDF) of zK
can be determined using the change of variables formula





This allows the creation of a different, more apt prior for the latent variables
in a VAE. Consequently, better results are expected in basically every sit-
uation when compared with a regular VAE [5]. For different types of flow,
ensuring that the Jacobian is easy to compute is an important constraint.
For example, in autoregressive flows, the Jacobian is triangular if the dimen-
sion i result is only dependent on the previous i − 1 dimensions. Then, the
determinant is simply the product of the diagonals. The determinant quan-
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tifies local expansion or contraction by f on variables x. Flows can also be
supplemented by a conditional input similar to CVAE.
There exist quite a few different types of flow, and those used in this thesis
are described below.
• First, and likely the most widely used, is planar flow. In planar flow,
transformations are of the form f(z) = z+uh(wTz + b), where z,u,w ∈
Rd, b ∈ R, and h(·) is some non-linearity. To compute the determinant,
∂f
∂z
= I + u(h′(wTz + b)w)T . (3.12)
Let ψ(z) = h′(wTz + b)w. Then,
∣∣ det ∂f
∂z
∣∣ = ∣∣ det(I + uψ(z)T )∣∣ = ∣∣1 + uTψ(z)∣∣, (3.13)
by the matrix determinant lemma. Planar flows often require the fewest
parameters and are the easiest to train, rarely running into issues of
numerical instability and NaN showing up in the training loss.
• Real-valued non-volume-preserving (RealNVP) flow [29] is a stacked
sequence of invertible bijections known as affine coupling layers. The
first d dimensions stay fixed and the shift and translate parameters of
functions of the first d of these dimensions are as follows:
y1:d = x1:d,
yd+1:D = xd+1:D  exp(s(x1:d)) + t(x1:d),
(3.14)
where s(·) and t(·) are scale and translation functions from Rd −→ RD−d
and  is the Hadamard product. These invertible transforms are fast
to compute since all of the shift and scale elements can be computed
in parallel. Then, the y output can be computed in a single forward
pass.
• Masked autoregressive flow (MAF) [30] is a normalizing flow where the
transformation layer is an autoregressive neural network. When X is
a multivariate random variable, and a normalizing flow is applied to
each univariate density, the output is an autoregressive flow. A key
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consequence of this is that the Jacobian is lower triangular, enabling
easy computation of the determinant. Let y ∈ Rd and µ, σ ∈ Rd be
mappings from Rd −→ RD−d. Then the components of y can be written
in terms of the components of x as
y1 = µ1 + σ1x1,
yi = µ(y1:i−1) + σ(y1:i−1)xi.
(3.15)
This sequential transformation is promising in estimating time depen-
dent distributions, and the autoregressive transforms help create con-
nections between latent variables. MAF can be seen as a more flexible
generalization of RealNVP, where each element is a scaled and shifted
function of all of its previous elements. RealNVP flow advantages lie
in estimating densities with only a single forward pass. MAF relies on
D passes since each term is dependent on all previous terms [30]. This
leads to a lot of training instability and careful tuning of hyperparam-
eters to avoid exploding and vanishing gradients. A large number of
layers very quickly leads to instability, so it is difficult to model very
complex pdfs through MAFs.
• Neural autoregressive flow (NAF) [20] is an autoregressive flow that
utilizes a deep neural network to learn transformations. To make the
transform visible, the autoregressive function can be written to contain
an autoregressive conditioner, c, and transformer, τ , as yt = f(x1:t) =
τ(c(x1:t−1), xt). In autoregressive flows like MAF and RealNVP, τ is
an affine transformation, but NAF defines a neural network such that
τ(c(x1:t−1, xt) = NN(xt; θ), where θ is a set of parameters defined by a
conditioner model, ct = c(x1:t), and NN is a neural network. Using a
neural network enables more flexibility, but it is important to note that
preserving invertibility requires the use of strictly positive weights and
strictly monotonic activation functions, ensuring that ∂yi
∂xi
> 0. Sigmoid
units are used in the neural network due to the inflection point property
of the sigmoid function. The inflection points in the sigmoid function
help to encourage a multimodal pdf of y. This type of NAF is named
deep sigmoidal flow (DSF).
• The final flow used in this thesis is block neural autoregressive flow
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(BNAF) [31]. The main difference between BNAF and NAF is that the
network parameters, θ, are not predicted using a conditioner network.
Consequently, there is no need to provide a conditional flow parameter
for BNAF, and this type of neural autoregressive flow can be used in
generic VAE architectures, whereas NAF requires a conditional VAE.
BNAF arranges the weight matrices of dense layers to be block matri-
ces that transform subsets of variables independently. These blocks are
constrained to guarantee ∂yi
∂xi
> 0, preserving invertibility. f(x≤i) = Wx
is constructed with affine transformations by using a lower triangular
block matrix (W ∈ Rad×bd) with strictly positive weights to ensure the
strict monotonic constraint and invertibility. Then, each f is a uni-
variate, invertible flow described by a neural network. Following the
standard autoregressive flow framework, the Jacobian is triangular, and
the determinant is easily calculated. Both types of neural autoregres-
sive flow are more expressive than MAF and RealNVP, making them
very attractive for modeling complex distributions. Another benefit of
NAFs is training stability. While MAF imposes a certain autoregres-
sive structure, NAFs are much more flexible, and the increased function
space improves stability in training and inference.
With these flows outlined, a learning method is now described. The flow-
based free energy bound [4] is defined as the bound on the marginal likelihood
as previously discussed in the context of variational inference. To use this,
the approximate posterior is parameterized as qφ(z|x) := qK(zK) and the
bound is computed as
F(x) = −L(θ, φ; x(i)) = DKL(qφ(z|x(i))||pθ(z|x(i)))− Eqφ(z|x(i))[log pθ(x
(i)|z)]
= Eqφ(z|x)[log qφ(z|x)− log p(x, z)]
= Eq0(z0)[ln qK(zK)− ln p(x, zk)]








This bound can now be optimized in the same way as the VAE bound. Now,
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the complete objective function of VAE and normalizing flow is







where the first term is the reconstruction loss, and the two other terms are
similar to the KL loss for VAEs.
3.5 Extreme Value Theory and Peaks Over Threshold
Once a model has been trained, it must be evaluated for its ability to
detect anomalies. As mentioned in Section 2.3, the most common way to
evaluate anomaly detection methods is by using the precision, recall, and F-
score. To use these metrics, each timestamp in the test data is labeled 0 for
normal data, and 1 for an anomaly. To create a threshold to decide anomaly
or not, timestamps in the test data are given anomaly scores, commonly
Euclidean distance or some likelihood measure. When anomaly scores are
obtained, a threshold must be selected to determine anomaly or normal. In
order to determine an anomaly threshold, peaks over threshold (POT), a
facet of extreme value theory (EVT), is employed. POT relies on the second
theorem of EVT, which shows that it is likely for values above a threshold
to follow the generalized Pareto distribution with parameters γ and σ [32].
The theorem is stated as







where τ is a threshold, and X is a random variable. Once values above an
initial threshold are fit to a generalized Pareto distribution, the final threshold
can be found as:






)−γ̂ − 1), (3.19)
where τI is an initial high threshold (typically ≥ .95), γ̂ and σ̂ are GPD
parameters estimated through maximum likelihood estimation or method of
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moments, q is the desired probability to observe an anomaly, and n and Nt





This chapter goes into more detail about the neural network architectures
that are used for experiments. Section 4.1 describes the high level VAE
design, and Section 4.2 shows a generalized approach to encoder-decoder
design. The anomaly detection technique is then presented in Section 4.3.
In this thesis, designs from baseline VAE to σ-CVAE with different archi-
tectures and normalizing flows are explored. For all models, convolutional
layers are used for the encoder and decoder. Each dataset is windowed to
create a dataset consisting of windows of size W ×n, where W is the window
size and n is the number of individual time series, also referred to as features.
Essentially, convolution is applied on W × n windows. The use of convolu-
tional layers differs from [18] and [2] which use recurrent neural networks
(RNNs). While the temporal dependence modeling ability of RNNs is cer-
tainly an added benefit, using larger time windows along with pooling layers
can help to achieve results comparable to those of RNNs [27]. Other improve-
ments, such as using conditional inputs, σ-CVAE, and complex flows help
to increase performance even further, showing enhanced results compared to
those of earlier papers.
4.1 VAE Architecture
As described briefly in Chapter 2, this thesis relies on a variational infer-
ence approach to modeling time series through the use of VAEs. The encoder
input is a multivariate time series X ∈ RW×n and outputs µ and σ, used to
describe the mean and standard deviation of the latent distribution. The
decoder, on the other hand, takes input zk and outputs an approximation
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to X, referred to as X̂. For VAE and CVAE, each dataset is segmented
into overlapping windows of size W ×n. In the CVAE approach, conditional
windows of prior time are used as input to encoder, decoder, and normaliz-
ing flow. The exact window overlap is dataset dependent, and some choices
are shown in Chapter 5. A high level VAE diagram is shown in Figure 4.1.
As mentioned before, this thesis relies on the use of the σ-VAE method for
effective training.
In both VAE and CVAE, normalizing flow is used after the encoder to
enhance the latent prior distribution. The mean and variance encoder out-
put is used to sample from a base Gaussian distribution, thereby producing
z0, the first latent variable. Then, z0 is transformed according to the cho-
sen flow and the corresponding flow loss is computed according to Equation




ln | det ∂fk
∂zk−1
|]). Further, the log probability with respect
to the Gaussian base distribution is computed for zk. The transformed zk is
subsequently passed through the decoder to produce a reconstruction.
When using CVAE, it is helpful to use conditional normalizing flow, by
adding a conditional input similar to a CVAE. In [19], conditional flow uses
external scene parameters as the condition, separate from a previous time
window. For experiments in this thesis, the previous conditional time window
is used as the CVAE condition and conditional flow condition. In contrast to
using Gaussian SSM to create temporal dependence between latent variables
like [18], autoregressive flows create dependencies between latent variables as
a consequence of autoregressive transforms.
Some papers described a probabilistic decoder approach, where the output
of the decoder is the mean and variance of each time step [18], [2]. By using a
probabilistic decoder, anomaly scores of new observations can be determined
by computing the likelihood of a single new data point at time t with respect
to the model’s expected mean and variance at time t. Formally, for each xT ,
the VAE outputs n-dimensional µxT and ΣxT , where ΣxT is a matrix with
diagonal entries as standard deviation for each feature dimension. Instead of
this, the decoder can output an n-dimensional vector corresponding to the
expected value. In this scenario, the anomaly scores can be computed as the
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Figure 4.1: VAE framework
squared Euclidean distance between expected and real values at time t. In
this thesis, experiments showed that there was not a significant improvement
when using a probabilistic decoder, which in fact often performed slightly
worse than using Euclidean distance. The full VAE/CVAE architecture can
be seen in Figure 4.1. Note that the conditional input is not present in the
VAE.
4.2 Encoder and Decoder Design
Two approaches for convolutional neural networks were experimented upon
for this thesis. To begin, an “image”-based CNN is explained. As mentioned
previously, each dataset in windowed into W × n “images” or windows. In
this approach, 2D convolution can be applied on this window just like an
image. In general, the encoder contains multiple blocks of convolution layers
with ReLU non-linearity followed by a max-pooling operation to reduce di-
mensionality of the input window. However, when the window size is small,
max-pooling layers were found to be not necessary for optimal results since
larger convolution kernels can sufficiently reduce the input window. After
a flattening operation and linear layer to reduce the window to the latent
dimension, the standard VAE sampling and normalizing flow latent opera-
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tions take place. The latent output, zk, is then decoded by using a linear
layer to increase the latent representation, which is followed by a reshaping
operation back to some height and width. From here, transposed convolu-
tions and un-pooling layers are used increase the dimensionality back to the
original window input size. In addition to this, a probabilistic decoder was
implemented, which uses two linear layers to compute a mean and standard
deviation for each output point. Gaussian negative log-likelihood is used
as the reconstruction loss between X and X̂ following the σ-VAE training
method [25].
To use a CVAE, a conditional window of size Wc × n is used starting
from time t −Wc and ending at t, where t is the start time of the regular
window. In general, this conditional input can then either be passed through
a linear layer to reduce its size or directly prepended to the start of the
regular window. In each case, the decoder architecture must change slightly
to produce an output of X̂ ∈ RW×n. As the conditional input enters the
decoder, it is merged with the latent zk to create a decoder input. Though
instead of directly merging with zk, a generalized approach is introduced.
To preserve customizable network parameters, the conditional input is re-
duced to a vector of length nout, where nout is the output of the first level of
convolutions and first pooling layer. This allows the conditional vector to be
added to the beginning of the first level output (in the time dimension) in
the same way for all architectures. Similarly, the conditional vector is added
after the last max-pool reversal operation (un-pooling) in the decoder. This
process incurs only a need to add an extra pad on the second level of the
encoder and the second to last level of the decoder to get reconstructions of
the same size, and preserves equal kernel sizes throughout the encoder and
decoder, allowing a generalized approach. As a consequence, the conditional
data is only passed through one level of the decoder, and skips the first level
of the encoder. It is acknowledged that this is not the most efficient use of the
conditional data, but for an easy-to-use, general framework, it is sufficient.
To employ temporal convolutional networks (TCN) for 2D data, there are
a few ideas to consider. First, padding is only applied in the time dimension
of a window. Therefore, the W × n windows are padded by inserting rows
of zeros above the first row of a window. As in the 1D TCN, dilation is
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Figure 4.2: TCN encoder network for kernel size of 3. Note that the pad
and convolution steps are repeatable.
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calculated as d = b(l−1) and the number of padded rows is p = b(l−1)(k −
1), where l is the level (level will be defined a bit later), b is the dilation
base, and k is the convolution kernel size in the time dimension. The TCN
networks in this thesis use an approach similar to [28], using pad, convolution,
normalization, and ReLU non-linearity in each temporal convolution step.
The models have more flexibility than [28] in that it takes a variable number
of convolutions per level. In this thesis, level is the TCN block number in
the TCN encoder and decoder in between max-pooling operations. Note
that max-pooling is skipped on the final TCN block in the encoder. This
encoder setup can be seen in Figure 4.2, where the 2D convolution step is
repeatable. In the decoder, each layer operation is essentially undone through
the use of un-pooling and transposed convolution layers. This is done by
looping down from the number of levels to 1 (l = number of levels to 1, then
d = b(number of levels−l) and p = b(number of levels−l)(k − 1)).
One property of TCNs is that the receptive field of each element is not
consistent throughout multiple convolutions. As seen in Figure 3.2, the first
gray cell after each convolution is only dependent on the first gray cell of
the input. This means that the last element in a window is dependent on
all previous elements, while the first element is only dependent on one. For
better estimation, it is advantageous to use a small number of timesteps when
incrementing the start index of a window while windowing the dataset; call
this jump size, tj. This creates overlap in the windows, thus each window
should only estimate the last tj elements to get better results. Hence, when
computing reconstruction loss, only the last tj elements are used.
For the CVAE implementation with TCN, the conditional input is simi-
larly reduced by using 2D convolution and a linear layer. In fact, the same
conditional network is used for CNN and TCN networks. The need for causal




Using a reconstruction VAE network, each test vector xT is estimated as
x̂T ; therefore, Euclidean distance is used as the anomaly score. In probabilis-
tic decoder networks, each test data point is modeled as a normal random
variable with a mean and variance, and the anomaly score is the likelihood
of the observed data. Once anomaly scores are obtained, a threshold must
be selected to determine anomaly or normal. To be consistent on which side
of the threshold is declared as anomaly for reconstruction and probabilistic
decoder, negative Euclidean distance is used as the anomaly score; therefore,
a small anomaly score/reconstruction likelihood indicates anomalous data.
Let the anomaly score be of data xT as sT and a threshold defined as τ .
Then, if sT < τ , xT is classified as anomaly.
To use EVT to obtain a threshold, POT must be changed slightly. Since
EVT is generally concerned with values above a high quantile, (3.19) is re-
purposed as:






)−γ̂ − 1), (4.1)
where τI is now a low quantile threshold (≤ .05 for example).
Using this threshold principle for anomaly detection, scores can be con-
verted to labels following [21]. In order to show effectiveness of models for
different applications, metrics for (almost) every threshold are computed to
find the best F1-score and the area under the precision-recall curve (AUPR).
For the experiments in this paper, a threshold jump is usually applied, so





In this chapter, results are presented for several datasets and compared
with past research. Section 5.1 gives a brief introduction to the datasets, the
normalization scheme, and the computation devices used to perform exper-
iments. Then, results for the Mars Science Laboratory (MSL) dataset are
presented in Section 5.2, the Soil Moisture Active Passive (SMAP) dataset
in Section 5.3, and the Server Machine Dataset (SMD) in Section 5.4. Sec-
tion 5.5 concludes the chapter by recapping the entirety of the results and
presents some ideas for improvement.
5.1 Datasets and Experimental Setup
The focus of experiments is on three main datasets. The first is from a large
internet company and is referred to as the Server Machine Dataset (SMD)
[18]. Specific interpretations and descriptions of the individual time series are
not available due to the anonymized nature of the data. This dataset consists
of 38-dimensional data (38 time series) collected by an internet company from
28 machines divided into three groups of 8, 9, and 11 machines. There is a
separate train and test set, with anomalies indexed by time marked in the test
set. Each of the 28 different machines is trained and tested upon separately
though the total anomaly metrics are computed over all machines. A subset
of this dataset can be seen in Figure 5.1. Note how much variation in the
data there is compared to Figures 5.2 and 5.3.
The next two datasets, SMAP and MSL, are real world NASA datasets.
In both cases, the data types are telemetry values, detailing many measure-
ments like temperature, power, radiation, and computational activities [13].
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Figure 5.1: Ten time series from Machine 1-1 of the Server Machine Dataset
with highlighted anomalies. The original signals are in black and the red
highlighted regions are anomalies.
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Figure 5.2: Ten time series subsequences from SMAP with highlighted
anomalies. The original signals are in black and the red highlighted regions
are anomalies.
It is important to monitor these measurements to quickly detect issues and
anomalies that could propagate into losing aspects of the spacecrafts. SMAP
contains 25 time series from an orbiting satellite observatory, whereas MSL
contains 55 from a robot on Mars. SMAP has more consistent data rates,
meaning that it is less sparse than MSL. Another positive of SMAP is that
the behavior of the time series is routine, and patterns are thus more rec-
ognizable. MSL is extremely sparse, has more time series, and has fairly
unrecognizable patterns. Anomalies are labeled from the Incident, Surprise,
Anomaly (ISA) reports of these two spacecraft, which are expertly-labeled
reports showing known anomalous patterns. In these two datasets, there is
a separate normal train dataset and a test dataset with labeled anomalies.
Train size and test size, along with anomaly ratio, are listed in Table 5.1 for
each dataset.
All three of these datasets’ individual time series are scaled to range of 0
33
Figure 5.3: Ten time series subsequences from MSL with highlighted
anomalies. The original signals are in black and the red highlighted regions
are anomalies.
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Table 5.1: Dataset sizes and anomaly ratios
Dataset Time Series (Dimensions) Train Length Test Length Anomaly Ratio (%)
SMD 38 ∼ 19,600 ∼ 28,000 4.16%
SMAP 25 135,183 427,617 13.13%






where X is a time series, and xt is the t
th element of X. Additionally, a
validation split of 70-30 is used on the train dataset, following [18]. All of
the experimental results described in this paper were run on Google Colab
with a High-RAM runtime and Nvidia P100 16GB GPU with as the accelera-
tor. Planar flow requires Pytorch 1.4.0 and torchvision 0.5.0, but other flows
work with Pytorch 1.8 and torchvision 0.8. Code for RealNVP and masked
autoregressive flow is taken from https://github.com/kamenbliznashki/
normalizing_flows. Deep sigmoidal flow and block neural autoregressive
flow are taken from the original authors at https://github.com/CW-Huang/
torchkit and https://github.com/nicola-decao/BNAF, respectively. The
experiments in this thesis are compared with the results from [18] (Omni-
Anomaly), [13] (LSTM-NDT ), [17] (DAGMM ), and [2] (LSTM-VAE ).
5.2 MSL Results and Discussion
To begin, experiments for MSL are presented. As mentioned before, this
dataset is quite sparse, and only one time series is consistently “doing” some-
thing somewhat periodically as seen in the first signal in Figure 5.3. To find
a good parameter set, VAE models with BNAF flow were used, since this
flow generally produces the most consistent and best results. Once a good
parameter set is achieved by the BNAF standard, all other types of flow are
profiled with the same set of parameters. The only exception to this is when
models use MAF. In this case, MAF is very unstable, and the learning rate
needs to be decreased to .001. The entire tunable parameter set can be seen
in Table 5.2. Note that the conditional window is not used in the VAE net-
work. Planar flow is of length 16, RealNVP uses 1 layer with 50 hidden units,
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Table 5.2: CNN-CVAE (left) and TCN-CVAE (right) parameters for MSL
batch size 256
window size 32




conditional kernel size (3,3)
number of levels 2




early stop patience 250
batch size 256
window size 32




conditional kernel size (3,3)
number of levels 2




early stop patience 250
Table 5.3: MSL dataset variational autoencoder (VAE) results for temporal
convolutional network (TCN) and convolutional neural network (CNN).
The last four entries are prior research paper results. Note that planar flow
requires an older version of PyTorch, causing higher Seconds/Epoch.
Model Best F1-score EVT F1 Test MSE AUPR Seconds/Epoch
TCN-VAE .863 .783 .0290 .898 7.22
TCN-VAE + Planar .871 .801 .0286 .897 8.67
TCN-VAE + RealNVP .854 .796 .0290 .889 7.41
TCN-VAE + MAF .865 .798 .0250 .870 7.38
TCN-VAE + BNAF .887 .812 .0277 .900 7.52
CNN-VAE .873 .797 .0207 .874 2.72
CNN-VAE + Planar .891 .813 .0230 .901 4.30
CNN-VAE + RealNVP .840 .776 .0294 .864 2.90
CNN-VAE + MAF .885 .821 .0282 .919 2.93
CNN-VAE + BNAF .905 .811 .0286 .883 3.45
OmniAnomaly .901 .899 - - -
LSTM-NDT .564 - - - -
DAGMM .701 - - - -
LSTM-VAE .678 - - - -
MAF uses 1 layer with 10 hidden units, DSF uses 2 layers with 100 hidden
units, and BNAF uses 2 layers with 100 hidden units. In all cases for con-
ditional flow, the conditional input is of size (conditional window size× 55).
The reported metrics in Table 5.3 and Table 5.4 are the average of two to
three train and test program executions. Every second possible threshold is
evaluated to compute AUPR and best F1-score. For EVT, the initial quan-
tile is set to .1 and 10−1 is used as q.
The results from this thesis show that CNN architectures may be favor-
able compared to TCN for the MSL dataset. In particular, the autoregressive
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Table 5.4: MSL dataset conditional variational autoencoder (CVAE) results
for temporal convolutional network (TCN) and convolutional neural
network (CNN). The last four entries are prior research paper results. Note
that planar flow requires an older version of PyTorch, causing higher
Seconds/Epoch.
Model Best F1-score EVT F1 Test MSE AUPR Seconds/Epoch
TCN-CVAE .857 .777 .0286 .873 8.86
TCN-CVAE + Planar .804 .752 .0278 .835 10.33
TCN-CVAE + RealNVP .845 .780 .0272 .839 8.90
TCN-CVAE + MAF .841 .795 .0254 .854 9.00
TCN-CVAE + DSF .866 .823 .0296 .888 9.15
TCN-CVAE + BNAF .879 .811 .0280 .888 9.29
CNN-CVAE .880 .823 .0251 .885 4.36
CNN-CVAE + Planar .867 .804 .0254 .884 6.02
CNN-CVAE + RealNVP .851 .782 .0298 .882 4.44
CNN-CVAE + MAF .891 .839 .0293 .913 4.43
CNN-CVAE + DSF .911 .848 .0288 .885 4.70
CNN-CVAE + BNAF .883 .832 .0287 .918 5.03
OmniAnomaly .901 .899 - - -
LSTM-NDT .564 - - - -
DAGMM .701 - - - -
LSTM-VAE .678 - - - -
flows, MAF, DSF, and BNAF, produce very good results for this data. This
indicates that these flows are able to sufficiently improve on the prior approx-
imation. Particularly for the CVAE + DSF model and, to a lesser extent,
the CVAE + MAF model, the added flexibility of conditional flow allows
superior results compared to nonconditional counterparts. It is also impor-
tant to note the consistency of BNAF. In every model besides CNN-CVAE,
BNAF produced the highest F1-score, showing its robustness to model ar-
chitecture and its richness in approximating distributions. While the best
F1-scores were very high, the EVT scores were pretty low comparatively,
as it was difficult to pick a good initial threshold. As a consequence, the
EVT F1-score does not improve upon the prior high of OmniAnomaly. Con-
trary to prior papers that used larger window sizes (100) for this dataset,
the best results were found with a relatively small window size of 32. This
implies that convolutional architectures favor smaller window sizes instead
of the large windows used in recurrent networks. Tables 5.3 and 5.4 show
the results for the various flows used and the conditional VAE setup, and a
bar chart of these results is shown in Figure 5.4. Overall, the results show
that VAE networks were more consistently good, although the peak model,
CNN-CVAE + DSF, used a conditional input in the encoder, decoder, and
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Figure 5.4: MSL VAE and CVAE best F1-scores
latent space. Note that the MSE does not have a relevant correlation to the
F1-scores, and this is likely due to the sparseness of the data. As expected,
a higher AUPR typically indicates higher F1-scores.
5.3 SMAP Results and Discussion
Similar to how a good starting architecture was found on the MSL dataset,
BNAF flow models were used to evaluate a few different parameter sets until
settling on those in Table 5.5. The main difference between CNN and TCN
networks is the kernel size, in which TCN favored a kernel size of 5 in the time
dimension as opposed to 3 in the CNN. Again, for MAF the learning rate
had to be lowered to about .001 to achieve consistent training ability without
divergence. The flow parameters are the same as in the MSL dataset. The
results in Table 5.6 and Table 5.7 are the average of two to three training and
evaluation sessions, and the results are shown in a bar chart in Figure 5.5.
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Table 5.5: CNN-CVAE (left) and TCN-CVAE (right) parameters for SMAP
batch size 256
window size 64




conditional kernel size (3,3)
number of levels 2




early stop patience 1000
batch size 256
window size 64




conditional kernel size (3,3)
number of levels 2




early stop patience 1000
As the SMAP test dataset contains 427, 617 points, every 100th threshold is
evaluated to compute best F1-score and AUPR. For EVT, an initial quantile
of .01 is used along with 10−3 as q.
The results for SMAP show that the VAE performs considerably better
than CVAE, and interestingly, using normalizing flow does not seem to help
much in improving CVAE models compared to the baseline CNN-CVAE and
TCN-CVAE. However, in the VAE, flows help in every case compared to the
baseline models. Possible reasons for this include using too much conditional
data for the normalizing flow, and the fact that the conditional data in the
encoder and decoder might not be sufficiently reduced and learned. When
comparing TCN and CNN, the CNN models work slightly better for VAE,
while TCN are slighty better for CVAE. For the VAE models, the flows
perform basically as expected, with BNAF performing best. In all cases,
normalizing flow improved the baseline models’ F1-score. For the CVAE,
BNAF was the only type of flow to improve the CNN-CVAE model, and had
a similar score to the baseline TCN-CVAE.
The EVT F1-scores are fairly close to the best F1-scores, indicating that
this is a valid threshold finding technique. There is no strong relationship
between the mean squared error and F1-scores or the AUPR and F1-score
for these experiments. This is likely due to the sparseness of the data, and
MSE should not be used to infer predictive capacity of a model for anomaly
detection.
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Table 5.6: SMAP dataset variational autoencoder (VAE) results for
temporal convolutional network (TCN) and convolutional neural network
(CNN). The last four entries are prior research paper results. Note that
planar flow requires an older version of PyTorch, causing higher
Seconds/Epoch.
Model Best F1 EVT F1 Test MSE AUPR Seconds/Epoch
TCN-VAE .882 .865 .00283 .655 4.52
TCN-VAE + Planar .910 .850 .00241 .793 4.80
TCN-VAE + RealNVP .892 .851 .00166 .784 4.56
TCN-VAE + MAF .887 .885 .00308 .742 4.58
TCN-VAE + BNAF .913 .843 .00284 .747 4.80
CNN-VAE .900 .895 .00161 .735 1.03
CNN-VAE + Planar .901 .862 .00186 .745 1.30
CNN-VAE + RealNVP .901 .852 .00183 .764 1.05
CNN-VAE + MAF .911 .841 .00233 .778 1.08
CNN-VAE + BNAF .915 .892 .00230 .731 1.35
OmniAnomaly .8535 .8434 - - -
LSTM-NDT .891 - - - -
DAGMM .8535 - - - -
LSTM-VAE .730 - - - -
Table 5.7: SMAP dataset conditional variational autoencoder (CVAE)
results for temporal convolutional network (TCN) and convolutional neural
network (CNN). The last four entries are prior research paper results. Note
that planar flow requires an older version of PyTorch, causing higher
Seconds/Epoch.
Model Best F1 EVT F1 Test MSE AUPR Seconds/Epoch
TCN-CVAE .872 .830 .00824 .793 4.55
TCN-CVAE + Planar .876 .810 .00185 .757 4.84
TCN-CVAE + RealNVP .875 .815 .00181 .763 4.63
TCN-CVAE + MAF .811 .788 .00357 .715 4.60
TCN-CVAE + DSF .878 .776 .00180 .763 4.67
TCN-CVAE + BNAF .864 .832 .00832 .765 4.81
CNN-CVAE .867 .823 .00151 .729 1.07
CNN-CVAE + Planar .845 .801 .00151 .752 1.42
CNN-CVAE + RealNVP .849 .830 .00211 .731 1.12
CNN-CVAE + MAF .844 .806 .00129 .705 1.14
CNN-CVAE + DSF .851 .787 .00162 .700 1.20
CNN-CVAE + BNAF .868 .861 .00106 .747 1.45
OmniAnomaly .8535 .8434 - - -
LSTM-NDT .891 - - - -
DAGMM .8535 - - - -
LSTM-VAE .730 - - - -
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Figure 5.5: SMAP VAE and CVAE best F1-scores
5.4 Server Machine Dataset Results and Discussion
For the Server Machine Dataset, the best results were found using a one
level network for the encoder and decoder, and the overall parameter set
can be seen in Table 5.8. This means that the only difference between VAE
models and CVAE models is that the CVAE networks use conditional nor-
malizing flow when applicable. Therefore, the base CVAE, CVAE + Planar,
and CVAE + BNAF are the same models as their VAE counterparts. An-
other point of difference comes in the early stopping method for this dataset.
In some cases, the validation error would spike, likely due to the increased
complexity of the dataset, thus causing an incorrect early stop. This hap-
pened a lot more frequently than with the other two datasets, likely due to
the increased overall complexity of this dataset. For this reason, a learning
rate scheduler was used such that on a 200 epoch plateau, the learning rate is
decreased by 25%. Note that the MSE and AUPR are not used as evaluation
metrics for this dataset, since 28 different datasets are trained and tested
upon separately. For computing the best F1-score, metrics are computed for
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Table 5.8: CNN-CVAE (left) and TCN-CVAE (right) parameters for SMD
batch size 256
window size 32




number of levels 1




early stop patience LR scheduler
batch size 256
window size 64




number of levels 1




early stop patience LR scheduler
every second threshold. For EVT, .01 is used as the initial quantile and 10−3
is used as q.
These results show a clear advantage of the CNN network, showing about
20% improvement in F1 compared to TCN networks. Along with this, CNNs
are much faster for training and inference. It seems that dilated convolution
has not yet been fully optimized for the GPU architecture on Colab. As in
previous datasets, RealNVP and MAF are not very easy to train with, and
are prone to causing loss divergence, thus they are trained with a learning
rate of .001. The only difference between the flow parameters compared to
the previous two datasets is that DSF and BNAF use 3 layers of 100 hidden
units instead of 2. Otherwise, the results for different flows are consistent
from the previous two datasets, and in particular, planar flow works better
than expected, while DSF and BNAF do not show extreme improvements
like in the MSL and SMAP datasets. One of the likely reasons for this is
that the dataset is very complex and it is fairly easy to achieve high F1-
scores. With complex data, and a lot more data, the true prior of the latent
variables should be closer to Gaussian, hence using flows would not cause
drastic improvements. Another point to make about the Server Machine
Dataset is that for the 28 separate datasets, different models perform better
on different components of it. In particular, planar flow worked very well
on Machine-1-3 and Machine-1-4, while BNAF struggled. Thus, a combined
model that used the maximum of planar, DSF, and BNAF models is shown
as CNN-CVAE + Combined in Table 5.9.
Due to the training and evaluation time of this dataset, it is difficult to
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Table 5.9: server machine dataset variational autoencoder (VAE) and
conditional VAE (CVAE) results for temporal convolutional network (TCN)
and convolutional neural network (CNN). The last four entries are prior
research paper results. Note that planar flow requires an older version of
PyTorch, causing higher Seconds/Epoch.
Model Best F1 EVT F1 Seconds/Epoch
TCN-CVAE .754 .710 1.23
TCN-CVAE + Planar .800 .764 1.74
TCN-VAE + RealNVP .753 .635 1.26
TCN-CVAE + RealNVP .714 .707 1.26
TCN-VAE + MAF .770 .703 1.26
TCN-CVAE + MAF .775 .697 1.26
TCN-CVAE + DSF .848 .781 1.32
TCN-CVAE + BNAF .838 .793 1.33
TCN-CVAE + Combined .875 ≥.800 -
CNN-CVAE .945 .894 .212
CNN-CVAE + Planar .960 .897 .228
CNN-VAE + RealNVP .910 .810 .235
CNN-CVAE + RealNVP .904 .832 .239
CNN-VAE + MAF .890 .781 .236
CNN-CVAE + MAF .871 .821 .236
CNN-CVAE + DSF .954 .897 .276
CNN-CVAE + BNAF .963 .891 .344
CNN-CVAE + Combined ≥.977 ≥.900 -
OmniAnomaly .962 .886 -
LSTM-NDT .604 - -
DAGMM .709 - -
LSTM-VAE .784 - -
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evaluate a large parameter set, thus it is expected that the results should
be better for TCN if more parameters are thoroughly explored. Overall,
the CNN networks were more robust, accurate, and faster to train for this
dataset. Given this, CNN models are mostly comparable to RNNs in a VAE
framework for time series, and the use of normalizing flow helps to surpass
prior research results.
5.5 Results Recap and Ideas for Improvement
The main results of this thesis show a definitive benefit of using normalizing
flow in VAE networks. Across the three datasets, deep sigmoidal flow and
block neural autoregressive flow most consistently improved the F1-scores.
The individual flow results across all datasets are shown in Figure 5.6. These
results were mostly expected, as adding an autoregressive component in the
flows should give better performance than basic CNN models by exploiting
autoregressive relationships in the data. Since BNAF uses a neural network
to learn the autoregressive conditioner, conditional input is not used in the
CVAE model, leading to more robust and consistent results by not forcing
a relationship through a conditional input, especially when compared with
masked autoregressive flow. This upgrade is obviously less apparent when
compared to deep sigmoidal flow, which is comparable to BNAF.
From the parameter tables (Table 5.2, Table 5.5, Table 5.8), it is evident
that each dataset can have quite different requirements for good results. Due
to the inflexibility of Google Colab and the training time for the Server Ma-
chine Dataset, it was difficult to do a good grid search of parameters, thus
these results could likely be improved. For the most part, TCN networks
favor larger window sizes and kernel size of 5 to help give larger receptive
fields with fewer layers. Besides this, there is little in common between the
per-dataset model parameters. Therefore, parameter tuning is extremely im-
portant for CNNs, which seems to be a disadvantage compared to [18], where
constant model parameters were used across datasets. It is for this reason,
that this thesis uses generalized approach for the CVAE networks. Instead
of directly adding the conditional input to the encoder and decoder, which
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Figure 5.6: Flow percent change across datasets
demands specific coding of kernel sizes, padding, etc., in order to reconstruct
the latent output to match the necessary shape, the CVAE models are easily
tunable. In fact, earlier experiments on the Server Machine Dataset showed
this approach of directly adding conditional data to the start of encoder and
decoder exceeding .97 with a CNN-CVAE + BNAF approach. In light of
this, dataset dependent reformulation of the CNN/TCN networks should be




This thesis explores using normalizing flow in variational autoencoders to
improve inference and detection of anomalies in time series. In doing so, ex-
periments with five differing flows and two network variants show a promising
path for time series anomaly detection. In particular, the experimental re-
sults showed a large improvement by using neural autoregressive flows (DSF
and BNAF) and convolutional networks as the encoder and decoder. These
changes led to improvements of at least 1%, 2.4%, and 1.5% for the MSL,
SMAP, and Server Machine Datasets, respectively. MSE was found to not
be a good predictor for the anomaly detection capability of a model. In fact,
it is advantageous to have a large distance from anomalous samples, and for
these datasets, the number of anomalies is quite high. In general, using flow
increased the AUPR compared to non-flow methods.
While the causal convolution approach of the TCN networks did not pro-
duce very good results in the Server Machine Dataset, it exceeded prior
research results in both the SMAP and MSL datasets. Since TCN is purely
a causal model, it cannot take advantage of data forward in time, like the
CNN approach, giving an advantage to CNNs for complex datasets. The
experiments also showed that flow helped a lot more for sparse datasets,
though the sparse datasets had lower F1-scores in general, so the improve-
ments mathematically cannot be as dramatic.
As discussed in Chapter 5, it is imperative to do some degree of param-
eter tuning, and the generalized VAE framework presented works well for
this task, particularly in the conditional methods. Since using normaliz-
ing flows is a fairly new method for posterior approximation, more research
could be done to explore potential trade-offs between the size latent space
and larger flow neural networks. Another point of improvement could come
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through the conditional networks. First, using the conditional input from
the beginning of the encoder and decoder would allow this data to be passed
through more layers, potentially learning more important features. Second,
different conditional neural networks could be tested to better use the con-
ditional data. The networks and experiments used for this thesis are located
at https://github.com/raimishah/vaeflows-AD.
In closing, this thesis presents strong evidence of the applicability and
effectiveness of normalizing flow in variational autoencoders. Planar, deep
sigmoidal flow, and block neural autoregressive flow were consistent in help-
ing to better approximate distributions and should be explored in all VAE
networks as a way to boost performance.
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