Abstract-One of the main challenges in through-the-wall radar imaging (TWRI) is the strong exterior wall returns, which tend to obscure indoor stationary targets, rendering target detection and classification difficult, if not impossible. In this paper, an effective wall clutter mitigation approach is proposed for TWRI that does not require knowledge of the background scene nor does it rely on accurate modeling and estimation of wall parameters. The proposed approach is based on the relative strength of the exterior wall returns compared to behind-wall targets. It applies singular value decomposition to the data matrix constructed from the space-frequency measurements to identify the wall subspace. Orthogonal subspace projection is performed to remove the wall electromagnetic signature from the radar signals. Furthermore, this paper provides an analysis of the wall and target subspace characteristics, demonstrating that both wall and target subspaces can be multidimensional. While the wall subspace depends on the wall type and building material, the target subspace depends on the location of the target, the number of targets in the scene, and the size of the target. Experimental results using simulated and real data demonstrate the effectiveness of the subspace projection method in mitigating wall clutter while preserving the target image. It is shown that the performance of the proposed approach, in terms of the improvement factor of the target-to-clutter ratio, is better than existing approaches and is comparable to that of background subtraction, which requires knowledge of a reference background scene.
A Subspace Projection Approach for Wall Clutter
Mitigation in Through-the-Wall Radar Imaging rescue missions, behind-wall target detection, and surveillance and reconnaissance in urban environments [1] - [5] . One of the main issues of imaging stationary targets inside a building is the strong clutter induced by the exterior wall, which is usually a highly reflective and attenuative medium. Most TWRI studies dealing with stationary targets [6] - [8] assume to have access of a background or reference scene, where background subtraction is performed on the raw data prior to applying an image formation method for scene reconstruction. This approach, although effective in removing wall returns, is not feasible in practice. Therefore, different approaches have been proposed to deal with strong wall reflections without relying on the background scene data [9] - [14] . From the received signals, particularly the first wave arrivals, it is possible to estimate the front wall parameters, such as dielectric constant and thickness [11] . The estimated parameters can be used to model the EM wall returns, which are subsequently subtracted from the total radar returns, rendering the received signals free of wall reflections. This approach requires accuracy in parameter estimation and modeling. Another method of suppressing the wall reflections is to use three antenna arrays placed parallel to the wall at different heights, where the upper and lower arrays comprise receivers and the middle array consists of transmitters [10] . A simple subtraction of the radar returns from the lower and upper arrays can lead to wall clutter reduction. Due to the receiver symmetry with respect to the transmitter, the contribution of the reflection from the wall in the difference signal is suppressed. In this scheme, two additional arrays are required, and the effect of the subtraction operation on the target reflections is unknown and cannot be controlled. A spatial filtering method was proposed for wall clutter mitigation [9] . This method relies on invariance of the wall characteristic and is based on the assumption that the wall returns have the same characteristics with changing antenna location. This spatial invariance can be horizontal, vertical, or along both dimensions in the wall plane. Thus, a notch filter was applied across the antenna array to remove the zero frequency or low spatial frequencies, which capture constant or slowly varying wall returns. It is noted, however, that the filtering method is effective only for homogeneous or near-homogeneous walls and at low operating frequencies.
In this paper, we assume that the scene is stationary, and hence, change detection or Doppler/micro-Doppler processing is not applicable for wall clutter removal and deletion of animate and inanimate targets [16] - [18] . We present a new subspace method for mitigating wall clutter, or at least significantly suppressing it, to reveal the targets behind the wall.
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The proposed technique first identifies the wall clutter and target signal subspaces using singular value decomposition (SVD); then, it projects the radar signal onto a subspace orthogonal to the wall subspace. SVD has been used previously in ground-penetrating radar to improve the signal-to-noise ratio (SNR) of the radar images [19] , [20] ; the B-scan image is decomposed into several eigenimages, and the first eigenimage is considered the target image. SVD has been used in TWRI to remove the wall clutter and to detect behind-thewall targets from B-scan images [12] - [15] . The wall clutter and the target reflections are assumed to reside in the first and second eigenimages, respectively, whereas the remaining eigenimages contain noise. Another SVD-based method was proposed to remove wall clutter in the formed image, where the wall reflections still reside in the first eigenimages and the target reflections span several eigenimages [15] . However, recently, we have shown that the wall clutter is generally characterized by a high-dimensional subspace [21] , [22] . Furthermore, the weak wall singular components (SCs) may interleave with the target SCs. Therefore, a more effective technique is required to separate the wall and target subspaces since the first SC is unlikely to account for all wall returns. This paper extends our previous work [21] , [22] in both analysis and experimentation. It considers SVD of the data matrix constructed from stepped-frequency matched filtered measurements obtained at different antenna positions. In so doing, it operates on the data and not on the beamformed image. The results of the two operations are entirely different due to the target localization through coherent combining. We show that, in near field imaging, the wall returns can span a multidimensional subspace, which depends, among other factors, on the periodic structure of the wall, the frequency response, the uniformity of the wall thickness, and the array geometry. Moreover, the target reflections can span a subspace whose dimension depends on the target size, the target location, the number of targets, and the configuration of the antenna array. Both empirical data and simulations confirm that the wall returns generally span a multidimensional subspace, where the significant target SCs can interleave with some of the weak wall SCs. This paper conducts a comprehensive analysis of the wall and target eigensubspaces. Furthermore, it presents a subspace classification method to segregate between the target and wall subspaces. A subspace projection method is then proposed for wall clutter mitigation, which works on the space-frequency data matrix instead of the formed image.
The remainder of this paper is organized as follows. The next section presents the geometric model of TWRI and describes delay-and-sum (DS) beamforming for image formation. Section III presents the analysis of the wall and target eigensubspaces supported by simulation results. Section IV describes the proposed subspace projection approach for wall clutter mitigation. Experimental results using real data are given in Section V. Finally, the conclusion is presented in Section VI.
II. THROUGH-WALL RADAR IMAGING SIGNAL MODEL
This section presents the TWRI signal model used to explain the proposed wall clutter mitigation approach. The imaging scheme is derived for free space and then extended to imaging behind a homogeneous wall. The geometric model of TWRI as described in [5] is used to estimate the signal propagation delay in the presence of a homogeneous wall.
In free space, the geometric model of a TWRI system is depicted in Fig. 1(a) . Here, a ground-based monostatic synthetic aperture radar (SAR) system is used to synthesize an N -element linear array. A local coordinate system is defined to represent the region of interest with the horizontal and vertical axes denoted as x and z , respectively. The center of the scene is at (0, 0), and θ n is the viewing angle of the nth antenna. Let R n (0, 0) and c n denote the distance of the nth antenna to the center of the scene and to the center of the array aperture, respectively. The distance from the nth antenna to the pixel location (x p , z p ) within the region of interest is denoted by R n (x p , z p ) and can be computed as
The viewing angle θ n of the nth antenna is given by
Without loss of generality, let us assume a single target located at (x p , z p ). The two-way propagation delay τ n (x p , z p ) from the nth antenna to the target is given by
where c is the speed of light in free space. When there is a homogeneous wall in front of the radar system as shown in Fig. 1(b) , the two-way propagation delay of the radar signal from the nth antenna to the target is given by
where is the relative permittivity of the wall and
, and R n,air2 (x p , z p ) denote the distances traveled by the signal from the nth antenna to the target at location (x p , z p ) before, through, and after the wall, respectively. These distances can be estimated as follows [8] :
where z a is the standoff distance from the antenna array to the wall, d is the wall thickness, z t is the distance from the wall to the target, and ϕ n (x p , z p ) and φ n (x p , z p ) are the angles of incidence and refraction from the nth antenna to the target at location (x p , z p ), respectively. To image the behind-the-wall scene, a stepped-frequency signal is synthesized by emitting monochromatic signals with frequencies equispaced over the desired bandwidth
where ω 0 is the lowest frequency in the desired frequency band, Δω is the frequency step size, and M is the total number of frequencies.
There are several approaches for image formation, including tomographic approaches [23] , differential SAR [24] , compressed sensing [25] , and adaptive beamformers [26] , [27] . Here, we employ DS beamforming to compute the complex amplitude of the pixel, which is given by
where s(m, n) is the radar signal at the mth frequency received by the nth antenna and τ n (x, z) is the focusing delay for the pixel at location (x, z) with respect to the nth antenna, including the propagation through the wall. Before describing the proposed wall clutter mitigation method, we first present the analysis of the wall and target eigensubspaces.
III. ANALYSIS OF WALL AND TARGET EIGENSUBSPACES
Several SVD-based wall clutter mitigation approaches have been proposed which assume that the wall reflections are characterized by the first singular vector associated with the most dominant singular value [12] - [15] . In [21] and [22] , we have shown that multiple singular vectors can span the wall subspace. In this section, we investigate the factors affecting the wall and target eigensubspaces. The dimension of the wall subspace is related to, among other factors, the wall heterogeneity, the wall thickness uniformity, and the antenna array configuration. For the target subspace, its dimension is affected by the target location, the target size, the number of targets behind the wall, and the configuration of the array aperture. Numerical simulations using XFDTD are included to support the analysis of the wall and target subspaces.
A. Eigenstructure of Wall Subspace
In practical TWRI applications, we often deal with two types of walls: homogeneous and heterogeneous walls. The following two subsections analyze the eigenstructure of the wall subspace, using both types of walls.
1) Homogeneous Wall:
A homogeneous wall can be modeled as a uniform dielectric slab of thickness d and dielectric constant . Assuming that the signal is transmitted perpendicularly to the surface of the wall, the wall return of a homogeneous wall is calculated based on the plane wave Fresnel reflection and transmission coefficients obtained from Maxwell's equations [28] . Let ρ be the local Fresnel reflection coefficient, given by
The reflection coefficient at the mth frequency Γ m can be written as
where k m = ω m /c is the wavenumber. The radar signal backscattered from the wall and received by the nth antenna can be expressed as
where z n is the distance between the nth antenna and the wall, λ m is the wavelength of the mth monochromatic signal, and G m is the antenna gain at the mth frequency [11] . The wall backscattered signals received by the N -element array can be arranged into a matrix Φ w ∈ C M ×N , where each column contains the signal received at one antenna location and each row contains the signals from one frequency
where φ mn = s w (m, n). Assuming that the antenna gain and wall reflection coefficient do not change with antenna location, Φ w can be expressed as the product of a diagonal matrix A, containing the antenna gains and reflection coefficients (as a function of frequency), with an M × N matrix B which depends on the antenna standoff distance
where
with
The wall eigensubspace can be obtained by applying SVD and identifying the singular vectors containing the wall returns. Since A is a full rank diagonal matrix, it follows that rank(Φ w ) = rank(B); therefore, the wall subspace dimension is determined by the rank of B. Furthermore, it is clear from (17) that the columns of B depend on the antenna standoff distance z n ; the rows of B depend on the frequency. In practice, the number of antennas N is smaller than the number of frequencies M . Thus, the rank of B is determined by the standoff distance of the antenna to the wall. Although the gain of the transceiver in a synthesized array aperture varies with frequencies and not antenna locations, it has no effect on the rank of the matrix Φ w and therefore does not change the dimension of the wall subspace.
There are two cases where the signals backscattered from a homogeneous wall span a multidimensional subspace: the antenna array is not perfectly aligned (parallel to) the wall surface, or the wall exhibits nonuniform thickness along the antenna array. In the first case, each antenna is positioned at a different standoff distance z n from the wall; thus, the columns of B become linearly independent, thereby increasing the rank of the matrix and the dimension of the wall subspace. In the second case, due to the variations in the wall thickness, the twoway propagation delay of the signal reflected from the back of the wall varies from one antenna to another, causing the signals received across the antennas to be different from each other and hence increasing the dimension of the wall subspace. These two cases are investigated using numerical simulations with XFDTD software. The first numerical simulation scenario consists of a homogeneous wall of thickness 0.15 m and a dielectric constant 7.6 placed in front of the radar at a standoff distance of 1 m. A 51-element antenna array of size 1.2 m is synthesized for imaging. The excitation signal is a modulated Gaussian pulse which covers the frequency range from 2 to 3 GHz. The time domain responses are transformed into the frequency domain and sampled to produce the stepped-frequency signals which are arranged into a matrix Φ w . Using SVD, the matrix Φ w can be decomposed as ≥ σ N ≥ 0. Ideally, a homogeneous wall subspace is spanned by the first singular vector associated with the dominant singular value. Perturbations in the remaining singular values are considered as subspace distortions. We define the subspace distortion index of a homogeneous wall δ s as the fraction of power carried by the nondominant SCs
In the first case, the antenna array is tilted at an angle with respect to the wall surface. The subspace distortion index of a homogeneous wall is computed while varying the tilt angle from 1
• to 10 • . Fig. 2 (a) illustrates the variations of the subspace distortion index as a function of the tilt angle, and • with respect to the surface of the wall produces a subspace distortion index of 0.15, resulting in 16 nonzero singular values, as shown in Fig. 2(b) . Therefore, we can conclude that the signals backscattered from a homogeneous wall that is not parallel to the antenna array span a multidimensional subspace.
In the second case, the wall thickness is increased gradually along the antenna array: The wall thickness in front of the first antenna is d, and that at the last antenna is d + Δd. In the simulations, the parameter Δd is increased from 0.03 to 0.3 m while d is fixed at 0.15 m. The subspace distortion index computed as a function of the relative variations in the wall thickness 
B. Heterogeneous Wall
A wall is considered heterogeneous when the dielectric properties of its building material vary along either or both dimensions, i.e., height and width. If a wall is built from several vertical planes whose dielectric constants vary along the horizontal antenna array, it is clear from (11) that the reflection coefficient will be a function of the antenna location; thereby, the columns of the matrix Φ w become linearly independent, and the wall subspace increases. In practice, most heterogeneous walls are built in such a way that they exhibit some periodicity. For example, walls constructed from cinder block or crossbar reinforced concrete are 2-D periodic heterogeneous walls, whereas drywalls with vertical wooden studs and reinforced concrete walls with vertical rebars only are 1-D periodic walls. Due to the fast-fading phenomenon caused by the wall heterogeneity, this type of walls is analyzed by either using EM simulation tool or performing real experiments.
For eigensubspace analysis, we conduct several numerical simulations using two kinds of heterogeneous walls: hollow concrete block wall and reinforced concrete wall. The hollow concrete block wall is built using cinder blocks of size 0. (d) indicates that the rank of the matrix Φ w is greater than one. Thus, we conclude that the wall returns from a heterogeneous wall span a multidimensional subspace.
To summarize, the wall subspace is not necessarily characterized by a single singular vector but can be spanned by multiple singular vectors. There are several factors that affect the dimension of the wall subspace, namely, the wall EM characteristics, the wall thickness uniformity, and the configuration of the antenna array. The next section presents an analysis of the target subspace.
C. Eigenstructure of Target Subspace
In this section, we analyze the eigensubspace of a target, where the received signals comprise only the target returns. First, we consider a point target with frequency-dependent reflection coefficient σ m located at the location (x p , z p ). The target signal received by the nth antenna can be written as
The target signals received across the antenna array are arranged into the matrix Φ t
Since the two-way propagation delay between the nth antenna and the target τ n (x p , z p ) is dependent on the antenna location, it is expected to vary from one antenna location to another, causing the columns of the matrix B in (23) to become linearly independent. Therefore, the rank of Φ t changes with the target location. For example, a target placed at the center of the array will reduce the rank of Φ t since the signal propagation delays from the antennas on the left half of the array are the same as those on the right half of the array, i.e., τ
In a recent study [21] , we have shown that reflections from a point target span a multidimensional subspace, which depends on the number of targets in the scene and the configuration of the antenna array. The target location with respect to the radar also influences the target subspace dimension. Next, we investigate the dimension of the target subspace under two imaging scenarios, namely, short range and long range, where the target is placed close to or far from the radar system. In the former, the viewing angle θ n of the antenna varies considerably across the array aperture, causing the distance traveled by the signal from each antenna to the target to be different. Based on the propagation delay given in (3), it is clear that the target signal is related to the viewing angle, and therefore, the number of linearly independent columns in the matrix Φ t increases when the viewing angle varies markedly across the array aperture. On the other hand, for a long-range target, the changes in the viewing angle across the antenna array are much smaller, resulting in almost the same distance between each antenna element and the target; therefore, the target subspace is narrower compared to that of a short-range target. To illustrate this, a target is placed at two different locations: a short range at (0, 1.2) m and a long range at (0, 6.2) m. The formed images and the singular values for both cases are shown in Fig. 5 . Fig. 5 Another factor that can affect the target subspace dimension is the target size. For illustration, we simulate a square plate dihedral of two different areas: 0.09 and 1 m 2 . The dihedral is placed at a standoff distance of 2.2 m from the radar without any wall. Fig. 6 Fig. 6(b) and (d) shows that the target subspace of the large dihedral is wider than that of the small dihedral. In summary, the target returns do not span a 1-D subspace as reported in some existing literatures [12] - [14] but a multidimensional subspace, depending on several factors. These factors include, among others, the target location, the target size, the number of targets in the scene, and the antenna array configuration. Next, we investigate the eigenstructure of combined wall and target returns. 
D. Combined Wall-Target Eigensubspace
In the aforementioned analysis, we have shown that the wall subspace can be multidimensional, and the target reflections span a multidimensional subspace. Here, we investigate the eigenstructure of combined wall and target returns. From a TWRI scene comprising a wall and target(s), the received signal can be expressed as a superposition of the wall and target returns
where s w (m, n) denotes the wall returns, s t (m, n) denotes the target returns, and s wt (m, n) models the interactions (if they exist) between the target and the wall. Since the wall reflections are relatively stronger than the behind-the-wall target reflections, it is assumed that the wall returns mostly lie in a subspace spanned by the singular vectors associated with the dominant singular values. Therefore, discarding the singular vectors associated with the dominant singular values can suppress the wall clutter in the formed image. For demonstration, we simulate a scene with two square plate dihedrals of area 0.16 m 2 placed behind a homogeneous wall at coordinates (−0.6, 1.6) m and (0.6, 1.3) m. The homogeneous wall has a thickness of 0.15 m and a dielectric constant of 7.6. Here, we slightly tilt the antenna array at an angle of 2 • with respect to the wall surface to produce a multidimensional wall subspace. Using SVD, we decompose the signal matrix Φ into a set of N SCs
where Φ wt is the signal matrix comprising the interactions between the wall and the target(s). Fig. 7 illustrates the formed images of the two targets behind the wall. Fig. 7(a) shows the image formed by using all N SCs in (25) . Clearly, the wall reflections and ringing effects dominate the image and obscure the targets. Fig. 7(b) presents the image after removing the first leading SC, and Fig. 7(c) shows the image without the first two dominant SCs. Discarding just the first dominant SC eliminates most of the wall reflections and the ringing effects. The target image in Fig. 7(c) is further enhanced by removing the second SC.
Since the antenna array is not parallel to the wall surface, the wall subspace is spanned by several singular vectors. After the removal of the dominant SCs, the radar signal can still contain some wall residuals. These remaining wall returns are captured by singular vectors associated with nondominant singular values, which interleave with the target singular values. To identify the singular vectors characterizing the wall returns, we propose a simple procedure. From (25) , the matrix Φ consists of a weighted sum of N SCs, where each SC is given by the outer product of a pair of left and right singular vectors multiplied by its corresponding singular value. Let Ψ i denote the ith SC, given by
where ψ ij denotes the jth column of the matrix Ψ i . The range profile associated with the ith SC can be computed as
where IFFT denotes the inverse fast Fourier transform. The main peak in a range profile is used to indicate whether the SC contains the wall or target returns, depending on the peak location with respect to the antenna standoff distance. Fig. 8 shows the range profiles of the first six SCs. The range profiles depicted in Fig. 8(a) and (b) show that the first two SCs span the wall subspace as the distance of the main peak of their associated range profiles is less than the wall standoff distance. The range profiles in Fig. 8(c) and (d) associated with the third and fourth SCs have peaks beyond the wall standoff distance; these SCs span the target subspace. The small difference between the location of the peak in the range profile and the actual target range is due to the wall attenuation. Fig. 8(e) presents the range profiles of the fifth SC (5th-SC), indicating that some weak wall reflections reside in this SC. Fig. 9 presents images obtained from a subset of selected SCs. The image in Fig. 9(a) is reconstructed from the 5th-SC only, and that depicted in Fig. 9(b) is obtained from the following subset of SCs: 3rd-SC, 4th-SC, and 6th-SC. The simulation results show that, apart from the first few dominant singular vectors, there are other nondominant singular vectors that capture the wall returns. Although the nondominant wall singular vectors interleave with the target singular vectors, their associated range profiles can be used to identify them. In the next section, we propose a technique to estimate the wall subspace and introduce a subspace projection method for mitigating the wall returns from the radar signals. 
IV. WALL CLUTTER MITIGATION METHOD
The proposed wall clutter mitigation method is based on the assumption that the wall returns are relatively stronger than the target returns, and they reside in separate subspaces. Therefore, SVD is used to decompose the signal matrix Φ as follows:
where W, T , and N are the sets of indices for wall, target, and noise singular vectors, respectively. However, not all wall SCs will be associated with the dominant singular values. While it is expected that the strong wall reflections will be represented by the first few singular vectors associated with the dominant singular values, some weak components of the wall returns may reside in a subspace spanned by other singular vectors associated with nondominant singular values. Therefore, we propose a method for estimating the wall subspace, followed by a subspace projection method for mitigating the wall returns from the radar signals.
A. Wall Subspace Estimation
The proposed estimation method for wall subspace is based on the assumption that the strong reflections from the front and back of the wall are captured by the first few dominant SCs. In [29] , a similar assumption was made to estimate the time delay of ultrawideband radar signals backscattered from a wall. First, we estimate the wall range, i.e., the distance from the antenna to the back of the wall from the range profiles of the dominant SCs. Then, we classify the remaining SCs into the wall and target classes based on their range profiles. The indices of the singular vectors forming the wall SCs are stored in the index set W. Let η denote the wall range. When the standoff distance z a and the wall thickness d are known, the wall range can be approximated as
In practice, the exact values of the wall parameters are not readily available. Therefore, we determine the wall range from the range profiles associated with the dominant singular vectors. To determine the leading singular vectors associated with the wall, we apply a threshold technique to segment the singular value spectrum into two classes, one of which is the dominant wall singular values. Suppose that the range of singular values is [0, σ max ]. Given a threshold δ ∈ [0, σ max ], the singular value spectrum can be partitioned into two classes: C w = {σ i ≥ δ} and C t = {σ i < δ}. Here, we employ Otsu's method [30] , which computes the optimum threshold δ by maximizing the between-class variance
where P w and P t are the class probabilities, μ w and μ t are the class means, and μ 0 is the total mean of the classes. For more details on how to determine the optimum threshold of Otsu's method, the interested reader is referred to Appendix A. Then, (27) is used to compute the range profiles associated with the singular values in the class C w . Let h i denote the distance of the main peak in the range profile associated with the ith singular value belonging to the wall. The wall range η can be estimated as
From the estimated wall range, we can now identify the remaining wall SCs and determine the singular vectors spanning the wall subspace. We classify a singular vector spanning the wall subspace when the main peak of its associated range profile is located inside the wall range η. This classification is performed on all SCs of Φ, and the indices of the wall singular vectors are stored in the index set W.
B. Wall Clutter Mitigation
After identifying the wall subspace, we remove the wall returns by projecting the radar signals onto the subspace orthogonal to the wall subspace. Similarly, the noise can be removed by projecting the radar signals onto the subspace orthogonal to the noise subspace. First, the radar signal is preprocessed to remove the common signal across the array aperture. Let Φ be the matrix obtained after subtracting the mean vector from each column of Φ
where m is the mean of the columns of Φ and e T = [1, . . . , 1], e ∈ R N . Using SVD, we decompose the matrix Φ as
Summing the outer product of the pair of singular vectors in the index set W generates the wall subspace, which is given by
The subspace orthogonal to the wall subspace is computed as
where I denotes the identity matrix. To mitigate the wall returns, the matrix Φ is projected onto the orthogonal subspace
The resulting matrix Φ is further processed to remove noise. The subspace orthogonal to the noise subspace can be expressed as
where P n = i∈N u i v H i is the noise subspace. The pair of left and right singular vectors, i.e., u and v, is obtained from the SVD of Φ. Since noise is characterized by singular vectors associated with small singular values, there are several methods to determine the noise subspace. Akaike information criterion (AIC) and minimum description length (MDL) methods are two commonly used methods to estimate the noise subspace [15] . The AIC is given by
where σ i is the ith singular value of Φ. Similarly, the MDL is given by
The number of singular values belonging to the noise class is determined by minimizing the AIC or MDL. Once the wall and noise subspaces are computed, the new matrixΦ, which contains the target reflections, is written as
w is the target subspace projection operator. Finally, DS beamforming is applied to signals ofΦ to form an image of the scene.
The proposed method is initially tested on the simulated data obtained from the scene with two dihedrals placed behind a homogeneous wall. To measure the performance of the wall clutter mitigation method, we compute the improvement factor (IF) in terms of the target-to-clutter ratio (TCR)
where TCR o and TCR i are the TCRs of the formed image with and without the use of a wall clutter mitigation method, respectively. The TCR of a radar image is calculated as
where A t is the target region, A c is the clutter region defined as the entire image excluding the target region, and N c and N t are the numbers of pixels in the clutter and target regions, respectively. The quality of the target image is measured in terms of the target power ratio (TPR) given by where
, and I 0 (x, z) and I j (x, z) denote the formed image after background subtraction and the formed image after removing the first j dominant SCs from the matrix Φ, respectively. Fig. 10 shows images formed by DS beamforming before and after wall clutter mitigation. Without wall clutter mitigation, Fig. 10(a) shows an image with strong clutter. With background subtraction, the formed image shown in Fig. 10(b) is free of wall clutter; both targets are clearly visible. However, in practice, it is difficult to have access to the measurements of the background scene devoid of targets. Fig. 10(c) depicts the image obtained with the proposed method, where the wall clutter is markedly suppressed. Table I lists the IF and the TPR of the formed images after wall clutter mitigation. Background subtraction obtains the highest IF of 11.14 dB, followed by the proposed subspace projection method with an IF of 10.09 dB. In terms of TPR, the proposed method achieves a TPR of −3.06 dB. When the dominant SCs are removed without the use of the proposed wall subspace estimation method, the IFs of the formed images are presented as follows. After the removal of the dominant SC from the matrix Φ, the IF of the formed image is 4.89 dB. Discarding the first two leading SCs improves the IF of the image to 9.98 dB. However, when we remove the first three SCs from the matrix Φ, the IF of the formed images decreases slightly to 7.32 dB. The TPR of the formed target image also decreases markedly when discarding the first three SCs.
So far, the proposed wall clutter mitigation technique has been applied to a noiseless TWRI scene. The proposed method is further tested under different noise levels, where the simulated radar signals are corrupted by additive white Gaussian noise. The IF of the image formed by the proposed method is computed as a function of the SNR of the input signal. Fig. 11 illustrates the variations in the IF of the formed image as a function of the SNR of the input signal. The IF of the formed image remains unchanged until the SNR of the input signal decreases to 40 dB. Fig. 12 shows examples of radar images obtained from input signal with SNRs of 20 and 40 dB. In the next section, the subspace projection method is evaluated on real radar data collected from a ground-based steppedfrequency TWRI system.
V. EXPERIMENTAL RESULTS
Real radar signals are collected in the Radar Imaging Laboratory of the Center for Advanced Communications at Villanova University, Villanova, PA, USA. An Agilent network analyzer, Model ENA 5017B, is used to implement a stepped-frequency waveform for synthesizing 1-D and 2-D array apertures. A 7.62 by 7.62 meter room with pyramidal foam and laminated polyurethane foam sheet absorbers on the side and back walls is constructed for imaging. For more details about the room setting and the specification of the radar system, the interested reader is referred to [6] .
A. Experimental Setup
For evaluation purposes, 1-D and 2-D synthesized array apertures are used for 2-D and 3-D TWRIs, respectively. Furthermore, two different TWRI scenarios are designed using two types of walls: a 0.14-m-thick solid concrete wall and a 0.127-m-thick hollow drywall. The drywall is built from a wooden frame, which is fastened with 0.019-m plywood on one side and 0.016-m gypsum wallboard on the other side. In the first scenario, the radar is placed at a standoff distance of 1.16 m from the concrete wall, and a dihedral is placed at 2.1 m behind the wall. An array aperture of length 1.2446 m is synthesized with 0.0222-m interelement spacing, and a stepped-frequency signal covering 0.7-3.1-GHz frequency band is used to interrogate the scene. The second scenario involves a scene populated with nine targets of different radar cross sections (RCSs) placed behind the drywall. Fig. 13 shows a picture of the second scene and its ground truth. The nine targets in the second scene are three dihedrals, four trihedrals, a sphere, and a top hat. Each target is located at a certain height and position, as shown in Fig. 13(a) . Its location within the scene is given in the ground-truth image depicted in Fig. 13(b) . A 69-antenna array of length 1.5 m is used to interrogate the scene. The steppedfrequency signal has a bandwidth of 1 GHz centered at 2.5 GHz. Table II lists the characteristics of the reflectors used in the two TWRI scenes. 
B. Two-Dimensional TWRI
A line array aperture is synthesized for the previously described scenes to perform 2-D imaging. Before DS beamforming, four different methods are used for wall clutter mitigation: background subtraction, time gating, spatial filtering, and B-scan-based SVD methods [12] - [15] . In [12] - [14] , SVD is applied to the B-scan, which is obtained by applying IFFT on the space-frequency measurements. The first and second dominant SCs are assumed to contain the wall and target returns, respectively. In [15] , SVD is used to decompose the formed image into a set of eigenimages. For wall clutter mitigation, the first dominant eigenimage is discarded. Then, an information theoretic criteria method is used to determine the eigenimages spanning the target subspace. In time gating, the steppedfrequency signal is transformed into a range profile. Based on the standoff distance and the wall parameters, the radar returns corresponding to the wall region are set to zero, and the range profile is converted back to the frequency domain. For background subtraction, radar signals from an empty scene devoid of target(s) are subtracted from the radar signals received from the scene populated with target(s) before DS beamforming is applied to reconstruct the image. Background subtraction represents an ideal scenario, where access to the background scene is available; this is not possible in real scenarios. In spatial filtering, an infinite-impulse-response notch filter is used to remove zero frequency component. The frequency response of the notch filter is defined as
where ω is the angular frequency and a(< 1) is a positive constant denoting the width of the filter notch. In our experiments, we define a at the point of achieving maximum IF. The concrete wall scene, which has a dihedral, is illuminated by the synthesized array aperture, producing a signal matrix Φ of size 801 × 57, i.e., 801 frequencies and 57 antennas. All five wall clutter mitigation approaches, including the proposed subspace projection method, are used to suppress the wall clutter in the formed image. Fig. 14 illustrates images before and after wall clutter mitigation, using different wall mitigation methods. With the availability of the background measurements, background subtraction produces a clear image [ Fig. 14(b) ] in which most of the wall and background clutter is removed. With time gating, the formed image contains strong wall clutter; see Fig. 14(c) . Even though the target is far from the wall, time gating cannot suppress the wall clutter because the wall reverberations and target reflections highly overlap in the time domain. The image in Fig. 14(d) shows that spatial filtering is effective in removing the wall reflections without significantly compromising the target image. The image-based SVD method [15] produces an image where most of the wall clutter is suppressed but the shape of the target is distorted compared to that shown in Fig. 14(b) , obtained using background subtraction. Fig. 14(f) illustrates the image produced by the proposed subspace projection method. This image does not contain the wall clutter and is as clear as that of the spatial filtering method. Fig. 15 depicts the wall and target singular values identified by the proposed wall subspace estimation method. The singular values depicted in Fig. 15(a) and (b) belong to the wall and target, respectively. From Fig. 15(a) , we can see that the wall subspace comprises the first two dominant SCs and components 5, 23, 24, and 25. It is clear from Fig. 15(a) that the nondominant wall singular values interleave with the target singular values. Table III presents Fig. 16 depicts the formed images before and after wall clutter mitigation. Without any preprocessing, Fig. 16 (a) depicts an image with strong wall clutter. With the availability of an empty scene, background subtraction produces a clear radar image [ Fig. 16(b) ]. Time gating and spatial filtering fail to remove the wall contributions from the radar data [ Fig. 16(c) and (d) ]. The SVD methods can hardly suppress the wall clutter in the formed radar image. This is because the wall reflections are assumed to reside in the first SC only. However, the reflections backscattered from a heterogeneous wall span a multidimensional subspace space, as described in Section III-B. Fig. 16(e) shows the output image of the image-based SVD method with AIC; only the targets with large RCS are barely visible. The B-scan-based SVD methods perform poorly because the wall subspace is assumed to be 1-D. Fig. 16(f) shows the image obtained using the proposed wall clutter mitigation method, where most of the wall clutter is significantly suppressed. Table IV lists the IF of the images presented in Fig. 16 . The proposed method achieves the second highest IF of 22.35 dB. The B-scan-based SVD method described in [14] gives the lowest IF of 2.08 dB. The experimental results demonstrate that the proposed method can be as effective as background subtraction in removing the clutter due to both homogeneous and heterogeneous walls. In the next section, we apply the proposed wall clutter mitigation method to 3-D TWRI. where τ n (x, z, y) is the focusing delay from the nth antenna of the 2-D array aperture to the voxel at location (x, z, y). The computation of the two-way propagation delay from an antenna to a voxel is described in [8] . A 2-D array aperture is used to interrogate the concrete wall and drywall scenes. Background subtraction and the proposed subspace projection method are then applied to mitigate the wall returns. We should point out that, for the sake of clarity, the voxels below −25 dB were thresholded in the 3-D images. Fig. 17 illustrates the 3-D radar images of the concrete wall scene. Applying DS beamforming directly to the space-frequency measurements produces a cluttered 3-D image [ Fig. 17(a) ]. Fig. 17(b) shows the image obtained from background subtraction, which does not have wall clutter. The image shown in Fig. 17(c) , which is produced by the proposed wall clutter mitigation method, is as clear as that produced by background subtraction. For the drywall scene, the formed images obtained using background subtraction and the proposed method are shown in Fig. 18 ; both images are free of wall clutter. 
VI. CONCLUSION
Strong signal reflections from an exterior wall hinder the visibility of stationary targets in TWRI. This paper has presented a comprehensive analysis of the eigenstructure of imaged TWRI scenes. The analysis showed that, when the radar is placed parallel to a homogeneous wall of uniform thickness, the wall returns span a 1-D subspace. However, when the antenna is not perfectly aligned with the wall surface or the wall thickness is not uniform, which is often the case in practice, the wall reflections span a multidimensional subspace. For heterogeneous walls, the wall returns also span a multidimensional subspace. Furthermore, the analysis showed that the target subspace is spanned by several singular vectors, depending on the target location, target size, number of targets in the scene, and the configuration of the antenna array.
For wall clutter mitigation, we have proposed a method that estimates the wall subspace and a subspace projection approach to remove, or at least significantly suppress, the wall clutter. The proposed approach does not assume prior knowledge of the scene nor the wall EM characteristics. It was applied to mitigate wall clutter in 2-D and 3-D TWRIs. Experiments with simulated and real data showed that the proposed method was as effective as background subtraction in removing wall clutter and revealing the behind-the-wall targets-without prior knowledge of the background scene. 
μ t (δ) = 1 P t (δ)
where i δ denotes the index of the left endpoint of the interval that includes δ, and P w (δ) and P t (δ) are normalizing constants given by
The total mean of the classes, which is independent of δ, is
The optimum Otsu threshold is obtained by maximizing the between-class variance δ = arg max
where the between-class variance is given by
