Let {f(x),x ^0} be nonnegative such that I f(x)dx = 1.
The class V 2 is the same as the one considered by Hajek and Zubrzycki. Some examples and the iterative properties of V n are also considered. The classical Pόlya's criterion for characteristic functions is a special case of Theorem 1.
A collection of real or complex valued random variables Z(ί), where t ranges over a n-dimensional Euclidean space R rt is called a "random field". Assume throughout that E\Z(t)\ 2 is finite and that (0.1) £|Z(ί + δ)-Z(0| 2 -*0 as δ^O. 2 ) are called the "mean" and the "covariance" functions of Z(ί) respectively. The class of covariance functions K(K n ) is the same as that of the nonnegative definite functions in R n . The random field Z(ί) is called "isotropic" if K(t u t 2 ) depends only on the length | t λ -t 2 \ of the difference ίi -t 2 . The Bochner-Khinchin theorem for nonnegative definite functions gives the spectral representation for isotropic covariance functions in R π . This leads to the following theorem (see [3] p. 39).
Let Z*(t) denote the complex conjugate of Z(t). The functions EZ(t) -m(t) and K(t u h) = E(Z(t λ )Z*(t 2 ))-m{t λ )m*{t
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THEOREM. For R(t) to be the covariance function of an isotropic n-dimensional random field satisfying (0.1), it is necessary and sufficient that
where G(λ) is bounded, nondecreasing function such that G(0) = 0; G(oo)= R(O) and J m {x) is the Bessel function of the first kind of order m. Namely, (x/2) 2 = Σ (-This paper considers a subclass V n of the isotropic covariance functions in R n . The classes V n arise naturally as the covariance functions of the integrated (n 4-l)-dimensional Gaussian white noise. Thus every covariance function given, comes with a representation of the associated isotropic Gaussian random field. Such representations can be used for simulation purposes.
Berman in his paper [1] gives a very interesting representation of covariance functions in Rj with absolutely continuous (abs. cont.) spectral distribution. The associated stationary Gaussian process is the integral of a two dimensional Gaussian white noise over appropriate sets. His techniques and results were used by Mittal and Ylvisaker [6] to generate a class of covariance functions in R^ that is similar to V n .
The next section contains the statements of the main results. The proofs of these are achieved by a series of preliminary lemmas contained in §2. Section 3 proves the main results and the corollaries. The special case of n = 2 is looked at in the last short section.
NOTATION. In the following, interpret Σ?"" 1 to be zero and the products 2 4 (n -3) or 2 4 (n -2) to be 1 if n = 3 or n = 2 
Let L be the n-dimensional plane orthogonal to the line joining t to the origin. 
is nonnegative and nonincreasing in t.
YASHASWINI MITTAL (B) Let r(t) satisfy (a), (b) and (c) above. Then f(t) given by
n ι is nonincreasing and r(t) is an isotropic covariance function in R n given by (1.2) for this f.
The constants a k are defined aŝ -5) , and
( 1 4) ίfc + ί-2V
for k = 3,4, and # f = 0 otherwise. The following theorem of Pόlya can be viewed as a special case for n = 1 of Theorem 1 with suitable changes in the notation.
THEOREM (Pόlya). Let r(t) be a real-valued and continuous function which is defined for all real t and which satisfies the following conditions:
(
Then r(t) is the characteristic function of an absolutely continuous distribution F(x).
The next theorem gives characterization of the class V n of covariance functions given by (1.2) for n = 2fc, fc = 1,2, . 
is a density function on [0, <*>) such thatf(x)/x π~1 /s nonincreasing and r(t) is an isotropic covariance function in R n given by (1.2) for this f Corollary 1 gives a recursive property of the classes V n similar to that of K n given in Matern ([5] ; 2.3.12). Corollary 2 shows that V n is nonincreasing in n and Corollary 3 proves that V n are closed under mixtures. The exact statements are as follows. COROLLARY 
// r(t) is in the class V n for the associated density function /, then ρ(t) defined as
belongs to the class V n _ 2 for the same density function f and n ^ 4.
c n = sin" αdα. 
where η(n) = 3 5 (n -2)/(2 4 (n -3)) i/ n ί5 odd and η(n) = 3 5 (n -3)/(2 4 (n -4)) if n is even. (2) // r /s in K for n ^ 4 and / is f/ie associated density function then r belongs to V n -2 for the density function g such that (1) (2) (3) (4) (5) (6) (7) (8) g(t/2) = -^ r-f"
Λc. (ii) p'(t) is abs. cont.
du is a nonincreasing function of t.
Jo
In the last section the following proposition is proved.
PROPOSITION. (1) The covariance function y(u) given by (1.10) belongs to V 2 for the associated density function f(x) = 8x 0 ^ x ^ 1/2.
(2) Every covariance function belonging to V n satisfies (iii) of the above theorem.
Thus V 2 = &.
Preliminary lemmas.
The following lemmas will help to avoid repetitions in the proofs of the Theorems 1 and 2. Proof. The uniform convergence on [e, <») of the integral in the R.H.S. of (2.1) is obvious for all K such that n -2K -1 > -1. Suppose n -2K -1= -1, i.e., iί = n/2, then the integral is
The second integral in the R.H.S. above is uniformly convergent since n ^ 2. Now, / cannot be unbounded on [ί/2, (ί/2) + 1] since f(x)/x n~' is nonincreasing. Hence the first part is uniformly convergent. By taking the derivatives under the integral sign, (2.2) follows.
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The interchange of the order of the integration is justified by Fubini's theorem. The R.H.S. above is equal to Proof. Direct computations give a\-a\ = 0 and a\=\. Using (2.7) (i) and (iii), (2.8) (i) and (ii) are obtained. Now first (2.8) (iii) for i = 2 is verified, that is, (2 .9) Since a\= -3. By (2.7) (iii),
Substituting the values for a{, the R.H.S. becomes -1/2 2 /(/ + l)(/ + 2)
Simplifying, (2.9) is verified. Now, assume that (2.8, iii) is true for / = 2,3, , (j -1). To show it for /, i.e.,
Using ( Proof.
Interchanging the order of integration by Fubini's theorem and substituting u/(2x) = cosα, the R.H.S. above is seen to be equal to -r{t). The abs. continuity of r{t) follows by definition. Suppose r (κ) (t) is abs. cont. for K = 0,1, •••,(/-!)• Then r O) (ί) will be if r u+1 \t) exists and is integrable. Looking at (2.6) for K = j + 1, it is true if I j+ί (t) is integrable. Lemma 1, (2.3) gives the result for y + l^[n/2]. If n is odd then 
The constants a? are given in Lemma 2 and 3.
Proof Using Lemma 3, first it will be verified that -2) and K = 2,3, , [(n + l)/2]. When i = 1, (2.12) states that (K -2)αf +1 = Kaf, which is true in view of (2.7 i). By (2.8 iii), (2.12) becomes
, which is an identity. Since n ^ 3, the first two derivatives always exist, the first is negative and the second positive on [β, α>) V e > 0. Also n odd implies [(n -l)/2] = (n -l)/2. Lemma 4 and the following will show (b). Differentiating (2.6) for K ={n -l)/2, 
are for / = l,2, ,(n-3)/2 andίf(ί)=o(l,0). Lastly, the fact that the transform r(t) is invertible is obvious from (3.2) . It is equivalent to
(π + l)/2 r (n + l-2i)
Σ ^ '-γ,
The quantity in (c) is in fact f(t/2)/t n~ι apart from a positive constant and hence nonnegative and nonincreasing by assumption.
dx.
Taking derivatives on both sides and simplifying, (3.5) follows. This completes the proof of Theorem 2.
Proof of Corollary 1. For r €Ξ V m it needs to be shown that (3.9 ) ( belongs to the class V n _ 2 for all n ^ 4 ( c n = sin" 2 ada) and that p and r V Jo / have the same associated density function. The result follows from the definition of the classes V n .
Proof of Corollary 2. The objective is to show that V n D V n -λ D . Let r be given by (3.10) . Suppose n g 3 is odd; then by Theorem 1, part A, the conditions (a) and (b) of Theorem 2 will be satisfied by r, for m = n -1. It remains to be proved that 
