Making violent threats towards minorities like immigrants or homosexuals is increasingly common on the Internet. We present a method to automatically detect threats of violence using machine learning. A material of 24,840 sentences from YouTube was manually annotated as violent threats or not, and was used to train and test the machine learning model. Detecting threats of violence works quit well with an error of classifying a violent sentence as not violent of about 10% when the error of classifying a non-violent sentence as violent is adjusted to 5%. The best classification performance is achieved by including features that combine specially chosen important words and the distance between those in the sentence.
Introduction
Over the past years there has been an alarming growth in hate against minorities and women [1, 2] . A similar increase in hate speech has been observed on the Internet [3, 4] , and experts are concerned that individuals influenced by this web content may resort to violence as a result [5, 6] .
Hateful speech is illegal by international law, signed and ratified by most countries in the world [7] (Article 20). In addition several countries, and most of the countries in the Western World, have similar national laws. There exist examples of individuals who have been arrested for expressing hate or threatening with violence, see e.g. [8] [9] [10] [11] . The last three examples are based on violent threats posted on the Internet. It is almost impossible for the police, NGOs, discussion moderators and others concerned with hate speech to keep track of the wast amount of online activities. A tool that automatically detects hate speech and threats of violence could potentially be very helpful.
The main aim of this paper is to evaluate the potential of using different machine learning approaches to detect sentences in hateful online discussions that contain a threat of or sympathy with violence (for short just called threats of violence in the rest of this introduction). More specifically this paper has the following contributions: -A large text material of about 25.000 sentences from online discussion were manually annotated for threats of violence and about 1.500 were found. This large and unique material is openly available for further research. -Reading through hateful discussions, one observes that much of the same words and phrases are used in different ways to express threats of violence. We present new approaches to construct features that capture these properties in an efficient way. The approaches are based on using the most salient words in violent sentences and constructing sentence features that are combinations of these words.
This paper is a major extension, both with respect to methodology and results, of the one page short paper [12] .
Related Work
There is little previous work specifically devoted to the detection of threats of violence in text. However, there is previous work which examines other types of closely related phenomena, such as 'cyberbullying' and hate-speech. Dinakar et al. (2011) [13] propose a method for the detection of cyberbullying by targeting combinations of profane or negative words, and words related to several predetermined sensitive topics. Their data set consists of over 50,000 YouTube comments taken from videos about controversial topics. The experiments reported accuracies from 0.63 to 0.80.
There has been quite a bit of work focused on the detection of threats in a data set of Dutch tweets [14, 15] , which consists of a collection of 5000 threatening tweets. In addition, a large number of random tweets were collected for development and testing. The system relies on manually constructed recognition patterns in the form of n-grams, but details about the strategy used to construct these patterns are not given. In [15] , a manually crafted shallow parser is added to the system. This improves results to a precision of 0.39 and a recall of 0.59.
Warner and Hirschberg (2012) [16] present a method for detecting hate speech in user-generated web text, which relies on machine learning in combination with template-based features. The task is approached as a word-sense disambiguation task, since the same words can be used in both hateful and non-hateful contexts. The features used in the classification were combinations of uni-, bi-and trigrams, part-of-speech-tags and Brown clusters. The best results were obtained using only unigram features, with a precision of 0.67 and a recall of 0.60. The authors suggest that deeper parsing could reveal significant phrase patterns. Sentence 1: "I will kill Muslims and I will kill Jews" Sentence 2: "We love to kill Muslims" is shown in Table 1 . For example we see that the word 'I' occurs two times in 'sentence 1' and zero times in 'sentence 2'. Further we see that the word 'kill' occurs two times in 'sentence 1' and once in 'sentence 2'. The columns of the document term matrix are referred to as features and represent the information from the sentences that will be used in the automatic text classification. Naturally there is information in the sentences that is not included in the document term matrix, e.g. the order of the words. Differences in the word order may change the meaning, e.g. the two sentences "I love Israel not Palestine," and "I love Palestine not Israel" contain the same words, but differ in meaning. However, for the most typical application of text mining, like document summarization or clustering, the unigram matrix as introduced above works quite well. For the problem of detecting sentences with threats of violence, we hypothesize that classification can be improved by adding other specially constructed features as described below. 
Bigrams of Important Words
We expect that a threat of violence often should contain the subject that wants to perform the violence, like 'I' or 'we', some aggressive words like 'kill', 'bomb', 'nuke', 'gun', etc., as well as the target for the violence, like 'Muslims', 'Jews', 'women', 'bastards', 'sandniggers' and so on. Potentially important features from the sentences therefore are bigrams of such important words. A procedure to find important words is described below. If the important words in the sentences above are 'I', 'we', 'kill', 'Muslims' and 'Jews', we start by excluding the non-important word from the sentences and then compute the bigrams of the remaining words. The result is shown in Table 2 . For example we see that 'I-kill' occurs two times in the first sentence and that 'kill-Muslims' occurs in both sentences. A natural extension of Table 2 is to use all combinations of the important words, not just the subsequent. The first features of 'sentence 1' will then be 'I-kill', 'I-Muslims', 'I-I', 'I-Jews', 'kill-Muslims', 'kill-I' and so on.
Bigrams of Important Words with Distance Function
Naturally we expect that a combination of important words like 'I-kill' is more important if 'I' and 'kill' are close to each other in the sentence, because then it is more likely that 'I' is related to 'kill'. Said in another way, if there are several words between 'I' and 'kill', it is more likely that 'kill' is used for another purpose in the sentence, and it is less likely that the sentence contains a threat of violence. To incorporate this in Table 2 , we use a weight function. Maybe the most natural weight function is to divide by the number of words between the two important words in the sentence
where d is the number of words between the two important words. If the two words are next to each other, d = 0. Using w 1 (d), Table 2 will be changed to Table 3 . E.g. to compute 'I-kill' in 'sentence 1', we see that 'I-kill' occurs two times and both times with one word between, such that the computation becomes 1/(1 + 1) + 1/(1 + 1) = 1. Further, 'we-kill' occurs once in 'sentence 2' with two words between, such that the computation becomes 1/(2 + 1) = 1/3. Table 3 . Feature matrix for the bigram of important words using weight function (1).
I-kill kill-Muslims Muslims-I kill-Jews we-kill
The selections of features above is based on using a set of important words. We chose those words that were significantly correlated with the response (violent/not-violent sentence).
Classification Method
We base our classification of violent/non-violent sentences on logistic LASSO regression [17] . Logistic LASSO regression can document excellent classification properties, and is at least as effective as Support vector Machine [18] . A training set is used to estimate the parameters of the model. The fitted model can be used to compute the probability that a sentence (from a test set) contains a threat of violence or not. We classify a sentence using a threshold on the computed probability.
Evaluation of Classification Method
The first measure is the Mean Squared Error (MSE). Let y i ∈ {0, 1} denote whether sentence i ∈ {1, 2, . . . , n} contains a violent threat or not, where 1 means violent. Further let p i denote the computed probability that sentence i is a violent sentence. The MSE is then computed as
We introduce one more measure. We denote the portion of non-violent sentences that are classified as violent as Type I error, and the portion of violent sentences that are classified as non-violent as Type II error. We adjust the threshold in the classification such that the Type I error is equal to α, say 0.05. Naturally we want the Type II error to be as small as possible under this restriction on the Type I error.
Evaluation
In this section we will compare the different suggested sentence features presented in Sect. 3 with respect to classification performance. Classification based on LASSO logistic regression model was performed using the 'glmnet' package [17] in the statistical software R [19] .
Text Material
The text material consisted of all comments on eight YouTube videos. All the videos were related to religious and political topics that typically create a lot of anger and disagreements in the comments, like the Eurabia theory [20] , halal slaughter, Anders Behring Breivik, Geert Wilders, etc.
Each sentence in the material was manually annotated to either contained a threat or sympathy with violence or not. For sentences where it was impossible to decide, e.g. due to terribly poor language, or the sentence was part of a larger argument, the sentence were annotated as 'not violent'. A few comments contained copies of violent passages from the Bible or the Quran. Such sentences were classified as violent if the passage was violent. Sentences in other languages than English were removed from the text material. After the annotation process, the text material consisted of a total of 24,840 sentences where 1,469 sentences were violent. A randomly selected subset of 100 non-violent and 20 violent sentences (based on the annotation from the main annotator) were labeled by an other human annotator for inter-annotar study. The results showed that for 98% of the sentences, both annotators made the same decision, and both annotators found a total of 20 threats of violence.
Feature Matrices
In this section we present the different feature matrices we want to compare, which are all based on the theory presented in Sect. 3. The first feature matrix is the unigram exemplified in Table 1 . We denote this feature matrix UNI in the rest of this paper. In addition to the weight function w 1 in (1), we will also consider the weight function
Comparing w 1 and w 2 , w 2 gives more weight for small distances between important word and less weight for longer distances.
As previously described, we select important words using correlation with the response (in the training set) resulting in a list of approximately 300 important words depending on which part of the whole material were used as training set. The rest of the feature matrices consist of the features from UNI in addition to -The feature matrix exemplified in Table 2 ; and together with UNI we denote this feature matrix C. ("C" (constant) since the score is independent of distance between the important words in the sentence) -The same as C, but where we use all combinations of important words as described in the end of Sect. 3.1, denoted ACC (all combinations constant weight). -The feature matrix exemplified in Table 3 ; and together with UNI we denote the feature matrix W1 (weight function w 1 ) -The same as the item above, but with all combinations of important words, denoted ACW1. -The same as W1, except that we use the weight function w 2 . We denote this feature matrix W2. -The same as the item above, but with all combinations of important words, denoted ACW2. -We also select a random sample of 300 words (the same amount that we have of important words in the previous feature matrices) among the 3,000 most frequent words in the text material except stop words like and, it, is, at, .... We compute the feature matrix based on these words the same way that we computed ACW1 and denote this feature matrix ACW1FW (frequent words). It is interesting to see how ACW1FW performs compared to ACW1 and the other feature matrices above.
Before computing the feature matrices above, all stop words and punctuation marks were removed from the sentences and all words were changed to lower case. In text mining it is also quite common to do word stemming, but for the application of detecting violent threats, different word stems are important, e.g. the word kill is more common in threats of violence than killed. Therefore word stemming was not performed. For computational robustness, we removed all features that were non-zero in three or fewer sentences.
Classification Performance of the Feature Matrices
To evaluate the performance of the feature matrices we randomly divided the sentences into training and test sets. The training set consisted of 80% of the violent and 80% of non-violent sentences in the corpus, and the rest of the sentences constituted the test set. We fit the logistic LASSO regression model to the training set for each of the feature matrices in the previous section. We use the test set to evaluate the feature matrices by computing the Mean squared error (MSE) and Type II error measures as described in Sect. 4.1. For the Type II error, we set the Type I error to α = 0.05. To reduce uncertainties in our results, we repeated this procedure 40 times. Tables 4 and 5 show the average .89 *** *** *** *** *** *** MSE and Type II error over the 40 runs, respectively. For the tests in Table 4 , we use paired Student's t-tests where the observations are the differences in MSE in each of the 40 runs. For the tests in Table 5 , we assume that the number of Type II errors for a feature matrix in one of the 40 runs is an outcome from a binomial distribution, and tests are performed approximating the binomial distributions with normal distributions. Since we perform several tests, the significance levels are adjusted using the Bonferroni correction [21] . From the tables we see that ACW1 performs significantly better than all the other feature matrices, both in terms of MSE and Type II error, e.g. being the only feature matrix with a Type II error below 10%. Further, the feature matrices using all combinations of the important words perform the best. We also see that the prediction performance significantly depends on the choice of weight function, with w 1 being the best. Finally we see that ACW1MF performs poorly showing that it is not enough just to include more features, but that those features must be cleverly chosen. Table 6 , shows contingency tables for the cases UNI and ACW1 based on the 40 runs. Outcome not violent 1143 151979
The Strongest Predictors of Violent Sentences
A great advantage of the LASSO model is that the solution is sparse with respect to features. To achieve the optimal predictions as summarized in Tables 4 and  5 , the model consisted of between 400 and 1000 nonzero regression parameters (features). By choosing a higher value of the regularization parameter in the LASSO model, the solution will be even sparser, showing the few features which is the most important to detect threats of violence. The features is shown in Table 7 . As expected, several of these strong predictors is a combination of a subject (I or we) and an aggressive word like kill, burn, die and so on. We also have word combinations that point to the target of the violent threat like "youburn", "kill-you" and "kill-all". We also see that "breivik" is a strong predictor, finding sentences that support the terrible actions of Anders Behring Breivik.
Lowering the value of the regularization parameter the set of nonzero features also include word combinations "breivik-hero" and "commander-breivik". It also included features that reduced the probability of a threat of violence like "not" and "never-kill". 
Closing Remarks
In this article we have shown how text mining and machine learning can be used to detect threats of or sympathies with violence in online discussions. In particular we focus on how specially chosen features of two words can improve prediction compared to the traditional unigram (single words) feature matrix. Our results show that detecting treats of violence generally works quite well using machine learning with Type I and Type II errors of about 5 and 10%, respectively. Using all combinations of the important words and the weight functions w 1 gives the best results.
Parsing the text material may possibly improve our results, however, we expect that automatic parsers will have quite a hard time, since the language quality in such online discussions is terribly poor, full of slang, misprints and erroneous grammar.
One may also suggest to use ordinary bigrams, but then it is only possible to include features of word beside each other in the sentence. Including features of word separated in the sentence is impotant to detecting threats of violence. E.g. in Table 7 a feature like 'i-die' refers to sentences where the two important words are clearly separated in the sentence like 'I would love to see them die'. Also using ordinary bigrams, the number of features will be in the millions compared the only a few tens of thousands in our approach making the problem computationally less challenging and equivalent to ordinary unigram.
