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 Mass spectrometry has found a wide variety of applications in many fields of 
study, such as fundamental chemistry, biological science, food and fuels, advanced 
materials, etc. Due to its high sensitivity, selectivity and speed, mass spectrometry 
provides an invaluable tool for direct mixture analysis. When coupled with separation 
methods, such as gas chromatography or high performance liquid chromatography, 
analysis of minor components in complex mixtures is possible. In addition to the 
molecular weight information, mass spectrometers can provide structural information for 
the ionized analyte molecules. However, mass spectrometric analysis of complex 
mixtures is not without challenges, such as suitable evaporation/ionization methods are 
not readily available for different types of samples. For example, because of such 
limitations, little is known about the molecular weight or structural information of 
asphaltenes, which are the heaviest components of crude oil and one of the most complex 
mixtures in nature. Characterization of asphaltenes at the molecular level can alleviate 
some of the problems they cause to petroleum industry and facilitate the discovery of 
beneficial uses for asphaltenes.  
xvii 
 
 Multiple-stage tandem mass spectrometry (MSn) based on collision-activated 
dissociation (CAD) is usually a method of choice for structural elucidation of unknown 
compounds. However, this method alone does not always unambiguously identify the 
functional groups in an unknown analyte. Therefore,  tandem mass spectrometry (MS/MS) 
based on ion-molecule reactions was developed and implemented in a linear quadrupole 
ion trap (LQIT) mass spectrometer for functional group identification. This method has 
great potential for rapid identification of unknown drug metabolites in the pharmaceutical 
industry.  
 Gas-phase ion-molecule reactions are also very useful in study of reaction kinetics 
and mechanisms. The intrinsic chemical properties of such highly reactive molecules as 
radicals can be studied in the gas phase, which are otherwise difficult to access by other 
experimental approaches. Knowledge on the reactivity of aromatic carbon centered σ,σ-
type biradical intermediates is desirable as they are associated with the biological activity 
of a naturally occurring enediyne antitumor agents. Of particular interest is the reactivity 
of 1,3-biradical species (meta-benzynes) because of its therapeutic importance. In this 
thesis, the reactivity of four meta-benzyne analogues towards eight amino acids was 
examined by using “distonic ion approach” in a Fourier-transform ion cyclotron 
resonance (FT-ICR) mass spectrometer.   
 The experiments described in this thesis were aimed to provide more detailed 
structural information of mixture components by using different mass spectrometry based 
methods. Chapter 2 briefly describes the theory, instrumentation, and experimental 
aspects of the two instruments used for these studies. Chapter 3 focuses on structural 
comparisons of asphaltenes of different origins by using multiple-stage tandem mass 
xviii 
 
spectrometry. Chapter 4 describes structural characterization of organosulfur model 
compounds related to fossil fuels by using high-resolution tandem mass spectrometry. 
Chapter 5 focuses on development of gas-phase ion-molecule reactions for the 
identification of the sulfone functionality in drug metabolites. Chapter 6 is devoted to the 
study of gas-phase reactivity of pyridine, quinoline, and isoquinoline based meta-

































































































CHAPTER 1. INTRODUCTION AND OVERVIEW 
1.1 Introduction 
 With more than a century of development, mass spectrometry (MS) has 
undergone tremendous technological improvements. It has become one of the most 
powerful, sensitive, selective, and versatile analytical techniques.1,2 Mass spectrometric 
analysis includes three key steps: sample evaporation and ionization, separation of ions 
by their mass-to-charge (m/z) ratios, and detection of the ions.3After sample evaporation, 
the neutral analyte molecules are converted to ions. Numerous efforts have been 
dedicated to the development of methods that allow ionization of different analytes 
effectively, from small organic molecules to large biomolecules.3 The resulting ions are 
then separated based on their m/z ratios, which can be done using various mass analyzers, 
including those that utilize a combination of electric and magnetic fields under vacuum 
conditions. After the ions are detected, mass spectra are generated, which show a plot of 
the relative abundances of the ions as a function of their m/z ratios. If a molecular ion or 
pseudo-molecular ion is formed for each molecule, the molecular weight information of 
the analyte can be obtained. Different isotopes of a given element can also be easily 
distinguished.4 It should be noted that high-resolution mass spectrometers can measure 
accurate masses of the ions, which provides elemental composition for an unknown ion.  
2 
 
 In addition to molecular weight information, mass spectrometers are capable of 
providing structural information for the ionized analyte molecules. Multiple-stage tandem 
mass spectrometry (MSn) is an important approach to achieve this.5 By isolating and 
subjecting the ion of interest to collision-activated dissociation (CAD), it often generates 
characteristic fragmentation products that provide structural information for the analyte.6 
As another alternative to probe the structure of the ionic analytes, ion-molecule reactions 
have been explored extensively.7-11 The ion of interest can be allowed to react with 
selected neutral reagents, producing diagnostic products that facilitate identification of 
different functional groups in the analyte molecules. This is particularly useful when 
CAD alone does not provide enough structural information for the analytes. Isomer 
differentiation also often gets easier when using ion-molecule reactions in mass 
spectrometers.12,13  
 Because of the uniquely valuable information MS can provide, it has found a wide 
range of applications in qualitative and quantitative analysis of both small molecules and 
big polymers.14 MS has become an indispensable analytical tool in such areas as drug 
discovery, clinical analysis, biological science, environmental chemistry, geological 
study, and many others.15 MS has been successfully coupled with chromatographic 
separations for the analysis of minor components in complex mixtures, which are 







 This dissertation focuses on the structural characterization of petroleum 
asphaltenes and organosulfur compounds in them, development of methods for drug 
metabolite identification based on functional group selective ion-molecule reactions, and 
exploring gas-phase reactivity of meta-benzynes towards amino acids. Chapter 2 briefly 
describes the theory, instrumentation, and experimental aspects of the two instruments 
used for these studies. They are linear quadrupole ion trap (LQIT) and Fourier transform 
ion cyclotron resonance (FT-ICR) mass spectrometers. Chapter 3 focuses on structural 
comparisons of asphaltenes of different origins by using multiple-stage tandem mass 
spectrometry. Chapter 4 describes structural characterization of organosulfur model 
compounds related to fossil fuels by using high-resolution tandem mass spectrometry. 
Chapter 5 focuses on the development of gas-phase ion-molecule reactions for the 
identification of the sulfone functionality in drug metabolites. Chapter 6 is devoted to the 
study of gas-phase reactivity of pyridine, quinoline, and isoquinoline based meta-
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CHAPTER 2. THEORY, INSTRUMENTATION AND EXPERIMENTAL ASPECTS 
OF LINEAR QUADRUPOLE ION TRAP (LQIT) AND FOURIER TRANSFORM 
ION CYCLOTRON RESONANCE (FT-ICR) MASS SPECTROMETRY 
2.1 Introduction 
 With its unique attributes in sensitivity, selectivity and versatility, mass 
spectrometry (MS) has become an invaluable analytical tool across a broad range of 
applications.1-4 Mass spectrometric analysis involves three key steps: sample evaporation 
and ionization, separation of ions by their mass-to-charge (m/z) ratios, and detection of 
the ions. In the ion source, the analyte molecules are evaporated and ionized by addition 
or loss of proton(s), cation(s), anion(s) or electron(s).1 Mass analyzers, which separate the 
ions based on their m/z ratios, are the core components of mass spectrometers. Generally, 
they can be categorized into two types, trapping and scanning.2 In trapping mass 
analyzers, the ions are manipulated at different points of time while confined in the same 
space. In scanning mass analyzers, the selected ions fly to different regions of the 
instrument for mass spectrometric manipulations. Finally, the separated ions reach the 
detector where they are detected.  
 In this thesis, two mass spectrometers with trapping mass analyzers were 
employed: linear quadrupole ion trap (LQIT) mass spectrometer and Fourier-transform 




experimental aspects of these two mass spectrometers are discussed in the following 
sections.  
 
2.2 Ionization Methods 
 There are different ways to ionize the analyte molecules in mass spectrometry, 
such as electron ionization (EI),5 chemical ionization (CI),6 electrospray ionization 
(ESI),7,8 atmospheric pressure chemical ionization (APCI),9,10 atmospheric pressure 
photoionization (APPI),11 desorption electrospray ionization (DESI),12 direct analysis in 
real time (DART),13 matrix-assisted laser desorption ionization (MALDI),14 inductively 
coupled plasma (ICP)ionization,15 fast atom bombardment (FAB),16 field desorption / 
field ionization (FD/FI),17 and laser-induced acoustic desorption (LIAD) / ionization,18,19 
among others. Each ionization method has its own advantages and disadvantages, and a 
choice is often made depending on the nature of the molecules to be analyzed. Four 
ionization methods, EI, CI, ESI, and APCI, were employed for the work in this 





2.2.1 Electron Ionization (EI) 
 Electron ionization (EI), introduced by Dempster in 1918, is the oldest ionization 
method in mass spectrometry.5 Ionization is achieved by bombarding the analyte 
molecule with a beam of energetic electrons (typically ~70 eV) in the gas phase.20 
Molecular ion of the analyte molecule can be generated if the kinetic energy of the 
electrons is greater than the ionization energy of the analyte. However, EI can deposit 
more energy than needed for ionizing the molecule, thus fragmentation may occur. 
Although molecular weight information is not retained in this case, it can be useful for 
structural elucidation of the analyte based on reproducible fragmentation patterns 
produced by EI.  
 
2.2.2 Chemical Ionization (CI) 
 Chemical ionization (CI) is a soft ionization method, which can generate pseudo-
molecular ion of the analyte molecule with minimum fragmentation.6 Therefore, 
molecular weight information can be obtained. The analyte of interest is ionized through 
chemical reactions with reagent ions, such as electron and/or group transfer.21,22 Figure 
2.1 gives two examples of chemical reactions to ionize a radical precursor (R). Figure 2.1 
(a) shows how a protonated radical precursor [R+H]+ is generated via self-chemical 
ionization (self-CI) and CI. First, an acetone molecule undergoes self-CI with an acylium 
ion that was generated by EI of another acetone molecule, forming protonated acetone 
ion as the final CI reagent ion. Then the neutral radical precursor is allowed to react with 
the CI reagent ion to generate protonated radical precursor. This proton transfer reaction 
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 In electrospray ionization, ions are preformed in solution, and they are transferred 
from solution to gas phase through a stepwise process.26 As shown in Figure 2.2, the 
solution containing the analyte of interest first passes through a high voltage needle (±3-5 
kV), from which a fine mist of charged droplets is ejected.24 With the assistance of 
nebulizing gas (typically nitrogen), the solvent molecules keep evaporating and the 
droplets shrink in size, which causes the charges to move towards each other. Once the 
charges are concentrated to a critical point, known as the Rayleigh stability limit, the 
droplet explodes to produce smaller droplets. This process occurs as the Coulombic 
repulsion overcomes the surface tension of the droplet, and it repeats until singly or 
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2.3 Linear Quadrupole Ion Trap (LQIT) Mass Spectrometry 
 
2.3.1 Introduction 
 Linear quadrupole ion trap (LQIT) mass spectrometers have found a wide range 
of applications since they were first introduced in 2002.31,32 These 2-dimensional (2-D) 
ion traps operate by trapping the ions in a confined space while performing ion 
manipulations based on time. The underlying principles of 2-D LQIT are similar to those 
of 3-D quadrupole ion traps (QIT).33 However, LQITs have improved ion trapping 
capacity and efficiency, which results in higher sensitivity.31 Compared to the traditional 
QIT, LQIT has five-fold lower detection limit.31 In order to combine tandem mass 
spectrometry capabilities of LQIT with high-resolution measurements, several hybrid 
instruments emerged not long after the stand-alone LQIT was introduced, such as LQIT-
TOF,34 LQIT-Orbitrap,35 and LQIT-FT-ICR.36 The latter two hybrid instruments  were 
used to perform accurate mass measurements for part of the work discussed here. 
 
2.3.2 Instrument Overview 
 LQIT experiments were performed using a Thermo Scientific LTQ linear 
quadrupole ion trap mass spectrometer.31,37 A general schematic is shown in Figure 2.4. 
The LQIT is equipped with an atmospheric pressure ionization source, such as ESI or 
APCI. In these instruments, the ionized molecules are drawn into the API stack region, 
whose pressure is maintained at approximately 1 Torr by two Edwards E2M30 rotary-
vane mechanical pumps (10.8 L/s). The ions then travel through a series of ion optics and 
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API stack. A potential of 0 to ±10 V (positive for positive ions and negative for negative 
ions) is applied to the transfer capillary to aid in focusing ions into a concentrated beam. 
Additionally, the transfer capillary is normally heated to 250-300 °C to aid in ion 
desolvation. A mass-dependent potential is applied to the tube lens to focus the ions into 
a tighter packet for transmission. It should be noted that the voltage on tube lens can 
increase the kinetic energy of the ions, which may induce fragmentation. The slightly off-
axis skimmer is a grounded lens (0 V) used to remove neutral molecules and act as a 
vacuum baffle to the lower pressure ion guide region. 
After exiting the API stack, ions are guided through a series of lenses and 
multipoles into the mass analyzer. Q00 and Q0 are quadrupole assemblies with square 
rods; multipole Q1 is an octupole assembly with round rods. RF potentials are applied to 
the rods of these multipoles so that the ions are confined in the x-y plane. A downhill DC 
potential gradient is applied to the lenses and multipoles so that the ions gain kinetic 
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Ф 	 	 	                    Equation 2.2 
	 Ф                                 Equation 2.3 
	 Ф                                Equation 2.4 
wherein  is the mass of the ion,  is the elementary charge,  is the number of charges 
of the ion, and  is the radius of the circle inscribed within the ion trap. Rearrangements 
of the above equations result in Equations 2.5 and 2.6 respectively.  
	 cosΩ 0																									Equation 2.5 
	 cosΩ 0																									Equation 2.6 
These two equations are similar to the general form of Mathieu equation (Equation 2.7). 
	 2 cos 2ξ 0																											Equation 2.7 
The Mathieu equation can be rearranged into Equation 2.8 by defining  as , 




Therefore, the radial motion of an ion can be described as shown in Equations 2.9 and 
2.10.  
	 	 	                                 Equation 2.9 
	 	 	                                 Equation 2.10 
wherein	  and 	are Mathieu stability parameters. An ion will have a stable trajectory 
in the LQIT only when its 	  and  values fall within the stability region. The most 
well-defined stability region is shown as the overlap area in Figure 2.8. Ions that fall 
outside of this region have unstable motions in x and/or y directions as indicated. 
Generally, the LQIT operates with 0 so that a broad range of ions can be trapped 
simultaneously. Since  value is inversely proportional to the ion's m/z ratio, larger ions 
have lower  values while smaller ions have higher  values. This is illustrated by the 
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2.3.4 Ion Excitation and Detection 
An ion's radial motion in quadrupole fields can be expressed mathematically in 
terms of the Mathieu equations. As shown in equations 2.9 and 2.10,	  is proportional to 
the DC voltage while  is proportional to the amplitude of the applied RF voltage. The 
LQIT normally operates at = 0. By scanning the amplitude of the RF voltage linearly, 
ions of increasing m/z ratios will be pushed to the instability boundary at = 0.908. At 
this point, ions’ motion becomes unstable and the ions are ejected through the slits in the 
x-rod for detection. This process is known as the “mass selective instability scan”.42 This 
technique suffers from low mass spectral resolution because not all ions of a specific m/z 
ratio are ejected from the trap simultaneously.  
In order to increase mass resolution, another technique known as "resonance 
ejection" is often employed.43 Using this technique, ions are scanned out at = 0.880, as 
shown in Figure 2.10. This is achieved by applying a small supplemental RF voltage of 
fixed frequency during the ramp of the main RF voltage. When an ion is about to be 
ejected from the trap by the main RF voltage, it is brought to resonance with the 
supplemental RF voltage. This facilitates ion ejection from the trap and improves mass 
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2.3.5 Tandem Mass Spectrometry 
 Multiple-stage tandem mass spectrometry (MSn) is a powerful technique to probe 
the structure of an ionized unknown compound.44 After the ion of interest is isolated, it 
can be subjected to collision-activated dissociation (CAD) to generate characteristic 
fragment ions; or it can be allowed to undergo ion-molecule reactions to form diagnostic 
product ions, both of which shed light on the structure of the ionic parent molecule. Since 
LQIT is a trapping instrument, tandem mass spectrometry events occur in the same space 
but sequentially in time.  
 
2.3.5.1 Ion Isolation 
 As shown in Figure 2.12 I-IV, a series of events occur before an ion of interest 
(represented by the green circle) is isolated and subjected to CAD. The ion of interest is 
first placed at = 0.880 by ramping the RF voltage, during which process ions of lower 
masses are ejected from the trap (I-II). Next, a tailored broadband RF waveform is 
employed to eject all remaining unwanted ions, except the ion of interest (III). This 
isolation waveform is similar to what is employed for ion excitation and detection as 
described above. It consists of a 5–500 kHz multi-frequency waveform with sine 
components spaced every 0.5 kHz, with a notch at q = 0.83 so that the ion of interest 
remains in the trap (Figure 2.13). Finally, the RF voltage is decreased to move the ion of 
interest to q = 0.25 (IV). Upon CAD, the parent ion dissociates into fragment ions (IV), 
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more energy is deposited into the parent ion. The exact collision energies are unknown. 
Another factor is the q value. At higher q values, ions oscillate at a higher frequency and 
have higher kinetic energies, which may result in more fragmentation upon collisions 
with helium. Typically, a q value of 0.25 is chosen to activate the ion of interest. This 
value allows most of the fragment ions to be efficiently trapped during CAD.31 For ions 
that require higher energy to dissociate, a q value that is greater than 0.25 can be used. 
However, this limits the mass range of fragment ions that can be trapped.  
 
 
2.3.6 Ion-molecule reactions in LQIT 
In addition to performing CAD experiments on the ion of interest, tandem mass 
spectrometry experiments based on ion-molecule reactions are also of great use for 
structural investigations.47 This is particularly true for isomer differentiation because 
CAD may yield the same fragmentation patterns while ion-molecule reactions often show 
distinct products for isomeric ions.48 Figure 2.14 shows a schematic of an LQIT with a 
manifold set-up that can be used to introduce neutral reagents for ion-molecule reactions. 
In this example, a neutral reagent, trimethyl phosphite, is introduced into the ion trap. The 
neutral reagent is then allowed to react with the analyte ion of interest for various periods 





























2.4 Fourier-Transform Ion Cyclotron Resonance (FT-ICR) Mass Spectrometry 
 
2.4.1 Introduction 
 In 1932, Ernest Lawrence and Stanley M. Livingston first discovered the principle 
of ion cyclotron resonance (ICR).49,50 It was later introduced to mass spectrometry, 
followed by the commercialization of the first ion cyclotron resonance (ICR) mass 
spectrometer.51,52 Afterwards, the successful combination of Fourier transformation with 
nuclear magnetic resonance (NMR) spectroscopy inspired Comisarow and Marshall to 
couple Fourier transformation (FT) with ion cyclotron resonance (ICR). 53,54 In 1974, the 
FT-ICR mass spectrometry was created. FT-ICR is a very powerful mass spectrometric 
technique, offering ultra high resolution and high mass accuracy.55,56 Its many 
applications include complex mixture analysis and accurate mass measurement, as 
demonstrated in Chapters 3 and 4. Moreover, the high vacuum condition of FT-ICR 
instrument allows the ions to be trapped for relatively long periods of time. Therefore, 
gas-phase ion-molecule reactions and multiple stage MS/MS experiments can be 
performed, as demonstrated in Chapter 6.   
 
2.4.2 Instrument Overview 
 The gas-phase reactivity study of radicals described in this dissertation was 
carried out in a ~3 Tesla dual-cell Extrel model FTMS 2001 mass spectrometer (Figure 
2.15). The source side and analyzer side of the instrument are two differentially pumped 
regions, the purpose of which is to maintain different pressures in each cell. The 
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equipped with two sets of pulsed valves on the source side and one set on the analyzer 
side. If a constant pressure rather than a pulse of the reagent is desired, batch inlets can 
be employed for introduction of volatile liquids.  For volatile solids and highly volatile 
liquids that do not require heating, they can be introduced into the instrument by using 
Varian leak valves. For nonvolatile and thermally stable solids, they are introduced into 
the instrument by using solids probes, which can be heated up to ~250˚C to facilitate 
sample desorption. Laser-induced acoustic desorption (LIAD) is an alternative method 
of introducing nonvolatile and thermally labile samples.57 On either side of the 
instrument, it is equipped with a heated solids probe, batch inlet and Varian leak valve. 
Electron ionization filament, which emits electrons to induce ionization of the analytes, 
is located in the analyzer side of the instrument.  
The dual-cell consists of two cubic cells that are aligned collinearly within the 
homogenous magnetic field. The two cells consist of a total of eleven stainless steel 
plates, as shown in Figure 2.16. Three of them are perpendicular to the magnetic field. 
They are trapping plates, which are used for trapping ions along the z-axis (discussed in 
section 2.4.3.2). The trapping plate in the center, called the conductance limit, is shared 
between the two cells.58 The three plates all have 2 mm diameter holes in the center, 
which allow ions to be transferred from one cell into another, as well as allow the 
electron beam to travel from the analyzer side into the source side for sample ionization. 
The remaining eight stainless steel plates are parallel to the magnetic field. For each cell, 





























2.4.3 Ion Motions in FT-ICR 
In FT-ICR mass spectrometers, ions undergo three types of motion, cyclotron, 
trapping, and magnetron motions.52,53 The electric fields applied to the trapping plates 
confine the ions along the z-direction, whereas the homogeneous magnetic field confines 
the ions in the x-y plane. The sum of the forces (F) an ion experience arises from the 
electric and magnetic fields, and it can be described by Equation 2.12.53 
																																																							Equation 2.12 
wherein q is the ion's charge, E is the electric field, B is the strength of the magnetic field, 
and  is the velocity of the ion.  
 
2.4.3.1 Cyclotron Motion 
  The most important ion motion, cyclotron motion, arises from the interaction of a 
moving ion with the homogeneous magnetic field. The magnetic field exerts an inward-
directed Lorentz force, FLorentz, on the ion, as shown in Equation 2.13 
FLorentz  qvxyB                                              Equation 2.13 
wherein q is the ion's charge, vxy is the velocity of the ion in the x-y plane, and B is the 
strength of the magnetic field. Furthermore, the ion also experiences an outward-directed 
centrifugal force, FCentrifugal, as shown in Equation 2.14, 




wherein m is the mass of the ion, vxy is the velocity of the ion in the x-y plane, and r is the 
radius of its cyclotron motion.  
As an ion moves circularly in a unidirectional magnetic field, the Lorentz force 
and centrifugal force counter balance each other (Figure 2.17). Therefore Equations 2.13 
and 2.14 are equal, resulting in Equation 2.15, which can also be rearranged to Equation 
2.16. This equation shows that an ion's cyclotron radius ) is proportional to the mass-
to-charge ratio of the ion and its velocity in the xy-plane while inversely proportional to 
the strength of the magnetic field. 
	 	                                    Equation 2.15 
	 	                                          Equation 2.16 
 Since frequency ѡ	 can be expressed as shown in Equation 2.17, the ion's 
cyclotron frequency (ѡ ) in FT-ICR can be described as shown in Equation	2.18,	 
ѡ 	                                          Equation	2.17	
ѡ 	                                        Equation	2.18	
 An ion's cyclotron frequency is independent of its velocity or kinetic energy, and 
proportional to the strength of the magnetic field and inversely proportional to the ion’s 
mass to charge ratio. FT-ICR detects ions based on their cyclotron frequencies, which are 
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wherein  is the voltage applied to the trapping plates, and 	and	  are constants related 
to the geometry of the cell. For a cubic cell,	  = 0.3333 and 	= 2.77373. For a trapping 
voltage of 2 V, the trapping plates have the maximum value of 2 V, whereas the center of 
the cell has a minimum value of 0.67 V ( ). The frequency at which the ions oscillate 
harmonically between the trapping plates (along z-direction) can be shown in Equation 
2.20.  
	                                     Equation 2.20 
wherein	  is the charge of the ion,  is the voltage applied to the trapping plates,  is a 
constant related to the cell's geometry,  is the mass of the ion, and  is the distance 
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wherein  is a constant related to the cell's geometry (  = 1.39 cm for a cubic cell),   is 
the charge of the ion,  is the voltage applied to the trapping plates,  is the distance 
between the trapping plates, and  is the radius of the magnetron motion. 
 The frequency of the magnetron motion ) is defined by Equation 2.22, 
wherein 	is the cell geometry factor,	  is the voltage applied to the trapping plates, 	is 
the distance between the trapping plates, and	  is the strength of the magnetic field. It 
should be noted that the magnetron frequency is independent of an ion's m/z ratio, hence 
all ions will have the same magnetron frequency. Generally, the magnetron frequencies 
are not detected, because they are much smaller than the cyclotron frequencies.53 It 
should be noted that magnetron motion can adversely affect ion transfer, sensitivity, 
resolution, and mass accuracy.58 Quadrupolar axialization (described in section 2.4.4.2) 
can be used to counter these effects.  
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2.4.4 Ion Manipulations in FT-ICR 
 Similar to the LQIT mass spectrometer, FT-ICR is a trapping instrument. A series 
of events occurs in the same space but at different times. The high vacuum of FT-ICR 
enables the ions to be trapped for a relatively long period of time. Therefore, FT-ICR 
provides an ideal environment for studying ion-molecule reactions in the gas phase. The 
event sequence used for studying radical reactions in a dual-cell FT-ICR is shown in 
Figure 2.20. It includes desorption and ionization of the radical precursor, transfer of the 
ions into a clean cell, generation of radical ions by sustained off-resonance irradiation 
collision-activated dissociation (SORI-CAD), isolation of the desired radical ions, and 
allowing them to react with a neutral reagent, followed by excitation and detection of the 
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2.4.4.1 Ion Transfer 
In the dual-cell FT-ICR, ion transfer is an essential step needed to perform ion-
molecule reactions in a clean environment. Protonated or methylated radical precursors 
are generated in the source cell and transferred into the clean analyzer cell for reactions. 
Ion transfer is achieved by grounding the conductance limit plate for a certain period of 
time, as shown in Figure 2.21. The optimal transfer time is dependent on the m/z ratio of 
the ion, and can be calculated using Equation 2.23. 
	 ⁄ 10	μ 																																		Equation 2.23	
In preparation for ion transfer, the voltage for the remote trapping plate is changed 
from +2.0 V to -3.5 V for 15 ms, so as to eject all ions from the analyzer cell. This step 
ensures that the charged radical precursors will enter a clean analyzer cell for reactions. 
During transfer, ions gain kinetic energy. Thus, they need to be cooled before performing 
further experiments.59,60 This is accomplished by allowing the ions to undergo energy 
dissipation through collisions with neutral molecules or atoms present in the analyzer cell 
for 1 – 5 s. After transfer, the voltage on the conductance limit plate is brought back to +2 
V, so that the transferred ions remain trapped in the analyzer cell. In the work described 
in this dissertation, argon was pulsed in as cooling gas. Collisions with argon gas convert 
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kinetically excited to larger radii so that they move closer to the detection plates. 
Moreover, ions move in random phases in FT-ICR. They need to be excited to move 
coherently as ion packets to yield detectable signal. Therefore, a dipolar RF voltage is 
applied to the excitation plates to kinetically excite the ions. When the cyclotron 
frequency of an ion is in resonance with the RF frequency, it will absorb energy from the 
field, accelerate, and move to a larger orbit. An ion's radius after excitation is given by 
Equation 2.24,   
	                                            Equation 2.24 
wherein  is the peak-to-peak RF voltage, 	is the excitation time, 	is the distance 
between the two excitation plates, and  is the strength of the magnetic field. It should be 
noted that this radius is independent of an ion's m/z ratio, thus all ions will be excited to 
the same radius with the same RF amplitude. Typically, a frequency sweep, known as 
"chirp", is employed to excite ions of different m/z ratios to larger orbits. In the 
experiments discussed here, a chirp excitation with a bandwidth of 2.7 MHz and sweep 
rate of 3200 Hz/μs was used to excite ions for detection.  
 When the excited ion packet passes by the detection plates, a small current called 
image current is induced.64-66 The image current contains frequency and amplitude 
information, which correspond to ion's cyclotron frequency and relative abundance, 
respectively. The image current is converted to voltage, digitalized, and recorded as a 
function of time (transient). Fourier transformation generates a frequency domain 
spectrum, which can be subsequently converted to a mass spectrum by using Equation 
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2.4.4.4 Ion Isolation 
In the process of generating desired radical ions, unwanted ions are always also 
generated. As mentioned in the previous section, ion's kinetic excitation can also be used 
for ion isolation. Different from ion detection, where all ions are kinetically excited to 
radii that are slightly smaller than the dimensions of the cell, ion isolation is achieved by 
exciting unwanted ions to radii that are larger than the cell dimensions. The unwanted 
ions can be ejected when colliding with the cell plates.  
The broadband frequency sweep, known as chirp excitation, can be employed to 
excite and eject ions with a broad mass range.53,67 However, this method suffers from two 
major limitation. First, the RF amplitude varies throughout the frequency domain, 
resulting in non-uniform ion excitation. Therefore, not all unwanted ions will be ejected 
from the cell. Second, tailing in both ends of the RF chirp may result in ejection of 
desired ions and hence poor ion signal. These drawbacks can be avoided by the use of 
stored-waveform inverse Fourier transform (SWIFT) excitation. 67   
SWIFT is a tailored excitation method.68-70 A frequency-domain waveform is pre-
defined. The frequencies are determined by the mass-to-charge ratios of the selected ions 
that are to be ejected. An inverse Fourier-transformation is applied to this waveform to 
generate a time-domain excitation waveform, which is then used to excite all the selected 
ions simultaneously. The processes of chirp and SWIFT excitation are shown in Figure 
2.24. In the work described in this dissertation, chirp was used for ion excitation and 












2.4.4.5 Collision-activated dissociation (CAD) in FT-ICR 
 As discussed above, kinetic excitation is not only necessary for ion detection and 
isolation, but is also used for ion dissociation. In FT-ICR, a single-frequency RF voltage 
corresponding to the cyclotron frequency of the ion of interest can be applied to the 
excitation plates to kinetically excite the desired ion. In the presence of an inert gas, the 
kinetic energy of the excited ion is converted into internal energy through multiple 
collisions. When sufficient amount of internal energy is accumulated by the ion, 
fragmentation occurs. This process is called on-resonance collision-activated dissociation 
(CAD).67 The characteristic fragment ions formed through CAD can provide structural 
information for the parent ion, which is particularly useful in structural elucidation of an 
unknown compound.  
 In the case of generating radical ions, off-resonance irradiation collision-activated 
dissociation (SORI-CAD) is often used.71,72 As its name suggests, an off-resonance RF 
voltage is applied to the excitation plates to excite the ion of interest. Typically, an RF 
frequency 1000 Hz higher or lower than the ion's cyclotron frequency is used, which 
causes the ion's cyclotron radius to increase and decrease repeatedly. In the course of 
SORI-CAD, the ion of interest gains less kinetic energy as compared to on-resonance 
CAD. Through collisions with inert gas, the ion's internal energy increases slowly, 
resulting in its dissociation via the lowest energy pathway.  
In this dissertation, SORI-CAD was employed to generate radical ions for gas-
phase reactivity studies. Argon (typically at the pressure of ~10-5 Torr) was used as the 
inert gas for collisions. The radical precursors selected have weakly bound nitro- or iodo-




upon off-resonance CAD. The number of SORI-CAD events needed is dependent on the 
number of radical sites desired, being one for monoradicals and one or two for biradicals. 
After the radical ions were successfully generated, they were cooled through collisions 
with neutral molecules or atoms before their ion-molecule reactions were examined.  
 
 
2.5 Fundamental Aspects of Gas-phase Ion-Molecule Reactions 
Reactions between ions and neutral molecules, which are most often studied in 
mass spectrometers, have received considerable interest for a long time.70,73-76 They can 
be used as an alternative method to probe the structure of an ion of interest, because 
sometimes dissociation reactions do not give much useful structural information. 
Moreover, ion-molecule reactions are proven to be a powerful tool for studying 
thermodynamics and kinetics of reactions. Compared to solution, gas phase provides an 
ideal environment to investigate the intrinsic chemical properties of highly reactive 
intermediates without interference of solvent. For the work discussed in this dissertation, 
gas-phase ion-molecule reactions were used to study the chemical properties of carbon-
centered ơ-type mono- and biradicals that cannot be easily generated in solution. This 
section introduces the fundamental and experimental aspects of gas-phase ion-molecule 
reactions in FT-ICR and LQIT.  
 
2.5.1 Brauman’s Double-Well Potential Energy Surface 
 The potential energy surface for gas-phase ion-molecule reactions is different 




reactions can occur. In the case of endothermic reactions, the reactants acquire energy 
from outside of the system to overcome the reaction barrier.77 In gas phase in high 
vacuum, however, energy is conserved, and the overall reaction must be exothermic to 
occur. In order to explain the rates of gas-phase ion-molecule reactions, Brauman 
proposed a double-well potential energy surface model.78-80 Based on this model, 
reactions in the gas phase proceed through formation of a reactant complex and product 
complex. The reactant complex is formed between the ion and a neutral reagent molecule 
due to long-range ion-dipole and/or ion-induced dipole forces.81 These attractive forces 
lower the potential energy of the reactant complex, which is known as solvation energy. 
The magnitude of this energy is dependent on the dipole moment and polarizability of the 
neutral molecule. The solvation energy is available for the reactant complex to overcome 
energy barriers along the reaction pathways. Ultimately, whether the reactant complex 
can proceed to form products or dissociate back to separated reactants is determined by 
the height of the reaction barrier. If this barrier is greater than the total energy of the 
reactants, the reaction cannot occur. The rate at which the reaction occurs is largely 
controlled by the energy difference (∆E) between the transition state and the separated 
reactants.  
Gas-phase ion-molecule reactions do not always occur, even when the net 
reaction is exothermic and the system has enough energy to overcome the reaction barrier. 
This is due to entropy constraints.79 As shown in Figure 2.26, the transition state leading 
to product formation can be "tight" (low entropy) as the orientation of the complex is 
specific, which has few rotational modes to it. However, the transition state leading to 
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	 100																																							Equation 2.25 
The gas-phase ion molecule reactions studied here follow second-order kinetics as 
shown in Equation 2.26, where  indicates the reaction rate,  is the second-order 
experimental reaction rate constant, 	and 	are the concentrations of the neutral 
reagent and the ion, respectively.  
	                                       Equation 2.26 
 Under the experimental conditions used here, the neutral reagent is in great excess 
as compared to the radical ions. Hence, the concentration of the neutral reagent is 
presumed to be constant throughout the reaction. Therefore, the reactions can be assumed 
to follow pseudo-first order kinetics as shown in Equation 2.27, where 	equals 
.  can be derived by using Equation 2.28.  
	                                        Equation 2.27 
	                                        Equation 2.28 
 In order to calculate ,  and  need to be determined. As shown in 
Figure 2.27, plotting ln  versus time generates a line with a slope equal to -  , 
wherein  and  are the relative abundances of the reactant ion at time t and time 
zero. The concentration of the neutral reagent [N] is derived from its nominal pressure (P) 




to convert the pressure of the neutral reagent into its concentration. An ion gauge 
correction factor (IGCF) is also necessary to correct for the location of the ion gauges, 
because they are located about one meter above the cell where the reactions take place. 
The ion gauge correction factor is obtained by measuring the reaction rate of an 
exothermic reaction that is assumed to occur at collision rate, such as electron transfer or 
proton transfer reaction. For instance, carbon disulfide radical cation is used to abstract 
an electron from the neutral reagents, or protonated acetone or methanol is used to 
transfer a proton to the neutral molecules. Additionally, the ion gauge's sensitivity 
towards different neutral reagents (B/I) is corrected.83 In summary, the experimental 
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CHAPTER 3. STRUCTURAL COMPARISON OF ASPHALTENES OF DIFFERENT 
ORIGINS BY USING MULTIPLE-STAGE TANDEM MASS SPECTROMETRY 
3.1 Introduction 
 Asphaltenes, the heaviest components in crude oil, are generally defined by its 
solubility regime: insoluble in n-alkanes and soluble in aromatic solvents such as toluene, 
benzene, or pyridine.1,2 They are extremely complex mixtures containing molecules with 
multiple fused aromatic rings, alkyl chains, heteroatoms and metals.1Asphaltenes are 
problematic to the petroleum industry since they result in reduced oil recovery, 
precipitation in transport pipelines, adsorption on refinery equipments, fouling of 
catalysts used in crude oil conversion2-4 Moreover, the depletion of conventional lighter 
crude oils necessitates exploration of heavy crudes that have a high concentration of 
asphaltenes.5 In order to address these emerging  problems and potentially convert 
asphaltenes to useful chemicals, an in-depth understanding of the molecules that 
comprise asphaltenes is necessary.6 
 A wide range of analytical methods have been used to interrogate the bulk 
properties of asphaltenes. Nuclear magnetic resonance (NMR) spectroscopy sheds light 
on the molecular parameters such as carbon aromaticity and average size of asphaltenes;7 





 The molecular weight distribution of asphaltene remains controversial.10-12 Vapor 
pressure osmometry, size-exclusion chromatography yielded molecular weight of several 
thousand amu or even larger values.13-15 However, fluorescence depolarization indicated 
an average molecular weight (MW) of 450-850 Da.16-20 Other literatures using different 
techniques such as NMR and mass spectrometry summarized a range of 500-2000 Da.1,19-
27 The disparity in measurements was suggested as a result of asphaltene aggregation.27,28  
 In the past decades, two structural models are debated about the asphaltene 
molecules: the island model and the archipelago model.16,19-22,29The island model 
(sometimes referred as continental model30) has only one aromatic core with peripheral 
alkyl chains, whereas the archipelago model has multiple aromatic cores that are bridged 
by alkyl chains and may also containperipheral alkyl chains.20 Multiple experimental 
methods, such as time-resolved fluorescence depolarization, Taylor diffusion, and NMR 
spectroscopy provide strong support to the island model.16,18-23,31,32 However, the 
presence of archipelago structures has also been demonstrated by NMR spectroscopy and 
average structural parameter calculations,33 mass spectrometry,34 and thermal cracking of 
asphaltenes.35,36 Which of these two motifs predominates asphaltene structure has not 
reached a general consensus yet. 
 Mass spectrometry is an important analytical tool to characterize asphaltenes at 
the molecular level, yet it faces many challenges. Asphaltenes have a tendency to degrade 
and aggregate upon introduction into the gas phase.28,37-39 Compatible solvent system 
needs to be carefully chosen for asphaltene desolvation.28,40 Ionization bias is another 
concern because of the highly complex composition of asphaltene mixture. 41 




high heteroatom content; atmospheric pressure chemical ionization (APCI) and 
atmospheric pressure photo ionization (APPI) are more suitable for ionizing nonpolar 
hydrocarbons.37,42-43 In addition, a variety of desorption/ionization methods have been 
used for asphaltene analysis, such as matrix-assisted laser desorption/ionization,14 field 
desorption/field ionization,44,45 and laser-induced acoustic desorption/electron 
ionization.39 
 In this work, positive ion mode APCI doped with carbon disulfide (CS2) was used 
to study six petroleum asphaltenes samples of different geographical origins in a linear 
quadrupole ion trap (LQIT) mass spectrometer. CS2 reagent has been demonstrated to 
generate stable molecular ions for the asphaltenes based on previous experiments.25,46-47 
Furthermore, multi-stage tandem mass spectrometry was employed to examine the 
structures of asphaltene molecules by subjecting the selected molecular ions to 
collisionally activated dissociation (CAD). In addition to the molecular weight 
distribution (MWD) and average MW, structural information, including maximum 
number of carbons in alkyl chains and minimal sizes of the aromatic cores, was obtained. 
 
3.2 Experimental Section 
 Chemicals. The petroleum asphaltene samples from Bohai (China), Maya 
(Mexico), Claire (UK), Surmont (Canada), Montana (US), and McKittrick (US) were 
provided by ConocoPhillips. Carbon disulfide (>99.9 %) and heptane  (>99.9 %) were 
purchased from Sigma-Aldrich (St. Louis, MO) and used without further purification. 
The samples were dissolved in heptane and sonicated for 1 hour, followed by filtration 




 Instrumentation. A Thermo Scientific linear quadrupole ion trap (LQIT) was 
used for mass spectrometric analysis. The asphaltenes were dissolved in CS2 at a 
concentration of 0.5 mg/mL. The sample solutions were introduced into the APCI source 
via direct infusion from a Hamilton 500 μL syringe through the instrument’s syringe 
pump at a flow rate of 20 µL/min and ionized via positive ion mode APCI (at 300°C) by 
using CS2 as a dopant so that only molecular ions were generated. Molecular ions with 
eight randomly selected mass-to-charge (m/z) ratios ranging from m/z 500 up to m/z 
808were isolated using an isolation window of 2 Da (±1 Da), and subjected to CAD at an 
energy of 35 arbitrary units. The use of an isolation window of 2 Da (±1 Da) results in 
isolated ion populations that may contain isomeric and isobaric ions. This large window 
was used due to the relatively low ion signals measured for these complex mixtures. This 
is justified as it was previously demonstrated that the fragmentation patterns and main 
fragment ions of ionized asphaltenes are independent of the size of the isolation window 
as long as it is equal or less than 2 Da.25 The data were processed by using Thermo 
Xcalibur software. All measurements were repeated four times. The averaged results or 
ranges are reported in Table 3.1. 
 
3.3 Results and Discussion 
 In this study, APCI doped with CS2 was used to ionize asphaltenes in the positive 
ion mode so that only stable molecular ions were generated. 25,46-47 Based on the measured 
mass spectra, the molecular weight distributions (MWD) were determined for six 
petroleum asphaltene samples originating from Bohai, Maya, Claire, Surmont, Montana 
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 The MS2 and MS3 results discussed above indicate that the fragmenting ion 
populations in all cases contain many isomeric and possibly isobaric ions with alkyl 
chains of differing lengths since no single structure can undergo losses of so many 
different alkyl radicals. Further, the results support the island model more than the 
archipelago structural model due to the absence of facile losses of large aromatic moieties 
that would be expected for archipelago structures. These findings are in agreement with 
earlier results obtained by tandem mass spectrometry for both protonated and molecular 
ions of asphaltenes.24,25 
 Based on MS2 CAD mass spectrum of the selected asphaltene molecular ions, the 
maximum total number of carbons in alkyl chains was determined by counting the 
number of carbons in the largest eliminated alkyl radical that formed the smallest 
detectable fragment ion (considered to be the ion with approximately 1% relative 
abundance from the most abundant ion in the mass spectrum). The aromatic core size was 
estimated by counting the maximum number of fused aromatic rings possible for an ion 
to reach the m/z value of this fragment ion (methylene functional groups possibly left on 
the aromatic core after loss of the alkyl chains). For molecular ions of m/z 500 ±1 derived 
from the Maya asphaltene sample as shown in Figure 3.3, the smallest detectable 
fragment ion has an m/z value of 233, therefore it is determined that there are 4 fused 
aromatic rings after cleavage of alkyl chains with at least 19 carbons. It should be noted 
that the above determination is based on the assumption that all non-aliphatic carbons are 
aromatic carbons, and all aromatic rings are fused. The accuracy of this determination 
method is under investigation as the heteroatoms and metals are not taken into account, 




above values would not be significantly changed. Overall, it provides insight into the 
qualitative structural comparisons of asphaltene samples of different geographic origins.  
 The molecular weight and structural information for the eight selected molecular 
ions derived from the six asphaltenes samples were summarized in Table 1. Since the 
experiments were repeated for four times, a slightly different ion population may be 
isolated and fragmented each time. Therefore, the maximum total number of carbons in 
alkyl chains and the estimated aromatic core size may differ, which are represented by 
ranges respectively. For visualization of the general trends, the number of aliphatic 
carbons, as well as estimated aromatic core size, was plotted against a series of MWs 
studied for the six asphaltene samples respectively, as shown in Figure 3.5 and Figure 
3.6. The results that fall within a range are represented by the average value and standard 
error.  
 For asphaltene molecules with MWs ranging from 500 to 808 Da, the maximum 
total number of carbons in the alkyl chains ranges from 17 to 41, while the approximate 
number of aromatic rings ranges from 3 to 7. These results are consistent with other 
reports suggesting that asphaltene aromatic moieties contain 4-10 fused rings, and the 
length of aliphatic chains covers a wide range up to 30-40 carbon atoms.49-50 Generally, 
molecules of greater MWs were found to have more carbons in alkyl chains, yet they do 
not always have more aromatic rings in the cores. For instance, molecules of smaller 
MWs (from 500 to 626 Da) derived from Montana, Maya and Surmont asphaltenes have 






larger MWs. Additionally, molecules of MWs ranging from 634 to 808 Da have about the 
same number of carbons in alkyl chains and aromatic cores regardless of their geographic 
origins.  
 
Table 3.1 MWD and AVG MW of Molecules in the Six Asphaltenes Samples, and 
Structural Information for the Eight Selected Ions  
 
 Bohai Maya Claire Surmont Montana McKittrick 
MWD 250-1450 200-1400 300-1500 200-1350 300-1400 200-1360 
AVG MW 702 615 681 575 664 571 
Ion of m/z 500             
Maximum number of 
Carbons in chains 
22 17-21 21-22 17-21 17 21-22 
Estimated Core Size 3 4 3-4 4-5 5 3-4 
Ion of m/z 515             
Maximum number of 
Carbons in chains 
23-24 18-19 23-24 16-18 13-14 22-23 
Estimated Core Size 3 5 3 5 7 3-4 
Ion of m/z 606             
Maximum number of 
Carbons in chains 
29-30 28-30 28-30 27-28 25-28 28 
Estimated Core Size 3 3-4 3-4 4 4-5 4 
Ion of m/z 626             
Maximum number of 
Carbons inchains 
30-31 31 31 30 28-31 30-31 
Estimated Core Size 3-4 3 3 4 3-5 3-4 
Ion of m/z 634             
Maximum number of 
Carbons inchains 
30-32 30-32 31-32 31-32 30 30 
Estimated Core Size 3-4 3-4 3-4 3-4 4 4 
Ion of m/z 704             
Maximum number of 
Carbons inchains 
35 34-35 35 34-35 35 34 
Estimated Core Size 4 4 4 4 4 4 
Ion of m/z 736             
Maximum number of 
Carbons inchains 
36-37 35-36 37 36 36 36-37 
Estimated Core Size 4 4-5 4 4 4 4 
Ion of m/z 808             
Maximum number of 
Carbons inchains 
39-40 40 40 40-41 40 39-41 







Figure 3.5 General trend for the approximate maximum total number of carbons in alkyl 





Figure 3.6 General trend for the approximate aromatic core size as a function of MW of 
































































 Examination of six petroleum asphaltene samples of different geographical 
origins by using positive ion mode APCI doped with CS2 and multi-stage tandem mass 
spectrometry allowed the determination of the molecular weight distribution (MWD), 
average molecular weight (MW) as well as structural information for these samples. The 
asphaltene samples studied have similar MWDs, ranging from 200up to 1450 Da. The 
average MWs range from 570 up to 700 Da, and are dependent on the origin of the 
samples. Eight randomly selected molecular ions with m/z values ranging from m/z 500 
up to m/z 808, derived from the different asphaltenes, all show a similar fragmentation 
pattern, providing support to the island structural model of asphaltenes. The fragmenting 
ion populations in all cases contain many isomeric and possibly isobaric ions with alkyl 
chains of differing lengths since no single structure can undergo losses of so many 
different alkyl radicals. The maximum total number of carbons (ranging from 17 to 41) in 
all alkyl chains generally increase with the increase of MWs of the asphaltene molecules 
ranging from 500 to 808 Da.  However, the number of aromatic rings (ranging from 3 to 
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CHAPTER 4. CHARACTERIZATION OF ORGANOSULFUR MODEL 
COMPOUNDS RELEVANT TO FOSSIL FUELS BY USING HIGH-RESOLUTION 
TANDEM MASS SPECTROMETRY 
4.1 Introduction 
 Sulfur-containing compounds in fossil fuels are of big concern to environment, as 
they cause pollution by releasing toxic gases, such as H2S and SO2, upon combustion.
1-3 
Hydrodesulfurization is usually required to lower the sulfur content of petrochemical 
products and vacuum residues below the legal limits in many countries.4,5 The chemistry 
of desulfurization involved in processing crude oil is greatly dependent on the forms of 
sulfur in the oil.6,7 Since sulfur exists in different chemical bonding environments in 
crude oil, such as in thiophenes, thiols, sulfides, disulfides, and polyaromatic sulfur 
compounds, they require different conditions to be removed from hydrocarbons.6-8 
Therefore, better understanding of the molecular structures of organosulfur compounds in 
crude oil is highly desirable to aid in rational improvement of the desulfurization 
processes. 
 Many attempts have been made to determine the chemical bonding environments 
of sulfur in complex geological samples. X-ray absorption near-edge structure 
spectroscopy (XANES) and X-ray photoelectron spectroscopy (XPS) have been used for 
detection and quantitation of sulfur compounds in petroleum and coal samples.9-11 




been employed to identify nonvolatile sulfur compounds in crude oil.12 Mass 
spectrometry (MS), coupled with separation methods, such as gas chromatography (GC) 
and liquid chromatography (LC), has become an increasingly important analytical tool to 
identify organosulfur components in complex hydrocarbon mixtures.13-16  
 Different ionization methods have been employed to ionize organosulfur 
compounds in mass spectrometry, such as electron ionization (EI), chemical ionization 
(CI), electrospray ionization (ESI), and atmospheric pressure chemical ionization 
(APCI).17 Several studies focused on EI mass spectra of organosulfur compounds.18-20 
However, EI is not an ideal ionization method for complex mixture analysis because it 
tends to induce fragmentation.21 For CI experiments of sulfur-containing heterocycles, 
more than one ion type is generated for each analyte, such as protonated molecule 
[M+H]+ and nitric oxide complex [M+NO]+.22  
 Traditional ESI is not optimal for nonpolar compounds’ analysis because it is 
biased towards polar compounds.23 Therefore, the influence of various dopants on ESI of 
sulfur-containing heterocycles has been studied.24-26 For instance, addition of Pd2+ ions 
has been used to enhance molecular ion formation for selected sulfur-containing 
heterocycles in ESI.27,28 However, this method may have problems with samples of 
unknown sulfur content since the concentration ratio of Pd2+ and organosulfur 
compounds is crucial for successful molecular ion generation. Another approach used to 
ionize sulfur-containing heterocycles in ESI is to convert them to S-methyl sulfonium or 
S-phenyl sulfonium salts in solution.29 This method, however, leaves open the question as 




 Compared to the ionization methods mentioned above, APCI is a more generally 
applicable approach. The chemistry of APCI ionization can be tuned to achieve 
molecular ion generation by choosing a proper reagent with desired thermochemical 
properties.30,31 Recent research has demonstrated the production of stable molecular ions 
for non-polar and polar aromatic compounds by using APCI with carbon disulfide (CS2) 
as the solvent.31 In this work, the APCI/CS2 method was explored for the ionization of 
various organosulfur compounds. Stable molecular ions were generated for all the 
compounds studied except for a few sulfides and disulfides that showed minor 
fragmentation upon ionization. 
 In order to probe the structures of the ionized organosulfur compounds, multiple-
stage tandem mass spectrometry (MSn) based on collision-activated dissociation (CAD) 
can be used.32-34 In this work, the fragmentation patterns of the molecular ions of 
organosulfur compounds with various sulphur-containing functionalities, including 
thiophenes, thiols, polyaromatic sulfur compounds, sulfides and disulfides, were 
systematically studied, whereas many other studies have mainly focused on molecular 
ions of protonated ions of polyaromatic sulfur compounds.35-40 The characteristic 
fragment ions generated in MS2 and MS3 experiments provide clues for the chemical 







4.2 Experimental Section 
 All organosulfur compounds and carbon disulfide (>99.9 %) were purchased from 
Sigma-Aldrich and used without further purification. The analytes were dissolved in CS2 
at a concentration of approximately 1 mg/mL and sonicated for 20 min if dissolution did 
not occur instantaneously. These sample solutions were directly infused into the ion 
source at a flow rate of 20 μL/min by using a syringe pump.  
 Multiple-stage tandem mass spectrometry experiments were carried out using a 
Thermo-Scientific linear quadrupole ion trap (LQIT) equipped with an atmospheric 
pressure chemical ionization (APCI) source. The instrument parameters were as follows: 
ion mode, positive; vaporizer temperature, 300 °C; source voltage and current, 4 kV and 
4 μA, respectively; capillary temperature, 275 °C; nitrogen sheath gas and auxiliary gas 
flow rates, 40 μL/min and 10 μL/min, respectively; tube lens voltage, 20-65 V. The 
voltages for the ion optics were optimized for each individual analyte by using the tune 
feature of the LTQ Tune Plus interface. 
 In MS2 experiments, molecular ions of the organosulfur compounds were isolated 
using an isolation window of 1 Da (±0.5 Da), and subjected to collision-activated 
dissociation (CAD) at a collision energy of 20-35 arbitrary units. In MS3 experiments, 
fragment ions generated in MS2 experiments were isolated and subjected to CAD. A q 
value of 0.25 was generally used for CAD, as small fragment ions can be efficiently 
trapped when using this value. For those molecular ions requiring higher collision energy 
to fragment, a higher q value of 0.4 was used so that more structural information on the 
ions could be obtained. The relative abundances provided for the product ions in Tables 




MSn products with a relative abundance lower than 1% relative to the base peak were 
ignored. The data were processed by using Thermo Xcalibur software. 
 High-resolution experiments were performed using a Thermo-Scientific LQIT 
coupled with a Fourier transform ion cyclotron resonance (FT-ICR; 7-T magnet) mass 
spectrometer. The accurate masses of some ionic fragment ions were measured, based on 
which molecular formulae can be assigned. This information helps to confirm the 
identities of the neutral molecules lost during CAD process. The measured accurate 
masses were mostly within 10 ppm from the expected values, as shown in Figure 4.6-4.9. 
 
4.3 Results and Discussions 
 APCI(+)/CS2 generated stable molecular ions for all 19 organosulfur compounds 
studied, with no or little fragmentation. Tables 4.1 – 4.5 summarize the CAD products of 
ionized organosulfur compounds obtained in MS2 experiments and further CAD products 
of those fragment ions obtained in MS3 experiments. Relative abundances of the ions are 
listed. The sulfur containing neutral molecules that were lost during fragmentation are 
highlighted in red color, including S (32 Da), HS● (33 Da), H2S (34 Da), CS (44 Da), 
●CHS (45 Da), etc. Generally, losses of HS● and H2S were found to be associated with 
aliphatic sulfur moieties, while losses of S, CS and ●CHS were more common for 
polyaromatic sulfur compounds. Accurate mass measurements were performed for some 
of the MS2 and MS3 CAD product ions, with their elemental compositions and mass 
accuracy (ppm) shown in Tables 4.6 – 4.9. The proposed fragmentation pathways for 
molecular ions of the selected organosulfur compounds are shown in Schemes 4.1 – 4.7, 




 Thiophenes. Three thiophene compounds with or without alkyl chains were 
studied (Table 4.1). They form abundant molecular ions upon ionization via APCI(+). 
The molecular ion of thiophene readily loses H and C2H2 upon CAD. No fragmentation 
products were observed in MS3 experiments. For 2-methylthiophene molecular ion, H 
loss is the most facile fragmentation, followed by C2H4 loss. Isolation of the [M-H]
+ 
fragment ion followed by CAD results in C2H4 loss as well. The molecular ion of 2-
ethylthiophene fragments by alpha-cleavage, producing [M-CH3]
+ ion that further 
fragments by the loss of C2H4. None of these CAD products of the ionized thiophenes 
provide much structural information of sulfur.  
 
 Thiols. Two thiol compounds were studied (Table 4.2). They form abundant 
molecular ions upon ionization via APCI(+), except that benzyl mercaptan has minor [M-
HS]+ fragments. Their fragmentation pathways are proposed in Scheme 4.1. It was 
noticed that benzenethiol molecular ion requires higher energy collisions for 
fragmentation, thus a q value of 0.4 was used. It fragments by loss of H, C2H2 and CS. 
Since isolation and further CAD of the [M-C2H2]
+. fragment ion (m/z 84) results in 
another acetylene loss, which is also observed for thiophene molecular ion, m/z 84 is 
proposed to be thiophene radical cation. Elimination of CS possibly forms a five-
membered carbocyclic radical cation (m/z 66). This mass spectrometric fragmentation 
product was also reported by Earnshaw et al. by using isotopic labeling and energetics 
considerations.41 The molecular ion of benzenethiol was suggested to consist two forms, 




(expanded ring) structure.41 When m/z 66 is isolated and subject to further CAD, it loses 
hydrogen atom and acetylene.  
 As for benzyl mercaptan molecular ion, the major fragmentation pathway is the 
elimination of HS, producing a stable tropylium cation (m/z 91). Upon further isolation 
and CAD, tropylium ion loses acetylene. In summary, losses of sulfur containing neutral 
molecules, including CS and HS, were observed for molecular ions of thiols. This could 
provide information about the presence of sulfur in the ionized molecules. Specifically, 
when the molecular ions are subject to CAD, CS elimination appears to be associated 
with aromatic compounds, while HS● loss is associated with aliphatic sulfur moieties.  
  
 
          
Scheme 4.1 Fragmentation pathways for the molecular ions of (a) benzenethiol,  







Figure 4.1 Two forms of the molecular ion of benzenethiol  
 
 Polyaromatic Sulfur Compounds. Five polyaromatic sulfur compounds were 
studied (Table 4.3). Abundant molecular ions are generated upon ionization via (+)APCI. 
The molecular ions of benzothiophene and dibenzothiophene fragment by losses of S, CS 
and CHS, apart from acetylene loss. In MS3 experiments, isolation and further CAD of 
the above fragment ions readily loses H and C2H2 (Table 4.3). As for the molecular ion of 
4,6-dimethyldibenzothiophene, in addition to H and CH3 losses upon CAD, HS loss was 
observed as well (Table 4.3). The [M-HS]+ fragment ion (m/z 179) can be explained as a 
facile hydrogen atom loss followed by sulfur atom elimination.39  
 For molecular ion of thianthrene, the major fragmentation pathway is the 
elimination of S, while CHS and CS2 losses ware also observed (Table 4.3). Upon further 
isolation and CAD of the predominant fragment [M-S] + ion (m/z 184), it readily loses 
another S and CHS, along with H and C2H2 losses. This MS
3 fragmentation behavior is 
very similar to that of benzothiophene molecular ion, which indicates that the [M-S]+ ion 
(m/z 184) generated during MS2 of ionized thianthrene has the same structure as that of 
benzothiophene.  
 For another two sulfur atoms containing analyte, 2,2'-bithiophene molecular ion 
fragments predominantly by losses of S, CS, CHS, and 2S (Table 4.3). Upon further 
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 Sulfides. Six sulfide compounds were studied (Table 4.4). Abundant molecular 
ions were generated for most of the sulfide compounds via APCI. Upon ionization, 
methyl phenyl sulfide is accompanied by minimal fragmentation while benzyl methyl 
sulfide and benzyl sulfide form [M-H]+ fragment ions and/or other fragment ions.  
 The molecular ions of all sulfide compounds studied lose HS or H2S or both upon 
CAD, with the exception of ionic benzyl phenyl sulfide. For example, methyl phenyl 
sulfide molecular ion predominantly loses HS to form tropylium cation (m/z 91). CH3 
and CH2S losses were also observed upon CAD. Ethyl phenyl sulfide molecular ion 
fragments by cleavage of the alkyl chain, producing benzenethiol radical cation (m/z 110) 
and methyl phenyl sulfide cation (m/z 123). At the meantime, minor [M-HS]+ products 
(m/z 105) were observed. Further isolation and CAD of [M-C2H4]
+. fragment ion (m/z 
110) results in similar fragmentation behavior as that observed in benzenethiol molecular 
ion. Further isolation and CAD of [M-CH3]
+ fragment ion (m/z 123) results in loss of CS. 
For molecular ion of benzyl methyl sulfide, the primary fragmentation pathway is -
cleavage, producing [M-CH3S]
+ ion. Upon CAD, CH3, H2S and CH2S losses also 
occurred. In MS3 experiments, only a hydrogen atom is lost upon CAD of [M-CH3]
+ 
fragment ion (m/z 123).  
 For the molecular ion of diphenyl sulfide, two hydrogen atoms loss is the 
dominant fragmentation pathway, as it drives the formation of conjugated aromatic rings, 
producing m/z 184 (Scheme 4.2). Further isolation and CAD of this [M-2H]+. product ion 
generates similar fragmentation behavior as that of dibenzothiophene molecular ion, 
which supports the structure proposed for the fragment ion of m/z 184. Additionally, 




isolation and CAD of [M-CH3]
+ ion (m/z 171) results in loss of CS, CHS, H and C2H2, 
suggesting that sulfur is present in the ring system for the fragment ion of m/z 171. 
Further isolation and CAD of [M-H2S]
+ ion (m/z 152) results in consecutive losses of 
hydrogen atoms and acetylene, which is indicative of the aromatic ring structure 




Scheme 4.2 Fragmentation pathways for the molecular ion of diphenyl sulfide 
upon multiple-stage CAD. 
 
  
 For the molecular ion benzyl sulfide, the primary fragmentation pathway is shown 
in Scheme 4.3. H2S loss is observed upon CAD of the molecular ion, which can result in 
the formation of a conjugated ring system for the fragment ion of m/z 180. Cleavage of 
C-S bond yields two fragment ions, m/z 92 and m/z 91. Benzylic cleavage yields two 
fragment ions, m/z 123 and m/z 122. Isolation and further CAD of [M-C7H8]
+ ion (m/z 




ring system for m/z 122. Additionally, a benzene loss is observed upon CAD of ionic 
benzyl sulfide parent ion (m/z 214). Isolation and further CAD of [M-C6H6]
 + ion (m/z 
136) results in losses of H, 2xH, CS and CHS, suggesting that m/z 136 is likely to be a 





Scheme 4.3 Fragmentation pathways for the molecular ion of benzyl sulfide 









 Based on the above observations, HS and H2S appear to be the characteristic 
neutral molecules lost upon CAD of the sulfide molecular ions. However, benzyl phenyl 
sulfide is an exception. Its molecular ion fragments predominantly by -cleavage and 
produces tropylium cation (m/z 91).  
 
 Disulfides. Four disulfide compounds were studied (Table 4.5). Upon CAD, 
phenyl disulfide molecular ion not only undergoes -cleavage, but also fragments by 
losses of HS, H2S and 2 S atoms (Scheme 4.4). MS
3 CAD experiments were conducted 
for the two most abundant fragment ions generated in MS2 CAD. Isolation and further 
CAD of [M-HS]+ fragment ion (m/z 185) results in consecutive hydrogen losses, as well 
as HS, H2S and CH2S losses. It is reasonable that the fragmentation behavior of 
protonated dibenzothiophene (m/z 185) is different than that of dibenzothiophene 
molecular ion (m/z 184), which shows S, CS, and CHS losses upon MS2 CAD (Table 
4.3). Isolation and further CAD of the [M-2S]+ ion (m/z 154) results in consecutive 







Scheme 4.4 Fragmentation pathways for the molecular ion of phenyl disulfide 




 For dicyclohexyl disulfide molecular ion, however, no HS or H2S losses were 
observed. The primary fragmentation pathway is α-cleavage, which generates two 
product ions, m/z 148 and m/z 83 (Scheme 4.5). Isolation and MS3 CAD of [M-C6H10]
 + 
fragment ion (m/z 148) results in losses of S2H, the product ion (m/z 83) of which has the 
same structure as that of MS2 CAD product (m/z 83). This is because that isolation and 
further CAD of both m/z 83 fragment ions results in the same fragmentation pattern 
(acetylene loss). The difference in MS2 CAD behaviors between molecular ions of phenyl 
disulfide and dicyclohexyl disulfide is due to the fact that ionized phenyl disulfide can 
form a stabilized 3-membered aromatic ring upon HS and H2S loss (Scheme 4.4), while 







Scheme 4.5 Fragmentation pathways for the molecular ion of dicyclohexyl disulfide  
upon multiple-stage CAD. 
 
  
 For dibenzyl disulfide molecular ion, the primary fragmentation pathway is the 
loss of S2H besides -cleavages (Scheme 4.6). Further isolation and CAD of the [M-
S2H]
+ ion (m/z 181) results in losses of methyl radical, acetylene and two hydrogen 
atoms. Isolation and MS4 CAD of [M-S2H-CH3]
+ ion (m/z 166) results in consecutive 
hydrogen atom losses at higher collision energy (data not shown), which is typical 
fragmentation behavior observed for conjugated aromatic rings. Such information 
supports the resonance stabilized structures proposed for the fragmentation products of 







Scheme 4.6 Fragmentation pathways for the molecular ion of dibenzyl disulfide  
upon multiple-stage CAD. 
 
  
 Butyl disulfide molecular ion fragments by -cleavage of a C-S bond, generating 
product ions of [M-C4H8]
+ (m/z 122) and [M-C4H9S2]
+ (m/z 57). Meanwhile, S-S bond 
cleavage products, ions of m/z 89 and m/z 88, were also observed, as shown in Scheme 
4.7. Isolation and further CAD of the [M-C4H8]
+ (m/z 122) fragment ion results in losses 
of HS (m/z 89) and S2H (m/z 57). Further CAD of the fragment ions of m/z 89 results in 
loss of H2S (m/z 55). This is consistent with what was observed for sulfide molecular 
ions in previous section of this work. Upon CAD, HS and/or H2S losses are characteristic 











Table 4.1 MS2 and MS3 CAD Product Ions (with Relative Abundances) for Ionized Thiophenes 
 
Analyte (MW) 
MS (m/z)  
 
MS2 CAD product ions 
(m/z) and their relative 
abundance 
MS3 CAD product ions 





84 – H (83)         2% 
84 – C2H2 (58)     100% 





98 – H (97)        100% 
98 – H – C2H4 (69)   11% 




M+● (112) 112 – CH3 (97)     100% 
97 – C2H4 (69)      100% 









Table 4.2 MS2 and MS3 CAD Product Ions (with Relative Abundances) for Ionized Thiols 
Analyte (MW) MS (m/z) 
MS2 CAD product ions 
(m/z) and their relative 
abundance 
MS3 CAD product ions 






110 – H (109)     10% 
110 – C2H2 (84)   62% 
110 – CS (66)    100% 
84 – C2H2 (58)     100% 
 
66 – H (65)        100% 





M+● (124)     100% 
[M-HS]+  (91)  11% 
124 – HS (91)    100% 91 – C2H2 (65)     100% 





























Table 4.3 MS2 and MS3 CAD Product Ions (with Relative Abundances) for  
Ionized Polyaromatic Sulfur Compounds 
Analyte (MW) MS (m/z) 
MS2 CAD product ions 
(m/z) and their relative 
abundance 
MS3 CAD product ions 






134 – C2H2 (108)   100% 
134 – S (102)       43% 
134 – CS (90)      75% 
134 – CHS (89)     60% 
108 – C2H2 (82)      100% 
 
102 – C2H2 (76)      100%   
 
90 – H (89)         100% 





184 – H (183)        3% 
184 – C2H2 (158)     3% 
184 – S (152)      100% 
184 – CS (140)      6% 
184 – CHS (139)    30% 
152 – H (151)        30% 
152 – 2 H (150)      100% 
152 – C2H2 (126)      4% 
 
139 – 2 H (137)       43% 




thiophene (212)   
 
M+● (212) 
212 – H (211)       2% 
212 – CH3 (197)   100% 
212 – HS (179)a     14% 
 
197 – 2H (195)        2% 
197 – C2H2 (171)      5% 
197 – S (165)        100% 
197– C3H6 (155)      3% 
197 – CS (153)       39% 
197 – CHS (152)      11% 
 
179 – H (178)       100% 
179 – 2 H (177)       3% 
179 – 3 H (176)      14% 
179 – C2H2 (153)      2% 




216 – S (184)      100% 
216 – CHS (171)     5% 
216 – CS2 (140)      3% 
184 – H (183)         2% 
184 – C2H2 (158)      3% 
184 – S (152)        100% 
184 – HS (151)        2% 





166 – S (134)       96% 
166 – CS (122)     16% 
166 – CHS (121)   100% 
166 – 2 S (102)      7% 
134 – S (102)         40% 
134 – CS (90)        61% 
134 – CHS (89)       55% 
134 – C2H2 (108)     100% 
 
121 – CS (77)       100% 
 
a Refer to explanation on the formation of this m/z 179 fragment ion (212 – HS) in the text.  








Table 4.4 MS2 and MS3 CAD Product Ions (with Relative Abundances) for Ionized Sulfides 
 
Analyte (MW) MS (m/z) 
MS2 CAD product ions 
(m/z) and their relative 
abundance 
MS3 CAD product ions 





M+● (124)      100% 
[M-HS]+ (91)      3% 
[M-CH2S]
+  (78)   3%  
124 – CH3 (109)     1% 
124 – HS (91)     100%  
124 – CH2S (78)    44% 
91 – C2H2  (65)  100% 
78 – H (77)       5% 
78 – C2H2 (52)   100% 
78 – H – C2H2 (51) 93% 





138 – CH3 (123)    50% 
138 – C2H4 (110)   100% 
138 – HS (105)      6% 
123 – CS (79)    100% 
110 – H (109)      8% 
110– C2H2 (84)    63% 




M+● (138)       100% 
[M-H]+ (137)     60% 
[M-CH3S]
+ (91)   45% 
138 – CH3 (123)    24% 
138 – H2S (104)     9% 
138 – CH2S (92)    12% 
138 – CH3S (91)   100% 
123 – H (122)    100% 
 
104 – H (103)     26% 
104 – C2H2 (78)  100% 
104– H – C2H2 (77) 35% 
 





186 – H (185)      17% 
186 – 2 H (184)    100% 
186 – CH3 (171)    5% 
186 – HS (153)     8% 
186 – H2S (152)    11% 
184 – C2H2 (158)   5% 
184 – S (152)    100% 
184 – CHS (139)  43% 
 
171 – 2 H (169)   18% 
171 –C2H2 (145)   8% 
171 – CS (127)   100% 
171 – CHS (126)  43% 
 
152 – H (151)     90% 
152 – 2 H (150)  100% 
152 – 3 H (149)   80% 




M+● (214)      100% 
[M-H]+ (213)    40% 
 
214 – H2S (180)    2% 
214 – C6H6 (136)   15% 
214 – C7H7 (123)   44% 
214 – C7H8 (122)   100% 
214 – C7H6S (92)   5% 
214 – C7H7S (91)   4% 
136 – H (135)     40% 
136 – 2 H (134)    8%   
136 – CS (92)    100% 
136 – CHS (91)   62% 
 
122 – H (121)    100% 
122 – CS (78)      4% 




M+● (200) 200 – C6H5S (91)   100% 91– C2H2 (65)    100% 
 





Table 4.5 MS2 and MS3 CAD Product Ions (with Relative Abundances) for Ionized Disulfides 
 
Analyte (MW) MS (m/z) 
MS2 CAD product ions 
(m/z) and their relative 
abundance 
MS3 CAD product ions 





M+● (218)      100% 
[M-C6H6]
+  (140)  
10% 
218 – HS (185)     87% 
218 – H2S (184)     4% 
218 – 2 S (154)    100% 
218 - C6H6 (140)     2% 
218 - C6H5S (109)    1% 
185 – H (184)    100% 
185 – 2 H (183)   30% 
185 – HS (152)    91% 
185 – H2S (151)    2% 
185 – CH2S (139)   3% 
 
154 – H (153)    35% 
154 – 2 H (152)  100% 
154 – 3 H (151)   12% 





230 – C6H10 (148)  
100% 
230 – C6H11S2 (83)  5% 
148 – S2H (83)   100% 
 





246 – S2H (181)    100% 
246 – C7H7S2 (91)   28% 
181 – 2 H (179)    7% 
181 – CH3 (166)  100% 
181 – C2H4 (153)  14% 
 
91 – C2H2 (65)   100% 
 
Butyl disulfide (178) 
M+● (178)      100% 
[M-HS]+ (145)   4% 
178 – HS (145)      1% 
178 – C4H8 (122)   100% 
178 – C4H9S (89)     4% 
178 – C4H10S (88)    8% 
178 – C4H9S2 (57)    3%  
122 – HS (89)     14% 
122 – S2H (57)   100% 
 
89 – H2S (55)    100% 
 
88 – C2H4 (60)   100% 
88 – H2S (54)     40% 
 












Table 4.6 Measured Accurate Masses, Elemental Compositions, and Mass Accuracy (ppm) of  
MS2 CAD Product Ions for Ionized Thiols  





       66.04693 
MS2: C6H6S 
       C5H6 
MS2: 0.158 






       91.05461 
MS2: C7H8S 
       C7H7 
MS2: -9.042 
        0.383 
 
 
Table 4.7 Measured Accurate Masses, Elemental Compositions, and Mass Accuracy (ppm) of 
MS2 and MS3 CAD Product Ions for Ionized Polyaromatic Sulfur Compounds 





         108.00254 
        102.04611 
      90.04605 
      89.03808 
MS2: C8H6S 
         C6H4S 
       C8H6 
       C7H6 
       C7H5 
MS2: -4.122 
         -2.615 
        -2.859 
        -3.907 





         152.06154 
        140.06176 
        139.05408 
MS2: C12H8S 
       C12H8 
       C11H8 
       C11H7 
MS2: -3.600 
         -3.366 
         -2.084 




thiophene (212)   
 
MS2: 212.06462 
        211.05697 
        197.04145 
        179.08488 
MS3: 165.06920 
         153.06927 
         152.06144 
MS2: C14H12S 
         C14H11S 
        C13H9S 
       C14H11 
MS3: C13H9 
         C12H9 
         C12H8 
MS2: -3.785 
          -2.974 
         -2.525 
         -3.612 
MS3: -4.101 
         -3.965 




        184.03353 
        171.02595 
        140.06171 
MS3: 152.06139 
        151.05383 
        139.05392 
MS2: C12H8S2 
        C12H8S 
        C11H7S 
      C11H8 
MS3: C12H8 
         C12H7 
         C11H7 
MS2: -3.302 
        -3.220 
        -2.032 
        -2.441 
MS3: -4.352 
         -2.627 






Table 4.7, continued 





         134.01809 
         122.01803 
         121.01020 
         102.04607 
MS3: 108.00240 
         102.04599 
       90.04595 
      89.03814 
      77.03804 
MS2: C8H6S2 
        C8H6S 
        C7H6S 
        C7H5S 
     C8H6 
MS3: C6H4S 
      C8H6 
     C7H6 
     C7H5 
     C6H5 
MS2: -4.477 
         -2.854 
        -3.626 
        -3.698 
        -3.251 
MS3: -3.911 
         -4.035 
         -5.017 
         -4.905 
         -6.967 
 
 
Table 4.8 Measured Accurate Masses, Elemental Compositions, and Mass Accuracy (ppm) of  
MS2 and MS3 CAD Product Ions for Ionized Sulfides  





        91.05379 
        78.04590 
MS2: C7H8S 
       C7H7 
       C6H6 
MS2: -4.858 
         -4.797 





         123.02589 
         110.01810 
         105.06958 
MS3: 79.05368 
MS2: C8H10S 
        C7H7S 
        C6H6S 
      C8H9 
MS3: C6H7 
MS2: -4.148 
         -3.312 
        -3.386 






         123.02579 
         104.05714 
        92.05713 
        91.05379 
MS2: C8H10S 
        C7H7S 
      C8H8 
      C7H8 
      C7H7 
MS2: -11.893 
        -4.125 
         -47.203 
         -53.465 





         171.02593 
         153.06502 
         152.06165 
MS3: 152.06137 
         139.05390 
         127.05363 
          126.04580 
MS2: C12H10S 
        C11H7S 
     C12H9 
     C12H8 
MS3: C12H8 
         C11H7 
        C10H7 
         C10H6 
MS2: -7.216 
         -2.149 
          -31.731 
         -2.643 
MS3: -4.484 
         -2.350 
         -4.697 





         180.08818 
        92.05710 
        91.05377 
MS2: C14H14S 
       C14H12 
    C7H8 
    C7H7 
MS2: -19.352 
        -28.719 
        -53.791 





        91.05378 
MS2: C13H12S 
    C7H7 
MS2: -5.033 




Table 4.9 Measured Accurate Masses, Elemental Compositions, and Mass Accuracy (ppm) of  
MS2 and MS3 CAD Product Ions for Ionized Disulfides  





         185.04145 
         184.03368 
         154.07718 
         109.01034 
MS3: 152.06151 
         151.05373 
         139.05379 
MS2: C12H10S2 
      C12H9S 
      C12H8S 
      C12H10 
      C6H5S 
MS3: C12H8 
         C12H7 
         C11H7 
MS2: -3.363 
         -2.689 
         -2.405 
         -3.387 
         -2.820 
MS3: -3.563 
           -3.0289 





         148.03681 
         83.08500 
MS3: 83.08494 
MS2: C12H22S2 
        C6H12S2 
    C6H11 
MS3: C6H11 
MS2: -3.884 
         -4.616 






         181.10050 
       91.05381 
 
MS2: C14H14S2 
    C14H13 
 C7H7 
MS2: -3.590 
     -3.738 
     -4.578 
 
Butyl disulfide (178) 
MS2: 178.08367 
         145.10394 
         122.02118 
        89.04151 
        88.03369 
        57.06937 
MS3: 89.04143 
         57.06931 
MS2: C8H18S2 
         C8H17S 
          C4H10S2 
        C4H9S 
        C4H8S 
      C4H9 
MS3: C4H9S 
       C4H9 
MS2: -4.344 
         -4.189 
         -5.436 
         -4.914 
         -4.913 
         -8.882 
MS3: -5.813 











 APCI(+) with CS2 as reagent can be used to generate stable molecular ions for all 
the organosulfur compounds studied, with the exception of minor fragmentation for some 
ionized sulfides and disulfides. Upon CAD, characteristic product ions were observed in 
MS2 and MS3 experiments, which correspond to losses of S (32 Da), HS● (33 Da), H2S 
(34 Da), CS (44 Da) and ●CHS (45 Da). These fragmentations indicate the presence of 
sulfur in the ionized molecules. Losses of HS● and H2S were found to be associated with 
aliphatic sulfur moieties, while losses of S, CS and ●CHS were more common for 
heteroaromatic compounds. However, the reverse of the above statement is not true, i.e., 
not all molecular ions of organosulfur compounds show such characteristic losses. For 
instance, molecular ions of thiophenes do not lose sulfur-containing molecules upon 
CAD. Molecular ions of benzyl phenyl sulfide and some disulfides lose a sulfur atom 
along with other parts of the molecules in different ways upon CAD.  
 In summary, knowledge of the chemical bonding environments of sulfur is 
beneficial to improving the desulfurization process of fossil fuels in the petroleum 
industry. High-resolution tandem mass spectrometry holds promise to determining the 
presence and types of organosulfur compounds (aliphatic vs. aromatic sulfur) in complex 
mixture. However, caution should be taken when making generalized conclusions about 
the components in a mixture because not all molecular ions of organosulfur compounds 
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CHAPTER 5. GAS-PHASE ION/MOLECULE REACTIONS FOR THE 
IDENTIFICATION OF SULFONE FUNCTIONALITIES IN PROTONATED 
ANALYTES IN A LINEAR QUADRUPOLE ION TRAP MASS SPECTROMETER 
5.1 Introduction 
 Rapid identification of drug metabolites, degradation products, and impurities is 
crucial in the drug discovery and development process since some of them are toxic.1-3 
Analytical techniques, such as NMR, FT-IR, and X-ray crystallography can be utilized to 
obtain information on functional groups and elemental connectivity in the analyte.4-6 
However, compounds that are present in only small quantities in complex mixtures are 
difficult to identify using the above methods. 
 Tandem mass spectrometry (MSn) has evolved to be a powerful technique for 
mixture analysis due to its high sensitivity, selectivity and speed.7,8 Single-stage mass 
spectrometry (MS) can provide molecular mass and elemental composition of the ionized 
analytes, while MSn utilizing collision-activated dissociation (CAD) can provide 
structural information for the isolated, ionized unknown analytes.9 When the 
functionalities of ionized analytes cannot be definitively determined by CAD alone, an 
alternative MSn technique based on ion-molecule reactions can be utilized to obtain 
structural information.10 Our group has successfully developed methods based on ion-
molecule reactions to identify different functional groups in ionized analytes.11-21 Several 




centered reagents with good leaving groups.11-21 However, phosphorous-centered neutral 
reagents have been rarely studied. The only report appeared thus far focused on the 
identification of the amino functionality as well as differentiation of primary, secondary 
and tertiary protonated amino functionalities by using diethyl methylphosphonate and 
hexamethylphosphoramide.22 In this case, proton transfer reaction and adduct formation 
are the two major reaction pathways.22 
 Oxidized sulfur functionalities, such as sulfone and sulfoxide, are common in 
drug metabolites.23 Only a few tandem mass spectrometry (MS/MS) experiments based 
on CAD of ionized sulfones and sulfoxides have been published, yet none of them 
showed sulfone or sulfoxide specific fragmentation patterns.24-27 In an effort to enable 
identification of sulfur-containing functionalities in drug metabolites, we recently 
reported a boron-centered reagent (trimethyl borate, TMB) that allows the identification 
of protonated sulfone analytes19 and another carbon-centered reagent (2-methoxypropene, 
MOP) for the identification of protonated sulfoxide analytes.20 TMB was found to yield a 
diagnostic product ion, adduct-Me2O, upon reaction with protonated sulfone analytes. 
MOP was found to yield the same MOP adducts for protonated sulfoxides and N-oxides, 
yet the distinction of sulfoxides was based on their high reaction efficiencies. In order to 
search for another reagent that would differentiate protonated sulfoxides from other 
functionalities based on different reaction products, a phosphorous-containing reagent, 
trimethyl phosphite (TMP), was examined. However, to our surprise, TMP was found to 
allow for the differentiation of protonated sulfone functionality from many other 
functional groups, including sulfoxide, hydroxylamino, N-oxide, aniline, amino, keto and 




using a sulfoxide-containing anti-inflammatory drug, sulindac, as well as its metabolite 
sulindac sulfone.  
 
5.2  Experimental Section 
Chemicals. All chemicals were purchased from Sigma-Aldrich. Their purities were ≥ 
98%. All chemicals were used without further purification. 
 
Instrumentation. All mass spectrometry experiments were performed using a Thermo 
Scientific LTQ linear quadrupole ion trap (LQIT) equipped with an APCI source. The 
analytes were dissolved in methanol with a final concentration of 0.01-1 mg/mL. The 
sample solutions were introduced into the mass spectrometer through direct infusion at a 
flow rate of 20 μL/min by using a syringe drive. The APCI source was operated in 
positive ion mode. The temperatures for the vaporizer and transfer capillary were set at 
300 °C and 275 °C, respectively. Nitrogen was used as the sheath gas and auxiliary gas, 
with the flow rate maintained at 30 and 10 arbitrary units respectively. The voltages for 
the ion optics were optimized for each individual analyte by using the tune feature of the 
LTQ Tune Plus interface. The normal mass range (m/z 50-500) was used for all the 
experiments, while the low mass range (m/z 20-200) was used for examination of the 
exothermic proton-transfer reaction between protonated methanol and the reagent (TMP). 
The type of the manifold that was used to introduce the reagent was first described by 
Gronert.28,29 A diagram of the exact manifold used in this research was published by 
Habicht et al.[13] TMP was introduced into the manifold via a syringe pump at the rate of 




spectrometer. The syringe port and surrounding area were heated to ~70 °C to ensure 
evaporation of TMP. A Granville-Phillips leak valve was used to control the amount of 
the reagent introduced into the instrument, while another leak valve controlled the 
amount of helium diverted to waste.30 A typical nominal pressure of TMP in the ion trap 
during the experiments was 0.6×10-5 Torr. 
 
Kinetics. After the analytes were ionized by protonation in the APCI source, the 
protonated analytes were isolated by using an isolation window of 2 Da. The isolated ions 
were allowed to react with the reagent TMP for variable periods of time. In the course of 
ion/molecule reactions, the concentration of the neutral reagent is in great excess of that 
of the ion of interest. Therefore, the pressure of TMP can be considered as a constant, and 
the reactions follow pseudo-first-order kinetics. The reaction efficiency corresponds to 
the fraction of ion/molecule collisions that lead to the formation of products. The reaction 
efficiency, kreaction/kcollision, was calculated by measuring the rate of each ion/molecule 
reaction (IM) and the rate of the highly exothermic proton-transfer reaction (PT) between 
protonated methanol and the reagent (TMP) under identical conditions. The above rates 
were measured by determining the relative abundances of the reactant ion and product 
ions as a function of reaction time. In a semilogarithmic plot of the ion abundances as a 
function of time, the decay slope of the reactant ion corresponds to the rate constant k 
multiplied by the neutral reagent's concentration. Assuming that the exothermic proton-
transfer reaction (PT) between protonated methanol and TMP proceeds at collision rate 
(kcollision; this can be calculated by using a parameterized trajectory theory
31), the 




reaction efficiency is based on the ratio of the slopes of the two reactions studied, i.e., 
kreaction[TMP] = slope (IM), kcollision[TMP] = slope (PT), wherein [TMP] = TMP 
concentration. It is obvious that there is no need to measure the concentration of TMP as 
it cancels out in the calculation. Additionally, the reaction efficiency is dependent on the 
masses of the ion (Mi), neutral reagent (Mn), and methanol (M(PT)), as well as the pressure 
read by an ion gauge for the reagent during the ion/molecule reaction (Pn(IM)) and the 




5.3 Results and Discussions 
 In an effort to search for a reagent that would allow the mass spectrometric 
distinction of protonated sulfoxides from protonated sulfones, trimethyl phosphite (TMP) 
was examined because its proton affinity (PA) (~220 kcal/mol32) is close to that of 
sulfoxides (~220 kcal/mol19), and higher than that of sulfones (~205 kcal/mol19). 
According to the reactivity that has been reported for a similar boron-centered reagents 
TMB,11-13 TMP was expected to react with a protonated sulfoxide via proton abstraction 
followed by replacement of a methanol molecule in the adduct ion of protonated TMP 
and the neutral analyte molecule. Meanwhile, TMP was expected to react with protonated 




 TMP was allowed to react with protonated analytes containing sulfone or 
sulfoxide functionality. As shown in Table 5.1, proton transfer was the major reaction for 
both protonated sulfones and sulfoxides. However, contrary to the expectations, only 
protonated sulfones showed the [TMP adduct-MeOH] product ion, not protonated 
sulfoxides. A mass spectrum measured after 100 ms reaction of protonated 
dibenzothiophene sulfone with TMP is shown in Figure 5.1 as an example. The most 
abundant product ion (m/z 125) corresponds to proton transfer. The other product ion 
(m/z 309) corresponds to [TMP adduct-MeOH], which was only observed for protonated 
sulfones. 
 In order to probe the selectivity of the above reaction for protonated sulfones, 
TMP was allowed to react with other protonated analytes containing various functional 
groups, such as N-oxide, hydroxylamino, keto, carboxylic acid, and aliphatic and 
aromatic amino. The reaction products and efficiencies are summarized in Table 5.2. The 
main reactions were proton transfer, and minor addition reactions were observed for 
some protonated analytes, yet no [TMP adduct-MeOH] product ion was observed. When 
protonated sulindac and its metabolite sulindac sulfone were allowed to react with TMP, 
only sulindac sulfone showed [TMP adduct-MeOH] product ion (Figure 5.2). This result 
demonstrates the utility of this method for the identification of the sulfone functionality 
in drug metabolites.  
 A mechanism is proposed for the formation of [TMP adduct-MeOH] ion for 
protonated sulfones as shown in Scheme 5.1. The unique selectivity of TMP toward 
sulfones can be rationalized by the six-membered transition state of the ion-neutral 
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Table 5.1 Reaction products (m/z values and branching ratios) and efficiencies for 
reactions of protonated sulfones and sulfoxides with TMP (PA = 222.2 kcal/mol a).   
 
Reagent 
(m/z of [M+H]+) 
PA 
(kcal/mol)










Proton Transfer  (125)            72% 










Proton Transfer  (125)             74% 










Proton Transfer  (125)            98% 







              (95) 
193.5b 
Proton Transfer  (125)      75% 







              (121) 
198.3b 
 
Proton Transfer (125)         71% 








              (217) 
205.0b 
 
Proton Transfer  (125)        94% 







               (197) 
200.9c 
Proton Transfer  (125)           29% 
Adduct – MeOH  (289)            7% 






   
               (158) 
202.9c 
Proton Transfer (125)            96% 
Adduct – MeOH (250)             3% 















Table 5.1, continued 
Reagent 
(m/z of [M+H]+) 
PA 
(kcal/mol)










Proton Transfer (125)             96% 










Proton Transfer (125)              95% 










Proton Transfer  (125)        98% 








     (166) 
227.9c 
Proton Transfer (125)          1% 
Adduct        (290)        99% 
 
3% 






























Table 5.2 Reaction products (m/z values and branching ratios) and efficiencies for 
reactions between protonated N-oxides, ketones, hydroxylamines, carboxylic acids, 
aliphatic and aromatic amines with TMP (PA = 222.2 kcal/mol a). 
 
Reagent 
(m/z of [M+H]+) 
PA 
(kcal/mol)











Proton Transfer (125)              98% 









Proton Transfer (125)          66% 


















Proton Transfer (125)         98% 








Proton Transfer(125)          97% 









Proton Transfer (125)         95% 



















Table 5.2, continued 
Reagent 
(m/z of [M+H]+) 
PA 
(kcal/mol)


















Proton Transfer (125)           98% 






Proton Transfer (125)        95% 










Proton Transfer (125)        94% 
Adduct       (224)         6% 
86% 
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Adduct      (294)            3% 46% 
aReference 32. bReference 20. 





















Table 5.3 Reaction products (m/z values and branching ratios) and efficiencies for 
reactions of protonated sulindac and sulindac sulfone with TMP (PA = 222.2 kcal/mol a).   
 
Reagent 
(m/z of [M+H]+) 
PAb  
(kcal/mol) 












Proton Transfer  (125)  89% 












Proton Transfer   (125)   75% 
Adduct – MeOH    (465)    9% 
Adduct      (497)   16% 
78% 

























 A method based on a functional group-selective ion/molecule reaction in a linear 
quadrupole ion trap mass spectrometer has been demonstrated for the identification of the 
sulfone functionality in protonated analytes. A phosphorous-centered neutral reagent, 
trimethyl phosphite (TMP), can form characteristic [TMP adduct- MeOH] product ions 
only when allowed to react with protonated sulfone analytes. All other protonated 
compounds investigated in this study, with functionalities such as sulfoxide, N-oxide, 
hydroxylamino, keto, carboxylic acid, aliphatic and aromatic amino, react with TMP via 
proton transfer and/or addition. The selectivity of TMP toward sulfones can be 
rationalized by the six-membered transition state of the ion-neutral complex of 
protonated sulfone and TMP, while other functionalities cannot form such transition state. 
The results obtained for sulindac and sulindac sulfone suggest that this method allows the 
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CHAPTER 6. GAS-PHASE REACTIVITY OF META-BENZYNES TOWARDS 
AMINO ACIDS 
6.1 Introduction 
 Radicals are known to attack proteins, resulting in their denaturation, oxidation, 
fragmentation and degradation, which is associated with aging and many human 
diseases.1-4 Therefore, it is important to understand the processes involved. Numerous 
solution studies have been carried out on reactions of oxygen-containing radicals with 
proteins, peptides, and amino acids,5-8 whereas carbon-centered radicals are rarely 
investigated. However, carbon-centered biradicals are of great interest as they are the 
biologically active intermediates of the naturally occurring anticancer antibiotics called 
enediynes, which are known to attack DNA.9-11  Additionally, proteins can also be 
damaged by such carbon-centered radicals.12-14 The one report that has appeared thus far 
focused on reactions of phenyl radicals toward glycine in solution.15 Specifically, a para-
benzoic acid radical (4-dehydrobenzoic acid) was found to abstract a deuterium atom 
from the α-position of α,α-dideuterioglycine in solution.15  The study of carbon-centered 
radicals is challenging, which is largely due to the difficulty of generating pure radicals in 
solution. Alternatively, gas-phase experiments can be performed to generate the radicals 
relatively easily, which also allow their intrinsic chemical properties to be examined in a 




 In order to investigate the gas-phase reactivity of carbon-centered radicals toward 
various substrates, our laboratory has advanced the “distonic ion approach” by using 
mass spectrometry.16-20 A distonic radical ion can be formed by attaching a chemically 
inert charged moiety to the radical of interest, which allows for its mass spectrometric 
manipulation and detection. This approach has been applied to gas-phase reactions of 
phenyl radicals with amino acids and peptides, the results of which reveal similar 
reactivity to that of neutral phenyl radicals in solution.21-24 For instance, both a gas-phase 
positively charged phenyl radical (e.g., N-(3-dehydrophenyl)pyridinium) and a neutral 
phenyl radical in solution (e.g., 4-dehydrobenzoic acid) abstract a deuterium atom from 
the α-position of α,α-dideuterioglycine.15,21 In addition to the hydrogen atom abstraction 
(radical mechanism), other reaction pathways were observed for more electrophilic 
phenyl radicals (e.g., N-phenyl-3-dehydropyridinium) in the gas phase.21,22 These 
reactions include NH2 abstraction, SH and SCH3 abstractions from cystein and 
methionine, addition to the aromatic ring and side-chain abstraction from aromatic amino 
acids, which were assumed to occur via addition-elimination mechanisms due to the 
greater electrophilicity of these radicals.21,22 The electrophilicity of a radical can be 
quantified by the calculated vertical electron affinity (EA) of its radical site, which is 
defined as the energy released upon addition of an electron to the radical site with no 
geometry change.25 The greater the EA, the more polar the transition state, thus the faster 
are both radical and nonradical reactions. This can be rationalized by the ionic avoided 
curve crossing model proposed by Anderson et al.26  EA has been demonstrated to be an 
important reactivity controlling factor not only for carbon-centered σ-monoradicals but 




 Among carbon-centered biradicals, the three isomeric didehydrobenzenes, ortho-, 
meta-, and para-benzynes (Figure 6.1), have attracted great attention in the scientific 
community.28-41 They are important reactive intermediates and fundamentally intriguing 
molecules. The ortho-benzyne 1 has been thoroughly studied both experimentally and 
computationally.28-30 It has been generated from various commercially available 
precursors in solution, and characterized by IR, UV-Vis, and NMR spectroscopy.31-33 
Interest in para-benzynes (for example, 3) has grown rapidly since the discovery of para-
benzyne intermediates that are responsible for the antitumor activity of enediynes.9-14 
This is due to the fact that para-benzyne analogues can abstract a hydrogen atom from 
both stands of double-stranded DNA, thus causing irreversible DNA cleavage.35-38 
However, the clinical use of these anticancer reagents is hindered by their high toxicity.34 
The unwanted side effects of these radical intermediates can also be attributable to their 
reactions with proteins.12-14 Compared to ortho- and para-benzynes, meta-benzynes (like 
2) have not received the same degree of attention.  
 
 
Figure 6.1 Structures of ortho- (1), meta- (2), and para-benzyne (3). 
 
 A key parameter that affects the reactivity of benzynes is the degree of interaction 
between the two biradical electrons.39 This interaction can be described by the magnitude 




singlet ground state and the lowest energy triplet state. The S-T splittings of the three 
benzynes have been measured by negative ion photoelectron spectroscopy.41 The ortho-
benzyne has a large S-T splitting (-37.5 kcal/mol) due to strong through-space coupling, 
therefore, a large amount of energy is required to uncouple the biradical electrons.41 This 
explains why nonradical reactivity was observed for ortho-benzynes.42 The para-benzyne 
has a much smaller S-T splitting (-3.8 kcal/mol) due to weak through-bond interaction 
between the biradical electrons.41 Hence, it displays radical reactivity.43,44 It should be 
noted that the radical reactivity of para-benzyne analogues is substantially lower than 
that of related monoradicals because of the through-bond coupling of the biradical 
electrons.39 The meta-benzyne has an intermediate S-T splitting (-21.0 kcal/mol),41 which 
is thought to hinder radical reactivity and can potentially make a more selective warhead 
for antitumor reagents than para-benzynes.39,40  
 Gas-phase studies have indicated that the reactivity of meta-benzynes is affected 
by both EA and the extent of S-T splitting, as expected based on above discussion. 
Additionally, another important reactivity controlling factor for meta-benzynes is 
distortion energy (△E2.30), which is the energy required to distort the minimum energy 
dehydrocarbon atom separation (DAS) to the separation of the transition state, which is 
approximately at 2.30 Å.45-48 A small △E2.30 means that it is energetically easier to 
uncouple the singlet biradical electrons in the transition state for radical reactions. This 
explains why some meta-benzynes with very small △E2.30 undergo radical reactions 
despite of their large S-T splitting.48 Moreover, the reactivity of meta-benzynes can be 
"tuned" from electrophilic to radical-like by changing the substituent groups, which 




critical to understand the factors that control the reactivity of meta-benzynes toward 
organic substrates, and more importantly, biomolecules, including DNA and proteins.  
Such knowledge could facilitate rational design of better antitumor drugs. This study 
focuses on the understanding of meta-benzynes' reactivity toward proteins. Due to the 
large size and complexity of proteins, the reactions of selected meta-benzynes with free 
amino acids were examined. So far, only one report has been published on the reactions 
of a meta-benzyne analogue (N-methyl-6,8-didehydroquinolinium cation) with free 
amino acids and dipeptides.49 In this work, the reactivity of four meta-benzyne analogues 
with varying EA, S-T splitting, and distortion energy was studied towards amino acids in 
an FT-ICR mass spectrometer. To the best of our knowledge, this is the first study on the 
effects of the above parameters on the gas-phase reactivity of meta-benzynes toward 
different amino acids.  
 
6.2 Experimental Section 
All the experiments were carried out in a Finnigan FTMS 2001 dual-cell Fourier-
transform ion cyclotron resonance (FT-ICR) mass spectrometer. The amino acids were 
introduced into the mass spectrometer by using a manual solids probe. The probe was 
heated to 140 oC for all amino acids except lysine for which the probe was heated to 
200°C.  Observation of an abundant protonated amino acid and only minor amounts of 
other ions upon reaction with protonated acetone (proton affinity = 194 kcal/mol50) 
confirmed that the amino acids were introduced into the instrument without much thermal 
decomposition. The proton affinities of the amino acids are 211.9 kcal/mol for glycine, 




kcal/mol for cysteine, 220 kcal/mol for proline, and 220.6 kcal/mol for phenylalanine.50 
All amino acids (purity ≥ 98.5 %)) except DL-lysine-ε-15N were obtained from Fluka 
Biochemika.  DL-Lysine-ε-15N (purity ≥ 98.5%) was obtained from Cambridge Isotope 
Laboratories, Inc. All amino acids were used without further purification. The other 
reagents, tetrahydrofuran, allyl iodide, dimethyl disulfide, and tert-butyl isocyanide, were 
obtained from Sigma Aldrich Co. and were used as received.  
The radicals’ precursor ions were generated by CH3I chemical ionization in one 
side of the dual-cell mass spectrometer as described previously.27,49,51 For example, N-
methyl-6,8-didehydroquinolinium cation (radical b) was formed by introducing 6,8-
dinitroquinoline and methyl iodide into the same cell of the instrument through a solids 
probe and a pulsed valve, respectively. An electron beam of 20-25 eV kinetic energy was 
used; the filament current was 7 μA and the ionization time 1 s.  Methyl iodide undergoes 
electron ionization and self-chemical ionization to form dimethyl iodide cation, which 
then transfers a methyl cation to the neutral radical precursor, subsequently generating N-
methyl-6,8-dinitroquinoline cation. The N-methylated precursor ion was transferred into 
the other cell by grounding the conductance limit plate for about 154 μs. Quadrupolar 
axialization (QA) was employed to increase ion transfer efficiency.52 Next, the radical 
sites were generated by sustained off-resonance irradiated collision-activated dissociation 
(SORI-CAD).53 This involved applying an off-resonance RF voltage to the excitation 
plates of the cell and pulsing argon (at a nominal pressure about 10-5 torr) into the cell. 
Collisions with argon for 0.5-1 s at an RF frequency 1000 Hz higher or lower than the 
ions' cyclotron frequency resulted in homolytic cleavages of the two carbon-nitrogen 




precursors were used: 3,5-diiodopyridine for a, 5,7-dinitroisoquinoline for c, 5,7-
dinitroquinoline for d, 3-iodopyridine for e, 5-nitroisoquinoline for f, and 6-
nitroquinoline for g.      
After the radicals were generated, they were isolated by ejecting all other ions 
from the cell by applying a series of stored-waveform inverse Fourier transform (SWIFT) 
excitation pulses to the plates of the cell.54 The isolated radical ions were allowed to react 
with an amino acid for a variable period of time (typically 0.5-1000 s). Detection was 
performed by using “chirp” excitation of 124 V amplitude, 2.7 MHz bandwidth, and 3.2 
kHz/μs sweep rate to kinetically excite the ions so that they move coherently as ion 
packets and closer to the detection plates which is required for their detection.  All mass 
spectra presented here are the average of five transients, which were recorded as 64k data 
points and subjected to one zero fill prior to Fourier transformation. Each reaction 
spectrum was background corrected by using a procedure described previously.55   
All reactions were found to follow pseudo-first order kinetics, which allows for 
the determination of the second-order reaction rate constant (kexp) from a semilogarithmic 
plot of the relative abundance of the reactant ion versus reaction time and the 
concentration of the amino acid.  In the FT-ICR, the concentration of ions (charged 
radicals) inside the cell is much smaller than the concentration of neutral molecules 
(amino acids).  Therefore, the concentration of the amino acid can be assumed to be 
constant. The concentration of the amino acids was determined by measuring the pressure 
inside the cell by an ionization gauge that is located on each side of the dual cell.  The ion 
gauge pressure readings were corrected for the sensitivity of the ion gauge toward each 




correction factors were obtained by measuring the reaction rate of an exothermic proton-
transfer reaction from protonated acetone or protonated methanol to the given amino acid. 
Such reactions can be expected to occur at collision rate.56 The accuracy of the measured 
rate constants is estimated to be around 50%, and the precision is estimated to be better 
than 20%. The theoretical collision rate constants (kcoll) were obtained using a 
parameterized trajectory theory.57 The efficiency of each reaction (the fraction of 
collisions that leads to reaction) is given by kexp/kcoll. The primary products’ relative 
abundances (branching ratios) are given as the ratio of a given primary product ions’ 
abundance divided by the sum of all primary product ions’ abundances.  
 Quantum chemical calculations were performed with the Gaussian 03 and Molpro 
electronic structure program suites. Molecular geometries for the (bi)radicals were 
calculated as described previously.48 For meta-benzyne analogues a-d, the S–T splitting 
at the dehydrocarbon atom separation of the transition state (∆ES-T), the electron affinity 
at the dehydrocarbon atom separation of the transition state (EA2.30), and the distortion 
energy (∆E2.30) were calculated at the RHF-UCCSD(T)/cc-pVTZ//B3LYP/cc-pVTZ level 
of theory. The potential energy surfaces for meta-benzynes a-d were calculated at the 
UBLYP/cc-pVDZ//UBLYP/cc-pVDZ level of theory. The charge densities were 
calculated at the UB3LYP/cc-pVTZ//UB3LYP/cc-pVTZ level of theory. The activation 
enthalpies for hydrogen atom abstraction from methane and addition of water and 
ammonia to different radical sites of the meta-benzyne analogues were calculated at the 
MPW1K/6-31+G(d,p)//MPW1K/6-31+G(d,p) level of theory. For σ-monoradicals e-g, 
the electron affinities were calculated at the RHF-UCCSD(T)/cc-pVTZ//B3LYP/cc-




6.3 Results and Discussion 
The four positively charged meta-benzyne analogues and three related σ-
monoradicals selected for this study are N-methyl-3,5-didehydropyridinium (a), N-
methyl-6,8-didehydroquinolinium (b), N-methyl-5,7-didehydroisoquinolinium (c), N-
methyl-5,7-didehydroquinolinium (d), N-methyl-3-dehydropyridinium (e), N-methyl-5-
dehydroisoquinolinium (f), and N-methyl-6-dehydroquinolinium (g) cations (Figure 6.2).  
Before the reactivities of the meta-benzynes (a-d) toward amino acids were examined, 
their reactivities towards simple organic molecules, such as tetrahydrofuran, allyl iodide, 
dimethyl disulfide, and tert-butyl isocyanide, were investigated (Table 6.1). The reactions 
of amino acids with related monoradicals were also examined (Table 6.2). Finally, meta-
benzyne analogues (a-d) were allowed to react with glycine, leucine, lysine, isotopically 
labeled lysine (lysine-ε-15N), methionine, cysteine, proline and phenylalanine for variable 
periods of time. Their reaction efficiencies and product branching ratios were determined, 
as summarized in Tables 6.3-6.5. Three important reactivity-controlling parameters for 
meta-benzynes were listed in the tables. They are S-T splitting (△ES-T), EA at the 
transition state geometry (EA2.30), and distortion energy (△E2.30). The reason of 
computing EA2.30 for meta-benzynes is because EA at the 2.3 Å transition state geometry 
is a much more important reactivity controlling factor than the EA at the minimum 





Figure 6.2 Structures of the meta-benzyne analogues (a-d) and  
related monoradicals (e-g) studied. 
 
 
In order to better understand the role of distortion energy as a reactivity 
controlling parameter for meta-benzynes, potential energy surfaces for biradicals a-d are 
shown in Figure 6.3. The distortion energies for N-methyl-3,5-didehydropyridinium (a) 
and N-methyl-5,7-didehydroquinolinium (d) are similar, which are 7.6 and 8.6 kcal/mol 
respectively. In contrast, the distortion energies for N-methyl-6,8-didehydroquinolinium 
(b) and N-methyl-5,7-didehydroisoquinolinium (c) are much smaller, which are 4.2 and 
3.5 kcal/mol respectively. Therefore, a small amount of energy is required to distort the 
minimum energy dehydrocarbon atom separation (DAS) to the separation of the 
transition state for biradical b and c. Hence, they are more likely to display radical 
reactivity compared to biradical a and d. This finding was demonstrated in the present 
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this behavior appears to be in conflict with general expectations. A large S-T splitting, 
such as that of b (-18.7 kcal/mol), is generally thought to hinder radical reactivity, as is 
the case for many other meta-benzyne type biradicals.39,40 However, the key to the 
behavior of biradical b is its small distortion energy (4.2 kcal/mol), an important 
reactivity controlling parameter for meta-benzynes.48 Only a small amount of energy is 
required to partially uncouple the biradical electrons in the transition state for radical 
reactions. Some other reactions products, including 2H-atom abstraction, SCH3 
abstraction, HCN abstraction, could be the results of nucleophilic addition reactions. 
These results indicated that biradical b could react via both radical and nonradical 
mechanisms.  
For biradical c, fewer characteristic radical reactions were observed upon its 
interaction with simple organic molecules (Table 6.1). Biradical c reacted with AI and 
tBuNC by mainly I atom and minor CN group abstraction respectively, which are 
characterized as radical reactions. However, no characteristic H-atom abstraction (radical 
reaction) was observed for c upon reaction with THF. The other reactions products, such 
as SCH3 abstraction from DMDS, HCN abstraction from tBuNC, could arise from 
nucleophilic addition reactions. Generally, c was found to react with AI, DMDS, and 
tBuNC slower than b did. These results indicated that biradical c could react with organic 
substrates via both radical and nonradical mechanisms, but its radical reactivity is lower 
than that of b. This can be rationalized as lower EA2.30 of c than that of b, although both 
radicals have similar S-T splitting and distortion energy values.  
Different from b and c, the only definite radical reaction observed for biradical a 




abstraction and C4H6 abstraction, while no H atom abstraction was observed. Addition 
reactions were observed for a upon reaction with AI, and an exclusive HCN abstraction 
was observed upon reaction with tBuNC. The predominant nonradical reactivity of a can 
be rationalized by its relatively large distortion energy, i.e. an energy of 7.6 kcal/mol is 
required to distort the biradical's minimum energy geometry to the separation of the 
transition state. To avoid this energetically costly uncoupling of the biradical electrons, 
biradical a tends to undergo nucleophilic addition reactions as opposed to radical 
reactions. In terms of total reaction efficiencies, a reacted with most organic substrates 
the fastest, except for THF. This is due to the fact that it has the largest EA2.30, which is 
thought to enhance both radical and nonradical reactions. However, compared to 
monoradicals, biradical a is less reactive.58-60 This is because of the biradical's relatively 
large S-T splitting (-23.3 kcal/mol), which has been demonstrated to hinder radical 
reactions.  
Biradical d was found to be unreactive toward THF, AI and DMDS. It only 
reacted with tBuNC by HCN abstraction at an efficiency 13-times lower than that of b. 
The nonradical reactivity of d can be rationalized by its largest distortion energy (8.6 
kcal/mol) among the four biradicals. The low reaction efficiency could be attributable to 
its relatively small EA2.30 (5.14 eV). In agreement, a previous study reported that d is 
unreactive toward dinucleoside phosphates whereas biradical b is not.51 In summary, the 
radical reactivity of the four biradicals can be ranked as below based on their reactions 






Monoradicals’ reactions  with amino acids 
The electorn affinity (EA) has been demonstrated as a major reactivity controlling 
parameter for reactions of charged monoradicals with small organic substrates as well as 
amino acids.21,22,25 The monoradicals studied here have decreasing EA values as follows: 
radical e (5.75 eV) > radical f (4.74 eV) > radical g (4.57 eV). The ordering of EA's was 
found to correlate with the monoradicals’ reaction efficiencies towards the amino acids 
studied. In general, the greater the EA of the radical, the greater the total reaction 
efficiency. Additionally, more NH2 abstraction and less hydrogen atom abstraction were 
observed for radical e with larger EA than radical f and g with smaller EA's. This is in 
agreement with the previous finding that, as the EA of a radical increases, its addition 
reactions become faster than hydrogen atom abstraction.19,20 The details of the reactions 
are discussed below. 
 Glycine and leucine react via two reaction pathways with radicals e – g, hydrogen 
atom abstraction and NH2 abstraction (Table 6.2).  The more electrophilic radical e reacts 
by NH2 abstraction faster than the less electrophilic radicals f and g. The greater the EA 
of the monoradical, the more the NH2 abstraction is favored. NH2 abstraction has been 
suggested to occur via a nucleophilic addition-elimination reaction pathway that 
progresses through the formation of an addition intermediate.21 In the case of glycine and 
leucine, the formation of this addition intermediate is highly exothermic and fragments 
due to the inability for gas-phase systems to transfer energy to the surroundings. 
Additionally, leucine yields a higher branching ratio for hydrogen atom abstraction than 
glycine (Table 6.2), suggesting that hydrogen atom abstraction preferentially occurs from 




isotope labeled amino acids towards charged phenyl monoradicals confirms that most 
hydrogen atoms are abstracted from the alkyl side chain and a small amount of hydrogen 
atoms are abstracted from the α-carbon.24   
 Proline reacts with radicals e – g mainly via hydrogen atom abstraction.  Proline 
does not react by NH2 abstraction because its nitrogen atom is part of a five-membered 
ring.  However, a ring-opening product, formed by C2H4N abstraction, was also observed 
for e – g.  The C2H4N abstraction product was also observed for reactions of a charged 
phenyl radical (N-phenyl-3-dehydropyridinium) with proline in an earlier study.24  
C2H4N abstraction from proline likely starts by nucleophilic addition of the proline 
nitrogen to the radical site, followed by elimination of CO2 as well as ethylene from the 
ring in proline.24 Several additional reaction pathways were observed including 
abstraction of OH group, addition and addition – OH, which could also be initiated by 
similar nucleophilic addition of the proline to the radical.   
 For lysine and lysine-ε-15N, hydrogen atom abstraction and NH2 abstraction were 
observed for reactions of radicals e – g. Both NH2 groups of L-lysine-ε-
15N can react with 
the radical sites, which agrees with the finding from a previous study.24 Additional 
reaction pathways were observed including addition, addition – COOH, and abstraction 
of CH2NH group. A possible mechanism for the formation of a stable adduct has been 
proposed earlier for a charged phenyl radical (N-phenyl-3-dehydropyridinium) when it 







Biradicals’ reactions with amino acids 
Glycine, Leucine, Lysine, and 15NH2-Lysine  
 The results for reactions of biradicals a – d toward the simple aliphatic amino 
acids, glycine, leucine, lysine, and 15NH2-lysine are summarized in Table 6.3. A previous 
study has demonstrated that the N-methyl-6,8-didehydroquinolinium cation b reacts with 
amino acids via both radical reaction pathways and nucleophilic addition-elimination 
pathways.49  The reaction products observed in this study are similar to those in the 
literature report, including one (or two) hydrogen atoms abstraction, H2O abstraction, 
addition, addition – CO2, addition – HCOOH and addition – COOH (Table 6.3). The 
abstraction of two hydrogen atoms can be rationalized by radical reaction mechanisms, 
which is likely initiated by H-atom abstraction from α-carbon or from the alkyl chain of 
the amino acids.49 The other reactions observed are likely initiated by nucleophilic 
addition of NH2 or OH group to the more electrophilic radical site at carbon 6.
49  
 For biradical c which has similar S-T splitting (-17.6 kcal/mol) and distortion 
energy (3.5 kcal/mol) compared to that of biradical b, it is reasonable to predict that it 
may show some radical-type reactivity just as biradical b does. However, one hydrogen 
atom abstraction (radical reaction) was not observed for biradical c upon interaction with 
aliphatic amino acids. Only trace amount and small amount of 2H-atom abstraction were 
observed when biradical c reacts with glycine and lysine respectively. Unlike H-atom 
abstraction, 2H-atom abstraction can be either radical (consecutive hydrogen atom 
abstraction) or nonradical reactions (hydride abstraction followed by proton transfer). 
The majority of other reactions pathways observed for biradical c are addition, NH3 




are likely initiated by nucleophilic addition-elimination reactions (nonradical reactions). 
The absence of H-atom abstraction pathway for biradical c is likely due to its low EA2.30, 
yet the radical reactivity of biradical c could not be ruled out based on these results.  
 For biradical a with a relatively large S-T splitting (-19.4 kcal/mol) and large 
distortion energy (7.6 kcal/mol), only trace amount of 2H-atom abstraction was observed 
when it reacted with glycine and leucine. Most of the other reactions were nucleophilic 
addition reactions, which were similar to those observed for biradical b with the same 
group of amino acids, such as H2O abstraction, addition, addition – CO2, addition – 
HCOOH and addition – COOH (Table 6.3). This suggests that nonradical reaction 
pathway dominates for the reactions of biradical a with aliphatic amino acids. It should 
be noted that the branching ratio of 2H-atom abstraction increased for biradical a upon 
interaction with lysine, which has a larger alkyl side chain. This finding agrees with what 
has been observed for positively charged phenyl monoradicals, i.e. the larger the alkyl 
side chain of an amino acid, the higher the branching ratio of H-atom abstraction.21 This 
is due to the fact that hydrogen atoms can be abstracted from both α-carbon and the alkyl 
side chain.24 Different from biradical b, biradical a displays an additional reaction 
pathway, NH3 abstraction. Since both NH3 and 
15NH3 groups were abstracted from lysine 
labeled with 15N on the side chain, NH3 abstraction is likely initiated by NH2 abstraction 
from either the amino terminus or the side chain of lysine followed by a hydrogen atom 
abstraction by another unquenched radical site.  
 For biradical d with a relatively large S-T splitting (-24.6 kcal/mol) and large 
distortion energy (8.6 kcal/mol), it is predicted to react mostly via nonradical instead of 




and addition – COOH upon interaction with lysine, whereas no reaction products were 
observed upon interaction with glycine or leucine. Moreover, d has the lowest reaction 
efficiency, if any, among the four biradicals, albeit it has a slightly higher EA2.30 (5.14 eV) 
than that of c (4.93 eV). This can be explained by the largest distortion energy of d 
among the four biradicals. A possible mechanism for the formation of adduct – COOH 
for biradical d upon reaction with lysine is shown in Scheme 6.1. Based on atomic charge 
calculations, the radical site 7 of biradical d is the more electrophilic site, which is most 
likely the radical site that initiates the reactions. Moreover, the calculated activation 
enthalpies for the nucleophilic addition of ammonia and water to the radical site 7 of d 
are 12.2 kcal/mol and 22.4 kcal/mol respectively, which indicates that the nucelophilic 




























Scheme 6.1 Proposed mechanism for the formation of adduct – COOH  
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Scheme 6.6 Proposed mechanism for formation of adduct and adduct-CO2 for biradical d 
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Table 6.2 Reaction efficiencies (Eff.) and product branching ratios for monoradicals upon 






































H absb  35% 
NH2 abs  65% 
Eff. = 19% 
 
H abs  82% 
NH2 abs  18% 
Eff. = 2.5% 
 
H abs  68% 
NH2 abs  32% 









MW 131  
H abs  62% 
NH2 abs  38% 
Eff. = 71% 
 
H abs  97% 
NH2 abs  3% 
Eff. = 12% 
H abs  82% 
NH2 abs  18% 









H abs  62% 
C2H4N abs  16% 
OH abs  16% 
Addition  3% 
Addition-OH  3% 
Eff. = 26% 
H abs  84% 
C2H4N abs  4%  
Addition  8% 
Addition – OH  4% 
Eff. = 17% 
H abs  34% 
C2H4N abs  8% 
Addition  37% 
Addition– OH  21% 








MW 146  
H abs  43% 
NH2 abs  41% 
Addition  14% 
Addition-COOH  
2% 
Eff. = 58% 
H abs  92% 
NH2 abs  3% 
CH2NH abs  3% 
Addition  2% 
Eff. = 31% 
 
H abs  68% 
NH2 abs  20% 
Addition  12% 









MW 147  
H abs  42% 
NH2 abs  29% 
15NH2 abs  18% 




H abs  89% 
NH2 abs  3% 
15NH2 abs  2% 
CH2NH abs  5% 
Addition  1% 
Eff. =33% 
H abs  49% 
NH2 abs  23% 
15NH2 abs  16% 
Addition  12% 
Eff. = 13% 
 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 The reactivities of four meta-benzyne analogues, a – d, toward four organic 
substrates and eight amino acids were examined in a dual-cell Fourier-transform ion 
cyclotron resonance (FT-ICR) mass spectrometer. Based on the four biradicals' reactivity 
toward THF, AI, DMDS, and tBuNC, their radical reactivity follows the order of  b > c > 
a > d (none). Similarly, biradicals b and c display more radical reactivity toward amino 
acids than biradical a and d do. The radical or nonradical reactivity toward organic 
substrates and amino acids is largely affected by the distortion energies. EA at the 
transition state geometry affects the total reaction efficiency of meta-benzynes, with the 
three biradicals following the order of a > b > c that is generally consistent with the 
EA2.30 ordering.   
 Overall, three important parameters were found to affect the reactivity of meta-
benzynes toward amino acids as well as organic substrates. They are (1) the S-T splitting 
at the separation of the transition state, ∆ES-T; (2) the electron affinity at the separation of 
the transition state, EA2.30; (3) the energy required to distort the minimum energy 
dehydrocarbon atom separation to the separation of the transition state, ∆E2.30. This is the 
first study on how these distinct chemical properties can affect the gas-phase reactivities 
of the selected meta-benzynes towards amino acids. Different from related monoradicals, 
which reacted with amino acids mainly by H atom abstraction and NH2 group abstraction, 
the biradicals reacted via multiple pathways, including one (or two) hydrogen atoms 
abstraction, H2O abstraction, addition, addition – CO2, addition – HCOOH and addition – 
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