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This work proposes to use the pseudo-harmonics technique as a modal method in spatial kinetics. The
pseudo-harmonics are the eigenfunctions associated with the leakage + removal operators in the multi-
group steady-state diffusion equation. In this work, the pseudo-harmonics are obtained from the diffu-
sion equation discretized with the Coarse Mesh Finite Difference Method (CMFD) coupled to the Nodal
Expansion Method (NEM).
Modal methods approximate the time-dependent ﬂux by expanding it in predetermined functions
which represent the space dependence, so that the unknowns are the expansion coefﬁcients, which carry
all time dependence of the problem. To obtain the system of equations whose solutions are the modal
expansion coefﬁcients, use is made of a weighting function procedure. This process leads to a linear sys-
tem of ordinary differential equations whose dimension equals the number of pseudo-harmonics
employed. The solution of these equations is obtained through analytical integration of the delayed neu-
trons precursor equations, while the time dependence of the neutrons ﬂux is treated by the Rosenbrock
Generalized Runge-Kutta method with automatic time step size control.
A direct method was developed from the spatial kinetics equations discretized by CMFD coupled to
NEM in order to compare the methods. The proposed modal method was tested for the case of an oper-
ational transient and for the case of a transient with scram, and presented good results, when compared
with this direct method.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Among several diffusion theory spatial kinetics methods, one
can mention the modal expansion method. In this method, the
time-dependent neutrons ﬂux is expanded both in known eigen-
functions which include the spatial part and in unknown expansion
coefﬁcients which carry the whole temporal dependence (Stacey,
1967, 1969). To obtain the system whose solutions are the coefﬁ-
cients of the modal expansion, a weighting function procedure is
used.
In modal methods, the choice both of the eigenfunctions for the
modal expansion and of the weighting functions plays an impor-
tant role. Several choices of modes (eigenfunctions) are possible.
Usually, the modes which appear more often in the literature are
the natural modes, the omega modes and the lambda modes (Sta-
cey, 1967, 1969; Sutton and Aviles, 1996; Miró et al. 2002).
The natural modes, also known as a modes, are the eigenfunc-
tions associatedwith theneutronsbalanceand time-dependentpre-
cursor operators. The most important characteristic of the natural
modes is that they lead to a system of uncoupled modal equations.ll rights reserved.
a).Another characteristic of the naturalmodes is that they form a com-
plete set although complex eigenfunctionsmay appear, which com-
plicate the solution algorithm.
The omega modes are the eigenfunctions associated with the
time-dependent neutron balance operator, ignoring the delayed
neutrons. Differently from the natural modes, the omega modes
do not lead to a system of uncoupled modal equations, and they
could also present complex eigenfunctions.
The lambda modes are the eigenfunctions associated with the
steady-state neutron balance operator. In comparison with other
modes, the eigenfunctions of the lambda mode are relatively easier
to calculate, because the fundamental mode is exactly the neutrons
ﬂux obtained with diffusion steady-state problems with traditional
codes. However, high order modes are more difﬁcult to treat and
the occurrence of complex eigenfunctions is not rare.
Usually, the weighting functions adopted in these methods are
the adjoint eigenfunctions and are obtained by solving the adjoint
equations to the original system of equations.
In this work, the pseudo-harmonics are presented as another
eigenfunction option, to be used in connection with modal meth-
ods. The pseudo-harmonics are the eigenfunctions associated with
the leakage + removal operator of each energy group in the diffu-
sion steady-state equation (Gomit et al., 1985; Da Silva et al.,
1987). One of the advantages of adopting this operator comes from
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the adjoint eigenfunctions. Moreover, the pseudo-harmonics form
a complete set with no complex eigenfunctions.
In this work, when applied to modal methods, the pseudo-har-
monics will be determined, initially, from two-energy group 3D
steady-state problems, which are solved by the CMFD method
(Aragones and Ahnert, 1986) together with the nodal expansion
method (NEM) (Finnemann et al., 1977). After that, they will be up-
dated from a steady-state conﬁguration associated at a certain
time in the transient.
2. Integration of the spatial kinetics equations
The spatial kinetics diffusion equations in multi-group form are
written:
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where /gðr; tÞ and clðr; tÞ are, respectively, the neutron ﬂux in en-
ergy group g and the delayed neutrons precursors concentration
in precursor group l, both deﬁned at point r

and time t; with
g = 1, . . . ,G and l = 1, . . . ,L (G is the number of energy groups and L
is the number of groups of delayed neutrons precursors).
Equations (1) and (2) are discretized in space and time. In gen-
eral, discretization in space is accomplished before discretization
in time, producing the so called semi-discretized form.
2.1. Spatial discretization
The spatial discretization schemes adopted are based on the
CMFD (Aragones and Ahnert, 1986) method. In this coarse mesh
formulation, correction factors are used to modify the classical ﬁ-
nite difference formulation, as shown below:
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where Di;j;kgxl ðtÞ and Di;j;kgxr ðtÞ are the diffusion coefﬁcients at the left and
right faces of a generic node i, j,k in the x direction (with similar
equations for the y and z directions), aix is the node dimension in
the x direction, and the corrections factors f i;j;kgxl and f
i;j;k
gxr are given by
f i;j;kgxl ðtÞ ¼
Ji;j;kgxl ðtÞ þ 2aix D
i;j;k
g ðtÞ /i;j;kg ðtÞ  wi;j;kgxl ðtÞ
 
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; ð5Þ
and
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Ji;j;kgxr ðtÞ  2aix D
i;j;k
g ðtÞð/i;j;kg ðtÞ  wi;j;kgxr ðtÞÞ
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: ð6ÞIt is easy to see that when these corrections factors are substi-
tuted into Eqs. (3) and (4), one gets the classical ﬁnite difference
method expressions.
CMFD formulation uses as input data the diffusion coefﬁcient,
the average surface currents, the average surface ﬂuxes and the
average ﬂux in the node, as shown in Eqs. (5) and (6), all previously
calculated by Nodal Expansion Method (NEM). The coupling be-
tween CMFD and NEM is the same as the one adopted in Pereira
et al. (2002).
For three-dimensional problems and two energy groups, this
procedure leads to the following system of equations:
½t1 d
dt
U

ðtÞ þ ½BðtÞU

ðtÞ
¼ ð1 bÞ½FðtÞU

ðtÞ þ ½SðtÞU

ðtÞ þ
XL
l¼1
klcl
ðtÞ ð7Þ
d
dt
c
l
ðtÞ ¼ bl½FðtÞU ðtÞ  klclðtÞ ð8Þ
where
½BðtÞ ¼ B1ðtÞ 0
0 B2ðtÞ
 
; ½FðtÞ ¼ F11ðtÞ F12ðtÞ
0 0
 
;
½SðtÞ ¼ 0 0
S21ðtÞ 0
 
; ð9Þ
where [B(t)] is the block hepta-diagonal matrix, representing the
leakage + removal, [F(t)] and [S(t)] are, respectively, the ﬁssion
and scattering diagonal block matrices, and
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where N is the total number of nodes. The system formed by the
Eqs. (7) and (8) represents the so called semi-discretized form.
2.2. The modal expansion method
To integrate Eqs. (7) and (8), the following expansions are
considered:
U

ðtÞ ¼
Xnph
m¼1
ðu1;mðtÞW 1;m þu2;mðtÞW 2;mÞ ð11Þ
and
c
l
ðtÞ ¼
Xnph
m¼1
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where /g,m(t) and ClmðtÞ are the coefﬁcients to be calculate and nph
is the number of pseudo-harmonics. The spatial part of the expan-
sions is given by the vectors
W
 1;m
¼ col½x
 1;m
;0

; W
 2;m
¼ col½0

;x
 2;m
; ð13Þ
wherex
 g;m
are the pseudo-harmonics, i.e., the eigenfunctions of the
following eigenvalue problem:
½BSg x g;m ¼ kg;jx g;m ð14Þ
where ½BSg  is the symmetrical part of the matrix [Bg(0)], associated
to the steady-state conﬁguration of the problem, (CMFD leads to a
non-symmetrical matrix [Bg(t)]; however, use of its symmetrical
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choice of the CMFD method is due to the fact that it retains the gen-
eral structure of the classical ﬁnite difference method. We can easily
build all the matrices involved into the calculation of the pseudo-
harmonics, in agreement with Eq. (14). If NEM were used to treat
the spatial part of the problem, it would not be possible to write
the equations in the form of Eq. (14).
In order to obtain the modal equation system, the expansions
given in Eqs. (11) and (12) are substituted into Eqs. (7) and (8),
leading to:
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Adopting as weighting function the same W
 g;n
and, therefore, mul-
tiplying Eqs. (15) and (16) by the W

T
g;n vector, one arrives at:
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The [B(t)], [S(t)] and [F(t)] matrices operating on the column vectors
give the following relationships:
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while the bilinear forms are given as:W
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Substituting Eqs. (23)–(27) into Eqs. (17) and (18) and using the
pseudo-harmonics orthogonality relations given by:
x

T
g;mx g;m ¼ dn;m ð28Þ
we obtain the following modal system of ordinary differential equa-
tions, written below in compact notation:
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where the matrixh i notation represents the bilinear forms:
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For calculating the time dependence of the system, the proce-
dure of analytical integration (Ginestar et al., 1998) was adopted
for the precursor concentrations, Eq. (30), and for the neutrons ﬂux,
Eq. (29), the Rosenbrock Generalized Runge-Kutta Method, with an
automatic control of the time step size (Press et al., 1992) was used.
The analytical integration supposes that the term
P2
g¼1 F1g
 
u

gðtÞ varies linearly in the interval between ts and ts+1 in Eq.
(30), in order to obtain the expression for C
 g
ðtÞ at ts+1:
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where the coefﬁcients a1 and b1 are deﬁned as:
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By the Rosenbrock method, Eq. (29) is given by
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where the correction vectors K
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where J

and f

are, respectively, the Jacobian and the right side of Eq.
(29), and the coefﬁcients g, ds, asp and csp are constants, independent
of the problem, chosen as in Shampine (1982). The four solutions of
the equations above, k

sþ1
s , are obtained through a L-U decomposition
of the matrix ½I  cDtf

0, followed by four backward substitutions.
In implementing automatic time step control, two solutions, in
the form (33) are used: a third order solution, u^

sþ1 with different
coefﬁcients d^s; s ¼ 1; . . .3 but with the same k
sþ1
s , and a real, fourth
order solution u

sþ1
s . The estimate of the local truncation error is
then given by:
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
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
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
 ð35Þ
and the equation used to automatically adjust the time step is:
Dtnext < 0:9Dtprev:
e
LTE
 1=4
ð36Þ
where Dtnext is the next time step, Dtprev. is the previous time step,
0.9 is a ‘‘safety factor”, LTE is the estimated local truncation error
and e is a tolerance criterion supplied by the user. Furthermore,
Dtnext has to be in the time interval 0:5Dtprev: 6 Dtnext 6 1:5Dtprev:,
in order to reduce the number of discarded steps and to avoid a zig-
zag behavior. The process can be summarized in the following way:
Should a given time step in the integration process be successful, in
other words, LTE < e, then the fourth order solution given by Eq. (33)
is accepted and the next time step is chosen according to Eq. (36)
and one proceeds in time. But, should the time step test fails, in
other words, LTE < e, the solution is discarded, and then the previous
instant is repeated, and a reduced time step is used according to Eq.
(36), until condition LTE < e is satisﬁed.
For transients that involve control rod movement (CR), cross
sections in nodes with partially inserted CR are re-homogenized
using a volume-weighted average.2.4. Update of the pseudo-harmonics
The main idea of the modal method presented here is the calcu-
lation of the pseudo-harmonics from matrix [B(0)], representing
the steady-state conﬁguration. However, the cross sections are a
function of time and, for instance, matrix [B] will also vary with
time. As a consequence, perhaps it would be necessary to recalcu-
late the pseudo-harmonics from matrix [B(t)] at a certain time ts.
So, for a time interval [ts, ts+1], the following eigenvalue problem
is considered:
½BSgðtsÞx
s
g;m ¼ kg;jx
s
g;m; ð37Þ
where ½BSgðtsÞ is the symmetrical part of the matrix [Bg(ts)], associ-
ated with the system conﬁguration at time ts, and the vectors are
the pseudo-harmonics at the same time. To determine the vector
u

ðtsÞ, the modal expansion below is considered:
U

ðts1Þ ¼
Xnph
m¼1
ðu1;mðtsÞW
s
1;m þu2;mðtsÞW
s
2;mÞ; ð38Þ
This can be written in the following form:
½Wxsgu gðtsÞ ¼ /gðts1Þ; ð39Þ
where the columns of matrix ½Wxsg are the updated pseudo-har-
monics at time ts and the ﬂux ug(ts1) was calculated at previous
time step ts1. The solution of the system given by Eq. (39) is ob-
tained by L-U decomposition and forward and backward substitu-
tions. The same procedure is adopted for the vector C

lðtsÞ.
2.5. Direct method
In order to compare our results with a reference method, a di-
rect method was elaborated to solve Eqs. (7) and (8). The solution
in the time for this reference method is similar to the procedure
adopted in the modal method: analytic integration of the delayed
neutrons precursor concentration equation, Eq. (8), and the Rosen-
brock Generalized Runge-Kutta Method for neutron ﬂux equation,
Eq. (7). Monitoring of the truncation error is also adopted, to adjust
the time step size. The method is implemented so that, to each step
in the time, the correction factors given by Eqs. (5) and (6) are up-
dated with the aid of NEM, and as a consequence, the elements of
matrices [B(t)], [F(t)] and [S(t)], inherent to CMFD, are also updated.
Moreover, for transients that involve control rod motion, the spa-
tial part of the problem is treated with a modiﬁed version of
NEM, where the cross sections in the nodes having partially in-
serted control rods are re-homogenized. This modiﬁed formulation
of NEM can be seen in more details in Martinez et al. (1999).
For assessment of the direct method we did compare this with
the results obtained with the CUBBOX method (Langenbuch et al.,
1977), and we observed a relative deviation smaller than 3% for the
power density.3. Results
With the purpose of comparing the modal method proposed
here with the results produced by the direct method, a 3D core
was considered, and the power density and normalized power dis-
tributions were analyzed.
The normalized power distribution is given by:
NPDi;j ¼ ðNTNÞ 
XNTP
k
DPoti;j;k
,XNTN
i;j;k
DPoti;j;k
 !
ð40Þ
where DPoti,j,k is the product of the ﬁssion cross section and neutron
ﬂuxes at a general node i, j, k, NTN and NTP are, respectively, the total
Fig. 1. LMW reactor. (a) Radial geometry; and (b) movement of control rod banks.
Fig. 2. LMW reactor – axial geometry at the initial time.
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tive core (without counting the nodes in the reﬂector).
A quantitative comparison between the direct and modal meth-
od is done by evaluating the relative deviation of the local normal-
ized power distribution, as follows:
RPDi;j ¼ NPDi;j DM  NPDi;j MMNPDi;j DM
	 

 100 ð41Þ
where DM refers to the direct method and MM to the modal meth-
od. For the power density, a relationship similar to (41) was used.
The 3D core benchmark is the Langenbuch, Maurer and Werner
(LMW) (1977) problem, representing a simpliﬁed model of 3D
PWR with 77 fuel assemblies. Two energy groups, six delayed neu-
trons precursors groups and quarter core symmetry are consid-
ered. The composition of the core and the kinetics data are
presented in Table 1. The conﬁguration and the initial position of
the control rod are shown in Figs. 1 and 2, respectively. At the
beginning of the transient, bank 1 control rods are inserted from
the upper reﬂector to the middle height of the reactor and bank
2 control rods are positioned at the upper reﬂector.
Two cases were studied: the ﬁrst case simulates an operational
transient with control rod movement. Originally, this problem was
proposed in Langenbuch et al. (1977); the second case is the same
operational transient, until a certain power level is reached, where
reactor scram occurs. For both cases, 20 cm mesh space width is
used in the three directions, so that the system is mapped by
350 nodes. The results generated by the direct method, with a tol-
erance of e = 103 for time step adjustment, were considered as the
reference result. For the modal method, the following values were
used: e = 1.0  103, e = 5.0  103 and e = 1.0  104.
3.1. Case 1 – Langenbuch operational transient
The transient is initiated by withdrawing bank 1 control rods, at
a constant speed of 3 cm/s until they are fully withdrawn (in
26.7 s). At time t = 7.5 s, bank 2 control rods are inserted, with
the same speed, during 40 s, so that total transient duration is 60 s.
Fig. 3 shows the time proﬁle for the power density obtained
both by the direct method and the modal method. We can observe
a difference in the behavior of the curves, mainly in the region
where the peak value occurs. For the direct method, the curve
has a milder form, while for the modal method, the curve is shar-
per (cusp effect). This distinct behavior is related to the different
schemes used to treat the partially inserted rods in a node for each
method.
The normalized averaged power density distribution at the time
where maximum power density occurs, that is, at t = 20.85 s, it is
shown in Fig. 4. In this ﬁgure, the ﬁrst row in each node correspondsTable 1
LMW reactor – nuclear and kinetic multigroup parameters.
Type g Dg (cm)
P
ag (cm)1
1 1 1.423913 0.01040206
2 0.356306 0.08766217
2 1 1.425611 0.01099263
2 0.350574 0.09925634
3 1 1.423913 0.01095206
2 0.356306 0.09146217
4 1 1.634227 0.002660573
2 0.264002 0.04936351
Prec. Group 1 Group 2 Group 3
bl 0.000247 0.0013845 0.001222
kl (s1) 0.0127 0.0317 0.115
Energy release per ﬁssion: 3.204  1011 (Ws); and m = 2.5 neutrons/ﬁssion.to the value obtained by the direct method, while from the second
to the fourth rows, the values of relative deviations deﬁned above,
are shown for each selected tolerance (e = 5.0  103, e = 5.0  104
and e = 1.0  104). We can notice in Fig. 4 that the largest devia-
tions are at the position corresponding to bank 1. At this time,
20.85 s, bank 1 moved little more than 60 cm while bank 2 moved
approximately 40 cm,, so that there was a larger modiﬁcation in
core conﬁguration associated with bank 1movement.
In implementing the updating pseudo-harmonics procedure, it
was initially tried updating at every 10 s. However, one has veriﬁed
that only one updating produced results similar to a series of updat-
ings. Therefore, we opted for doing only one updating. The choice of
updating time was done as follows: we knew that bank 2 began to
move in 7.5 s, introducing another disturbance in the system, so,
time t = 7 s was chosen to update the pseudo-harmonics.m
P
fg (cm)1
P
gg0 (cm)1 tg (cm/s)
0.006477691 0.01755555 1.25  107
0.1127328 0.0 2.5  105
0.007503284 0.01717768 1.25  107
0.1378004 0.0 2.5  105/
0.006477691 0.01755555 1.25  107
0.1127328 0.0 2.5  105
0.0 0.02759693 1.25  107
0.0 0.0 2.5  105/
Group 4 Group 5 Group 6
0.0026455 0.000832 0.000169
0.311 1.4 3.87
Fig. 3. LMW reactor – power density variation.
Fig. 4. LMW reactor – normalized power density distribution and relative devia-
tions at time of peak power.
Fig. 5. LMW reactor – power density variation. Updated pseudo-harmonics.
Fig. 6. LMW reactor – normalized power density distribution and relative devia-
tions at the time of peak power. Updated pseudo-harmonics.
Table 2
LMW reactor – maximum and minimum deviations.
Tolerances Modal method Modal method (updated pseudo-harmonics)
e = 1.0  103 1.10 (7.08) 0.021 (7.08)
3.48 (18.10) 1.71 (18.10)
4.04 (60.00) 5.99 (60.0)
e = 5.0  104 0.86 (7.02) 0.86 (7.02)
3.04 (18.04) 1.21 (18.04)
3.83 (60.00) 5.78 (60.0)
e = 1.0  104 0.69 (7.02) 0.92 (7.02)
2.85 (23.95) 1.13 (23.95)
3.60 (60.00) 5.38 (60.0)
Values between parentheses correspond to time in seconds.
Table 3
LMW reactor – other results.
Direct
method
Modal method
Tolerances e = 1.0  104 e = 1.0  103 e = 5.0  104 e = 1.0  104
Accepted time
steps
1404 1032 (1035) 1509 (1520) 3275 (3295)
Rejected time
steps
9 1 (2) 2 (3) 1 (1)
Relative CPU
time
– 0.51 (0.54) 0.75 (0.80) 1.62 (1.68)
Values between parentheses refer to the modal method with updated pseudo-
harmonics.
Z.R. de Lima et al. / Annals of Nuclear Energy 36 (2009) 752–759 757In Fig. 5, which shows the power density, the inﬂuence of this
updating can be veriﬁed, in such a way that the deviation is re-
duced in the interval around the peak and increased at the endof the transient, when compared to previous results. With respect
to normalized power distribution (Fig. 6) there were practically no
changes. In Table 2, a more quantitative analysis of the obtained re-
sults is done, where we considered power density deviations in
three situations: at the updating time, at the time close to occur-
rence of the peak value and at the transient ﬁnal time. In relation
to power density deviation, there are small alterations at the time
the updating is made, for instance, for e = 1.0  103, the deviation
decreased from 1.10% to 0.021%, while, at 18.10 s, decreased from
3.48% to 1.71% and at 60 s, increased from 4.04% to 5.99%.
Table 3 presents the results for the time discretization and also
the processing time of the modal method in relation to the direct
method. As for the time step controlmethod,we veriﬁed that the di-
rect method presented a larger number of discarded steps, and that
the modal method, with a tolerance of e = 1.0  103, had a smaller
number of accepted steps than the direct method. The relative CPU
Fig. 8. LMWS reactor – normalized power density distribution and relative
deviations – end of the transient.
Fig. 9. LMWS reactor – power density variation. Updated pseudo-harmonics.
Table 4
LMWS reactor – maximum and minimum deviations.
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methods. We observed that the CPU time for modal method, with a
tolerance of e = 1.0  103, were only 51% of the corresponding CPU
time for the direct method. The direct method, as we have seen, has
in its structure the NEM and CMFD, which are used tino space dis-
cretization, and, moreover, the nodes with control rod partially in-
serted are better treated by a modiﬁed NEM version. For each
time step, the semi-discretized matrices in Eqs. (7) and (8) are up-
dated, so the direct method uses an iterative process, increasing
its CPU time. On the other hand, the modal method does not make
use of any iterative process, and, as a consequence, CPU time is
due to the time solution exclusively. This difference compensates
for the fact that the matrices of the modal method are not sparse,
requiring a larger number of calculations than was observed for
the direct method, whose matrices are sparse.
3.2. Case 2 – Langenbuch operational transient with scram
This problem is the same presented in the previous section, but
the transient involves reactor scram (Trip), as proposed by AVILES
(1994). The simulation of the modiﬁed transient is accomplished
by inserting all the rod banks. When the averaged power density
reaches 225W/cm3 the banks are inserted at a speed of 60 cm/s
and are stopped when they reach a height of 20 cm above lower
reﬂector. In other words, the rods are almost totally inserted. The
transient is evaluated for a period of 20 s.
Fig. 7 displays the power density, where higher relative devia-
tion values can be seen (in an exact calculation we found
52.21%). This discrepancy happens at the interval of time corre-
sponding to rod insertion, with the speed of 60 cm/s (between
13.30 and 15.50 s, approximately). In this problem, in order to
avoid this behavior, it is necessary that the 225W/cm3 power den-
sity value be reached at the same time, or at least, the more closely
possible, for both methods. Fig. 8 shows normalized power distri-
bution at the end of the transient (20 s) and we can observe that
the largest deviations corresponds to bank 1.
In updating the pseudo-harmonics, the same transient time as
in case 1 was used, that is, t = 7 s. The results for the power density,
Fig. 9, varied signiﬁcantly, and with the aid of Table 4, a reduction
in the value of the aforementioned deviation from 52.21% to
5.98% (e = 1.0  103) can be veriﬁed. On the other hand, the re-
sults obtained for the normalized power distribution, shown in the
Fig. 10, did not modify in a signiﬁcant way.
Table 5 shows the effect of pseudo-harmonics updating in the
modal method as opposed to the direct method. We can alsoFig. 7. LMWS reactor – power density variation.
Tolerances Modal method Modal method (updated pseudo-harmonics)
e = 1.0  103 1.10 (7.08) 0.021 (7.08)
52.21 (14.25) 5.98 (14.81)
10.16 (20.00) 6.84 (20.0)
e = 5.0  104 0.86 (7.02) 0.86 (7.02)
41.08 (14.45) 4.31 (15.31)
8.57 (20.00) 5.75 (20.0)
e = 1.0  104 0.69 (7.02) 0.92 (7.02)
36.73 (14.39) 4.93 (13.69)
7.47 (20.00) 4.38 (20.0)
Values between parentheses correspond to time in seconds.observe that the relative CPU time is 0.31, with a tolerance of
e = 1.0  103 for the modal method. This is explained by the fact
that the transient is more severe, in comparison to the previous
case. At a speed of 60 cm/s, the banks travel three core axial divi-
sions in one second. With such abrupt changes in core conﬁgura-
tion, the direct method needs more iterations to re-homogenize
the nodes with partially inserted CR, and as a consequence, takes
more time to update the actual matrices in the semi-discretrized
system of equations, Eqs. (7) and (8).
Fig. 10. LMWS reactor – normalized power density distribution and relative
deviations – end of the transient. Updated pseudo-harmonics.
Table 5
LMWS reactor – other results.
Direct method Modal method
Tolerances e = 1.0  103 e = 1.0  103 e = 5.0  104 e = 1.0  104
Accepted number of steps 971 519 (532) 742 (765) 1578 (1625)
Rejected number of steps 10 3 (4) 2 (3) 2 (2)
Power density (W/cm3) at time of scram 225.03 225.17 (225.12) 225.02 (225.36) 225.00 (225.01)
Time scram occurs (s) 13.31 13.99 (13.40) 13.84 (13.32) 13.75 (13.22)
Relative CPU time – 0.32 (0.32) 0.44 (0.48) 0.92 (0.98)
Values between parentheses refer to the modal method with the updated pseudo-harmonics.
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In this work, a modal method was presented, based on the pseu-
do-harmonics technique. In view of the results obtained for the
problem presented in the case 1, one can say that the proposed
method showed good accuracy. The option of updating the pseu-
do-harmonics improved the results for this case, because this pro-
cedure, in spite of having increased deviation at the end of the
transient, reduced the deviations in the region near the peak,
which is of greater interest. Regarding the problem presented in
case 2, the updating of the pseudo-harmonics reduced the devia-
tions considerably, and we obtained acceptable results.
In general, one can say that the results produced by the three
values for tolerance associated with the modal method are not
diverging and did not present signiﬁcant differences. A value of
e = 1.0  103, or even of e = 5.0  104 is enough to describe the
transients.
With regard to CPU time, the modal method was shown to be
faster than the direct method, mainly with a tolerance of
e = 1.0  103, the same value adopted for the direct method. How-
ever, we should bear in mind that the direct method is not opti-
mized, so this discussion about processing time is not deﬁnitive.
Future improvements in the proposed method can be foreseen,
seeking to reduce the number of pseudo-harmonics in the modal
expansion. As it was seen, the modal method was implemented
with all the pseudo-harmonics available. The starting point can
be the work of Claro and Alvim (1993), where a methodology for
choosing the number of pseudo-harmonics is described for stea-
dy-state perturbation problems. Furthermore, perhaps the search
for the number of pseudo-harmonics can also lead to a combina-
tion of optimized pseudo-harmonics.Another improvement that could be considered concerns the
subject of treating nodes with partially inserted control rods. The
scheme applied to the modal method is, in a certain way, simpli-
ﬁed, because the cross sections at the nodes with partially inserted
CR are re-homogenized using volume-weighted average calcula-
tion. As a result, we have veriﬁed the cusp effect, visible in the plots
of the power density. Perhaps, an alternative to avoid this problem
could make use of the scheme tested in Gehin (1992), where cross
section re-homogenization is made with an estimate of a pseudo-
harmonics basis derived from ﬂuxes located at neighboring nodes.
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