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Este proyecto tuvo como fin desarrollar un modelo de procesamiento de lenguaje natural en el
idioma español aplicado al dominio biomédico, con el fin de solucionar una necesidad desde del
área de la medicina. Especı́ficamente, en la atención de pacientes con artritis reumatoide, en
donde se necesita extraer información de las historias clı́nicas. Fue necesario disponer de un cor-
pus, o colección de documentos, tanto para el idioma español como para el dominio biomédico,
porque se planteó el uso de un modelo basado en aprendizaje automático o de máquina usando
un alto volumen de ejemplos, en este caso, un corpus anotado con etiquetas para la identificación
de términos médicos.
Se implementó un modelo de aprendizaje automático basado en redes neuronales recurrentes
que utilizó como base del entrenamiento un corpus anotado con tipos semánticos de UMLS. Se
realizó el entrenamiento del modelo de tal manera que se pudiera hacer un reconocimiento (pre-
dicción) de las entidades médicas. Una vez entrenado el modelo se realizó la construcción de un
prototipo de software bajo el modelo de arquitectura SOA, en el cual se definió e implementó un
servicio web para invocar el modelo predictivo. Se desarrolló un cliente, que en este caso corres-
ponde a una aplicación Web, desarrollada en Java, en la cual el usuario pueda interactuar con el
sistema para la realización de anotaciones en texto no estructurado.




In this project a natural language processing model in Spanish applied to the biomedical domain
was developed, in order to fill a gap in the area of Medicine. Specifically, it was conceived as an
aid for the care of patients with rheumatoid arthritis, where it is necessary to extract information
from the medical records. It was necessary to have a corpus, or collections of documents, in both
the Spanish language and the biomedical domain, since the use of a machine learning model with
training using a high volume of examples was proposed, In this case, a corpus annotated with
labels for the identification of medical terms was used for training.
A learning model was developed, based on recurrent neuronal networks using as training dataset
an annotated corpus with UMLS semantic types. The model was trained to recognize (predict)
medical entities. Once the model was trained, a software prototype was built under the Service-
Oriented Architecture (SOA), in order to define and implement a web service to invoke the predic-
tive model. A software client was developed, which in this case corresponds to a Web application,
in Java, where the user can interact with the system to make annotations on unstructured text.
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Introducción
El dominio biomédico ha utilizado la tecnologı́a como medio para almacenar, procesar y analizar
la información obtenida en las actividades cientı́ficas, académicas y en la atención de pacientes;
también se utiliza para la publicación del conocimiento cientı́fico usando las Tecnologı́as de la
Información y las Comunicaciones (TIC) buscando garantizar un acceso masivo del conocimiento
cientı́fico a la comunidad en general.
Los sistemas de información en salud han tomado gran relevancia por ser parte importante de
las polı́ticas públicas de los estados, con la necesidad de optimizar los recursos existentes y pa-
ra mejorar la calidad de la atención a los pacientes. Ası́, para el futuro se espera que exista un
avance en la investigación orientado a: la atención al paciente y redes sociales, medicina basada
en la evidencia y la medicina personalizada[2].
Los registros médicos electrónicos son los productos obtenidos y generados por la atención del
personal médico y se gestionan mediante la aplicación de herramientas y tecnologı́as informáti-
cas cómo bases de datos, aplicaciones hospitalarias, sensores electrónicos, etc. Ası́, se presenta
una oportunidad de poder utilizar los datos del dominio biomédico para ser aplicados a la solución
de problemas del área usando algoritmos basados en aprendizaje de máquina[26] y orientados
a apoyar la toma de decisiones de los médicos en la atención del paciente, en pro de disminuir
los costos de operación, generando procesos mas eficientes y en la mejora en la calidad en el
servicio de atención en salud.
Este proyecto aplicó un modelo de extracción de información sobre historias clı́nicas de pacien-
tes con diagnóstico de artritis reumatoide (AR) para la obtención de variables relevantes para el
médico especialista. Se buscó aplicar modelos de aprendizaje de máquina o automático (machine
learning) de tal manera que se realizará la automatización de la extracción de las caracterı́sticas
solicitadas en documentos no estructurados con información médica.
1 Marco teórico
La comunicación oral y escrita corresponde a uno de los avances más importantes del ser hu-
mano, ya sea como resultado del proceso evolutivo del lenguaje de manera similar al biológico,
o de una adaptación cultural y de un proceso cognitivo racional[48]. Este logro permitió al ser
humano poder comunicar sus ideas y expresiones a sus semejantes mediante la utilización de un
código común basado en un conjunto finito de sı́mbolos denominado alfabeto y mediante el uso
de unas reglas denominada lenguaje[7].
El desarrollo de las tecnologı́as computacionales a mediados del siglo XX corresponde a la terce-
ra revolución industrial en la historia de la humanidad, este avance tecnológico permitió disponer
de dispositivos electrónicos aplicados a la solución de operaciones de cálculo matemático y a
otras tareas. También, el ser humano ha buscado en la imitación suplir o mejorar sus habilidades
cognitivas y fı́sicas. La inteligencia artificial se convierte en la siguiente revolución tecnológica
que, entre otras cosas, mediante la aplicación de algoritmos, sobre grandes volúmenes de datos
y ejecutados en plataformas de alto procesamiento computacional, busca la obtención de nuevas
formas de conocimiento. A continuación se describen los principales conceptos teóricos al res-
pecto aplicados en este proyecto.
1.1. Extracción y recuperación de información
La extracción y recuperación de información o Information Retrieval (IR) corresponde a un campo
aplicado de la inteligencia artificial que busca la obtención de conocimiento oculto mediante la
utilización de técnicas computacionales. Manning define la recuperación de información como la
“búsqueda de documentos de una naturaleza no estructurada que satisface una necesidad de in-
formación dentro de grandes colecciones de datos”[33]. A continuación se presentan brevemente
algunos conceptos fundamentales sobre las técnicas de IR:
Corpus: Conjunto de documentos a ser procesados, de tal manera que cada documento es
diferente en contenidos a los demás y se les asigna un identificador único.
Diccionario: Conjunto de términos únicos que corresponden al conjunto de palabras que
hace parte del discurso contenido en los documentos del corpus.
Tokenización: Separación de un documento en un listado de elementos o tokens; comúnmen-
te en el idioma español e inglés, se utiliza el espacio y los signos de puntuación como
elementos de separación de las palabra .
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Frecuencia de término (TF): Valor estadı́stico definido por el conteo de los términos del
diccionario en cada uno de los documentos contenidos en el corpus. Generalmente, el re-
sultado del conteo se almacena en una matriz de términos de frecuencia o matriz TF.
Índice invertido: Índice definido por los términos del diccionario y la ocurrencia sobre el
documento. Tı́picamente, el resultado es una matriz de términos almacenados en orden
alfabético cruzado con las ocurrencia del documento en donde aparece el término indicado,
se almacena el identificador del documento, que como se comentó en el apartado de corpus
es único.
La matriz TF y la matriz de ı́ndice invertido son importantes ya que permiten establecer una repre-
sentación numérica que es reconocida por un sistema computacional. De esta manera, es posible
implementar diversos tipos de búsqueda y operaciones sobre dicha representación matricial que
corresponde al corpus procesado.
Esta representación presenta varias ventajas ya que permite aplicar algoritmos de minerı́a de
texto de acuerdo al problema a solucionar. Un problema que presenta esta representación es la
alta dimensionalidad presente en el diccionario de términos, y esto se ve reflejado en un gran
número de filas de la matriz obtenida. A continuación se listan algunas operaciones para reducir
el tamaño del diccionario de términos:
Eliminación de palabras vacı́as o stop words: Los artı́culos, conectores y otros elementos
gramaticales que no agregan valor en el proceso de recuperación de información, lo que
permite eliminarlos del diccionario de términos.
Obtención de lemas o lematización: Un lema corresponde a una unidad semántica, cons-
tituida por morfemas y que corresponde a una definición. Las palabras se componen de la
unión de prefijos, lemas y sufijos. El proceso de lematización busca mediante un análisis
morfológico retornar el lema de una palabra.
Stemming: Técnica basada en obtener la raı́z de una palabra, se basa en un proceso de
eliminación de los afijos de la palabra.
Este proyecto busca extraer y recuperar información en un conjunto de variables que pueden
encontrarse en las historias clı́nicas de pacientes en tratamiento de artritis reumatoide, y que
correspondan a las variables identificadas por los expertos, en este caso médicos reumatólogos.
Por lo tanto, es posible aplicar un modelo de búsqueda inteligente que permita obtener de manera
automática los términos médicos con correspondencia a las variables relevantes, analizando co-
mo fuente de datos un conjunto de documentos que contienen la información clı́nica de pacientes
de artritis reumatoide.
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1.2. Modelos de lenguaje
En este contexto, se definirá un modelo de lenguaje como una función que calcula una medida
de probabilidad sobre cadenas de texto sobre un vocabulario. Por lo tanto, para un modelo de
lenguaje M sobre un alfabeto Σ [32]
∑
sεΣ∗
P (s) = 1
Se identifican varios tipos de modelos de lenguaje, el modelo unigrama, que es el más sencillo, el
cual estima cada término de manera independiente. El modelo bigrama que condiciona la proba-
bilidad a partir del término anterior; de manera consecutiva los modelos se vuelven mucho más
complejos, conforme aumenta la cantidad de gramas.
1.3. Clasificación de texto
El problema de clasificación de texto en el área de la inteligencia artificial busca predecir para un
nuevo documento no clasificado la categorı́a o clase que le asigna un modelo, entre un conjunto
de clases definidas. En el campo de IR la tarea de clasificación de textos se aplica en las siguien-
tes tareas:
Clasificación de textos por tipo: Obtención de los tópicos que aplican sobre el contenido de
un corpus, se puede categorizar los textos a partir de las clases dadas.
Análisis de sentimientos: Valoración positiva o negativa del contenidos de los documen-
tos que componen un corpus, de gran aplicación en el análisis de publicaciones en redes
sociales.
Etiquetamiento de correo electrónico: Identificar si el contenido del correo corresponde a
temas personales, de trabajo, académicos, publicidad, correo no deseado u otras categorı́as
que apliquen.
Búsquedas basadas en ranking: Las búsquedas sobre documentos en lı́nea ha sido la base
para el servicio de indexación para realizar la búsqueda de uno o más términos sobre un
corpus de tal manera que los resultados obtenidos sean los más relevantes.
1.4. Procesamiento de lenguaje natural
El procesamiento de lenguaje natural (PLN) es una disciplina que se encuentra en la intersec-
ción de varias áreas del conocimiento como la informática, la inteligencia artificial y la psicologı́a
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cognitiva, que permite la construcción de sistemas que abordan el problema del reconocimien-
to del lenguaje de manera automática[27]. Un modelo de PLN busca solucionar problemas de
desambigüedad, categorización, análisis sintáctico y semántico de las palabras contenidas en un
texto[32].
1.4.1. El lenguaje
En la definición de lenguaje convergen varios puntos en común. A continuación se listan los
elementos comunes a partir de las definiciones de Contreras, acerca de una gramática en el pro-
cesamiento del lenguaje en español[8], ası́:
El lenguaje es forma y no sustancia
El lenguaje es arbitrario
Todos los lenguajes humanos usan dualidad de patrones
Todos los lenguajes son casi igualmente complicados, excepto por el tamaño del vocabula-
rio.
Todo el mundo habla su propio lenguaje.
El conocimiento lingüı́stico se puede clasificar de acuerdo a su naturaleza en los siguientes
niveles[9]:
Tabla 1-1: Niveles de conocimiento lingüı́stico. Fuente[9].
Conocimiento Descripción
Fonológico Se basa en la construcción de fonemas, su estudio se basa
en el estudio del sonido y el reconocimiento de patrones.
Morfológico Estudio de la estructura de las palabras y la manera en que
se construyen las palabras.
Sintáctico Basado en reglas gramaticales, estudia la construcción de
oraciones.
Semántico Se basa en el significado que se obtiene a partir de la lec-
tura de un texto.
Discurso Es una construcción más compleja elaborada a partir de la
unión de oraciones.
Pragmático Es el conocimiento que se obtiene a partir del discurso y del
contexto del lector. Es un nivel de entendimiento superior,
ya que deriva y supone conocimiento adicional no implı́cito
en el discurso.
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Estas caracterı́sticas del lenguaje permiten identificar posibles problemas a enfrentar en el análi-
sis de texto que son inherentes al lenguaje. Ası́ Manaris y Slator[31] identifican los siguientes:
Ambigüedad: La interpretación de un texto o de un discurso no puede ser única; lo mismo
pasa con las palabras, las cuales de acuerdo a un contexto especı́fico toman una represen-
tación o valor diferente.
Inexactitud: El lenguaje no es exacto en su elaboración y es muy común encontrar errores
gramaticales, ortográficos o palabras mal escritas que aumentan la complejidad del análisis
del lenguaje.
Imprecisión: Valores cualitativos o términos con valor relativo hacen que el texto o el discur-
so no sea preciso conforme a la idea que se plantea.
Incompletitud: El lenguaje no es explı́cito per se, el uso de figuras literarias obligan al lector
a agregar contexto al discurso para identificar los elementos faltantes.
El reto del procesamiento de lenguaje natural se encuentra en superar las dificultades anterior-
mente mencionadas. En este proyecto se busca abordar un modelo de procesamiento de infor-
mación clı́nica que permita identificar y extraer información con valor.
1.4.2. Conteo de términos o palabras
Un estudio probabilı́stico del lenguaje permite abordar el problema del análisis de texto desde una
perspectiva matemática, de tal manera que sea posible la aplicación de las herramientas compu-
tacionales para su análisis y procesamiento. Como se explicó anteriormente, para la obtención de
la frecuencia de los términos.
La ley de Zipf es una distribución de frecuencia que se aplica para los lenguajes. En el caso
del idioma inglés se indica que el rango de frecuencia de una palabra puede ser dada por la
fórmula
f(r) = α± 1
nα
Este modelo describe de igual manera la distribución de las palabras para el resto de lenguas
romances. En el caso del español, la Real Academia Española[18] ha contabilizado en su corpus
los 1000 términos más frecuentes. La representación que se presenta en la Figura 1-1 muestra
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los veinte términos más frecuentes para el idioma español. Note que se evidencia que los prime-
ros 20 términos corresponden a preposiciones, determinantes y conectores. Al hacer pruebas en
corpus lingüı́sticos de diferentes lenguajes se evidenció el mismo comportamiento[3].
Figura 1-1: Nube de palabras con los 20 términos de mayor frecuencia en el español. Elaboración
propia.
1.4.3. Etiquetado gramatical o Part-Of-Speech (POS) Tagger
El etiquetado gramatical corresponde a una de las tareas que se pueden realizar mediante el pro-
cesamiento de lenguaje natural. Se identifica que el discurso o la composición escrita está com-
puesto por un conjunto de elementos y de reglas gramaticales; estos elementos se encuentran
constituidos ası́: verbos, sustantivos, pronombres, preposiciones, adverbios, adjetivos, y artı́cu-
los. El objetivo del etiquetado gramatical es identificar para cada término la categorı́a semántica
a la cual corresponde; además, es posible utilizar esta misma técnica para el reconocimiento de
entidades.
El etiquetado gramatical se realiza luego de haber realizado el proceso de tokenización, ya que
realiza la labor de análisis sobre cada uno de los términos o tokens, que corresponde a la entrada
(input) del algoritmo. La salida (output) del algoritmo corresponde a los tokens ingresados más la
etiqueta correspondiente, indicando la categorı́a gramatical de cada término.
En el manejo de categorı́as gramaticales, para el proceso de etiquetado se definen dos gran-
des categorı́as:
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Clases abiertas: Categorı́a en la cual se ingresan nuevos términos; aplica para verbos y
sustantivos.
Clases cerradas: Categorı́a en la cual no se ingresan nuevos términos o en muy pocas oca-
siones; aplica para pronombres y conjunciones, también se denominan palabras de función,
usualmente presentan muy alta frecuencia.
Para las clases abiertas se encuentran cuatro importantes categorı́as:
Sustantivos: Un sustantivo es una palabra con género inherente que designa personas,
animales o cosas y es capaz de funcionar como núcleo del sujeto. Equivale a nombre[19]
Verbos: Un verbo es una palabra que denota acción, estado o proceso, capaz de funcionar
como núcleo del predicado y cuyas desinencias expresan modo, tiempo, número y persona.
El verbo auxiliar sirve para formar los tiempos compuestos de los verbos, el verbo irregu-
lar es el que, al conjugarse, sufre cambios en la raı́z en algunas de sus formas o toma
desinencias distintas de las del modelo regular que le corresponde por su terminación, el
verbo regular es el que se ajusta en todas sus formas al modelo fijado como regular que le
corresponde por su terminación.[19]
Adjetivos: Un adjetivo es una palabra cuya función propia es la de modificar al sustantivo
—con el que concuerda en género y número—, bien directamente sobre el sustantivo; bien
a través de un verbo, caso en el que el adjetivo funciona como atributo o como predicativo.
Los adjetivos se dividen en dos grandes clases:
• adjetivos calificativos: Son los que expresan cualidades, propiedades, estados o carac-
terı́sticas de las entidades a las que modifican. Los que expresan relación o pertenen-
cia, se denominan, más especı́ficamente, adjetivos relacionales; y los que expresan
nacionalidad u origen, se llaman adjetivos gentilicios.
• adjetivos determinativos: Son los que tienen como función básica introducir el sustanti-
vo en la oración y delimitar su alcance, expresando a cuáles o cuántas de las entidades
designadas por el nombre se refiere el que habla.[19].
Adverbios: Un adverbio es una palabra invariable cuya función propia es la de complementar
a un verbo, a un adjetivo o a otro adverbio; también puede incidir sobre grupos nominales,
preposicionales o sobre toda una oración. Aportan significados muy diversos: lugar, tiempo,
modo, negación, afirmación, duda, deseo, cantidad o grado, inclusión o exclusión, oposición
u orden, entre otras nociones.[19]
1.4.4. Penn Treebank POS
Implementación de etiquetador gramatical construido a partir de diversos corpus en el idioma
inglés (Brown Corpus, Wall Street Journal Corpus, Switchboard Corpus). Establece 48 categorı́as
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gramaticales para la identificación gramatical de las palabras, incluyendo signos de puntuación y
otros sı́mbolos. Este modelo está basado en la construcción de un conjunto de reglas de análisis
sintáctico.Ası́ sea W un conjunto de palabras, las reglas se definen de tipo X → W donde X es
la categorı́a que aplica para una palabra w. Por ejemplo la regla VB → mirar identifica como un
verbo la palabra ”mirar”[4].
A continuación se lista el conjunto de categorı́as definidas en Penn Treebank para el manejo
de etiquetado:
Figura 1-2: Listado de categorı́as POS para Penn Treebank. Fuente[34]
1.4.5. Reconocimiento de entidades.
El reconocimiento de entidades es otra de las tareas a aplicar en un corpus cuando se realiza pro-
cesamiento de lenguaje natural. En este caso, lo que se busca es la identificación de un término
dentro de una categorı́a especı́fica, la cual puede identificar una persona, una organización, una
ubicación geográfica tal como una ciudad o un paı́s.
Como en el etiquetado gramatical, para esta técnica se utilizan un conjunto de etiquetas asig-
nadas en un corpus anotado que identifican el término, a continuación se listan un conjunto de
ellas:
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Tabla 1-2: Listado de etiquetas para reconocimiento de entidades Fuente[22]
Etiqueta Descripción
B-ORG - I-ORG Etiqueta de anotación para una organización.
B-MISC - I-MISC Etiqueta de anotación para un término misceláneo.
B-PER - I-PER Etiqueta de anotación para una persona (nombres, apelli-
dos).
B-LOC - I-LOC Etiqueta de anotación para una locación (ciudad, paı́s).
O Término sin anotación .
Para el presente proyecto, esta técnica tiene una gran importancia ya que soluciona en parte el
proceso de extracción de información en el dominio biomédico debido a la relación que existe
entre la obtención de variables y el reconocimiento de entidades. Por ejemplo, se desea obtener
de la historia clı́nica el nombre del medicamento administrado, la labor a realizar por parte del
modelo corresponde a identificar entre el conjunto de términos aquellos que corresponden a la
categoria ”Sustancia farmacológica”. El uso del reconocimiento de entidades se presentará en
detalle en el capı́tulo 2.
1.5. Modelos de clasificación aplicados al procesamiento del
lenguaje
1.5.1. Naive Bayes (NB).
Como se comentó en el apartado 1.3 el problema de clasificación de texto se puede aplicar a la
solución de diversos problemas tales como la categorización de textos, la detección de mensajes
no deseados, análisis de sentimientos o verificación de plagio[25].
El clasificador Naive Bayes (Multinomial Naive Bayes Classifier), NB, es un clasificador proba-
bilı́stico supervisado para un conjunto de documentos d y un conjunto de categorı́as C tal que
c ε C. El clasificador NB aplica una regla para predecir una nueva clase ĉ que corresponde a la
máxima probabilidad posterior dado el documento.
ĉ = argmaxP (c|d)
Se supone una independencia condicional tal que las probabilidades de P (fi|c) es independiente
dada una clase c. Entonces la clasificación se basa en la siguiente definición:
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Naive Bayes se encuentra entre el grupo de los clasificadores lineales, ya que la toma de decisión
de una clasificación se encuentra dada por combinaciones lineales de los componentes del vector
de caracterı́sticas.
1.5.2. Regresión lineal o modelo de máxima entropı́a(MaxEnt).
El modelo de regresión lineal multinomial o conocido como modelo de máxima entropı́a es un cla-
sificador discriminativo, en donde la regresión logı́stica estima p(y|x) extrayendo un conjunto de
caracterı́sticas de la entrada, combinandolas linealmente (multiplicando cada caracterı́stica por
un peso y sumandolas), y luego aplicando una función a esta combinación[25].








donde las fi corresponden a las caracterı́sticas, los wi corresponden a los pesos asociados a la
caracterı́sticas y Z es un factor de normalización para que el valor de la suma de probabilidades
sea igual a 1.
1.5.3. Modelos ocultos de Markov (HMM).
Los modelos ocultos de Markov (HMM, por sus sigla en inglés para Hidden Markov Models) son
un modelo secuencial o secuenciador basado en cadenas de Markov. Una cadena de Markov es
un caso especial de un autómata ponderado en el que los pesos son probabilidades (las proba-
bilidades en todos los arcos que salen de un nodo deben sumar 1) y en el que la secuencia de
entrada determina de forma única los estados por los que pasará el autómata[25].
Un HMM está especificado por los siguientes componentes:
Tabla 1-3: Componentes cadena de Markov Fuente[25].
Componente Descripción
N estados Q = q1q2...qN
Matriz de probabilidad de
transición
A = a11a12...an1...ann
Secuencia de observaciones O = o1o2...oT
Continúa en la siguiente página
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Estado inicial y estado final q0, qF
1.5.4. Redes neuronales.
Las redes neuronales son modelos computacionales de inspiración biológica y tomando como
ejemplo el funcionamiento del sistema nervioso de seres biológicos, especialmente, del ser hu-
mano. Estos modelos pueden ser aplicados a procesos de clasificación mediante la construcción
de redes de unidades o neuronas organizadas en capas[25] y tiene como ventaja frente a otros
modelos la adaptabilidad ante nuevas condiciones de entrada.
Figura 1-3: Modelo de una neurona artificial. Adaptado de [53]
El modelo de neurona artificial tiene cuatro componentes[43]:
Un conjunto de n señales de entradas Xn que pueden ser datos de entrada externos o co-
rresponder a la salida de una neurona.
Un conjunto de sinapsis a las cuales se les asocian unos pesos.
Un sumador o integrador que suma las señales de entrada, ponderada con sus respectivos
pesos, y el sesgo (bias).
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Una función de activación que suele limitar la amplitud de la salida de la neurona.




Figura 1-4: Función sigmoide. Fuente[25]
Figura 1-5: Diagrama de una red neuronal de tres capas. Fuente[25]
1.5.5. Redes neuronales recurrentes (RNN).
Las redes neuronales recurrentes son un tipo de arquitectura de red neuronal donde la salida de
algunas neuronas se convierte nuevamente en entrada en un proceso de retroalimentación que
genera un ciclo directo. Este tipo de red presenta comportamientos dinámicos y manejo de memo-
ria, lo que permite que su enfoque de aplicación sea en el aprendizaje de patrones secuenciales
o con variación en el tiempo[35]. Un tipo de red neuronal recurrente es la red Long Short-Term
Memory (LSTM) propuesta por Hochreiter y que amplia el panorama de las RNN para el almace-
namiento de representaciones de eventos de entrada recientes en forma de activaciones[24].
El componente básico que contiene una LSTM es el bloque de memoria, constituido por los
siguientes elementos:
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Una o más celdas de memoria
Una compuerta de entrada y una compuerta de salida
Una unidad lineal con una conexión recurrente local llamada Constant Error Carrousel
(CEC).
Esta arquitectura permite resolver el problema que genera la retroalimentación de las salidas, de-
nominado vanishing gradient o desvanecimiento del gradiente, permitiendo que la neurona pueda
mantener y olvidar información
Figura 1-6: Célula estándar LSTM. Fuente[21]
Los trabajos de Socher y Manning[51] muestran el uso de RNN aplicadas a la solución de proble-
mas de tipo de análisis sintáctico, es decir, en la solución de problemas aplicados al procesamien-
to del lenguaje natural mediante la utilización de redes LSTM. De igual manera Lample[28] plantea
un conjunto de arquitecturas basadas en redes neuronales para el entrenamiento de modelos de
reconocimiento de entidades (NER) mediante la utilización de redes de tipo LSTM bidireccional,
en donde mediante la utilización de la representación vectorial de palabras es posible construir
un modelo de predicción de entidades a partir de un corpus anotado.
1.5.6. Representación vectorial.
Para poder implementar cualquier modelo de aprendizaje de máquina es necesario construir una
representación del corpus para que pueda ser utilizado por dicho modelo. En el apartado 1.1
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se identificó a la matriz de frecuencia de términos como una posible representación de un cor-
pus basada en la frecuencia por documento. Existen otras formas de representación que pueden
presentar un mejor desempeño y que reducen los problemas de dimensionalidad y mejoran la
predicción, las cuales se denominan representaciones vectoriales.
Word2Vec[37] es una red neuronal de dos capas para el procesamiento de texto. Su datos de
entrada es un conjunto de documentos de texto y su salida es un conjunto de vectores: vectores
de caracterı́sticas para las palabras en dicho corpus[17]. Se implementa la similitud coseno como
medida de comparación entre dos vectores, en este caso que representan a dos palabras, para
mostrar que tan parecidas son de acuerdo a la medida obtenida.
Glove [42] hace parte de los proyectos desarrollados por el centro de estudios en procesamien-
to de lenguaje natural de la Universidad de Stanford y que corresponde a un modelo similar a
Word2Vec para la representación vectorial de palabras. Basado en un modelo de aprendizaje de
máquina no supervisado toma las co-ocurrencias estadı́sticas que presentan las palabras en un
corpus y obtiene una representación vectorial del diccionario.
1.6. Dominio biomédico y las tecnologı́as de información.
El dominio biomédico ha utilizado la tecnologı́a como medio para gestionar el almacenamiento y
uso de la información obtenida en las actividades de atención en salud, ası́ como para brindar
medios electrónicos para la publicación del conocimiento cientı́fico. Para esto ha sido necesario la
conformación de un dominio de lenguaje propio y la implementación de sistemas de información
basados en tecnologı́as de la información.
De acuerdo a Benson, “los sistemas de información para salud se encuentran organizados de
manera jerárquica sobre la base del flujo de dinero, autorización y poder. El hospital se encuentra
en la cima de la pirámide, seguido de los departamentos y clı́nicas, terminando en el paciente”[2].
Este modelo jerárquico tiene poco en común con el flujo natural de la información asistencial in-
dividual de los pacientes, la cual tiene un comportamiento similar a una red social, donde cada
paciente es el dueño de su propia red.
Estos sistemas de información en salud toman relevancia por ser parte de la polı́tica pública
del estado, con necesidad de optimizar los recursos existentes y mejorar la calidad de la atención
a los pacientes. Ası́, para el futuro se espera que exista un avance en la investigación orien-
tada a: atención al paciente y redes sociales, medicina basada en la evidencia y la medicina
personalizada[2].
Los registros médicos electrónicos como producto de los sistemas de información en salud pue-
den servir como insumo en el análisis clı́nico, mediante la aplicación de herramientas y tecno-
logı́as informáticas. Ası́, la clasificación de una gran cantidad de registros médicos mediante el
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uso de algoritmos basados en aprendizaje de máquina[26] puede servir para el desarrollo de mo-
delos computacionales que permitan apoyar la toma de decisiones de los médicos, por ejemplo,
para predecir un diagnóstico de una enfermedad para un paciente en especı́fico.
1.6.1. Historia Clı́nica.
En la década de los años sesenta aparecieron los primeros sistemas informáticos orientados al
dominio de la atención del paciente, siendo la Clı́nica Mayo en Rochester, Minnesota, y el Centro
Médico Central de Vermont las primeras clı́nicas en implementar sistemas de información para
los registros de historias clı́nicas electrónicas (en inglés, Electronic Health Records - EHR)[23].
El documento de una historia clı́nica médica presenta una estructura modular en donde se es-
pecifica la información relevante a la atención del paciente. LeBlond[29] plantea una secuencia
estándar, que puede variar entre instituciones médicas, establecida en el siguiente orden.
Identificación del paciente
Información
Motivos de consulta 1
Historia de la enfermedad actual 2
Antecedentes médicos y quirúrgicos 3
• Estado de salud en general
• Enfermedades crónicas y condiciones




Revisión por sistemas 6
Medicamentos
Alergias e intolerancias a la medicación
1O en inglés: Chief complaints (CCs)
2O en inglés: History of present illness (HPI)
3O en inglés: Past medical and surgical history (PMH)
4O en inglés: Family history (FH)
5O en inglés: Social history (SH)
6O en inglés: Review of systems (ROSs)
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Los servicios preventivos, incluyendo las vacunas
La exploración fı́sica
Los estudios de laboratorio y de imágenes
Lista de evaluación / Problema
Plan de manejo
En Colombia, la reglamentación para el manejo de las historias clı́nicas obliga a que sean do-
cumentos de tipo privado, de obligatorio diligenciamiento en la atención médica y con almacena-
miento cronológico del estado del paciente, los actos y procedimientos médicos realizados[14].
Además, se plantean como componentes que conforman la historia clı́nica los siguientes:
La identificación del usuario: datos personales de identificación, apellidos y nombres com-
pletos, estado civil, documento de identidad, fecha de nacimiento, edad, sexo, ocupación,
dirección y teléfono del domicilio y lugar de residencia, nombre y teléfono del acompañan-
te; nombre, teléfono y parentesco de la persona responsable del usuario, según el caso;
aseguradora y tipo de vinculación.
Los registros especı́ficos: Definidos como los datos necesarios por el Sistema General de
Seguridad Social en Salud para el registro de la prestación de los servicios de salud en el
paı́s[15].
• Datos de la consulta
• Datos del procedimiento médico
• Datos de procedimiento de laboratorio clı́nico, patologı́a y radiologı́a simple.
• Datos de la hospitalización
• Datos del recién nacido
• Datos sobre la atención de urgencias
• Otros datos sobre atenciones en salud
Los anexos: autorizaciones para intervenciones quirúrgicas (consentimiento informado),
procedimientos, autorización para necropsia, declaración de retiro voluntario y demás docu-
mentos que las instituciones prestadoras consideren pertinentes.
La implementación de la historia clı́nica electrónica en Colombia está reglamentada mediante
la Ley 1438 del 2011[11]; allı́ se estableció la implementación obligatoria de la historia clı́nica
electrónica en las instituciones prestadoras de servicios de salud para el mes de diciembre de
2013. En el año 2015, mediante la Ley 1753[12], se ordenó al Ministerio de las Tecnologı́as de
la Información y las Comunicaciones (MinTIC), en coordinación con el Ministerio de Salud, definir
y expedir los estándares, modelos, lineamientos y normas técnicas para la incorporación de las
Tecnologı́as de la Información y las Comunicaciones (TIC) para la historias clı́nicas electrónicas.
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1.6.2. Recursos tecnológicos en el dominio biomédico.
Para el dominio biomédico es posible encontrar un conjunto de recursos y herramientas públicos
con repositorios de información, como bases de datos o servicios de indexación, alguno de los
cuales son[50]:
Biblioteca Nacional de Medicina de los Estados Unidos (NLM7) : Promotora del proceso de
recopilación del conocimiento cientı́fico en el área de la medicina a nivel mundial, hace parte
del servicio de salud pública de los Estados Unidos, y ha sido pionera en la construcción de
sistemas computacionales aplicados al dominio biomédico, tales como MEDLARS8 que en
el año 1964 proporcionaba un sistema de búsqueda bibliográfica por demanda. Además, es
la base del National Center for Biotechnology Information (NCBI) establecido en el año de
1988 como centro de investigación en biologı́a molecular.
Base de datos MEDLINE9 : Es una base de datos bibliográfica mantenida por la NLM,
contiene aproximadamente 19 millones de referencias bibliográficas.
Medical Subject Headings (MSH10): Tesauro de vocabulario controlado, curado por la NLM,
contiene 23 descriptores organizados en una estructura jerárquica y 151.000 registros de
conceptos complementarios.
PubMed11 : Motor de búsqueda web para la base de datos MedLINE, permite la realización
de búsquedas por tı́tulo, resumen (abstract), o metadatos como MSH.
GENIA12: Corresponde a una extensión de la base de datos MedLINE de propósito es-
pecı́fico, es un corpus construido de manera automática a partir de artı́culos y publicacio-
nes indexadas, mediante extracción de información del genoma usando herramientas de
procesamiento natural de texto.
Unified Medical Language System (UMLS)[38]: Ontologia para el dominio biomédico basada
en una terminologı́a o vocabulario regulado, estándar de clasificación y codificación, y recur-
sos asociativos que promueven la creación de sistemas y servicios basados en tecnologı́as
de información interoperables, incluyen las historias clı́nicas electrónicas. Es mantenido por
la NLM y es de gran ayuda en los procesos de extracción de información, ya que proporciona
un corpus base para el procesamiento de texto.
En el ámbito internacional han sido múltiples las investigaciones basadas en el procesamiento
de textos aplicado a historias clı́nicas electrónicas. Un trabajo de gran interés para esta inves-
tigación es cTAKES, clinical Text Analysis and Knowledge Extraction System[49], un framework
desarrollado en el año 2010 como extensión de los sistemas de NPL existentes siendo una espe-
cialización del software OpenNLP13 para el análisis de textos médicos. En marzo del 2013 este
7US National Library of Medicine (NLM). https://www.nlm.nih.gov/
8Medical Literature Analysis and Retrieval System (MEDLARS)
9Medical Literature Analysis and Retrieval System Online (MEdLINE)
10https://www.nlm.nih.gov/mesh/
11https://www.ncbi.nlm.nih.gov/pubmed/
12GENome Information Acquisition (Genia).
13https://opennlp.apache.org/
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proyecto comenzó a ser parte del Apache Top Level Project (TLP).
2 Identificación del problema y datos
2.1. Planteamiento del problema
La obtención de las variables relevantes a partir de historias clı́nicas electrónicas en formato de
texto es actualmente un trabajo manual, dispendioso, con posibilidades de presentar errores por
parte de las personas que realizan la extracción de la información. Se necesita un esfuerzo en
tiempo para la realización de la tarea por parte de los profesionales de la salud, ya que es nece-
sario la lectura e identificación de los elementos relevantes.
De acuerdo con lo anterior, se formula la siguiente pregunta de investigación: ¿Cómo se pue-
den obtener las variables relevantes de información clı́nica a partir del procesamiento de texto en
historias clı́nicas electrónicas en español en datos clı́nicos de pacientes con artritis reumatoide?
2.2. Objetivos
1. Objetivo General
a) Desarrollar un modelo de procesamiento de texto de historias clı́nicas para la obtención
de variables relevantes en pacientes con artritis reumatoidea.
2. Objetivos especı́ficos
a) Definir un modelo de extracción de conocimiento a partir de las historias clı́nicas para
la obtención de variables relevantes.
b) Construir un prototipo de software que implemente el modelo propuesto aplicado a
información médica de un conjunto de pacientes con artritis reumatoide.
2.3. Metodologı́a
Este proyecto busca establecer un modelo de extracción de información sobre historias clı́nicas
a partir del uso de anotaciones aplicadas en el lenguaje natural. De acuerdo a Pustejovsky: “Las
caracterı́sticas que utilizamos para codificar un fenómeno lingüı́stico especı́fico deben ser lo sufi-
cientemente ricas para capturar el comportamiento deseado en el algoritmo que estamos entre-
nando. Estas descripciones lingüı́sticas suelen destilarse a partir de modelos teóricos extensos
del fenómeno.”[Pustejovsky]. La metodologı́a MATTER (Model, Annotate, Train, Test, Evaluate,
Revise) establece un conjunto de fases para la definición, construcción, evaluación y revisión de
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modelo de anotación lingüı́stica aplicado a la extracción de términos en el ámbito del lenguaje
natural. .
Figura 2-1: Metodologı́a MATTER. Fuente[44].
Se establecen las siguientes seis iteraciones en la metodologı́a:
Modelar: Las descripciones estructurales acerca del dominio de problema proporcionan
atributos derivados de observaciones empı́ricas sobre los datos.
Anotar: Un esquema de anotación supone un conjunto de caracterı́sticas que codifica des-
cripciones estructurales especı́ficas y propiedades de los datos de entrada.
Entrenar: El modelo se entrena sobre un corpus anotado con el conjunto de caracterı́sticas
objetivo.
Probar: El algoritmo se prueba sobre un corpus asignado para el proceso de prueba.
Evaluar: Se realiza el cálculo de las métricas del modelo, para identificar el comportamiento
del modelo para la predicción de nuevas entidades.
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Revisar: El modelo y la especificación de la anotación se revisan para que la anotación sea
más robusta y confiable. Se compara con las herramientas existentes y se da la aproba-
ción para la utilización del modelo en un ambiente productivo, es decir, en un entorno para
realizar predicciones de entidades utilizando datos reales de pacientes.
2.4. Análisis Descriptivo
El problema de extracción de información en documentos biomédicos ha sido abordado desde
diferentes perspectivas, con mayor énfasis en el procesamiento de lenguaje natural en el idioma
inglés. En esta investigación se debe realizar el análisis de un conjunto de texto o corpus médico
basado en las historias clı́nicas de pacientes diagnosticados con la enfermedad de artritis reuma-
toide aplicado al idioma español.
Como se mencionó en el capı́tulo I, la historia clı́nica aparte de ser un documento con valor
legal contiene un gran valor como fuente de datos para el dominio clı́nico. Se plantea en este
análisis los elementos de estudio para el problema planteado y algunos herramientas existentes
que pueden ser utilizadas para la solución del problema en cuestión.
2.4.1. Variables relevantes para el tratamiento de la artritis reumatoide (AR).
Para comprender el dominio biomédico, especı́ficamente, en la atención en salud para pacientes
diagnosticados con artritis reumatoide, se ha contado con el apoyo del hay elementos de estudio
de la enfermedad como el factor reumatoide, los anti-citrulinados (CCP), presencia de artritis, ri-
gidez matinal que se encuentran definidas en la Guia de Practica Clinica [16] para el diagnóstico
y tratamiento de la artritis reumatoide.
En la información consignada en la historia clı́nica se encuentran las siguientes categorı́as:
Datos de identificación del paciente: se refiere a la información del paciente, incluyendo
nombre, edad, fecha de nacimiento, documento de identidad. De acuerdo al experto, la
posibilidad de extracción de estos datos es de manera directa y son posibles a automatizar,
ya que se siempre se encuentran presentes en la historia clı́nica del paciente.
Datos de temporalidad AR: Fechas que indican el inicio de los sı́ntomas, de diagnóstico
de la enfermedad, de ingreso al programa de clı́nica de AR. Estos valores no siempre se
encuentran en la historia clı́nica, y, de acuerdo al experto, se debe examinar si esos datos
fueron registrados en la información correspondiente a la primera atención.
Antecedentes de fármacos recibidos: Valoración cuantificable del tiempo en meses de
administración de un medicamento para el tratamiento de la enfermedad y motivos de sus-
pensión de la administración, en caso de que aplique. Como en el caso anterior, no son
datos que se puedan extraer directamente, es necesario revisar los eventos del paciente
registrados en la historia clı́nica.
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Antecedentes personales: Evaluación de antecedentes de enfermedades presentadas por
el paciente registradas en la historia clı́nica.
Antecedentes familiares autoinmunidad: Evaluación de antecedentes de enfermedades
presentadas por familiares del paciente, hasta tercer grado de consanguinidad registradas
en la historia clı́nica.
Información consulta inicial: Datos registrados en la atención médica por parte del médi-
co especialista, incluye los resultados obtenidos en los diversos exámenes diagnósticos,
valoraciones por parte del experto e información acerca del tratamiento. En este caso, los
datos no se pueden extraer directamente, es necesario revisar la información de la atención
al paciente registrado en la historia clı́nica.
2.4.2. Aplicación del modelo de reconocimiento de entidades para la obtención
de variables relevantes.
El modelo de reconocimiento de entidades es una técnica del procesamiento del lenguaje natural
que corresponde a la identificación de una categorı́a especı́fica contenida en el corpus a analizar.
Meystre establece la extracción de información como técnica para análisis de documentos del
dominio biomédico y el reconocimiento de nombre de entidades (NER) como una subtarea para
el reconocimiento de expresiones del tipo enfermedades, medicamentos, términos médicos que
pueden encontrarse en documentos de texto poco estructurados[36].
En la misma lı́nea de trabajo, Savova propone el modelo cTAKES (Clinical Text Analysis and
Knowledge Extraction System) que establece un modelo de flujo de procesamiento computacional
(workflow) para el análisis de documentos clı́nicos para la extracción de información en registros
clı́nicos en formatos no estructurados con la utilización de diversas técnicas de procesamiento de
lenguaje natural, y con correspondencia a términos médicos disponibles en ontologı́as del domi-
nio biomédico[49].
2.4.3. Unified Medical Language System (UMLS).
UMLS1 es un conjunto de archivos y software que reúne una serie de vocabularios del dominio
biomédico, disponibles en diferentes idiomas, incluye además nomenclaturas del área de salud
cuya finalidad es permitir la interoperabilidad entre sistemas informáticos. Se puede usar el UMLS
para mejorar o desarrollar aplicaciones, como registros de salud electrónicos, herramientas de
clasificación, diccionarios y traductores de idiomas[38].
UMLS puede considerarse como una ontologı́a biomédica, ya que integra un conjunto de términos
establece además las relaciones entre ellos. Entre las diversas fuentes de datos que componen
1https://www.nlm.nih.gov/research/umls/
24 2 Identificación del problema y datos
UMLS se encuentran algunas como:
SNOMED CT2: SNOMED CT es uno de un conjunto de estándares establecidos para el
uso en los sistemas del gobierno federal de Estados Unidos, para el intercambio electrónico
de información clı́nica de salud y también es un estándar requerido en las especificaciones
de interoperabilidad del HITSP3 (Healthcare Information Technology Standards Panel). La
traducción de los términos SNOMED para español se denomina SCTSPA (SNOMED Clinical
Terms SPAnish).
MeSH: El diccionario de sinónimos médicos MeSH4 proporciona una terminologı́a jerárqui-
camente organizada para indexar y catalogar información biomédica, como MEDLINE/PUBmed
y otras bases de datos de NLM.
CIE10 (Clasificación Estadı́stica Internacional de Enfermedades y Problemas Relacio-
nados con la Salud Revisión 10): Sistema de categorı́as a las que se asignan enferme-
dades de conformidad con criterios establecidos. La clasificación puede girar en torno a
muchos ejes posibles, y la elección de uno en particular está determinada por el uso que se
haga de las estadı́sticas recopiladas[13].
Figura 2-2: Componentes UMLS. Fuente[45].
2https://www.nlm.nih.gov/healthit/snomedct/index.html
3HITSP (Healthcare Information Technology Standards Panel) es una organización creada para promover la estanda-
rización y la interoperabilidad a gran escala entre las aplicaciones de atención médica y los sistemas de información.
4https://www.nlm.nih.gov/mesh/
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2.4.4. Modelo cTAKES.
En apartados anteriores se ha presentado el modelo propuesto por Savova para la extracción de
información. A continuación se describen algunos elementos del modelo en especial el uso de
reconocimiento de entidades..
Figura 2-3: Componentes de cTAKES. Fuente [10].
Algunos de los componentes principales del pipeline para el procesamiento de documentos clı́ni-
cos del dominio biomédico se explican a continuación:
Tabla 2-1: Componentes principales de cTAKES. Fuente[10] .
Componente Descripción Tecnologı́a
Core Componente principal de NLP in-
cluye los siguientes anotadores:
Anotador del detector de ora-
ciones predeterminado
Anotador para obtención de
tokens
Anotador de segmentos sen-
cillos.
OpenNLP sentence detector (GE-
NIA + Penn Treebank+ historias
clı́nicas anonimizadas)
POS Tagger Componente de etiquetado grama-
tical.
OpenNLP POS Tagger (GENIA +
Penn Treebank + historias clı́nicas
anonimizadas)
Continúa en la siguiente página
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Tabla 2-1 – viene de pagina anterior
Componente Descripción Tecnologı́a
LVG5 Componente para la generación de
formas canónicas para las palabras
(normalización) usando como base
SPECIALIST lexicon6.
Base de datos hsqldb con los regis-
tros de léxico biomédico.
Chunker Componente que separa una ora-
ción en varias partes y las anota en





Componente identifica términos en
el texto y los normaliza a códi-
gos en una ontologı́a: UMLS CUI,
Snomed-CT, RxNorm, etc.
Clases de Java para implementar el
objeto DictionaryDescriptor
En el conjunto de aplicativos disponibles de ejemplo se encuentra el cTAKES GUI7, aplicación
web que proporciona un ambiente visual para el procesamiento de un texto clı́nico que retorna el
conjunto de entidades identificadas en un formato tabular.
Figura 2-4: Cliente Web cTAKES GUI. Elaboración propia.
5Lexical Variant Generation: Generación de variantes léxicas
6SPECIALIST lexicon es un léxico sintáctico compilado en inglés biomédico y general para ser usado con herramien-
tas de procesamiento de lenguaje natural.
7https://cwiki.apache.org/confluence/display/CTAKES/cTAKES+4.0+-+GUI
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variables relevantes.
El modelo propuesto para el procesamiento de historias clı́nicas electrónicas de pacientes con ar-
tritis reumatoide, con el fin de obtener información relevante a partir de los criterios definidos por
el experto, enfrenta diversos retos tecnológicos inherentes al procesamiento del lenguaje natural
para el idioma español y para el dominio biomédico.
A continuación se describen las actividades realizadas en cada una de las fases de construc-
ción del modelo, usando la metodologı́a MATTER.
3.1. Modelar
Para el problema propuesto se plantea la identificación de los siguientes términos médicos apli-
cando un proceso de extracción de información utilizando la técnica de reconocimiento de identi-
dades. Teniendo en cuenta el conjunto de variables relevantes identificadas en el capı́tulo anterior,
se establece que el modelo debe determinar:
Términos médicos asociados a artritis reumatoide,
Términos que identifiquen medicamentos y
Términos que identifiquen signos y sı́ntomas.
Con el objetivo de unificar los conceptos médicos, se usará UMLS como la fuente de referencia
para la normalización de los términos biomédicos. El proceso de creación del corpus anotado
se explicará en mayor detalle, sobre los términos y las etiquetas definidas para su obtención e
identificación.
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3.1.1. Flujo de trabajo para el procesamiento de las historias clı́nicas.
Figura 3-1: Flujo de trabajo para la extracción de entidades médicas en historias clı́nicas. Elabo-
ración propia.
Este workflow inicia con la lectura del documento con la información clı́nica, en este caso la his-
toria clı́nica, la cual se desagrega en sentencias de texto. Una vez se obtiene la sentencia, se
realiza el proceso de predicción del modelo, recibiendo como entrada el conjunto de palabras
que conforman la sentencia y obteniendo como resultado las palabras separadas en tokens y
la entidad identificada. Una vez obtenidos los resultados, es de gran ayuda su visualización, de
tal manera que se presente el texto claro de la historia clı́nica y el conjunto de etiquetas obtenidas.
3.1.2. Identificación de corpus lingüı́sticos para el idioma español y para el
dominio biomédico.
El procesamiento de lenguaje natural requiere de un corpus representativo que permita ser una
muestra del idioma, y, en este caso, del dominio biomédico. Para este trabajo se obtuvieron y
revisaron los siguientes corpus de disponibilidad pública y para el idioma español:
Tabla 3-1: Corpus en español de dominio general y biomédico de disponibilidad pública. Elabora-
ción propia.
Corpus Descripción Indicadores
Core Componente principal NLP incluye
los siguientes anotadores:
Anotador del detector de ora-
ciones predeterminado
Anotador para obtención de
tokens
Anotador de segmentos sen-
cillos.
OpenNLP sentence detector (GE-
NIA + Penn Treebank+ historias
clı́nicas anonimizadas)
Continúa en la siguiente página
3.1 Modelar 29




El Wikicorpus es un corpus tri-
lingüe basado en textos de Wiki-
pedia(2006) y se ha enriquecido
automáticamente con información
lingüı́stica. Está disponible bajo li-
cenciamiento GNU
120 millones de palabras
611 millones de lı́neas




Corpus no anotado de la lengua es-
pañola de casi 1.500 millones de
palabras, compilado a partir de di-
ferentes corpus y recursos de la






Compilado por el Institute of For-
mal and Applied Linguistics, es una
colección de corpus paralelos en-
samblados durante el curso de los
proyectos KConnect, Khresmoi y
HimL . Contiene textos del domi-
nio biomédico en inglés y español
para ser aplicado a tareas de tra-
ducción automática. Licenciado pa-
ra uso académico (requiere registro
)
9 millones palabras del domi-
nio biomédico + 874 millones
de palabras del corpus sin do-
minio.
Además de los corpus existentes, este proyecto cuenta con un corpus adicional que corresponde
al conjunto de historias clı́nicas de pacientes con el diagnóstico de artritis reumatoide. El corpus
está constituido por 2788 documentos en formato pdf con la información clı́nica de pacientes.
La estructura de los documentos es común a la totalidad del corpus y se puede describir de la
siguiente manera:
Encabezado: Incluye fecha de atención, datos del paciente, empresa de prestación de ser-
vicio de salud y servicio médico.
Datos de control: Incluye información médica del paciente, tratamiento previo de la enfer-
medad, paraclı́nicos y evaluación clı́nica.
Antecedentes: Criterios personales, patológicos, alérgicos, genéticos y otros que deban ser
tenidos en cuenta.
30 3 Construcción del modelo de extracción de variables relevantes.
Diagnóstico: Enfermedad registrada con código CIE10
Órdenes médicas e indicaciones: Definición del tratamiento y plan a seguir para el paciente.
En la Figura 3-2 se muestra gráficamente el comportamiento de las frecuencias de las palabras
del corpus de historias clı́nicas mediante la representación de una nube de palabras, en este caso
se han omitido las stopwords.
Figura 3-2: Nube de palabras basada en frecuencias correspondiente al corpus de historias clı́ni-
cas. Elaboración propia.
3.1.3. Representación vectorial del corpus
Una vez identificado y obtenido el corpus correspondiente, es necesario definir el tipo de repre-
sentación computacional a usar, de tal manera que pueda ser utilizado por los algoritmos o los
artefactos de software a implementar para el procesamiento de los documentos clı́nicos.
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De acuerdo al trabajo de Pennington[42], es posible utilizar Glove como modelo de represen-
tación de un corpus como un espacio vectorial y esta representación puede ser usada en dos
tipos de tareas:
Similitud entre palabras: Permite comparar dos palabras en el espacio vectorial, en este
caso, a través de la similitud entre dos vectores, de tal manera que se pueda indicar la
cercanı́a de acuerdo al valor obtenido, de tal manera que valores cercanos a 1 representarán
un mayor parecido entre las palabras.
Reconocimiento de entidades: Usando el conjunto de datos de CoNLL-2003 es posible re-
solver el problema de reconocimiento, entrenar un modelo CRF (Conditional Random Fields)
para la clasificación de las entidades definidas en el conjunto de datos. Este ejemplo sirve
de referencia para extender el proceso de reconocimiento de entidades para la identificación
de términos del dominio biomédico.
En el sitio Web del proyecto Glove1 es posible descargar un conjunto de modelos entrenados a
partir de diferentes corpus para el idioma inglés; para este caso particular es posible descargar
el código fuente de la implementación Glove, donde están disponen los diversos métodos para
la construcción del espacio vectorial, ası́: vocab count que permite la construcción de unigra-
mas, cooccur que calcula las estadı́sticas de co-ocurrencia de los términos, shuffle que genera
los archivos con los datos de co-ocurrencia y glove que entrena el modelo con los datos de co-
ocurrencia.
Para entrenar el modelo Glove, se toma el corpus de UFAL Medical Corpus, con una dimensión
inicial de 13 Gb de tamaño, con cada lı́nea definida con la siguiente estructura:
[texto en español, texto en inglés, corpus, tipo]
Se agrupan únicamente los textos en español, omitiendo el texto en inglés y los metadatos adicio-
nales. Esto permite obtener un corpus de dimensión de 4.8 Gb de tamaño con frases de dominio
general y del dominio biomédico. Una vez construido el modelo de representación, es posible
realizar la tarea de búsqueda de similitud de palabras. Por ejemplo, para la palabra Artritis, se
pueden obtener las diez palabras más cercanas ası́:





Continúa en la siguiente página
1https://nlp.stanford.edu/projects/glove/
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El resultado final de este proceso es la obtención del modelo entrenado, correspondiente a una
matriz que contiene los vectores de palabras. Se obtiene el diccionario del corpus con la tabla de
frecuencia correspondiente; en este caso se definió la frecuencia mı́nima de una palabra en el
corpus como cinco (5) para ser tomada en cuenta en el modelo. A continuación se representan
las palabras más frecuentes del corpus. En comparación con el corpus de la RAE, se evidencia
un comportamiento similar en la frecuencia de las palabras que confirma el cumplimiento de la
ley de Zipf.
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Figura 3-3: Nube de palabras basada en frecuencias correspondiente al corpus de historias clı́ni-
cas. Elaboración propia.
3.2. Anotación
El proceso de anotación del corpus será primordial en la definición de la solución del proble-
ma propuesto, ya que será labor de este proyecto la identificación de los términos del dominio
biomédico, y la identificación de los mismos para generar un corpus anotado que permita ser
utilizado para la fase de entrenamiento.
Para la creación del corpus anotado se utiliza como fuente de datos del dominio biomédico la
ontologı́a UMLS. A continuación se explica la manera de disponer de la base de términos de
UMLS y como se realiza la anotación de los términos.
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3.2.1. UMLS Metathesaurus
De acuerdo al manual UMLS, “Metathesaurus es una base de datos de vocabulario muy grande,
multiusos y multilingüe que contiene información sobre conceptos biomédicos y relacionados con
la salud, sus diversos nombres y las relaciones entre ellos. Diseñado para ser utilizado por desa-
rrolladores de sistemas, Metathesaurus se construye a partir de versiones electrónicas de varios
tesauros, clasificaciones, conjuntos de códigos y listas de términos controlados utilizados en la
atención al paciente, facturación de servicios de salud, estadı́sticas de salud pública, indexación
y catalogación de literatura biomédica o investigación básica, clı́nica y de servicios de salud”[39].
El Metathesaurus hace parte de un conjunto de herramientas construidas y publicadas por la
Biblioteca Nacional de Medicina de los Estados Unidos (NLM2) como PubMed, MedLINE Plus,
MeSH, etc; que apoyan la digitalización, normalización y publicación de la información del do-
minio biomédico. Para el uso del Metathesaurus y demás herramientas de UMLS fue necesario
solicitar la licencia de uso, en este caso, para uso únicamente académico, la cual se solicita di-
rectamente en el sitio web de UMLS.
3.2.2. Red Semántica de UMLS
El propósito de la Red Semántica es proporcionar una categorización consistente de todos los
conceptos representados en el MetamorphoSys UMLS y proporcionar un conjunto de relaciones
útiles entre estos conceptos. Toda la información sobre conceptos especı́ficos se encuentra en el
Metathesaurus[39]. La red semántica ha definido 134 categorı́as o tipos semánticos que permiten
identificar los conceptos; estos abarcan diferentes tipos: enfermedades, medicamentos, función
biológica, etc; los cuales se establecen en un conjunto de categorı́as jerárquicas .
2U.S National Library of Medicine https://www.nlm.nih.gov/
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Figura 3-4: Jerarquı́a semántica Función Biológica con algunas de sus categorı́as heredadas.
Fuente[40].
El listado de tipos semánticos incluye 134 tipos diferentes; estas categorı́as están definidas me-
diante el siguiente conjunto de datos: [sigla, código, nombre], de tal manera que la identificación
de la categorı́a [Enfermedad o sı́ndrome] corresponde a la sigla [dsyn] y al código [T047]. Esta
clasificación es de gran utilidad en este proyecto ya que brinda unas categorı́as candidatas que
pueden ser usadas en el proceso de anotación del corpus y sirven para la realización del etique-
tado de términos médicos en el modelo entrenado. A continuación se lista una parte del listado
de tipos semánticos de UMLS.
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Figura 3-5: Fracción de tipos semánticos definidos en la red semántica de UMLS para la catego-
rización de términos. Fuente[41].
3.2.3. MetamorphoSys de UMLS
MetamorphoSys es la implementación en Java para cliente de consulta en entorno local (archivo
de texto o base de datos relacional) de términos en el Metathesaurus de UMLS. La versión actual
corresponde a la revisión 2017AB3 de noviembre de 2017 y permite la instalación de diversas
fuentes de vocabulario adicionales a la existentes en el idioma inglés. Para este proyecto se han
3https://www.nlm.nih.gov/pubs/techbull/nd17/nd17 umls 2017ab release.html
3.2 Anotación 37
instalado los siguientes vocabularios, los cuales no están disponibles en la versión web y en el
API REST:
SNOMED Clinical Term. Spanish language edition.
MedDRA (Medical Dictionary for Regulatory Activities Terminology). Spanish edition.
MSHSPA (Medical Subject Heading). Spanish edition.
ICPC (International Classification of Primary Care). Spanish edition.
LOINC (Logical Observation Identifiers Names and Codes). Spanish edition.
El proceso de instalación del cliente MetamorphoSys y la creación de la base de datos sobre el
motor de base de datos MySQL está disponible en el manual[38], lo que permite realizar con-
sultas de términos usando el lenguaje SQL, particularmente, se consultan los términos médicos
sobre los diferentes vocabularios fuente.
Una ejemplo de una consulta en entorno local realizada directamente en la base de datos permite
identificar el CUI (Código de Identificación Único), el vocabulario, el tipo semántico y el nombre
de un término en una búsqueda efectuada sobre el Metathesaurus. Esta búsqueda se realiza
directamente sobre los datos almacenados, utilizando un motor de base de datos relacional que
contiene los vocabularios y las relaciones definidas en UMLS.
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Figura 3-6: Consulta de términos UMLS usando web services. Elaboración propia.
3.2.4. Anotación del corpus
El proceso de creación del corpus anotado está determinado por los siguientes pasos:
Obtención del fragmento del corpus médico: De las sentencias contenidas en el corpus
UFAL Medical Corpus en el idioma español se extraen las frases que corresponden al do-
minio biomédico. Este proceso de filtrado se realiza identificando en los metadatos el valor
medical corpus.
Generación de tokens: Una vez obtenido el corpus del dominio biomédico agrupado, se
realiza la generación de los tokens, usando la librerı́a NLTK.
Buscador del término médico en UMLS: Se realiza la búsqueda de los términos médicos
y se aplica al listado de tokens. Si el registro se encuentra en Metathesaurus, entonces lo
anota con la etiqueta encontrada asociada al tipo semántico que corresponde.
Generación de archivo con corpus anotado: Se finaliza el proceso de anotación salvando la
información del corpus anotado en un archivo de texto.
3.2 Anotación 39
El resultado final del proceso de anotación es el archivo que contiene el corpus anotado con la
tripleta definida por término, CUI, etiqueta. Con el fin de ilustrar, a continuación se muestra una
fracción del corpus.
Figura 3-7: Fragmento de corpus anotado con etiquetas de términos médicos. Elaboración propia
El listado de etiquetas generadas en este proyecto para la anotación del corpus para la identifi-
cación de términos médicos están conformadas por el conjunto de términos disponibles en la red
semántica de UMLS. Para este caso de estudio se han aplicado las 134 etiquetas disponibles en
la red semántica para los procesos de anotación del corpus. En la siguiente Tabla 3-3 se listan
las etiquetas más importantes para el dominio del problema.
Tabla 3-3: Listado parcial de categorı́as usadas para la anotación del corpus. Elaboración Propia.
Etiqueta Nombre
T047 Enfermedad o Sı́ndrome
T184 Signo o sı́ntoma
T121 Sustancia farmacológica
T023 Parte del cuerpo, órgano o componente
de órgano
T079 Concepto temporal
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3.3. Entrenamiento y Prueba
Para la creación del modelo de entrenamiento basado en el corpus anotado se ha tomado como
referencia el trabajo de Xuezhe para la implementación de una arquitectura de redes neuronales
en sistemas de etiquetado secuencial lingüı́stico. De acuerdo con este autor, es posible aplicar
esta arquitectura para la realización de tareas de etiquetamiento gramatical y reconocimiento
de entidades utilizando redes neuronales recurrentes (RNN), en este caso del tipo LSTM (Long
Short-Term Memory)[30], combinadas con un modelo CRF (Conditional Random Field).
Chiu identifica el uso de RNNs para procesos de etiquetado gramatical y reconocimiento de
entidades mediante la definición de una arquitectura basada en tres capas: el modelo de re-
presentación vectorial del corpus, una red LSTM bidireccional y una capa basada en CRFs para
la obtención de las etiquetas[6].
Una descripción gráfica de la arquitectura descrita para el reconocimiento de entidades se mues-
tra en la Figura 3-8. Una descripción gráfica de la arquitectura descrita para el reconocimiento de
entidades se muestra a continuación:
Figura 3-8: . Arquitectura de modelo LSTM+CRF para el reconocimiento de entidades.
Fuente[28].
De igual manera, esta arquitectura de red puede ser utilizada para el etiquetado gramatical (POS
tag), tomando como base una representación vectorial del corpus para el entrenamiento del mo-
delo, como se ve en la Figura 3-9:
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Figura 3-9: Arquitectura de modelo LSTM+CRF para el etiquetado gramatical (POS). Fuente[30]
En la definición de la arquitectura, el nivel identificado como Word embeddings4 corresponde a
la representación vectorial del corpus. En este caso, la representación obtenida a partir de Glove
sobre el corpus definido en la etapa de modelamiento.
El nivel identificado como LSTM corresponde a una red neuronal bidireccional LSTM (BLSTM).
La idea básica es presentar cada secuencia hacia adelante y hacia atrás a dos estados ocultos
separados para capturar información pasada y futura, respectivamente. Entonces los dos estados
ocultos son concatenados para formar el resultado final[30].
Finalmente, el nivel denotado como CRF permite la obtención del etiquetamiento obtenido a partir
del corpus anotado, en este caso, los tipos semánticos utilizados como etiquetas. Con los trabajos
desarrollados bajo esta arquitectura es posible acceder a diversos repositorios públicos disponi-
bles en la plataforma GitHub5, con código fuente desarrollado en lenguaje Python. Se utilizan
diversas librerı́as de modelos de aprendizaje de máquina, funciones matriciales y otras depen-
dencias necesarias para la implementación del modelo.
Para este proyecto se utilizó la implementación realizada por Genthial[20], implementada en el
lenguaje de programación Python con los siguientes requerimientos:
4Word embeddings: Término que agrupa las técnicas de representación de lenguaje mediante vectores.
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Tensorflow6 : Framework de código abierto para implementación de algoritmos de aprendi-
zaje de máquina. Inició como un proyecto de Google Brain y ahora está disponible como
un proyecto de software libre. Puede ejecutarse en diferentes lenguajes de programación
(Python, Java, C y Go) y diferentes arquitecturas computacionales (CPU y GPU).
Numpy7 : Librerı́a cientı́fica que permite disponer de varias funciones y objetos de tipo ma-
tricial y funciones de álgebra lineal, entre otras.
El código fuente está compuesto por tres clases principales:
build data.py: Construye el vocabulario a partir del corpus anotado
train.py: Realiza el entrenamiento del modelo
evaluate.py: Calcula las métricas de calidad (accuracy y F1)
Para la solución del problema propuesto en este proyecto se realizan los ajustes correspondientes
para cambiar el texto de entrenamiento, se reutiliza el esquema de etiquetado token, etiqueta con
el corpus anotado construido en pasos anteriores. Se realiza la construcción del vocabulario y el
entrenamiento del modelo y las pruebas a realizar para comprobar las predicciones con nuevos
datos.
El entorno de ejecución para el entrenamiento del modelo se ha realizado sobre la plataforma
Cloud de Google (GCP8), el cual proporciona instancias virtuales cuyo servicio se denomina
Compute Services. La instancia creada cuenta con una configuración personalizada (6 vCPUs,
26 GB de memoria), y el tiempo de entrenamiento del modelo fue de 70 horas aproximadamente.
3.4. Evaluar y Revisar
Una vez finalizado el entrenamiento del modelo se realizó la revisión del proceso de predicción
de las entidades médicas aplicando como datos de entrada información del dominio biomédico.
Para la revisión del comportamiento del modelo en el reconocimiento de las entidades médicas,
se enfocó sobre las siguientes categorı́as de importancia para el problema planteado:
Enfermedad o Sı́ndrome (T047)
Signo o sı́ntoma (T184)
Sustancia farmacológica (T121)
Parte del cuerpo, órgano o componente de órgano (T023)
6https://www.tensorflow.org/
7http://www.numpy.org/
8Google Cloud Platform https://cloud.google.com
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Concepto temporal (T079)
Para apoyar el proceso de evaluación del modelo dentro del dominio biomédico y debido a la no
existencia de un corpus de referencia que permita la validación de los resultados obtenidos, se
plantea para este proyecto la revisión de textos correspondientes al área de estudio de la se-
miologı́a médica y de guı́as médicas, de tal manera que se pueda realizar de manera positiva o
negativa el reconocimiento de los términos médicos.
De acuerdo a Duque, “La semiologı́a es la disciplina en la que se aglutinan los conocimientos
requeridos para hacer una práctica adecuada y sustentada; la participación necesaria de otras
disciplinas complementa una mirada amplia, una visión de conjunto integradora que amplı́a las
posibilidades de sistematizar la observación clı́nica de los pacientes en la práctica cotidiana”[46].
Cediel plantea el estudio de la medicina a partir de la semiologı́a como “el arte y la ciencia del
diagnóstico clı́nico”, de igual manera, describe el proceso médico que aplica a la tarea del registro
de la información médica contenida en la historia clı́nica[1]. A continuación listamos un conjunto
de ejemplos obtenidos del dominio biomédico y los resultados obtenidos por el modelo.
3.4.1. Reconocimiento de enfermedades
Para el reconocimiento de entidades de enfermedades se remitió a lo concerniente con artritis
reumatoide:
Ejemplo 1: Del libro de Cediel, página 801, del apartado de extremidades: procesos articula-
res tomamos la siguiente frase: “En la artritis reumatoide y el lupus eritematoso esta inflamación
se localiza en forma muy caracterı́stica en la articulación interfalángica proximal de los dedos de
la mano”
Se resaltan en negrilla los términos correspondientes a los términos de enfermedades identifi-
cados con el tipo semántico T047. Las etiquetas que pueden obtener pueden ser de 3 tipos:
B-T047: Beginning, etiqueta inicial de enfermedad .
I-T047: Inside, etiqueta incluida de enfermedad.
O: No es término médico.
El resultado obtenido es:
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Tabla 3-4: Resultado de etiquetado médico para reconocimiento de enfermedades. Elaboración
propia.
Palabra Tipo Semántico Etiqueta
En Intellectual Product B-T170
la O
artritis Disease or Syndrome B-T047
reumatoide Disease or Syndrome I-T047
y Intellectual Product B-T170
el O
lupus Disease or Syndrome B-T047
eritematoso Disease or Syndrome I-T047
esta O
inflamación Pathologic Function B-T046
se O
localiza O
en Intellectual Product B-T170
forma Qualitative Concept B-T080




en Intellectual Product B-T170
la O





de Spatial Concept B-T082
los O
dedos Body Part, Organ, or Organ Component B-T023
de Spatial Concept B-T082
la O
mano Body Part, Organ, or Organ Component B-T023
Los resultados obtenidos se muestran de la forma
[palabra]: [tipo semántico] :[etiqueta]
Para este caso [artritis] [B-T047] [reumatoide] [I-T047] corresponden a un bigrama que identifica
la enfermedad de artritis reumatoide . El bigrama [lupus] [B-T047] [eritematoso] [I-T047] identifica
la enfermedad de lupus eritematoso .
Se observa en el conjunto de resultados otros tipos semánticos encontrados, por ejemplo los uni-
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gramas [dedos][B-703] y [mano][B-703] corresponde al tipo semántico “Parte del cuerpo, órgano
o componente de órgano” para dedo y mano.
3.4.2. Reconocimiento de signos o sı́ntomas
Para el reconocimiento de entidades de signos o sı́ntomas se remitió a la definición de la enciclo-
pedia de MedlinePlus del la enfermedad en estudio, donde es posible obtener información acerca
de los signos que evidencia la presentación de la artritis reumatoide.
Ejemplo 2: Del Medline se tomó la siguiente frase: “La artritis reumatoide es una forma de ar-
tritis que causa dolor, inflamación, rigidez y pérdida de la función de las articulaciones. Puede
afectar cualquier articulación, pero es común en las muñecas y los dedos.”
Se resaltan en negrilla los términos correspondientes a los términos de signos o sı́ntomas identi-
ficados con el tipo semántico T184. Las etiquetas que pueden obtener pueden ser de tres tipos:
B-T184: Beginning, etiqueta inicial de signo o sı́ntoma.
I-T184: Inside, etiqueta incluida de signo o sı́ntoma.
O: No es término médico
El resultado obtenido es:
Tabla 3-5: Resultado de etiquetado médico para reconocimiento de signos. Elaboración propia.
Palabra Tipo Semántico Etiqueta
Palabra Tipo Semántico Etiqueta
La O
artritis Disease or Syndrome B-T047
reumatoide Disease or Syndrome I-T047
es O
una O
forma Qualitative Concept B-T080
de O
artritis Disease or Syndrome B-T047
que O
causa Functional Concept I-T169
dolor Sign or Symptom B-T184
inflamación Pathologic Function B-T046
rigidez Sign or Symptom B-T184
Continúa en la siguiente página
46 3 Construcción del modelo de extracción de variables relevantes.
Tabla 3-5 – viene de pagina anterior
Palabra Tipo Semántico Etiqueta
y Intellectual Product B-T170
pérdida Mental Process B-T041
de Spatial Concept B-T082
la O
función Functional Concept B-T169
de Spatial Concept B-T082
las O
articulaciones Body System B-T022




articulación Body Space or Junction B-T030
Para este caso los unigramas [dolor] [B-T184] y [rigidez] [B-T184] corresponden a los signos o
sı́ntomas asociados a la enfermedad. En el caso del unigrama [inflamación][B-T046] corresponde
al tipo semántico “función patológica ”.
Vemos en este ejemplo vemos un error de ambigüedad que se presenta con el unigrama [pérdida]
[B-T041] el cual se asocia al tipo semántico “Proceso mental” pero que en este caso corresponde
a la pérdida funcional en la articulaciones. Este ejemplo muestra que es necesario mejorar el
proceso de predicción para resolver los problemas vinculados a la desambigüedad de términos,
posiblemente agregando un componente al modelo para la resolución de ambigüedades .
3.4.3. Reconocimiento de sustancias farmacológicas.
Para el reconocimiento de las sustancias farmacológicas se consultó la guı́a de práctica clı́nica
GPC para artritis reumatoide, donde se puede obtener información acerca del manejo farma-
cológico que se realiza para el tratamiento de la artritis reumatoide.
Ejemplo 3: De GPC se toma siguiente frase: ”Se sugiere 15 mg semanal como dosis inicial de
Metotrexato oral para el tratamiento de los pacientes con Artritis Reumatoide”[16]
Se resaltan en negrilla los términos correspondientes a sustancias farmacológicas identificadas
con el tipo semántico T121. Las etiquetas que pueden obtener pueden ser de 3 tipos:
B-T121: Beginning, etiqueta inicial de sustancia farmacológicas.
I-T121: Inside, etiqueta incluida de sustancia farmacológicas.
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O: No es término médico.
El resultado obtenido es:
Tabla 3-6: Resultado de etiquetado médico para reconocimiento de medicamentos. Elaboración
propia.
Palabra Tipo Semántico Etiqueta




mg Quantitative Concept B-T081
semanal Temporal Concept B-T079
como Functional Concept B-T169
dosis O
inicial Temporal Concept B-T079
de Spatial Concept B-T082
Metotrexato Pharmacologic Substance B-T121
oral Spatial Concept B-T082
para Qualitative Concept B-T080
el O
tratamiento Therapeutic or Preventive Procedure B-T061
de Spatial Concept B-T082
los O
pacientes Patient or Disabled Group B-T101
con Functional Concept B-T169
Artritis Disease or Syndrome B-T047
Reumatoide Disease or Syndrome I-T047
Para este caso, el unigrama [Metotrexato] [B-T121] fármaco indicado para el tratamiento de la
enfermedad.
Además, en este ejemplo se encuentran varios tipos semánticos que tienen incidencia en el
manejo farmacológico de la enfermedad, por ejemplo, se presentacon los unigramas [semanal]
[B-T079] y [inicial] [B-T079] el cual se asocia al tipo semántico “Concepto temporal” y que asocian
relaciones de tiempo a la información del fármaco.
3.4.4. Reconocimiento de entidades sobre las historias clı́nicas
Para la evaluación de reconocimiento de términos con errores ortográficos, se observa el compor-
tamiento del modelo entrenado tomando sentencias cuya fuente son historias clı́nicas de pacien-
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tes, las cuales presentan algunos errores de digitacion, y que sirven para comprobar el modelo.
Ejemplo 4: “HOMBRE CON DIAGNOSTICOS: -ARTRITIS REUMATOIDEA ESTABLECIDA DES-
DE 2000 CON DOS FACTORES DE MAL PRONOSTICO (FR 119 - CCP 263) -SINDROME DE
KAPLAN (SILICOSIS Y ARTRITIS RTEUMATOIDE)”
El resultado obtenido es:
Tabla 3-7: Resultado de etiquetado médico para reconocimiento en una historia clı́nica . Elabora-
ción propia.
Palabra Tipo Semántico Etiqueta
hombre Human B-T016
con Functional Concept B-T169
diagnosticos O
artritis Disease or Syndrome B-T047




con Functional Concept B-T169
dos Quantitative Concept B-T081
factores O
de Spatial Concept B-T082
mal Qualitative Concept B-T080









sindrome Disease or Syndrome B-T047
de Spatial Concept B-T082
kaplan O
( O
silicosis Disease or Syndrome B-T047
y Intellectual Product B-T170
artritis Disease or Syndrome B-T047
Continúa en la siguiente página
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Tabla 3-7 – viene de pagina anterior
Palabra Tipo Semántico Etiqueta
rteumatoide Disease or Syndrome I-T047
) O
En este escenario es posible identificar resultados en las predicciones:
Identificación de términos: El sistema reconoce los siguientes términos de manera correcta
[silicosis][B-T047] como “Sı́ndrome o enfermedad”
Manejo de errores ortográficos: Para el bigrama [artritis] [rteumatoide] el etiquetado obtenido
es “Sı́ndrome o enfermedad” que corresponde al término médico [artritis reumatoide]. De
igual manera para el unigrama [pronostico][T058] como un término de actividad en salud
que corresponde al término médico pronóstico.
Términos no identificados: Algunas palabras no son reconocidos de manera correcta, por
ejemplo los unigramas diagnosticos no logran ser identificada de manera correcta.
Siglas: Para este caso los unigramas [fr] [cpp] no logran ser identificados de manera correc-
ta.
Valores numéricos: Para este caso los unigramas [119] [263] no logran ser identificados de
manera correcta como términos que representan unidades cuantitativas.
3.4.5. Reconocimiento de términos médicos en el corpus de historias clı́nicas.
Una vez evaluado el modelo de predicción sobre los tipos semánticos definidos anteriormente
(Enfermedad, signo, medicamento, temporalidad) se realizó la validación del modelo predictivo
sobre un subconjunto del corpus de historias clı́nicas. Para este caso se tomaron 277 historias
clı́nicas y se ejecutó el proceso de extracción de información obteniendo los siguientes resultados:
Total de tokens obtenidos: 295.043
Total de términos médicos obtenidos: 84.471
Porcentaje de términos identificados % 28.63
Para la categorı́a semántica T047 - Enfermedad o Sı́ndrome, los diez términos por unigrama
más frecuentes fueron:
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Para la categorı́a semántica T184 - Signo o Sı́ntoma, los diez términos por unigrama más fre-
cuentes fueron:












Para la categorı́a semántica T121 - Sustancia farmacológica, los diez términos por unigrama
más frecuentes fueron:
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3.4.6. Reconocimiento de variables relevantes.
Finalmente, para abordar el problema planteado en este proyecto para la identificación de las
variables relevantes en la historia clı́nica, se plantea establecer las variables por categorı́as de
acuerdo al tipo de información que se desea extraer y la posible estrategia de extracción de infor-
mación a partir del modelo actual de reconocimiento de términos médicos, la cual se describe en
la siguiente tabla:
Tabla 3-11: Reconocimiento de entidades y variables relevantes. Elaboración propia.
Variable Tipo Estrategia de extracción
Temporales Fecha de inicio de inicio de sı́nto-
mas, de visita al reumatólogo, de
inicio de tratamiento, inicio de me-
dicamento, etc.
Para este caso, es posible reco-
nocer entidades de tipo “temporal”,
pero no reconoce fechas dentro de
sentencias e intervalos de tiempo.
Causales Causa de suspensión del medica-
mento.
Para este caso, es posible recono-
cer entidades de tipo “sustancia far-
macológica”, pero no las causas de
suspensión.
Antecedentes Hipertensión, Diabetes, etc. Para este caso, es posible recono-
cer entidades de tipo “Enfermedad
o sı́ndrome” pero no si está presen-
te o negada.
Datos personales Nombre, Apellido, Etnia, etc. Es posible entrenar el modelo con
un corpus anotado con reconoci-
miento de nombres y locaciones.
Es importante mostrar la necesidad de extender este trabajo a la aplicación de otras técnicas
de procesamiento de lenguaje natural para completar la tarea de extracción de información. Se
contempla este modelo como lı́nea base para el reconocimiento de los términos médicos y será
necesario complementar el modelo propuesto con otros componentes adicionales como el etique-
tado gramatical, el reconocimiento de expresiones negadas y el reconocimiento de fechas, entre
otros.
4 Construcción de prototipo para la extracción
de términos médicos
4.0.1. Arquitectura orientada a servicio
La construcción del prototipo se ha basado en una arquitectura SOA o arquitectura basada en
servicios, de tal manera que se pueda disponer de un conjunto de operaciones y servicios acce-
sibles desde un interfaz de programa (API). El conjunto de servicios definidos para este prototipo
son:
A nivel de herramientas tecnológicas se ha utilizado las siguiente librerı́as disponibles en el len-
guaje de programación Python para la creación de la API:
Flask : Framework para la creación de API y microservicios y su despliegue utilizando un
servidor web que permite el consumo de los servicios, utiliza lenguaje de programación
Python.
Flask-restplus : Extensión de Flask que permite la creación y despliegue de API usando el
protocolo REST.
Swagger : Framework para el diseño y documentación de APIs.
A continuación se presenta una captura de la documentación web de la API demo para acceder
a los métodos descritos anteriormente.
Figura 4-1: Cliente de la API con los web services implementados . Elaboración propia
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4.1. Cliente web para la extracción de términos médicos
La implementación del prototipo está definida como un cliente web que permite a los usuarios fi-
nales de la aplicación mediante un navegador realizar el proceso de etiquetado de un documento
se pueda realizar una manera sencilla.
La arquitectura establecida para este prototipo es un modelo de tres capas, ası́:
Figura 4-2: Arquitectura de tres capas prototipo. Elaboración Propia.
La página principal y de tipo informativo da una presentación inicial del prototipo, con un menú
superior para acceder a la aplicación de etiquetamiento y recursos de información adicionales.
Una vez se selecciona la opción “Etiquetar” se presenta el formulario para ingresar el texto del
dominio biomédico (historia clı́nica, documento médico, etc) en donde se dispone de un campo
de texto en donde es posible ingresar el texto claro del dominio biomédico. En este prototipo no
se contempla inicialmente la carga de masiva de archivos, pero se ve necesario contar con esa
función en el caso de que la aplicación se presente en un ambiente productivo. Una vez ingresa-
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do el texto, se actualiza la pantalla de resultados, presentando el texto ingresado y las etiquetas
obtenidas en el proceso de predicción por parte del modelo entrenado.
Una vez obtenida la etiqueta es posible acceder a información adicional disponible en otras fuen-
tes de datos que hacen parte de UMLS y que son accesibles desde la API de servicios dispuesta
por la ontologı́a para la realización de consultas.
A continuación se presentan unas capturas de pantalla correspondientes al cliente web imple-
mentando.
Figura 4-3: Prototipo: Página de inicio. Elaboración Propia.
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Figura 4-4: Prototipo: Página con formulario para etiquetado de texto. Elaboración Propia.
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Figura 4-5: Prototipo: Página con texto médico etiquetado. Elaboración Propia.
4.1.1. Modelo de clases componente API.
El modelo de clases definido para este proyecto está conformado por el conjunto de clases im-
plementadas para la construcción de la API de servicios y del sitio web para el etiquetado de los
textos clı́nicos. Para exponer los tres servicios definidos en la arquitectura se establece el siguien-
te modelo:
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Figura 4-6: Prototipo:Diagrama de clases para la especificación de la API. Elaboración propia
Se anexan en el modelo las clases dependientes de la librerı́a Flask y demás clases necesarias
para exponer los servicios web.
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4.1.2. Modelo de persistencia
Este proyecto no almacena información del negocio, pero se ha definido el uso de un motor de
base de datos relacional para almacenar la información de UMLS, disponible en el cliente Meta-
morphoSys, el cual incluye los archivos de inicialización y persistencia de la información en un
modelo de base de datos. En este caso se utiliza el motor de base de datos MYSQL.
A continuación se lista el modelo de persistencia proporcionado por UMLS:
Figura 4-7: Modelo de la capa de persistencia UMLS. Fuente[38].
4.1.3. Modelo de despliegue
El modelo de despliegue describe la infraestructura definida para la implementación del prototipo,
especificando el servidor, servicios, repositorios de bases de datos y demás elementos tecnológi-
cos que soportan el funcionamiento del software construido, en este caso del prototipo para el
etiquetamiento de texto clı́nicos.
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Figura 4-8: Modelo de despliegue prototipo de etiquetado. Elaboración Propia.
Se destaca en este prototipo su despliegue sobre una arquitectura Cloud, en este caso usando la
infraestructura de Google Cloud Platform la cuál proporciona un entorno de ejecución de máqui-
nas virtuales denominado Compute Engine , el cual permite crear, editar. modificar y eliminar
instancias de máquinas virtuales.
Dentro de los componentes tecnológicos utilizados para la implementación del prototipo se en-
cuentra:
Motor de base de datos MySQL: Contiene la base de datos con los datos de la Metamorp-
hoSys, incluye los términos en codificación CUI y los tipos semánticos utilizados para el
proceso de etiquetado.
Python runtime environment: Dentro del entorno de ejecución se encuentran los siguientes
componentes:
• Modelo de predicción de etiquetado “MedicalTagger” y las dependencias de librerias
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en este caso de Tensorflow.
• API de servicios: Contiene los tres servicios web definidos anteriormente para exponer
los servicios de etiquetamiento, consulta de términos y similaridad de palabras. Las
dependencias en este caso corresponde a las librerı́as de Flask Flask-rest y Swagger.
El cliente Swagger está disponible para acceder en ambiente local mediante la URL
http://localhost:5000/
Java runtime environment: Dentro del entorno de ejecución de Java se encuentra:
Cliente “MedicalTaggerWeb”: Aplicación Web soportada bajo tecnologı́a JSF+EJB que per-
mite consumir los servicios web disponibles es la API. Esta aplicación corresponde a la
interfaz visual del prototipo que puede utilizar el usuario para probar el proceso de etique-
tado de términos médicos en texto no estructurado. El cliente Web está disponible para
acceder en ambiente local mediante la URL http://localhost:8080/BTME/
5 Conclusiones y recomendaciones
5.1. Conclusiones
Para el caso de estudio se realizaron diversas tareas para comprender el procesamiento de len-
guaje en el dominio biomédico, inicialmente se tomó como referencia a cTAKES como posible
modelo de implementación, pero se descartó debido a la alta dependencia con modelos entrena-
dos en el idioma inglés.
Se realizó una búsqueda de posibles corpus de trabajo para el idioma español y del dominio
biomédico, se observó la falta de recursos disponibles para nuestra lengua y especı́ficamente
para el dominio de estudio. Se generó el modelo de representación vectorial sobre un corpus
médico de acceso público y se comprobó su uso aplicando búsquedas de similitud de palabras.
Se generó una propuesta de corpus anotado basado en el uso de los tipos semánticos de UMLS,
lo que permitió poder contar con una estrategia para la extracción de información de términos
médicos, el esfuerzo en la anotación del corpus fue orientada a la comprobación del funciona-
miento del modelo, pero se requerirá un mayor esfuerzo, en futuros trabajos, para el proceso de
curado que permita la obtención de predicciones más precisas.
Se implementó un modelo de predicción basado en el trabajo de reconocimiento de entidades
usando redes neuronales recurrentes y se construyó un prototipo en ambiente Web para el uso
y prueba del etiquetador de términos médicos. Se mostró el uso de la herramienta para el proce-
samiento de diversos textos clı́nicos e historias clı́nicas. Se evidenció el corrector funcionamiento
para algunos casos de predicción, pero se encontró problemas aplicados a la resolución de am-
bigüedades, manejo de temporalidad, reconocimiento de siglas, entre otros.
Finalmente, con relación al objeto de estudio que fueron las variables relevantes, se encontró
la necesidad de extender este trabajo en nuevos proyectos y ampliar a otras estrategias de pro-
cesamiento de información que complementen esta lı́nea base que permitan la extracción de
información de una manera más precisa en las historias clı́nicas .
5.2. Trabajo futuro
Las perspectivas que brinda este trabajo para el procesamiento de información en el dominio
biomédico son interesantes, ya que dan un marco de trabajo o una lı́nea base para la extracción
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de términos médicos. Con relación a la extracción de las variables relevantes será necesario de-
finir modelos adicionales para la extracción de información de tipo temporal, como el cálculo de
fechas de inicio de tratamientos farmacológicos, la identificación de la fecha de atención del pa-
ciente y otros datos del mismo tipo, para lo cual será necesario definir un modelo complementario
que se integre al flujo de procesamiento computacional desarrollado.
De igual manera, será necesario definir e implementar un modelo para resolver ambigüedades
de términos médicos dentro del discurso, para la identificación de negación en el contexto del dis-
curso y extender el entrenamiento a corpus anotados para identificar términos especı́ficos como
los antecedentes médicos y los datos de identificación.
Finalmente, será necesario validar otros modelos de aprendizaje de máquina para poder com-
parar desempeños en los proceso de estimación de extracción de información que permitan una
mayor certeza en el procesamiento de textos no estructurados en el dominio biomédico.
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