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Abstract
We de/ne the notion of a hypercube structure on a functor between two commutative Picard
categories which generalizes the notion of a cube structure on a Gm-torsor over an abelian
scheme. We prove that the determinant functor of a relative scheme X=S of relative dimension n
is canonically endowed with a (n+2)-cube structure. We use this result to de/ne the intersection
bundle IX=S(L1; : : : ; Ln+1) of n+ 1 line bundles on X=S and to construct an additive structure on
the functor IX=S : PIC(X=S)n+1 → PIC(S). Then, we construct the resultant of n + 1 sections
of n + 1 line bundles on X , and the discriminant of a section of a line bundle on X . Finally
we study the relationship between the cube structures on the determinant functor and on the
discriminant functor, and we use it to prove a polarization formula for the discriminant functor.
c© 2004 Elsevier B.V. All rights reserved.
MSC: 14C17; 14F05; 18D10
0. Introduction
0.1. In order to interpret the selfduality of the jacobian of a smooth curve, Deligne
[3] attached functorially to each pair of line bundles L1, L2 on a smooth relative
curve X=S a line bundle 〈L1; L2〉 on S, depending additively on each variable. More
generally he posed in [4] the problem of associating to each relative scheme  : X →
S of relative dimension n a relative intersection functor. The latter being a functor
IX=S : PIC(X )n+1 → PIC(S) satisfying the following properties: (1) IX=S(L1; : : : ; Ln+1)
depends multi-additively on the Li. (2) The construction of I(X=S) is compatible with
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base change. (3) IX=S(L1; : : : ; Ln+1) represents the integral of c1(L1) ∩ · · · ∩ c1(Ln+1)
along the /bers of . The methods of [3] are used by Elkik [6] to construct IX=S for a
Cohen–Macaulay scheme of arbitrary dimension; the construction [6] has been extented
by Munoz-Garcia [17] to any scheme of /nite Tor-dimension.
0.2. Another approach, also conjectured by Deligne, is to construct IX=S(L1; : : : ; Ln+1)
as the n+ 1 symmetric diCerence of the functor det R∗.
IX=S(L1; : : : ; Ln+1) =
⊗
I⊂{1;:::; n+1}
(
det R∗
⊗
i∈I
Li
)(−1)n+1−#I
: (1)
Here IX=S is de/ned a priori, and the problem is to endow it with some multi-additivity
data. When X=S is a relative curve, Moret-Bailly [14] constructed IX=S as the second
symmetric diCerence of det R∗, and he proved that IX=S is bi-additive, by using the
fact that the PoincarGe bundle on Pic0(X=S)× Pic0(X=S)∨ is canonically endowed with
a structure of biextension. In this paper we work with a scheme X=S of arbitrary
dimension, and we de/ne IX=S by the formula (1). To de/ne the multi-additive structure
on IX=S , we introduce the notion of a hypercube structure on a functor  between two
Picard categories and we apply this theory to the functor =det R∗ from the category
PIC(X ) of line bundles on X to the category PIC∗(S) of graded line bundles on S.
0.3. In order to motivate our de/nition of a hypercube structure, let us brieHy recall
some classical facts. Let G be a commutative algebraic group and let L be a Gm-torsor
on G, the theorem of the cube [16, p. 58] says that the following Gm-torsor over G3
is trivial
(L) = m∗L⊗ (m∗12L)−1 ⊗ (m∗23L)−1 ⊗ (m∗31L)−1 ⊗ p∗1L⊗ p∗2L⊗ p∗3L; (2)
where m;mij; pi are the maps G × G × G → G de/ned by m(x1; x2; x3) = xi + xj +
xk ; mij(x1; x2; x3) = xi + xj and pi(x1; x2; x3) = xi. Now consider the Gm-torsor
(L) = m∗L⊗ (p∗1L)−1 ⊗ (p∗2L)−1
over G × G. The choice of a trivialization t of (L) de/nes two partial laws:
1 :x;z ⊗ y;z → x+y;z ; 2 :x;y ⊗ x;z → x;y+z
over (L) (here, we denote by x;y the restriction of (L) to a point (x; y)∈G×G).
When G is an abelian variety, the absence of nonconstant holomorphic functions over
G implies that ((L); 1; 2) is a symmetric biextension of G × G by Gm. The above
notions have been systematically studied by Breen in [1], by introducing the notion of
a cube structure on a Gm-torsor L over a commutative group G: this is the datum of
a trivialization t of (L) such that ((L); 1; 2) is a symmetric biextension of G ×G
by Gm.
0.4. We introduce in Section 1 the notion of a hypercube structure on a functor 
between two commutative Picard categories C and D. We use here the combinatorial
notions of a decorated cube in a strictly commutative Picard category together with
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the gluing of two cubes along a face. Then we show that the datum of a p+ 1-cube
structure on  canonically endows the pth symmetric diCerence = p() : Cp → D
with a structure of multi-additive p-functor. Since we want to apply our constructions
to the determinant functor, we cannot suppose that D is strictly commutative; we
address the resulting sign problems by introducing in 1.3.2 a particular notion of the
alternating product of the vertices of a cube.
Our theory generalizes the notion of a cube structure for a line bundle L on an
abelian group G in the following sense: for each scheme S, consider the discrete
Picard category G(S) of S-valued points of G and the functor FS;L : G(S)→ PIC(S),
which associates to t : S → G the sheaf t∗L. De/ning a cube structure in Breen’s sense
is then equivalent to associating functorially to each scheme S a cube structure in our
sense on FS;L.
Sections 2 and 3 are rather technical: 2 establishes some properties of the sections of
a line bundle and 3 deals with the determinant bundle and de/nes some isomorphisms
which are useful to perform explicit computations. Section 4 proves our main result: if
X=S is an n-dimensional relative scheme, then the determinant functor  : PIC(X ) →
PIC∗(S) is canonically endowed with an n+2-cube structure. The proof is by induction
on n.
In Section 5, we de/ne the intersection functor IX=S to be the n + 1th symmetric
diCerence of , and we use our construction of the canonical n + 2-cube structure on
 to prove that IX=S satis/es the required properties.
In Section 6, we use the properties of the intersection bundle to de/ne the resultant
bundle of n + 1 suOciently positive line bundles on X , and the discriminant bundle
of a suOciently positive line bundle. Using the functoriality of these constructions we
de/ne two canonical sections which generalize the resultant of n + 1 polynomials on
Pn, and the discriminant of a polynomial. Finally we explicit the relationship between
the hypercube structures on the determinant functor and on the discriminant functor.
This induces a functional relation between the discriminant and the resultant sections,
which generalizes the classical “polarization formula” for the discriminant.
1. Cube structures in Picard categories
1.1. Commutative Picard categories
We recall here some notions on Picard categories (cf [4, Section 4.1.1]). Let (C;⊗)
be a commutative Picard category. For each L;M ∈Ob(C) we denote by  L;M the
commutativity isomorphism L⊗M → M ⊗ L. We know that C has an unity object O,
unique up to a unique isomorphism and that each L∈Ob(C) has an inverse, i.e. an
object L∨ with a contraction morphism cL : L⊗ L∨ → O.
We associate to C the commutative groups 0(C) of isomorphism classes of objects
of C and 1(C) = AutC(O). For each M ∈Ob(C), the translation functor X 	→ X ⊗M
provides a canonical identi/cation between 1(C) and Aut(M). Thus the automorphism
 L;L of L⊗L de/nes an element !(L) of 1(C) which depends only on the isomorphism
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class of L. ! is then a morphism of groups 0(C)→ 1(C), which satis/es !(L)2 = Id
for all L∈C. The category is said to be strictly commutative when !(L)= 1 for all L.
Let us recall [4, Section 4.1.1] that !(L) is the lack of commutativity of the diagram
(3)
Using the associativity morphisms of C, we can de/ne, for any /nite family (Li)i∈I
of objects of C and any total order ¡ over I , the ordered product
⊗
I;¡ Li (cf. [18,
I.2.2.2]). Next, using the commutativity isomorphisms of C, we get an inductive system
of isomorphisms
⊗
I;¡ Li
∼→⊗I;≺ Li, indexed by the pairs (¡;≺) of total orders over
I . We denote by
⊗
i∈I Li (cf. [18, I.2.4.1]) the inductive limit of the
⊗
I;¡ Li. For
any two /nite families (Li)i∈I , (Li)i∈J of objects of C, with I ∩ J = ∅, the structural
morphisms of C de/ne a canonical isomorphism
⊗
i∈I Li ⊗
⊗
i∈J Li 
⊗
i∈I
J Li.
1.2. Additivity data and multiadditive functors
Here, C and D are commutative Picard categories.
1.2.1. Denition. An additivity datum 1 over a functor G : C → D is a functorial
system of isomorphisms X;Y : G(X ) ⊗ G(Y ) → G(X ⊗ Y ) for all objects X , Y of
C.  is said to be associative (resp. commutative) if the diagram (4) (resp. (5)) is
commutative:
G(X )⊗(G(Y )⊗G(Z)) Id⊗−−−−−→ G(X )⊗G(Y ⊗ Z) −−−−−→ G(X⊗(Y ⊗ Z))
AssD

 AssC
(G(X )⊗G(Y ))⊗G(Z) ⊗Id−−−−−→ G((X ⊗ Y )⊗Z) −−−−−→ G((X ⊗ Y )⊗ Z)
(4)
G(X )⊗ G(Y ) −−−−−→ G(X ⊗ Y )
 G(X ); G(Y )
 G( X; Y )

G(Y )⊗ G(X ) −−−−−→ G(Y ⊗ X )
(5)
1 Here we consider the tensor product in C as an additive operation. With this choice, we obtain a de/nition
of a hypercube structure, which follows closely the usual de/nition of a cube structure on a Gm-torsor over
an algebraic group.
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1.2.2. Notations. Let (Ci)i∈I be a /nite family of commutative Picard categories. Let L′
and L′′ be two objects of
∏
i∈I Ci and i∈ I such that ∀j∈ I \{i}; L′j=L′′j ; the restricted
product L′
⊗
i L
′′ ∈∏i∈I Ci is the object L of ∏i∈I Ci de/ned by (L′⊗i L′′)j =L′j for
j = i and (L′⊗i L′′)i = L′i ⊗ L′′i .
Let F be a functor from
∏
i∈I Ci to a commutative Picard category D. For every
i∈ I and every object L of ∏i∈I\{i} Ci, consider the partial functor FiL : Ci → D; X 	→
F(L; X ), where (L; X ) is the object M of
∏
i∈I Ci such that Mj = Lj for j = i and
Mi = X .
1.2.3. Denition. (1) A partial additivity datum i over F is a system of additivity data
iL on all functors F
i
L, when L runs over
∏
i∈I\{i} Ci. In other words 
i is a collection of
isomorphisms F(M)⊗F(M ′)∼→F(M⊗i M ′), for all M;M ′ such that ∀j = i; Mj=M ′j ,
which are functorial relatively to Mi and M ′i .
(2) A symmetry datum on F is a system of isomorphisms )* : F(L)→ F(*∗L), for
each permutation * of I , satisfying ) ◦* = )* ◦ ) for all *;  ∈ S(I).
(3) F is said to be multi-additive if it is endowed with partial additivity data i
for each i∈ I , such that each iL is commutative and associative and such that for
all i; j∈ I , and all L;M; N ; P ∈∏i∈I Ci satisfying ∀k = i; j; Lk = Mk = Nk = Pk , the
following compatibility diagram is commutative
(4) A multi-additive functor F is said to be symmetric if it is endowed with sym-
metry data )* such that all diagrams of the form
F(L)⊗ F(L′) 
i
−−−−−→ F(L⊗i L′)

F(*∗L)⊗ F(*∗L′) 
*−1(i)
−−−−−→ F(*∗(L⊗i L′))
are commutative.
1.3. Hypercubes in a commutative Picard category
Let C be a commutative Picard category.
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1.3.1. Hypercubes
For every /nite set I , we call I -cube in C a family K =(KX )X∈P(I) of objects of C,
indexed by the set P(I) of all subsets of I , and we denote by I -CUB(C) the category
of all I -cubes. When #I = p, we say that K is a p-cube. An isomorphism between
two p-cubes K = (KX )X∈P(I) and L = (LY )Y∈P(J ) will be a pair / = (’; *), where
’ : I → J is bijective, and * is an isomorphism of I -cubes K  ’∗L. The category of
all p-cubes in C is denoted by p-CUB(C).
Let K be an I -cube; for any J0; J1 ⊂ I with J0 ∩ J1 = ∅ and #J1 = m, the m-face of
K associated to J0; J1 is the J1-cube FJ0 ; J1 (K) whose vertices are KJ0∪J for J ⊂ J1.
As a particular case, we set Backi(K) =F∅; I\{i}(K) (resp. Fronti(K) =F{i}; I\{i}(K))
and we call them the ith back face (resp. front face) of K .
Conversely, if I=J ∪{i} and if A and B are two J -cubes, the I -cube whose ith back
face and front face are respectively A and B will be denoted by A——
i
B, and similarly
the cube K such that Backj(K) = A——
i
B and Frontj(K) = C——
i
D is denoted
Finally, if K = A——
i
B and L = C——
i
D are two cubes such that the cubes B and
C are isomorphic, we denote by K ∗i L the cube A——
i
D and we say that K ∗i L is
obtained by gluing K and L along their common face B.
1.3.2. The alternating product of all vertices of a cube
Let I be a /nite set. We denote by O(I) the set of all strict total orders over I .
Following a suggestion of Deligne, we associate to any I -cube K another I -cube sK
as follows. For any X ∈P(I) and any (¡;≺)∈O(I)2, we set
NX;¡;≺ = #{{i; j} ⊂ I \ X | i¡ j and j ≺ i} (6)
and we de/ne an automorphism 5K;¡;≺ of KX by u 	→ !(KX )NX;¡;≺ u. Then the vertex
(sK)X of sK is by de/nition the inductive limit of the system of all 5X;¡;≺; (¡;≺)
∈O(I)2. In other words the choice of ¡∈O(I) de/nes an isomorphism KX  (sK)X ,
and when ¡ is replaced by another order ≺, this isomorphism is multiplied by
!(KX )NX;¡;≺ . Then we de/ne
6(K) =
⊗
X∈P(I)
(sK)7(X )X where 7(X ) = (−1)#(I\X ):
For any object L of C, an isomorphism 8 : 6(K)∼→L is thus a system of isomorphisms
8¡ :
⊗
X⊂I
K7(X )X → L
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indexed by all total orders over I , such that for every orders ¡;≺
8¡ = 8≺ ⊗
⊗
X⊂i
!(KX )NX;¡;≺ : (7)
1.4. Canonical isomorphisms
1.4.1. The functoriality isomorphisms
Let us associate to any morphism / = (*;  ) from an I -cube K to a J -cube L
an isomorphism 6(/) : 6(K) ∼→6(L). Choose an order ¡ over J , and consider the
associated isomorphism 8 : 6(L) ∼→⊗Y⊂J L7(Y )Y . Denote by *∗¡ the order on I in-
duced by ¡ and consider the associated isomorphism 9 : 6(K) ∼→⊗X⊂I K7(X )X . Let
) :
⊗
X⊂I K
7(X )
X
∼→⊗X⊂I L7(X )*(X )  ⊗Y⊂J L7(Y )Y be the isomorphism induced by  .
Then 8−1 ◦ ) ◦ 9 : 6(K) ∼→6(L) is clearly independent of the choice of ¡. We call it
6(/). By construction, we have 6(/′) ◦ 6(/) = 6(/′ ◦ /).
1.4.2. Remark. For any *∈ S(I), 1.4.1 provides an isomorphism 6(*) : 6(K) ∼→
6(*∗K). For further applications, let us compute 6(*) when * is the transposition
(i; j) and
In that case *∗K = K . Thus 6(*) is an element of Aut(6(K)) = 1(C). We have:
6(*) =
⊗
X⊂I\{i; j}
!(AX )⊗
⊗
X⊂I\{i; j}
!(BX ) = !(6(A))⊗ !(6(B)): (8)
1.4.3. Decomposition of a cube into two opposite faces
Let J be a /nite set and I = J ∪ {i} and let A; B∈ J -CUB(C) and K = A——
i
B.
Choose a total order ¡ over J ; let 8 : 6(B)⊗6(A)−1 ∼→⊗X⊂J B7(x)X ⊗⊗X⊂J A−7(x)X be
the associated isomorphism. Extend then ¡ into an order ¡I over I , by setting i¡I J ;
let 9 : 6(K)∼→⊗X⊂I K7(x)X be the associated isomorphism. When ¡ is replaced by
another order ≺ over J , the morphisms 8 and 9 are booth multiplied by the same factor⊗
X⊂I !(KX )
NX;¡;≺ . Thus 8−1 ◦ 9 does not depend on ¡. It de/nes thus a canonical
isomorphism
di : 6(A——
i
B)∼→6(B)⊗ 6(A)∨: (9)
1.4.4. The gluing isomorphisms
Let A − B and C − D be two p-cubes. To each isomorphism u : B ∼→C, we attach
canonically a gluing isomorphism
:u : 6(A− B)⊗ 6(C − D) ∼→6(A− D) (10)
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by composing the following isomorphisms:
6(A− B)⊗ 6(C − D) ∼→ (6(B)⊗ 6(A)∨)⊗ (6(D)⊗ 6(C)∨); isomorphism(9)
∼→6(D)⊗ 6(A)∨ ⊗ 6(B)⊗ 6(C)∨; commutativity
∼→6(D)⊗ 6(A)∨ ⊗ 6(C)⊗ 6(C)∨; 6(u)
∼→6(D)⊗ 6(A)∨; contraction
∼→6(A− D); isomorphism(9):
1.4.5. Decomposition of a cube into four subcubes of codimension 2
Let J be a /nite set and I = J ∪ {i; j}. Consider four J -cubes A; B; C; D and
(11)
Let us construct here an isomorphism
di;j : 6(K)
∼→6(D)⊗ 6(C)∨ ⊗ 6(B)∨ ⊗ 6(A): (12)
Choose an order ¡ over J ; it de/nes an isomorphism
8i; j;¡ : 6(D)⊗ 6(C)∨ ⊗ 6(B)∨ ⊗ 6(A)
∼→
(⊗
Y⊂J
(DY )7(Y )
)
⊗
(⊗
Y⊂J
(CY )7(Y )
)∨
⊗
(⊗
Y⊂J
(BY )7(Y )
)∨
⊗
(⊗
Y⊂J
(AY )7(Y )
)

⊗
X⊂I
(KX )7(X ):
Extend now ¡ to I by i¡I j¡I J ; then ¡I de/nes an isomorphism
9i; j;¡ : 6(K)
∼→
⊗
X⊂I
(KX )7(X ):
Similarly to 1.4.3, 8−1i; j;¡ ◦ 9i; j;¡ does not depend on the choice of ¡; we call it di;j.
1.4.6. Lemma. (a) The isomorphisms di;j and dj; i di9er by a factor
⊗
X⊂J !(AX ).
(b) di;j is equal to the composed morphism:
6(K)
di−−−→6(B− D)⊗6(A−C)∨ dj⊗dj−−−−−→ (6(D)⊗6(B)∨)⊗(6(C)⊗6(A)∨)∨
→ 6(D)⊗6(C)∨⊗6(B)∨⊗6(A):
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(c) The following diagram, whose horizontal arrows are contractions in C, is com-
mutative:
6(B− D)⊗6(A−C)∨⊗6(A−B)⊗6(A−C) −−−−−→ 6(A−B)⊗6(B−D)
di⊗Id

 :idB
6(K)⊗6(A−B)⊗6(A−C) 6(A−D)
dj⊗Id

 :idC
6(C−D)⊗6(A−B)∨⊗6(A−B)⊗6(A−C) −−−−→ 6(A−C)⊗6(C−D)
(13)
Proof. (a) Fix an order ¡ over J . Interchanging i and j in the construction 1.4.5
corresponds to replacing the order ¡I by the order ¡′I such that j¡
′
I i ¡
′
I I . Hence
8j; i;¡=8i; j;¡ and 9j; i;¡=(
⊗
X⊂J !(AX ))◦9i; j;¡. It follows that dj; i=(
⊗
X⊂J !(AX ))◦
di;j.
(b) Follows immediately from the de/nitions of di and di;j.
(c) Let us decompose each term of the form 6(X −Y ) in (13) as 6(Y )⊗6(X )∨, by
applying isomorphism (9). Using (b), we see that proving the commutativity of (13)
reduces to proving the commutativity of
(14)
where we have written for brevity 6(A) = a, 6(B) = b and so on. It follows from (a)
that the left hand arrow is equal to !(a)∈ 1(C). On the other hand, cc ◦ c(c⊗a∨) and
cb ◦ c(b⊗a∨) diCer by the way of performing the contraction a⊗ a∨ ⊗ a∨ → a∨. Thus
cb ◦ c(b⊗a∨) = !(a) ◦ (cc ◦ c(c⊗a∨)).
1.5. Decorated cubes
We suppose in this paragraph that C is strictly commutative. We will thus perform
contractions of terms X ⊗ X∨ in C, without to worry about signs. A p-cube K in
C is said to be decorated if each of its 2-faces F is endowed with an isomorphism
mF : O
∼→6(F), in such a way that for each 3-face C of K , and each pair i; j of indices,
the decoration of the 2-faces Fronti(C), Backi(C), Frontj(C), Backj(C) are compatible
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with the canonical isomorphism
6(Fronti(C))⊗ 6(Backi(C))∨  6(C)  6(Frontj(C))⊗ 6(Backj(C))∨:
A morphism between two decorated p-cubes (K;m) and (K ′; m′) is then a p-cube mor-
phism / :K → K ′, such that m′/(F) =/(mF), for every 2-face F of K . Let p-CUBd(C)
denote the category of all decorated p-cubes in C.
1.5.1. Examples of decorated cubes
(a) For K ∈ I -CUB(C) and L∈C, we denote by K ⊗L the cube such that (K ⊗L)X
=(KX⊗L), for all X ⊂ I . For each 2-face F of K , the contraction morphism L⊗L∨ → O
induces canonically an isomorphism 6(F ⊗ L)  6(F).
(b) Any square C of the form
is canonically decorated by 6(C)  (Y ⊗ L)⊗ Y∨ ⊗ (X ⊗ L)∨ ⊗ X  O.
(c) Remarks (a) and (b) show that for each decorated K , the cube K − K ⊗ L is
also canonically decorated.
(d) Let L0 ∈C and L= (Li)i∈I ∈CI . The I -cube K de/ned by KX = L0 ⊗
⊗
j∈X Lj
is denoted by KL0 (L). For example KL0 (L1; L2; L3) is the cube
Using the previous remarks, we see that KL0 (L) is canonically endowed with a deco-
ration. Conversely, every K ∈ I -CUBd(C) is isomorphic to some KL0 (L).
(e) Let (K ′; m′) and (K ′′; m′′) be decorated I -cubes and let u : Fronti(K ′)
∼→Backi(K ′′)
be an isomorphism compatible with m′ and m′′. We de/ne a decoration over each 2-face
F of K ′ ∗i K ′′ as follows:
• If F a 2-face of either K ′ or K ′′, F is already endowed with a decoration mF .
• If F is obtained by gluing a 2-face F ′ of K ′ with a 2-face F ′′ of K ′′, then mF is
the isomorphism :u ◦ (m′F′ ⊗ m′′F′′) : O→ 6(F ′)⊗ 6(F ′′)→ 6(F ′ ∗ F ′′).
It is easy to check that (K ′ ∗i K ′′; m) is a decorated cube.
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1.6. Hypercube structures
Let C, D be commutative Picard categories, C being strictly commutative. For p¿ 1
we denote by ip−1 : (p − 1)-CUBd(C) → p-CUBd(C) the functor A 	→ (A − A) and
by 1 : p-CUBd(C) → D the constant functor K 	→ O. For any functor  : C → D,
we denote by 6 the functor p-CUBd(C) → D which associates to a p-cube K the
alternating product of the vertices of the p-cube (K).
1.6.1. Denition. A p-cube structure over  : C → D is an isomorphism of functors
s : 1 ∼→6, which is compatible with the gluing morphisms (10) and with the canonical
trivialization of (6) ◦ ip−1.
In other words, a p-cube structure over  associates to each K ∈p-CUBd(C) an
isomorphism sK : O
∼→6K , in such a way that:
(C0) Functoriality: For all K; L∈p-CUBd(C) and all / : K ∼→L, 6(/) ◦ sK = sL.
(C1) Gluing: For all isomorphism of decorated cubes u : Fronti(K)
∼→Backi(L), the
following diagram is commutative
(C2) Normalization: If K = (A − A), sK is given by O  6(A) ⊗ 6(A)∨ 
6(K).
1.7. Cube structures on discrete Picard categories
For every commutative group (G;⊗), we denote by G the discrete category such
that Ob(G) = G. Then (G;⊗) is a strictly commutative Picard category. In this way,
we get elementary examples of cube structures:
1.7.1. Let G be an abelian variety over a /eld k, and let E be an invertible sheaf on G.
For every k-scheme S, E induces a functor: ES : G(S)→ PIC(S); (x : S → G) 	→ x∗E.
Saying that E satis/es the theorem of the cube [16, p. 91] is equivalent to saying that
there exist a system of cube structures on ES for all S=k, which is compatible with
base changes T → S.
1.7.2. Let G be a commutative group, and let C be a strictly commutative Picard cat-
egory. To every map u : 0(C)→ G, we associate a functor u : C→ G, and for every
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p¿ 0, we denote by p(u) : 0(C)p → G the pth symmetric diCerence of u:
p(u)(L1; : : : ; Lp) = (−1)pu(O) +
p∑
k=1
(−1)p−k
∑
16i1¡···¡ik6p
u(Li1 ⊗ · · · ⊗ Lik ):
The following assertions are then equivalent:
(a) u is endowed with a p-cube structure.
(b) p(u) = 0.
(c) The map p−1(u) : 0(C)p−1 → G is multi-additive.
For example, consider a projective n-dimensional scheme X and the Euler charac-
teristic map
@ : Pic(X ) = 0(PIC(X ))→ Z:
We know [6, IV.1.2] that the intersection number 〈L1; : : : ; Ln〉 of n line bundles on
X can be computed as the nth symmetric diCerence n(@)(L1; : : : ; Ln) and that 〈−〉 is
n-linear. It follows that @ is endowed with an n+ 1-cube structure.
1.8. Higher and lower cube structures
Let us consider a functor  : C → D, endowed with a p-cube structure S with
p¿ 3.
1.8.1. The higher cube structures induced by S
For any q¿p, S induces naturally a q-cube structure on . Let us construct here the
p+1-cube structure induced by S. Fix a set I of cardinal p+1. For any I -cube K and
any i∈ I , we denote by tK; i the trivialization of 6(K) deduced from the decomposition
isomorphism 6(K)  6(Fronti(K))⊗6(Backi(K))∨ and from the trivializations of
6(Fronti(K)) and 6(Backi(K)) coming from S.
1.8.2. Lemma. For all indices i; j, the trivializations tK; i and tK; j are equal.
Proof. Decompose K as in (11), and consider the diagram
whose arrows starting from O are products of some trivializations O ∼→6(X − Y ),
given by S. Lemma 1.4.6.c proves that the exterior square is commutative. The two
right-hand triangles are commutative, since S satis/es the gluing property (C1). The
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lower and upper triangles are clearly commutative. The left-hand triangle is thus com-
mutative. This implies tK; i = tK; j.
Let tK be the common value of all tK; i. Using the fact that S is a p-cube structure,
we see now that the system T of all tK de/nes an n+ 1-cube structure on .
1.8.3. The (p− 1)-cube structure induced by S over ! ◦ 
Let K ∈ (p−1)-CUBd(C). Writing K=(A−B), we can construct a decorated p-cube
Following Remark 1.4.2, the automorphism 8 of 6(K) induced by the transposition
* = (i; j) is equal to !(6(A)) ⊗ !(6(B)) = !(6(K)). Since 8(sK) = sK , we have
!(6(K)) = 1, or equivalently 6(! ◦ (K)) = 1. In other words, the functor ! ◦  : C→
1(D) is endowed with a (p− 1)-cube structure.
1.9. The multiadditive p-functor associated to a p+ 1-cube structure
Fix a set I of cardinal p and a functor  : C→ D. Consider the functor
 : CI → D; L 	→ 6(KO(L)):
Let us attach to any p+ 1-cube structure S over  a multi-additive structure on .
1.9.1. The symmetry data on 
Every permutation * of I induces by functoriality (1.4.1) of 6 an isomorphism
6(*) : 6(KO(L))
∼→6(*∗KO(L)). Since *∗KO(L))  KO(*∗L), 6(*) de/nes a symmetry
datum )* : (L)
∼→(*∗L).
1.9.2. The additivity data on 
Let us construct a system of isomorphisms
i(L; L′) : (L)⊗ (L′)∼→(L
⊗
i
L′);
for each i∈ I and each L; L′ ∈CI such that ∀j = i; Lj = L′j. We set J = I \ {i} and
I ′ = I ∪ {i′}, and we introduce the J -cubes A= KO((Lj)j∈J ), B= A⊗ Li, C = A⊗ L′i ,
and D=A⊗ (Li⊗L′i). Then (A−B)=KO(L), (A−C)=KO(L′), (A−D)=KO(L ∗i L′).
Consider the decorated I ′-cube
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Using the trivialization sK of 6K induced by S, we de/ne i(L; L′) to be
6(A− B)⊗ 6(A− C) sK−→6(K)⊗ 6(A− B)⊗ 6(A− C)
di; i′⊗di⊗di−−−−−→ (6(D)⊗ 6(C)∨︸ ︷︷ ︸⊗ 6(B)∨︸ ︷︷ ︸⊗6(A)︸ ︷︷ ︸)⊗ (6(B)︸ ︷︷ ︸⊗ 6(A)∨︸ ︷︷ ︸)
⊗(6(C)︸ ︷︷ ︸⊗ 6(A)∨) c→6(D)⊗ 6(A)∨ d−1i−−−→6(A− D);
where c is obtained by contracting the underlined terms.
1.9.3. Proposition. The p-functor  : CI → D, endowed with the additivity and
symmetry data i and )* is a symmetric multiadditive functor.
Proof. i is commutative: When the roles of L and L′ are inverted in 1.9.2, di; i′ is
replaced by di′ ; i=!(6(A))◦di; i′ . On the other hand c is replaced by !(6(A))◦c, since
we contract the other occurrence of (6(A))∨. Thus i(L; L′) = i(L′; L) ◦  (L);(L′).
i is associative: Let L; L′; L′′ be objects of CI such that ∀j = i; Lj = L′j = L′′j . Let
us prove
i(L
⊗
i
L′; L′′) ◦ (i(L; L′)⊗ Id) = i(L; L′
⊗
i
L′′) ◦ (Id⊗ i(L′; L′′)): (15)
Setting K = KO((Lk)k∈I\{i}), and L= Li, M = L′i , N = L
′′
i , we introduce the following
arrangement of three decorated (p+ 1)-cubes:
(16)
Then we set
F=6(K ⊗ LMN )⊗ 6(K ⊗ N )∨ ⊗ 6(K ⊗M)∨
⊗6(K ⊗ L)∨ ⊗ 6(K)⊗ 6(K)
and we de/ne a morphism a : 6(A ∗ B)⊗ 6(C)→F by composing(
6(A ∗ B)
⊗6(C)
)
∼→
(
(6(K ⊗ LMN )⊗6(K⊗N )∨⊗6(K⊗LM)∨⊗6(K))
⊗(6(K⊗LM)⊗6(K⊗M)∨⊗6(K⊗L)∨⊗6(K))
)
∼→F;
where the second arrow is obtained by contracting 6(K ⊗ LM). Similarly we get a
morphism b : 6(A)⊗6(C ∗B)→F. Proving (15) is then equivalent to proving that
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the image of sA∗iB ⊗ sC by a is equal to the image of sA ⊗ sC∗i′B by b. We have thus
to prove that
is commutative. This follows from the gluing property (C1).
Compatibility of the additivity data: The same arguments as in [1, 2.5] show that
if i and j are two associative and commutative partial laws on  which are induced
by the same trivialization of 6(A), then they are mutually compatible.
2. Sections of an invertible sheaf
Here  : X → S is a projective Hat morphism over a locally noetherian scheme S.
2.1. -regular sections
Let L∈PIC(X ). A section 7 of L is said to be -regular if its zero locus Z(7)
is an eCective relative Cartier divisor on X=S. For any subset T of S, the following
assertions are then equivalent:
1. 7 is -regular over T .
2. For all x∈XT , the germ sx : OX;x → Lx is not a zero divisor and the OS;(x)-module
Lx=7(OX;x) is Hat.
3. ∀s∈T; Ass(Xs) ∩ Z(7) = ∅.
(2 is a simple reformulation of 1, and the equivalence 2⇔ 3 follows from [13, 22.5]).
As a consequence, the subset U of S over which 7 is -regular is open. In fact,
following [9, 11.1.2] the set Z of all x∈X such that 7x ⊗ 1 is a zero divisor in
Lx
⊗
O(x)
k((x)) is closed in X . As  is a projective morphism, (Z) is closed in S,
and U = S \ (Z) is open.
2.2. -regular sequences
Let L1; : : : ; Lp be invertible sheaves on X , together with sections 7i. Set Di=div(7i)
and Zi=D1∩· · ·∩Di−1 for each i. We say that 7=(71; : : : ; 7p) is a -regular sequence
if for each i¡p, Zi is Hat over S and Zi+1 is a relative Cartier divisor of Zi=S. It
follows from 2.1 that for every sequence (71; : : : ; 7p) of sections of L1; : : : ; Lp, the
subset of S over which (71; : : : ; 7p) is -regular is open is S.
48 F. Ducrot / Journal of Pure and Applied Algebra 195 (2005) 33–73
2.3. Su=ciently positive invertible sheaves
An invertible sheaf L over X will be said suOciently positive (we write L  0) if
L is very ample relatively to , and if for each i¿ 0, we have Ri∗L=0. We will use
in the sequel the following properties:
2.3.1. The notion of suOcient positivity is invariant under base change. This follows
from the base change theorem for the cohomology [10, III.12.11] and from base change
invariance of relative very ampleness [8, 4.4.10, iii].
2.3.2. Let L be an invertible sheaf on X , there exists [8, 4.4.10.ii] and [10, III.8.8.c]
a suOciently positive invertible sheaf M such that L⊗M  0.
2.3.3. If L  0, then ∗L is locally free and (∗L)s  H 0(Xs; L), for every s∈ S.
2.4. The sheaf of principal parts of order 1
Suppose that  is smooth n-dimensional. For L∈PIC(X ), the sheaf P1X=S(L) of rel-
ative principal parts of order 1 of L (cf [9, 16.7]) is locally free of rank n + 1, and
there are exact sequences
0→ D1X=S ⊗ L → P1X=S(L)→ L → 0; (17)
0→ p(D1X=S ⊗ L)→ p(P1X=S(L))→ p−1(L⊗ D1X=S)⊗ L → 0; p¿ 0: (18)
2.4.1. The derivative of a section
Let s be a -regular section of L, and let d1s denote the /rst order jet of s. Consider
the restriction of (17) to D = div(s)
0→ (D1X=S ⊗ L)|D i→P1X=S(L)|D
j→L|D → 0:
The section (d1s)|D : OD → P1X=S(L)|D satis/es j◦(d1s|D)=0. Thus it induces a section
s′|D : OD → (D1X=S ⊗ L)|D
which can be interpreted as the “restriction to D of the derivative of s”.
2.5. Universal objects
Let us suppose L  0. We denote by PL the projective bundle over S associated (in
E.G.A.’s sense) to E = (∗L)∨. We consider the cartesian square:
XPL
g−−−−−→ X


 
PL
f−−−−−→ S
(19)
and we denote by L the invertible sheaf ∗OPL(1)⊗ g∗L on XPL .
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2.5.1. The universal section and the universal divisor
The positivity of L implies that
(f∗E)∨ = f∗(E∨) = f∗(∗L) = ∗(g∗L):
Thus the canonical surjection f∗E → OPL(1) induces a morphism OPL(−1)→ ∗(g∗L).
The adjoint morphism ∗OPL(−1)→ g∗L de/nes thus a canonical section 7 of L.
Let UL be the open subset of PL over which 7 is -regular. There is a canonical
isomorphism L|XUL  O(DL), where DL = div(7). We can summarize the situation as
follows:
2.5.2. Lemma. For any s∈ S, the ?ber (ZL)s of ZL = PL \ UL is the union of a ?nite
number of strict linear subspaces of (PL)s.
Proof. Let s∈ S. Since L  0, we have (∗L)s  H 0(Xs; L) and 2.1 implies:
ZL;s =
⋃
x∈Ass(Xs)
P({8∈H 0(Xs; L)|8(x) = 0}∨):
Since Xs is projective, Ass(Xs) is /nite and for all x∈Xs, {8∈H 0(Xs; L)|8(x) = 0} is
strictly included in H 0(Xs; L), since L|Xs is very ample.
2.5.3. The discriminant locus
Suppose that  is smooth. Then Z = {x∈XPL |d17(x) = 0} is a closed subset of XPL
and (Z) is a closed subset of PL; we call it the discriminant locus of 7. This is also
the image by |D of the zero locus of 7′|D.
2.5.4. Lemma. For every point s of S, the generic point Gs of the ?ber (PL)s does
not lie in the discriminant locus of 7.
Proof. Set d + 1 = rk(∗L). Since L is relatively very ample, ∗∗L → P1X=S(L) is
surjective and its kernel F is a vector bundle of rank d−n on X . Z is then equal to the
projective bundle P(F∨). It follows that Z is Hat over S, of relative dimension d− 1.
Since a /ber of PL → S has dimension d, its generic point cannot lie in (Z).
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3. The determinant functor
We consider here a projective Hat morphism  : X → S over a locally noetherian
scheme. We precise some properties of the determinant functor, constructed by Knud-
sen and Mumford [12]. Lemma 3.2.1 adapts a construction of [15, 5.3] and will be
used in the sequel to construct canonical sections of the determinant of some com-
plexes. In 3.5, we de/ne the notion of a cubic complex in an abelian category. Next
we associate canonically to any such complex K• a simple complex C(K•), and we
compare X=SC(K•) with 6X=S(K•), where X=S(K•) is the cube of PIC(S), whose
vertices are the images by X=S of the vertices of K•. This technical part is an essential
tool to avoid diOculties over signs in the sequel.
3.1. Graded invertible sheaves
The category PIC∗(S) of graded invertible sheaves on S is de/ned as follows. An
object of PIC∗(S) is a pair (L; d), where L is an invertible sheaf on S and d is a locally
constant map S → Z. There exist arrows from (L; d) to (M; e) only if d=e, and in this
case an arrow is an isomorphism of OS -modules L
∼→M . PIC∗(S) is endowed with a
product ⊗ de/ned by (L; d)⊗(M; e)=(L⊗M; d+e), together with the usual associativity
morphisms. The commutativity morphisms  : (L; d) ⊗ (M; e) → (M; e) ⊗ (L; d) are
de/ned by the morphism of sheaves
L⊗M → M ⊗ L; l⊗ m 	→ (−1)d:em⊗ l:
In this way, (PIC∗(S);⊗) is a nonstrictly commutative Picard category. The natural
morphism (L; d)⊗ (OS ; 0)→ (L; d) identi/es (OS ; 0) with the unit object O of PIC∗(S).
Let L∗ = (L; d). We identify the inverse object L∨∗ of L∗ with (L
−1;−d), by choosing
the morphism L∗⊗ L∨∗ → O, corresponding to the usual contraction cL : L⊗ L−1 → OS
in PIC(S). Remark that the morphism L∨∗ ⊗ L∗ → O corresponds then to (−1)dcL.
3.2. The determinant of a complex
Let Dispf(S) denote the subcategory of the derived category D
b(S), whose objects
are the perfect complexes of OS -modules and whose morphisms are the isomorphisms
in Db(S). We refer to [12, De/nition 4] for the construction and the properties of
Knudsen–Mumford’s determinant functor det : Dispf(S)→ PIC∗(S).
3.2.1. Lemma. Let f : S → T be a Aat projective morphism, and let A• be a bounded
complex of OS -modules.
(1) Suppose there exist two open sets U and V of S such that
(a) A•|U is acyclic, and U contains all points s∈ S such that depth(Of−1f(s); s)=0.
(b) ∀i = 0; H i(A•|V ) = 0, and V contains all points s such that depth(Of−1f(s); s)
6 1.
Then the section det(0) :OU
∼→(det A•)|U extends uniquely into an f-regular sec-
tion 7 of det(A•) over P.
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(2) If furthermore {s∈ S|depth(Of−1f(s); s)6 1} ⊂ U , then 7 is a trivialization of
det(A•).
Proof. (1) Hypothesis (a) implies, following [9, Proposition 20.6.4], that det(0) : OU →
det(A•) extends into a relative meromorphic section 7 of det(A•) on S. To prove that
7 is an holomorphic f-regular section, it suOces [9, Proposition 20.6.6] to show that
div(7) is eCective at each point s∈ S such that depth(Of−1f(s); s)=1. Furthermore A•|V
is isomorphic in D(V ) to the sheaf B=H0(A•). Therefore, 7s is the germ of a section
of det(B) over V , which is regular on U . We can then apply to 7s the same arguments
as in the proof of [16, 5.3] to show that div(7)s is eCective.
(2) Follows immediately from [9, Proposition 20.6.6].
3.3. The determinant of the derived direct image
The determinant functor
X=S : Dispf(X )→ PIC∗(S); K• 	→ det R∗(K•)
(or  for short) has been introduced by Knudsen and Mumford in [12]. It commutes
with base change and it satis/es the following properties:
3.3.1. Every exact sequence of perfect complexes 0 → A• → B• → C• → 0 induces
canonically a multiplicativity isomorphism (A•) ⊗ (C•)∼→(B•) and these isomor-
phisms are compatible [12, Proposition 1.ii] with commutative diagrams of the form
0 0 0


0 −−−→ F•1 −−−→ G•1 −−−→ H•1 −−−→ 0


0 −−−→ F• −−−→ G• −−−→ H• −−−→ 0


0 −−−→ F•2 −−−→ G•2 −−−→ H•2 −−−→ 0


0 0 0
where each row and each column is a short-exact sequence.
3.3.2. Let E be a coherent OX -module, Hat over S. For each L∈PIC(S), there is a
canonical isomorphism (E ⊗ ∗L)∼→(E)⊗ L@X=S (E).
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3.3.3. For every acyclic complex A•, the zero map 0• → A• is a quasi-isomorphism
and (0) provides a canonical trivialization O= (0•)∼→(A•).
3.3.4. Let A• be a perfect complex. The cone B• of IdA• is acyclic. Thus the ex-
act sequence 0 → A• → B• → A•[1] → 0 induces a canonical isomorphism O ∼→
(B•)∼→(A•)⊗ (A•[1]). We can thus identify canonically (A•[1]) with (A•)∨.
3.4. Cubic complexes
Let I be a /nite set. A cubic I -complex in an abelian category B is an I -cube in B,
together with a family of morphisms uJ; i : KJ → KJ∪{i}, for all J ⊂ I and all i∈ I \ J ,
such that uJ∪{i}; j ◦ uJ; i = uJ∪{j}; i ◦ uJ;j. A morphism 8 : K → L of I -complexes is a
set of morphisms 8J : KJ → LJ ; J ⊂ I such that the resulting diagram is commutative.
For any i∈ I , the faces Backi(K) and Fronti(K) are two cubic I \ {i}-complexes and
K de/nes a morphism Backi(K)→ Fronti(K). If K; L are two cubic I -complexes such
that Fronti(K) = Backi(L), we denote by K ∗i L the cubic I -complex corresponding to
the composed morphism Backi(K)→ Fronti(K)→ Fronti(L).
Associating to each J ⊂ I the function k : I → {−1; 0} such that k(x) = −1 if
x ∈ J and k(x) = 0 if x∈ J , we interpret any cubic I -complex as a multi-complex
K• = (Kk)k∈ZI , whose degrees are concentrated in {−1; 0}I , and whose diCerentials
di = (d
k
i )k∈ZI commute.
3.4.1. The simple complex associated to a cubic complex
Let A be an abelian category and let B be the category of simple complexes in A.
Set UI= I ∪{i0}. For any cubic I -complex in B, we view the associated I -multicomplex
in B as an UI -multicomplex K• in A, concentrated in {−1; 0}I × Z{i0}, and with
commuting diCerentials.
For any total order ¡ on I , we extend ¡ to UI by setting I ¡ i0, and we associate
/rst to K•, following [2, 1.1], an UI -multicomplex K•¡, with anticommuting diCerentials.
It has the same vertices as K• and its diCerentials are de/ned by
(dki )¡ = (−1)
∑
j¡i kjdki :
Next, we consider the simple complex associated to K•¡
C(K•¡) = · · · →
⊕
|k|=p
Kk
∑
(dki )¡−−−−−→
⊕
|k|=p+1
Kk → · · ·
Let ¡;≺ be two orders on I . For all k ∈Z UI , denote by GkK;¡;≺ ∈Aut(Kk) the multi-
plication by (−1)
∑
i¡j; j≺i kikj . The GkK;¡;≺ de/ne an isomorphism GK;¡;≺ : K
•
¡
∼→K•≺. It
induces an isomorphism of simple complexes C(GK;¡;≺) : C(K•¡) → C(K•≺). For any
three orders ¡;≺;, we have C(GK;≺;)◦C(GK;¡;≺)=C(GK;¡;). Finally, we de/ne
the simple complex C(K•) associated to K• to be the inductive limit of the system of
all C(K•¡), relatively to the compatible system of isomorphisms C(GK;¡;≺).
3.4.2. Remark. Let i1 ¡ · · ·¡ip be an order over I . The inclusion Fronti1 (K) →
K induces a morphism of simple complexes C(Fronti1 (K
•)¡) → C(K•¡) and the
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projection K → Backi1 (K) induces similarly C(K•¡) → C(Backi1 (K•)¡)[1]. These
morphisms form an exact sequence
0→ C(Fronti1 (K•)¡)→ C(K•¡)→ C(Backi1 (K•)¡)[1]→ 0: (20)
Remark that when ik is not the lowest element of I , the morphisms Frontik (K)→ K and
K → Backik (K) do not induce morphisms between the associated simple complexes.
3.5. The determinant of a cubic complex
Let A be the category of coherent sheaves on X , and B = C(A). For any cubic
I -complex K• in B, with perfect vertices, we denote by (K•) the I -cube in PIC∗(S)
obtained by applying  to each vertex of K•. We want to realize 6((K•)) as the
determinant of the simple complex associated to K•. More precisely we construct a
functorial system of isomorphisms 8K : (C(K•))
∼→6(K).
3.5.1. Construction of 8K
Choose an order i1 ¡ · · ·¡ip over I . Applying  to (20), we get
(C(K•¡))  (C(Fronti1 (K•)¡))⊗ (C(Backi1 (K•)¡))∨: (21)
Decomposing now each term of the right hand of (21) relatively to i2, and so on, we
obtain /nally an isomorphism
8K;¡ : (C(K•¡))
∼→
⊗
J⊂I
(KJ )(−1)
#I\J
: (22)
For any two orders ¡;≺, let us compare 8K;≺ ◦ (C(GK;¡;≺)) and 8K;¡. For any J ⊂
I , the automorphism of KJ induced by GK;¡;≺ is equal to (−1)NJ;¡;≺ where NJ;¡;≺ is
de/ned in 1.3.2. It follows that
8K;≺ ◦ (C(GK;¡;≺)) =
(∏
J⊂I
((−1)NJ;¡;≺)@X=S (KI )
)
8K;¡
=
(∏
J⊂I
(!(KJ ))NJ;¡;≺
)
8K;¡:
Thus, the system of all 8K;¡ de/nes an isomorphism (C(K•))
∼→6(K). We call it
8K .
3.5.2. Determinant and exact sequences
Consider an exact sequence
E : 0→ X • f→Y • g→Z• → 0
of cubic I \ {i}-complexes in B with perfect vertices, and denote by A• the cubic
I -complex de/ned by f. Choose an order ¡ on I and denote also by ¡ the restriction
of ¡ to I \ {i}. An easy computation shows that g de/nes a morphism of simple
complexes rE;¡ : C(A•¡) → C(Z•¡). Furthermore for any two orders ¡;≺, we have
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C(GZ;¡;≺) ◦ rE;¡ = rE;≺ ◦ C(GA;¡;≺). It follows that the system of all rE;¡ induces a
morphism rE : C(A•) → C(Z•), which is then clearly a quasi-isomorphism. Applying
then 8 to the induced morphism (C(A•))∼→(C(Z•)), we associate thus canonically
to E an isomorphism :E : 6((A•))
∼→6((Z•)).
3.5.3. Lemma. (i) For any k ∈ I \ {i}, the following diagram is commutative
6((A•)) dk−−−−−→ 6((FrontkA•))⊗ 6((BackkA•))∨
:

 :⊗:
6((Z•)) dk−−−−−→ 6((FrontkZ•))⊗ 6((BackkZ•))∨
(23)
(ii) For any commutative diagram of exact sequences of cubic J-complexes
(24)
the isomorphisms 6((A))∼→6((B)) ∼→6((Z ′′)) and 6((A)) ∼→6((C)) ∼→6((Z ′′))
induced by (24) are equal.
Proof. (i) Fix an order ¡ on I such that k=inf¡ (I). The diagram of exact sequences
0 −−−→ C(Frontk(A•)¡) −−−→ C(A•¡) −−−→ C(Backk(A•)¡)[1] −−−→ 0


0 −−−→ C(Frontk(Z•)¡) −−−→ C(Z•¡) −−−→ C(Backk(Z•)¡)[1] −−−→ 0
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induces a commutative diagram
(C(A•¡)) −−−−−→ (C(Frontk(A•)¡))⊗ (C(Backk(A•)¡))∨

(C(Z•¡)) −−−−−→ (C(Frontk(Z•)¡))⊗ (C(Backk(Z•)¡))∨
This implies the commutativity of (23).
(ii) For any order ¡ on J ∪ {i; j}, (24) induces a commutative diagram of quasi-
isomorphisms
C(A¡) −−−−−→ C(C¡)

C(B¡) −−−−−→ C(Z ′′¡)
(25)
Applying  to (25), and using 8 to identify each term of the form (C(X¡)) with
6(X •), we get the desired equality.
3.5.4. Restriction isomorphisms
Let K be an I -cube in PIC(X ), and let K• be any cubic complex constructed over
K . For any eCective relative Cartier divisor D on X , apply 3.5.2 to the exact sequence
0→ K• → K•(D)→ K•(D)|D → 0. We obtain an isomorphism
rD : 6(K − K(D)) ∼→6(K(D)|D) (26)
which depends only on K and not on the choice of the cubic complex K•; in fact it
is equal to the alternating product of all 6(KJ − KJ (D)) ∼→(KJ (D)|D), when J runs
over all J ⊂ I .
3.6. Koszul complexes
For any rank r vector bundle E over X , and any x∈K(X; E), the Koszul complex
Kosz(E; x) is the following complex, concentrated in degrees −r; : : : ; 0:
OX
x−−−−−→E ∧x−−−−−→2E ∧x−−−−−→ · · · ∧x−−−−−→rE:
Suppose E=
⊕r
i=1 Li and x=
⊕r
i=1 7i with Li ∈PIC(X ) and 7i ∈K(X; Li). Denote by
K• the cubic complex supported by KO(L), and whose arrows are de/ned by the 7i.
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Then
Kosz(E; x)p−r =
⊕
i1¡···¡ip
Li1 ⊗ · · · ⊗ Lip = C(K•)p−r ; ∀p∈ [1; r]:
For any indices i1 ¡ · · ·¡ip, we denote by Li1 ;:::;ip the automorphism of Li1 ⊗ · · ·⊗Lip
given by the multiplication by (−1)
∑
(ik−k), and we set
Lp−r =


⊕
i1¡···¡ip
Li1 ;:::;ip ∈Aut

 ⊕
i1¡···¡ip
Li1 ⊗ · · · ⊗ Lip

 if 0¡p6 r;
1∈Aut(OX ) if p= 0:
An easy computation shows that the Ls for −r6 s6 0 de/ne an isomorphism of
complexes L : Kosz(E; x) → C(K•). Applying  to it, and identifying (C(K•)) with
6KO(L), we obtain a canonical isomorphism
(Kosz(E; x))∼→6KO(L): (27)
4. The canonical cube structure over the determinant bundle
4.1. The case of dimension 0
When  : X → S is /nite and Hat, we interpret the multiplicativity of the norm
functor PIC(X ) → PIC(S) (cf [8, 6.5] and [5, 3.1]) in terms of the existence of a
square structure on  = det R∗. Note /rst that in that case,  is de/ned by (L) =
(det(∗L); deg ).
4.1.1. Lemma. There exist an unique correspondence S which associates to each
?nite Aat morphism X → S a square structure S2X=S on the functor X=S : PIC(X )→
PIC∗(S), and which is compatible with base changes T → S.
Proof. (unicity). Let S and T be two such correspondences, and denote by sK and tK
the corresponding trivializations of 6X=SK , for each /nite Hat X=S and each decorated
square K in PIC(X ). Fix X=S and K ∈ 2-CUBd(PIC(X )). For every suOciently small
open subset U of S, K |XU is isomorphic to KOXU (OXU ;OXU ). Properties (C0) and (C2)
imply then that both sK|U and tK|U coincide with OU  6(KOU (OU ;OU ))  6(K |U ).
Since S and T are compatible with base change, this implies that sK = tK .
(existence). Let X=S be /nite and Hat, and let K be a decorated square in PIC(X ).
Over every suOciently small open subset U of S, there exist four isomorphisms uJ; i :
KJ → KJ∪{i}, which form a 2-complex K• over K and such that the decoration of
K is given by u∅;1 ⊗ u∨{2};1 : K∅ ⊗ K{1;2}
∼→K{1} ⊗ K{2}. Let sK• be the trivialization
of 6(K) given by 8K• ◦ (0) : OS ∼→(C(K•))∼→6(K). If K•1 and K•2 are two com-
plexes supported by K , there exists locally over S an isomorphism of 2-complexes
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u : K•1
∼→K•2 . Consider the following diagram:
Since u ◦ 0 = 0, the left-hand triangle is commutative. The compatibility of K•1 and
K•2 with the decoration of K implies that the right-hand triangle is also commutative.
It follows that the local trivializations sK• do not depend on K•. They can thus be
glued together into a global trivialization sK of 6(K). The system of all sK satis/es
(C2) by construction. The gluing property (C1) can then be veri/ed by working locally
over S.
Theorem 4.2 (Cube structures in higher dimension). There exists a unique correspon-
dence which associates to each integer n and to each Aat n-dimensional projective
morphism  : X → S an (n+ 2)-cube structure Sn+2X=S over X=S such that:
(BC) The construction of Sn+2X=S commutes with base changes T → S.
(R) For any X=S of dimension n, any K ∈ (n+1)-CUBd(PIC(X )), and any relative
Cartier divisor D, the restriction isomorphism 6X=S(K − K(D))  6D=S(K(D)|D)
identi?es the trivializations of 6X=S(K −K(D)) and 6D=S(K(D)|D) induced by Sn+2X=S
and Sn+1D=S .
Proof of existence. The construction of all Sn+2X=S proceeds by induction on n. When
n = 0, we have constructed the desired square structures in Lemma 4.1.1. Fix now
n¿ 0, and suppose given a system S of (p + 2)-cube structures Sp+2Y=T over Y=T ,
for any p¡n and any relative scheme Y=T of relative dimension p, which satis/es
Properties (BC) and (R). Let X=S be an n-dimensional relative scheme. We construct
an (n+ 2)-cube structure Sn+2X=S over X=S as follows:
• Let A be a decorated (n+ 2)-cube in PIC(X ), such that at least one edge of A has
a regular section 7, we construct in 4.3 a trivialization sA;7 of 6(A).
• If A has at least two suOciently positive edges, 4.4 constructs a trivialization sA of
6(A), which does not depend on any choice of a section.
• Finally in Section 4.5 we construct sA without any positivity hypothesis over A.
4.3. Construction if at least one edge of A has a regular section
Let A be a decorated I -cube in PIC(X ) such that the ith edge Li of A has a -regular
section 7i. It de/nes an isomorphism A  (K − K(D)), where K = Backi(A) and
D=div(7i). Let sA;7i denote the trivialization of 6X=S(A)), induced by the isomorphism
58 F. Ducrot / Journal of Pure and Applied Algebra 195 (2005) 33–73
rD : 6X=S(A))
∼→6D=S(K(D)|D) and the trivialization sK(D)|D of 6D=S(K(D)|D) coming
from Sn+1D=S .
4.3.1. Lemma (Relationship between sA;7i and sA;7j). Let A be a decorated (n+2)-cube
in PIC(X ), such that the edges Li and Lj have -regular sections 7i and 7j. If one of
the following hypothesis is satis?ed, then the trivializations sA;7i et sA;7j are equal:
• dim(X=S) = 1 and div(7i) ∩ div(7j) = ∅.
• dim(X=S)¿ 1 and the sequences (7i; 7j) and (7j; 7i) are -regular.
Proof. Let us set D=Div(7i) and E=Div(7j). There exist a decorated n-cube K and an
isomorphism A 


K(E) —— K(D + E)
j
∣∣∣∣
∣∣∣∣
K ——
i
K(D)

. The diagram of short exact sequences
induces, following 3.5.3.ii, a commutative diagram of isomorphisms in D:
(∗)
6(A′′)
9′′−−−−−→ 6(A′′′)
8′′

 9′
6(A) 8
′
−−−−−→ 6(A′)
(28)
Let sA′ and sA′′ be the trivializations of 6(A′) and 6(A′′) induced by Sn+1D=S and
Sn+1E=S . In case 1, A
′′′ = 0, A′ and A′′ are acyclic. It follows thus from 4.1.1 that
sA′ = (9′)−1 ◦ ((0)) and sA′′ = (9′′)−1 ◦ ((0)). In case 2 the induction hypothesis
implies that Sn+1D=S , S
n+1
E=S , S
n
D∩E=S are compatible with the restrictions from D and E
to D ∩ E. Thus, we have 9′ ◦ sA′ = 9′′ ◦ sA′′ = sA′′′ , where sA′′′ is the trivialization
of 6(A′′′) induced by SnD∩E=S . In each case the commutativity of (28) implies that
sA;7i = 8
′−1 ◦ sA′ = 8′′−1 ◦ sA′′ = sA;7j .
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4.4. Construction of sA under a positivity hypothesis
Let A be a decorated (n + 2)-cube in PIC(X ) which has at least two suOciently
positive edges. We write
A=
K ⊗M —— K ⊗ (L⊗M)
j
∣∣∣∣∣
∣∣∣∣∣
K
i
K ⊗ L
with L;M  0. Let us construct a trivialization sA of 6(A).
4.4.1. Reducing to an universal situation
Consider the base change
XP
g−−−−−−−−−→ X


 
P = PL ×S PM f−−−−−→ S
where PL = P((∗L)∨) and PM = P((∗M)∨), and set L = g∗L ⊗ ∗PLOPL(1) and
M=g∗M⊗∗PMOPM (1). We consider now the following decorated n+2-cube in PIC(XP)
A′ =
g∗K ⊗M g∗K ⊗ (L⊗M)
j
∣∣∣∣∣
∣∣∣∣∣
g∗K
i
g∗K ⊗L
:
4.4.2. Trivialising 6(A′)
Let UL ⊂ PL (resp. UM ⊂ PM ) be the open subset over which 7L (resp. 7M ) is
-regular, and consider U =(UL×PM )∪ (PL×UM ) ⊂ P. We construct a trivialization
s1 of 6(A′) over UL ×S PM , by applying 4.3 to the canonical section 7L of L.
Similarly, we get a trivialization s2 = sA′ ;7M of 6(A
′) over PL ×S UM .
4.4.3. Lemma. There exists a unique trivialization s of 6(A′) over P extending s1
and s2.
Proof. Let V be the open subset of UL×UM over which both (7L; 7M ) and (7M ; 7L) are
-regular. We know from 4.3.1 that s1|V=s2|V and from 2.5.3 that depth(Of−1f(p);p)¿ 0
for all p∈ (UL × UM ) \ V . This implies [9, 19.9.8] that s1|UL×UM = s2|UL×UM . Thus s1
and s2 de/ne a trivialization of s of 6(A′) over U . Since depth(Of−1f(p);p)¿ 1 for
all p∈P \ U , s extends uniquely into a trivialization of 6(A′) over P.
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4.4.4. Descending from P to S
We deduce from 3.3.2 the following isomorphisms:
6XP=P(g
∗K ⊗L)  f∗6X=S(K ⊗ L)⊗ (OPL(1))6@X=S (K⊗L);
6XP=P(g
∗K ⊗M)  f∗6X=S(K ⊗M)⊗ (OPM (1))6@X=S (K⊗M);
6XP=P(g
∗K⊗L⊗M)  f∗6X=S(K⊗L⊗M)⊗(OPL(1)⊗OPM (1))6@X=S (K⊗L⊗M):
Using the equality 6@X=S(K ⊗ L⊗M) = 6@X=S(K ⊗ L) = 6@X=S(K ⊗M) deduced from
1.7.2, we get a canonical isomorphism 6XP=P(A
′)  f∗6X=S(A). Viewing s as a
section of f∗6X=S(A) over P, we deduce from f∗OP = OS that s descends uniquely
into a trivialization si; jA of 6X=S(A) over S.
4.4.5. Lemma. si; jA does not depend on the choice of the directions i and j.
Proof. It suOces to prove that if A is suOciently positive in three diCerent directions
i; j; k, then si; jA = s
i; k
A . Let L be the ith edge of A, and consider the morphism * : UL ,→
PL → S. Then *∗sijA = *∗sikA , since each term of the equality can be computed by
applying 4.3 to 7L. Using the same argument as in the proof of Lemma 4.4.3, we
deduce that sijA = s
ik
A .
We denote now by sA the common value of all s
i; j
a , for all i; j such that Li; Lj  0.
4.4.6. Lemma (Compatibility of sA with the gluing isomorphisms). Let A and B two
decorated (n + 2)-cubes in PIC(X ), together with an isomorphism u : Fronti(A)
∼→
Backi(B). If sA, sB, sA∗uB are well de?ned, then :u ◦ (sA ⊗ sB) = sA∗uB.
Proof. We can choose a direction j = i, such that the jth edge L of A satis/es L0. L
is also the jth edge of B and A∗uB. Making a base change if necessary, we can suppose
that L has a -regular section 7. We have to prove :u ◦ (sA;7 ⊗ sB;7)= sA∗uB;7. Set D=
div(7), and write A=(K−K(D)) and B=(K ′−K ′(D)). The gluing morphism u induces
a gluing morphism uD : Fronti(K(D)|D) ∼→Backi(K(D)|D) over D. By construction of
s−;7, the triangles T2 and T4 of the following diagram are commutative
(29)
Since, by induction hypothesis, Sn+1D=S satis/es the gluing property (C1), T3 is also
commutative. Since the exterior square of (29) is commutative, T1 is then commuta-
tive.
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4.5. Eliminating the positivity hypothesis
Let us /nally de/ne sA for any decorated (n+ 2)-cube A in PIC(X ). Firstly, let us
suppose that A is suOciently positive in one direction i. Choose any j = i. By (2.3.2),
there exists a decorated (n+ 2)-cube B, and a gluing datum u : Frontj(A)
∼→Backj(B)
such that the jth edges of B and A ∗u B are suOciently positive. There exist a unique
section s of 6(A) such that :u ◦ (s⊗ sB) = sA∗B. We denote it sA∗B ⊗ s∨B .
4.5.1. Lemma. sA∗uB ⊗ s∨B does not depend on the choices of j; B and u.
Proof. Let j; k be two indices such that j = i = k and let B, C be two decorated
(n+2)-cubes with gluing data u : Frontj(A)
∼→Backj(B) and v : Frontk(A) ∼→Backk(C),
such that B and A ∗u B are suOciently positive in the direction j, and such that C and
A ∗v C are suOciently positive in the direction k. Let us prove that the trivializations
s1 = sA∗uB ⊗ s∨B et s2 = sA∗vC ⊗ s∨C of 6(A) are equal.
There exist a decorated (n + 2)-cube D and two isomorphisms u′ : Frontj(C)
∼→
Backj(D) and v′ : Frontk(B)
∼→Backk(D) such that the morphisms u′ ◦v and v′ ◦u from
F{j; k}; I\{j; k}(A) to F∅; I\{j; k}(D) are equal. The situation is described by the diagram:
Let E=(A∗u B)∗(v;v′) (C ∗u′ D)=(A∗v C)∗(u;u′) (B∗v′ D) be the cube obtained by gluing
A; B; C; D together. Consider the isomorphism : : 6(A)⊗ 6(B)⊗ 6(C)⊗ 6(D) 
6(E) de/ned by : = :(v;v′) ◦ (:u ⊗ :u′). We have also : = :(u;u′) ◦ (:v ⊗ :v′). By
construction of s1 and s2, we have : ◦ (s1⊗ sB⊗ sC ⊗ sD)=: ◦ (s2⊗ sB⊗ sC ⊗ sD)= sE ,
and thus s1 = s2.
We de/ne sA to be sA∗uB⊗s∨B , for any choice of B and u. The system of all sA, where
A runs over the set of all decorated (n + 2)-cubes in PIC(X ) which are suOciently
positive in at least one direction, satis/es the gluing property (C1). Thus we can
repeat the same argument to extend the de/nition of sA to any decorated (n+ 2)-cube
in PIC(X ).
4.6. End of the proof of Theorem 4.2
It follows from the previous construction that, for a given X=S of dimension n, the
system of all sA, where A runs over (n+2)-CUBd(PIC(X )), satis/es the gluing property
(C1). It satis/es clearly (C0) and (C2) and it de/nes thus an (n + 2)-cube-structure
SX on X=S . By construction, the system of all SX , for all scheme X=S such that
dim(X=S)6 n, satis/es the restriction property (R). Thus the existence of S is proved
by induction on n.
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Proof of the unicity. Let us prove by induction that for all n¿ 0, there exists at most
one correspondence S satisfying (BC) and (R) which associates to any scheme X=S
of dimension p6 n a (p + 2)-cube structure on X=S . Lemma (4.1.1) proves the as-
sertion when n= 0. Suppose the assertion proved for n− 1 and let S and S′ be two
correspondences de/ned for any Y=T such that dim(Y=T )6 n. Let us prove that for
any n-dimensional X=S and any decorated (n + 2)-cube in PIC(X ), we have sA = s′A.
Using the fact that SX and S′X satisfy the gluing property (C1), we need only to
consider the case when A has at least one suOciently positive edge L. Using then the
base change invariance of S and S′ and performing a base change by UL → PL → S,
we may assume that L = O(D), for some eCective relative divisor D. We write then
A= (K − K(D)). Applying then (R), we get sA = r−1D ◦ sK(D)|D and s′A = r−1D ◦ s′K(D)|D .
Since, by induction hypothesis, we have sK(D)|D = s
′
K(D)|D , we deduce that sA = s
′
A.
4.7. Extending the construction to another functors
Let E be a vector bundle over X=S. We de/ne a functor E=S : PIC(X ) → PIC(S)
by E=S(L)=det(R∗(E⊗L)). For any cube in PIC(X ) and any relative Cartier divisor
on X , there exists, similarly to 3.5.4, a restriction isomorphism
rD : 6E=S(K − K(D)) ∼→6E|D=S(K(D)|D): (30)
Deligne constructed in [4, 7.1.1], for any /nite and Hat X=S and any two vector bundles
E; F over X such that rk(E) = rk(F), a canonical isomorphism
det ∗E ⊗ (det ∗F)∨ ∼→NX=S(det E ⊗ (det F)∨):
In particular, for any line bundles L;M on X we get a canonical isomorphism
6E=S(L−M) ∼→NX=S(M ⊗ L∨)rk(E) = (6X=S(L−M))rk(E): (31)
The same arguments as in the proof of Theorem 4.2 prove the following
4.7.1. Proposition. There exists a unique system S of isomorphisms
6E=S(K)
∼→6X=S(K)rk(E)
indexed by every triple (X=S; E; K), where X=S is a relative scheme of dimension n, E
is a ?ber bundle over X and K is a decorated (n+ 1)-cube in PIC(X ), such that
• S is compatible with base change and with restriction isomorphisms (30).
• When dim(X=S) = 0, the isomorphisms are given by (31).
Let E : PIC(X )n+1 → PIC(X ) denote the (n + 1)th symmetric diCerence of E=S .
Proposition 4.7.1 de/nes an isomorphism between the functors E and 
rk(E)
OX
. It fol-
lows then from Theorem 4.2 that E=S is canonically endowed with an (n + 2)-cube
structure.
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4.7.2. The discriminant functor
Let X → S be smooth of dimension n. We de/ne, following [7, 2.5], the discriminant
of a sheaf L∈PIC(X ) to be
(L) =
n+1⊗
i=0
(X=S(iP1X=S(L)))
(−1)n+1−i : (32)
It follows from the following lemma that (L) is an object of even degree of PIC∗(S).
Since the sub-category PIC0(S) of PIC∗(S) is isomorphic to PIC(S), as a commutative
Picard category,  can thus be seen as a functor PIC(X )→ PIC(S).
4.7.3. Lemma. For any rank n+1 vector bundle E on X ,
∑n+1
p=0 (−1)n+1−p@X=S(pE).
Proof. We can suppose that S is a point. Fix an ample invertible sheaf L over X
and set *(k) =
∑n+1
p=0 (−1)n+1−p@X=Sp(E ⊗ Lk) for any k ∈Z. For k large enough,
E⊗Lk has a nonvanishing section 7k , and Kosz(E⊗Lk ; 7k) is acyclic. Thus for k large
enough, *(k) = @X=S(Kosz(E ⊗ Lk ; 7k)) = 0. Since * is a polynomial, *(k) = 0 for any
k ∈Z. Taking k = 0, we get the result.
4.7.4. Proposition. The discriminant functor  is canonically endowed with an (n+2)-
cube structure. Moreover the associated (n+ 1)-functor / : PIC(X )n+1 → PIC(S) is
canonically isomorphic to (n+1)!OX .
Proof. Setting E = D1X=S ⊕ OX , and applying X=S to (18), we get isomorphisms
X=S(p(P1X=S(L)))  X=S(p(E ⊗ L))  X=S(p(E)⊗ Lp)); ∀p¿ 0:
They induce an isomorphism
(L) 
n+1⊗
p=0
(pE=S(Lp))(−1)
n+1−p
: (33)
The (n+2)-cube structures on all functors pE=S induce thus an (n+2)-cube structure
on . Furthermore, taking the (n + 1)th symmetric diCerence of (33), and using the
multi-additivity of all functors pE , we get
/(L) 
n+1⊗
p=0
pE(L
p
1 ; : : : ; L
p
n+1)
(−1)n+1−p 
n+1⊗
p=0
(pE=S(L)p
n+1
)(−1)
n+1−p
: (34)
Using then the isomorphism pE  (OX )(
n+1
p ), given by Proposition 4.7.1, and the
combinatoric formula (n+1)!=
∑n+1
p=0 (−1)n+1−ppn+1
(
n+1
p
)
, we identify the right-hand
term of (34) with OX (L)
(n+1)!.
5. The intersection functor
Let X=S be a projective n-dimensional relative scheme. For any L∈PICn+1(X ),
Lemma 4.7.3 shows that 6X=S(KOX (L)) has even degree. Identifying the category
64 F. Ducrot / Journal of Pure and Applied Algebra 195 (2005) 33–73
of even objects in PIC∗(S) with PIC(S), we de/ne the intersection functor for X=S
to be:
IX=S : PICn+1(X )→ PIC(S); (L1; : : : ; Ln+1) 	→ 6X=S(KOX (L1; : : : ; Ln+1)):
The construction of IX=S commutes then with base change, and satis/es the following
properties:
I-1 If X=S is /nite and Hat, then IX=S coincides with the norm functor NX=S .
I-2 For any L1; : : : ; Ln ∈PIC(X ) and L∈PIC(S), there exists a canonical isomorphism
IX=S(L1; : : : ; Ln; ∗L)  L〈L1 ; :::;Ln〉X=S ;
where 〈L1; : : : ; Ln〉X=S is the locally constant map over S which associates to any
s∈ S the intersection number (1.7.2,ii) of the Li in the /ber Xs.
IX=S is canonically endowed with symmetry data )7, de/ned in 1.9.1, which satisfy:
I-3 Let L∈PIC(X )n+1, and i; j, such that i = j and Li=Lj. Let * denote the permuta-
tion (i; j). The automorphism of IX=S(L) induced by )* is equal to the multiplication
by (−1)N where N is the intersection number of all Lk for k = j.
The canonical hypercube structure on X=S , constructed in Section 4, endows IX=S with
a structure of a symmetric multi-additive functor. For any -regular section 7 of Ln+1
we get, by restricting to D = div(7), an isomorphism
:D : IX=S(L1; : : : ; Ln+1)
∼→ID=S(L1|D; : : : ; Ln|D) (35)
which satis/es
I-4 The restriction isomorphism (35) is functorial relatively to L1; : : : ; Ln and compat-
ible with the symmetric multi-additive structures on IX=S and ID=S .
Finally, if (71; : : : ; 7n) is a -regular sequence of sections of L1; : : : ; Ln, and Di =
div(7i), we get by using (35) and (I-1) an isomorphism
IX=S(L1; : : : ; Ln+1)
∼→ND1∩···∩Dn=S(Ln+1|D1∩···∩Dn) (36)
which is functorial and additive relatively to Ln+1. Furthermore, if 7n+1 is a section
of Ln+1, the morphism det ∗(7n+1|D1∩···∩Dn) : det ∗OD1∩···∩Dn → det ∗Ln+1 de/nes a
section IX=S(71; : : : ; 7n+1) of IX=S(L1; : : : ; Ln+1).
6. Resultant and discriminant
Let X=S be a projective Hat scheme of dimension n, with S connected.
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6.1. The resultant bundle
Let L∈PIC(X )k such that Li  0 for all i. Set P(L) = P1 ×S · · · ×S Pk , where
Pi = P((∗Li)∨) and consider the Cartesian diagram
XP
g−−−−−→ X


 
P = P(L)
f−−−−−→ S
Denoting by pi the projections P → Pi, we set i = pi ◦  and Li = g∗Li ⊗ ∗i OPi(1).
Finally, let 7i denote the canonical section of Li, and Di = div(7i).
6.1.1. Denition. The resultant bundle of L1; : : : ; Ln+1 is the invertible sheaf on P
Res(L1; : : : ; Ln+1) = IXP=P(L1; : : : ;Ln+1): (37)
6.1.2. Lemma. There is a canonical isomorphism
Res(L1; : : : ; Ln+1)  f∗IX=S(L1; : : : ; Ln+1)⊗
n+1⊗
i=1
p∗i OPi(ki); (38)
where ki is the intersection number over any ?ber Xs of all Lj|Xs ; j = i.
Proof. Replace in (37) each Li by its value and expand Res(L) as a product of
2n+1 terms. Among them, each term of the form IXP=P(: : : ; 
∗
i OPi(1); : : : ; 
∗
j OPj (1); : : :)
is canonically trivial, by Property I-2 of IXP=P . It remains:
Res(L)  IXP=P(g∗L)⊗
n+1⊗
i=1
IXP=P(g
∗L1; : : : ; g∗Li−1; ∗i OPi(1); g
∗Li+1; : : : ; g∗Ln+1):
Applying again I-2 and the base change invariance of IX=S , we get (38).
6.2. The canonical section of the resultant bundle
Using (27), we identify Res(L) with XP=P(K
•), where K• = Kosz(E; 7) with E =⊕n+1
i=1 Li and 7=(71; : : : ; 7n+1). Let Z=
⋂n+1
i=1 Di and U =P \(Z). Then K• is acyclic
over XU . Since U contains the generic point of every /ber of P=S, we can set:
6.2.1. Denition. The resultant Res(7) of the sections 7i is the unique relative
meromorphic section of Res(L) over P=S, whose restriction to U is (0) : OU
∼→
XP=P(K
•)|U .
6.2.2. Proposition. 1. Res(7) is an f-regular holomorphic section of Res(L) over P.
2. Let p∈P such that depth(Of−1f(p);p)6 1. Then Res(7)(p) = 0 if and only if
p∈ (Z).
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3. For every *∈ Sn+1, the isomorphism Res(*∗L)  Res(L) induced by the symme-
try data of IXP=P identi?es the sections Res(*
∗7) and Res(7).
Proof. For every permutation *∈ Sn+1, we denote by U* the open subset of P over
which (7*(1); : : : ; 7*(n)) is a -regular sequence, and we set Z* = D*(1) ∩ · · · ∩ D*(n).
Consider the isomorphism u* : Res(L)  NZ*=S(L*(n+1)) obtained by successive restric-
tions to D*(1), D*(1)∩D*(2); : : : ; Z*. Let s* denote the section of Res(L) over U* which
corresponds by u* to NZ*=S(7*(n+1)). We have then Res(7)|U∩U* = s*|U∩U* . Since U
contains the generic point of every /ber of P=S, this implies that Res(7)|U* =s*. It fol-
lows that Res(L) is f-regular over each U*, and thus over V=
⋃
*∈Sn+1 U*. This proves
assertion 1, since V contains every point p of P such that depth(Of−1(f(p));p)6 1.
Let p∈P such that depth(Of−1f(p);p)6 1. Then p∈U* for some *∈ Sn+1. Thus
Res(7)(p) = 0 if and only if NZ*=S(7*(n+1)) vanishes at p, i.e. if and only if 7*(n+1)
vanishes at some point of the /ber (Z*)p. Thus Res(7)(p)=0 if and only if p∈ (Z).
By de/nition of U , Res(7)|U = Res(*∗7)|U . This implies 3.
6.2.3. Multiplicativity of the resultant
Suppose L1 = L′1 ⊗ L′′1 , with L′1; L′′1  0. We set P′ = P(L′1; L2; : : : ; Ln+1); P′′ =
P(L′′1 ; L2; : : : ; Ln+1), and Q=P(L
′
1; L
′′
1 ; L2; : : : ; Ln+1), and we consider the morphism m :
Q → P induced by the multiplication map PL′1 × PL′′1 → PL1 and the projections p′ :
Q → P′ and p′′ : Q → P′′. Let L′1;L′′1 be the sheaves on Q respectively associated
to L′1; L
′′
1 and let 7
′
1, 7
′′
1 be their canonical sections.
6.2.4. Proposition. There exists a canonical isomorphism of OQ-modules
m∗Res(L1; L2; : : : ; Ln+1) (p′)∗Res(L′1; L2; : : : ; Ln+1)
⊗(p′′)∗Res(L′′1 ; L2; : : : ; Ln+1) (39)
which induces the following equality
m∗Res(71; 72; : : : ; 7n+1) = (p′)∗Res(7′1; 72; : : : ; 7n+1)
⊗(p′′)∗Res(7′′1 ; 72; : : : ; 7n+1): (40)
Proof. Let us describe the situation by the following diagram:
(41)
The isomorphism of OQ-modules m∗p∗1OPL1 (1)  (p′1)∗OPL′1 (1)⊗ (p
′′
1 )
∗OPL′1 (1) induces
an isomorphism L1 L′1 ⊗L′′1 , which identi/es n∗71 with 7′1 ⊗ 7′′1 . Then the result
follows from the multiplicativity of the intersection bundle.
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6.3. The classical de?nition of the resultant
Suppose S = Spec(k), X =Pnk endowed with homogeneous coordinates x1; : : : ; xn+1,
and Li=OX (di) with di ¿ 0. For all i, let us denote by Oi the section of Li corresponding
to xdii . There is a canonical isomorphism IX=S(L)  X=S(Kosz(
⊕
i Li;
⊕
i Oi)). Since
Kosz(
⊕
i Li;
⊕
i Oi) is acyclic, we can thus canonically attach to x a trivialization of
IX=S(L). (38) reduces then to:
Res(L) 
n+1⊗
i=1
p∗i OPi(ki) where ki =
∏
k =i
dk :
Set V =
⊕n+1
i=1 Vi where Vi =H
0(X; Li). Then P=Proj(A) where A= k[V ] and Res(7)
corresponds to some quasi-homogeneous element of A, of partial degree ki relatively to
each Vi. This is the resultant polynomial (cf [11]); we denote it by RES(7). It follows
from 6.2.2 and 6.2.4 that RES is symmetric and multiplicative relatively to each Vi.
6.3.1. The classical Poisson formula [11, Proposition 2.7, p. 124] provides a way
to compute the resultant of n + 1 polynomials on Pnk by induction on n. Let H be
the hyperplane Z(xn+1), endowed with the homogeneous coordinates x1; : : : ; xn, and
consider the projection
q : P =
n+1∏
i=1
P(K(X; Li)∨)→
n∏
i=1
P(K(X; Li)∨)→
n∏
i=1
P(K(H; Li|H )∨)= : Q:
Let : = q∗RES(71|H ; : : : ; 7n|H ); this is an element of k[
⊕n
i=1 Vi] ⊂ A. On the other
hand, the polynomial xdn+1n+1 de/nes a section of Ln+1 which does not vanish over
X \H . It induces an isomorphism Ln+1  ∗n+1OPn+1(1) over XP\HP . Let 7˜n+1 denote
the section of ∗n+1OPn+1(1) over XP\HP , corresponding to 7n+1|XP\HP . Let W =
{p∈P|:(p) = 0}. Since, by de/nition of W , YW ∩HP=∅, the norm NYW =W (7˜n+1|YW ) is
well de/ned. Viewing NYW =W (7˜n+1|YW ) as an element of A[:−1], we can now state the
following
6.3.2. Proposition (Poisson Formula). RES(71 ;:::;7n+1)
:dn+1
= NYW =W (7˜n+1).
Proof. The isomorphism
Res(L1; : : : ; Ln+1) IXP=P(L1; : : : ;Ln; p∗OX (dn+1H))⊗ NY=P(∗n+1OPn+1(1))
 q∗IHQ=Q(L1|HQ ; : : : ;Ln|HQ)dn+1 ⊗ NY=P(∗n+1OPn+1(1))
identi/es Res(71; : : : ; 7n+1) and q∗Res(71|HQ ; : : : ; 7n|HQ)dn+1⊗NY=P(7n+1). These sections
correspond respectively to the functions RES(71; : : : ; 7n+1) and :dn+1NYW =W (7˜n+1).
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6.4. The discriminant
Let X=S be smooth and let L∈PIC(X ) such that L  0. We use the notations of
2.5. We de/ne the discriminant of L to be the OP-module
discr(L) = (L) =
n+1⊗
k=0
XP=P(
k(P1XP=PL))
(−1)n+1−k : (42)
Replacing k(P1XP=PL) by 
∗OP(k)⊗ g∗k(P1X=SL), we rewrite (42) as follows:
discr(L)  f∗(L)⊗ OP(d(L))
where d(L) =
n+1∑
k=0
(−1)n+1−kk@X=S(kP1X=S(L)): (43)
We will also use in the sequel the canonical isomorphism
discr(L)  XP=P(K•) where K• = Kosz(P1XP=P(L); d17): (44)
6.4.1. The canonical section of the discriminant
Let U denote the open subset of P over which d17 does not vanish. Then R∗K•
is acyclic over U , and U contains all points p∈P such that depth(Of−1f(p);p) = 0.
The set V = {p∈P|Ri∗K• = 0; ∀i = 0} is an open subset of P and a dimension
argument, similar to the proof of 2.5.4, proves that it contains all points p∈P such
that depth(Of−1f(p);p)6 1. It follows that there exists a unique f-regular section of
discr(L) over P, whose restriction to U is equal to (0). This is the discriminant of
7, denoted by discr(7).
6.4.2. Computing the discriminant in terms of derivative
The determinant of a polynomial P ∈ k[x] is usually computed as the norm Nk[x]=k(P′).
Let us generalize this fact. To this end we introduce D=div(7) and K•D=Kosz((D
1
X=P⊗
L)|D; 7′|D).
6.4.3. Lemma. discr(L) is canonically isomorphic to D=P(K•D) and discr(7) corre-
sponds to the unique section of D=P(K•D), whose restriction to U is D=P(0).
Proof. The construction of the isomorphism discr(L)  D=P(K•D) is divided in two
steps:
(a) First we construct an isomorphism 9 : XP=P(K
•)∼→XP=P(L−1 ⊗ K•). To this
end, consider
XQ
g−−−−−→ X


 
P × P = Q f−−−→ S
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and set Li=g∗L⊗∗i OP(1) for i=1; 2 and C•=L−11 ⊗Kosz(P1XP=P(L1)⊕L2; d171⊕72).
Let R = {q∈Q|∃x∈Xq|d171(p) = 0; 72(p) = 0}. Then depth(Of−1f(q); q)¿ 1 for each
q∈R and C• is acyclic over XR. It follows that XQ=Q(C•)  OQ. Denoting by d the
diagonal embedding P → Q, we get thus an isomorphism:
OP  d∗XQ=Q(C•)  XP=P(K•)⊗ XP=P(L−1 ⊗ K•)−1:
(b) Next, we construct an isomorphism
8 : XP=P(L
−1 ⊗ K•)∼→D=PKosz(K•D): (45)
Using (18), we de/ne for every k ¿ 0 a morphism
ak :L−1 ⊗ kP1XP=P(L)→ k−1(D1XP=P ⊗L)→ k−1(D1XP=P ⊗L)|D:
We see then by diagram-chasing that the system of all ak de/nes a morphism of
complexes
a :L−1 ⊗ Kosz(P1XP=P(L); d17)→ K•D
and that a is a quasi-isomorphism. We obtain 8 by applying XP=P to a.
Finally, the desired isomorphism discr(L) ∼→D=P(K•D) is obtained by composing (44)
with 8 ◦ 9. The assertion about sections follows then from the fact that the complexes
K•, L−1⊗K• and K•D are acyclic over U and that the isomorphisms K• L−1⊗K• 
K•D identify the diCerent sections (0).
When X=S is a relative curve, Lemma 6.4.1 express discr(7) as the norm relatively
to D=S of 7′|D.
6.5. Polarization formula for the discriminant
Proposition 4.7.4 constructs an isomorphism between the (n + 1)th symmetric dif-
ference of the discriminant functor and I (n+1)!X=S . We investigate here the relationship
between the (n + 1)th symmetric diCerence of the discriminant section and the (n +
1)!th power of the resultant. When P;Q∈ k[x], it is well known that Res(P;Q)2 =
discr(PQ)=discr(P)discr(Q). The following lemma is a direct generalization of this
fact:
6.5.1. Lemma (Polarization formula for a curve). Let L1; L2  0 on a smooth relative
curve X=S, and let m : P = P((∗L1)∨)× P((∗L2)∨)→ P(∗(L1 ⊗ L2)∨) = Q be the
multiplication map. There exists an isomorphism
* : m∗discr(L1 ⊗ L2)∼→Res(L1; L2)⊗2 ⊗ p∗1discrL1 ⊗ p∗2discrL2 (46)
such that
*(m∗discr(71 ⊗ 72)) = Res(71; 72)⊗2 ⊗ p∗1discr(71)⊗ p∗2discr(72): (47)
Proof. We set L =L1 ⊗L2, 7 = 71 ⊗ 72, D = div(7), and we denote by ri; i =
1; 2 the restriction maps OD → ODi . The Leibniz Formula for (71 ⊗ 72)′D asserts
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that the diagram
OD
7′|D−−−−−−−−−−−−−−−−−−−−−−→ (D1XP=P ⊗L)|D
r1⊕r2

 72+71
O|D1 ⊕ O|D2
(7′1|D1 ;7′2|D2 )−−−−−−−−−−−−→ (D1XP=P ⊗L1)|D1 ⊕ (D1XP=P ⊗L2)|D2
(48)
is commutative. Considering the complexes
A• = (∗OD
∗(r1⊕r2)−−−−−→ ∗(OD1 ⊕ OD2 ));
B• = (∗(D1XP=P ⊗L1|D1 )⊕ ∗(D1XP=P ⊗L2|D2 )
∗(71+72)−−−−−→ ∗(D1XP=P ⊗L|D))
and applying the functor det ∗ to (48), we get an isomorphism
ND=P(D1XP=P ⊗L) det A• ⊗ ND1=P(D1XP=P ⊗L1)
⊗ND2=P(D1XP=P ⊗L2)⊗ det B•: (49)
We have constructed [5, Lemma 3.2.2] two canonical isomorphisms IXP=P(L1;L2) 
det(A•) and IXP=P(L1;L2)  det(B•) which identify Res(71; 72) to det ∗(r1 ⊕ r2) and
det ∗(71 + 72). Rewriting each norm in (49) as some discriminant, we obtain the
desired isomorphism (46), and (47) follows from the commutativity of (48).
6.5.2. Case of higher dimension
Suppose now n¿ 1. The approach of Lemma 6.5.1 cannot be extended directly.
In fact if D = div(7) and E = div(O) are two eCective relative divisors on X , then
d1(7⊗O)|D∩E =0 and discr(7⊗O) vanishes identically on S. Let us give a formulation
which makes sense also in higher dimension.
Let us consider the situation described in 6.1. In addition, for each I ⊂ [n+ 1], we
set LI =
⊗
i∈I Li, and 7I =
⊗
i∈I 7i, and we introduce the complex of OXP -modules
KI = Kosz(P1XP=P(LI ); d
1(7I )). For i ∈ I , d17i induces a morphism P1XP=P(LI ) →
P1XP=P(LI∪{i}), which de/nes a morphism of complexes u
i
I : KI → KI∪{i}. The KI ,
together with the morphisms uiI , form then an (n + 1)-complex K . By construction,
XP=P(C(K)) is then isomorphic to
⊗
I⊂[n+1] discr(LI )
n+1−#I . On the other hand, C(K)
is acyclic over U = {p∈P|Res(71; : : : ; 7n+1)(p) = 0}, and we denote by s the unique
section of XP=P(C(K)) over P, whose restriction to U is (0).
6.5.3. Proposition. There exists a canonical isomorphism
8 : XP=P(C(K))
∼→Res(L1; : : : ; Ln+1)(n+1)!
such that 8(s) = Res(7)(n+1)!.
The proof of Proposition 6.5.2 requires some notations. Let M;N ∈PIC(XP), and
L = N ⊗M−1. We denote by J (N ) the object of EXT 1(N;D1 ⊗ N ) corresponding to
P1XP=P(N ). Let s∈K(XP; L) and D= div(s). Interpreting s as a morphism M → N , we
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denote by Js(N ) the extension s∗J (N )∈EXT 1(M;D1 ⊗ N ). This is the kernel of the
composed morphism J (N )→ N → N |D. More generally, for any p¿ 0, the morphism
pJ (N )→ N ⊗p−1J (D1⊗N )→ N |D⊗p−1J (D1⊗N )|D induces an exact sequence
0→ pJs(N )→ pJ (N )→ N |D ⊗ p−1J (D1 ⊗ N )|D → 0: (50)
Let t ∈K(XP;M) and u = s ⊗ t ∈K(XP; N ), we denote by d1s u the section of Js(N ),
such that the following diagram is commutative
Then the system of exact sequences (50), for 06p6 n+1, induces an exact sequence
of complexes
0→Kosz(Js(N ); d1s u)→ Kosz(J (N ); d1u)→ N |D
⊗Kosz((D1 ⊗ N )|D; u′|D)→ 0: (51)
Furthermore t induces for any p¿ 0 a morphism tp : p(D1⊗L|D)→ p(D1⊗N |D).
Applying Leibniz Formula to u′|D = (s ⊗ t)′|D, one easily checks that the tp de/ne a
morphism of complexes * : Kosz(D1⊗L|D; s′|D)→ Kosz(D1⊗N |D; u′|D). Finally these
morphisms de/ne a commutative diagram
Kosz(J (L); d1s) d
1t−−−−−−−−−→ Kosz(J (N ); d1u)

L|D ⊗ Kosz(D1 ⊗ L|D; s′|D) t|D⊗*−−−→ N |D ⊗ Kosz(D1 ⊗ N |D; u′|D)
(52)
Proof of Proposition 6.5.3. Setting K0 =K , we construct for each i such that 06 i6
n+ 1 an exact sequence of cubic complexes
0→ Ki+1 → Ki → Bi+1 → 0 (53)
as follows. For each i, we denote by Ki the cubic (n+1)-complex, whose vertices are
(Ki)I = Kosz(J7I∩[i] (LI ); d
1
7I∩[i]7I ), and whose arrows (K
i)I → (Ki)I∪{j} are induced
by d17j. We denote by Bi+1 the cokernel of the natural morphism Ki+1 → Ki. Using
(51), we see that
BiI =
{
0 if i ∈ I;
Kosz(D1 ⊗LI |Di ; 7′I |Di)⊗ (LI\[i−1])|Di if i∈ I:
(54)
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For all I , d17I 7I do not vanish on XP , and Kosz(J7I (LI ); d
1
7I 7I ) is thus acyclic over XP .
Then Kn+1 is acyclic over XP and XP=P(C(K
n+1)) is canonically trivialized over P.
Applying  to the exact sequences (53), we get thus an isomorphism
9 : (C(K)) ∼→
n+1⊗
i=1
(C(Bi)): (55)
On the other hand all complexes C(Ki) are acyclic over U . It follows that all C(Bi) are
acyclic over U ; we denote then by si the section of (C(Bi)) over P, whose restriction
to U is (0). Then 9(s)=
⊗n+1
i=1 si. There remains to compute explicitly the si. Let us
compute s1. We write:
B1 = (0→ B1;−n → · · · → B1;−1 → B1;0 → 0):
Each term B1;p−n is a cubic n-complex of OD1 -modules, whose vertices are
B1;p−nJ = (L
p+1
1 ⊗ pD1)|D1 ⊗Lp+1J |D1
for J ⊂ {2; : : : ; n+ 1}. It follows that
D1=P(C(B
1;p−n))∼→(ID1=P(L2|p+1D1 ; : : : ;Ln+1|
p+1
D1 ))
(
n
p
)
=Res(L1; : : : ; Ln+1)
(
n
p
)
(p+1)n : (56)
Using the equality
∑n
p=0 (−1)n−p
(
n
p
)
(p+1)n = n!, we deduce from (56) an isomor-
phism
)1 : (C(B1))
∼→Res(L1; : : : ; Ln+1)n!:
Then )1(s1) = Res(7)n!, since this equality holds trivially over U . For any i6 n + 1,
we obtain in the same way an isomorphism )i : (C(Bi))
∼→Res(L)n! such that )i(si) =
Res(7)n!. We de/ne now 8 by 8=(
⊗n+1
i=1 )i)◦9. It satis/es then 8(s)=Res(7)(n+1)!.
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