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Abstract
An anely recursive set S consists of integers de.ned by these rules: 1∈ S, and if x∈ S,
then f(x)∈ S for every f in a prescribed set F of ane functions with integer coecients.
If these functions are indexed by a set A, then each x in S except 1 corresponds to a word
in the language L(A) of nonempty words over the alphabet A. Conditions are found for the
correspondence to be bijective, so that the ordering of numbers in S induces an ordering of L(A).
Moreover, since each x except 1 in S is of the form f(y) for some y in S and f in F , the set
S is partitioned by F . The partition extends to L(A); viz., a component consists of words that
end in the same letter. The distribution and limiting density within S of the numbers in each
component is considered.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let R denote the set of real numbers and F a countable set of functions f :R→ R.
Suppose R′ ⊂ R and F ⊂ F. Let S = S(F;R′) denote the set of numbers generated
inductively by these rules:
R′ ⊂ S; and if x∈ S and f∈F; then f(x)∈ S:
Thus, S consists of the “givens” in R′ together with numbers generated from these
givens by successive applications of functions in F, and nothing else. In this pa-
per, R′ = {1} unless otherwise indicated, and S(F;R′) will be shortened to S(F).
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If F= {f0; f1; : : : ; fn−1} for some n¿ 1, then each x in S except 1 is given by
x = f‘j (f‘j−1 (· · · (f‘1 (1)) · · ·)) (1)
for some .nite sequence (‘1; ‘2; : : : ; ‘j). Let s be the sequence of numbers in S arranged
in increasing order. Eq. (1) represents a mapping from S\{1} to the language Ln of
all nonempty words ‘1‘2 : : : ‘j over the alphabet An := {0; 1; : : : ; n − 1}. If the sets
fi(S) are pairwise disjoint, this mapping is a bijection, so that the sequence s induces
an ordering of Ln.
For .xed ‘, how are the numbers {f‘(x): x∈ S} distributed in s? We address this
question and others when each f‘ is of the form given by f‘(t) = a‘t + b‘, where a‘
and b‘ are nonnegative integers. In such a case, and also in case F is a countably
in.nite set of such functions, we call S an anely recursive set. If the slopes a‘ all
have the form aj for some .xed a¿ 2, the resulting set S is of particular interest.
We conclude this introduction with brief descriptions of certain well known anely
recursive sets, as sequences s.
Example 1. n= 3, f0(t) = 2t + 1, f1(t) = 4t, f2(t) = 4t + 1. These choices generate
the sequence
s= (1; 3; 4; 5; 7; 9; 11; 12; 13; 15; 16; 17; 19; 20; 21; 23; 25; : : :);
which is A003159 in Sloane [4]. Sloane gives properties and references whose bibli-
ographies contain additional references. In particular, Allouche and Shallit [1] prove a
connection between s and the Prouhet–Thue–Morse sequence. Tamura [5] obtains s in
a study of certain power series.
Example 2. n = 2, f0(t) = 3t, f1(t) = 3t + 1. These choices generate the following
sequence (with 0 inserted):
s= (0; 1; 3; 4; 9; 10; 12; 13; 27; 28; 30; 31; 36; 37; 39; 40; 81; : : :);
which is A005836 in Sloane [4]. Odlyzko and Stanley, as reported in Guy [3], con-
struct s from these rules: s0 = 0, s1 = 1, and each subsequent sn+1 is the least number
x exceeding sn for which {s0; s1; : : : ; sn; x} contains no three-term arithmetic progres-
sion. The sequence s consists of the nonnegative integers whose base 3 representation
contains no 2. The sequence is discussed in Allouche and Shallit [2].
It is easy to prove the following generalization of Example 2. Suppose b¿ 2 and
06d6 b − 1. Let D = {0; 1; 2; : : : ; b − 1}\{d}. Let S be the set generated by the
following rules: D ⊂ S, and if t ∈ S, then bt+ k ∈ S for every k in D. Let T be the set
of nonnegative integers n such that d does not occur in the base b representation of n.
Then S = T . (For b= 3, the relevant sequences in Sloane [4] are A032924, A005823,
and A005836.)
Example 3. n = 2, f0(t) = 2t, f1(t) = 4t + 1. Attaching an initial 0, we have s =
(0; 1; 2; 4; 5; 8; 9; 10; 16; 17; 18; 20; 21; 32; 33; 34; 36; : : :), which is A003714 in Sloane [4].
These are the nonnegative integers whose base 2 representation has no two adjacent
1’s.
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Example 4. n=3, f0(t)=2t, f1(t)=4t+3, and fk(t)=2k+1t+2k+1 for all k¿ 2. (To
form fk(t), sux 10k−11 to the base 2 representation of t.) These choices generate
the sequence
s= (1; 2; 4; 7; 8; 11; 13; 14; 16; 19; 21; 22; 25; 26; 28; 31; 32 : : :);
consisting of the positive integers t for which the number of 1’s in the base 2 repre-
sentation of t is odd. Sloane [4] lists several references for this sequence, A000069.
Example 5. n=3, f0(t)= 2t+1, f1(t)= 4t, and fk(t)= 2k+1t+2k − 2 for all k¿ 2.
These choices generate the sequence
s= (1; 3; 4; 7; 9; 10; 12; 15; 19; 21; 22; 25; 26; 28; 31; 33; 34; : : :);
indexed as A059010 in Sloane [4]. The numbers in s are the nonnegative integers t
for which the number of 0’s in the base 2 representation of t is even.
2. Ordered languages
The language Ln of nonempty words over the alphabet An := {0; 1; : : : ; n− 1}, for
n¿ 2, can be partitioned into rows, starting with those indicated in Table 1.
Let Rk denote the set of words in row k of Table 1. We shall explain .rst what the
elements of Rk are, without regard for the order in which they are written in Table 1.
If h is a letter and R a set of words, then de.ne
h⊕R := {hw: w∈R}:
Now, the elements of the row sets Rk in Table 1 are given inductively by
Rk =


(0⊕Rk−1) ∪ (1⊕Rk−2) ∪ · · · ∪ ((k − 2)⊕R1) ∪ {(k − 1)}
if 16 k6 n;
(0⊕Rk−1)∪ (1⊕Rk−2)∪ · · · ∪ ((n− 2)⊕Rk−n+1)∪ ((n−1)⊕Rk−n)
if k¿ n+ 1;
so that the number rk of words in Rk is given by
rk =
{
2k−1 if 16 k6 n;
rk−1 + rk−2 + · · ·+ rk−n if k¿ n+ 1:
Table 1
Words in An, the .rst n rows
Row 1 0
Row 2 02 1
Row 3 03 01 10 2
Row 4 04 021 010 02 102 11 20 3
...
Row n 0n 0n−21 . . . n
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Table 2
In.nite words formed by .nal letters
n= 2 : 01001010010010100101001001010010010100101001001010010 : : :
n= 3 : 01020100102010102010010201020100102010102010010201001 : : :
n= 4 : 01020103010201001020103010201010201030102010010201030 : : :
n= 5 : 01020103010201040102010301020100102010301020104010201 : : :
For the language L∞ of nonempty words on the alphabet A∞ of all nonnegative
integers, we have rk = 2k−1 and
Rk = (0⊕Rk−1) ∪ (1⊕Rk−2) ∪ · · · ∪ ((k − 2)⊕R1) ∪ {(k − 1)}
for all k¿ 1.
For each alphabet considered, the order ≺ in which the words are arranged in any
row Rk of Table 1 is now de.ned as follows:
x1x2 · · · xh ≺ y1y2 · · ·yq
if one of these conditions holds:
(i) x1¡y1;
(ii) xi = yi for i = 1; 2; : : : ; h′ and xh′ + 1¡yh′+1 for some h′¡q.
Note that x1x2 · · · xh ∈Rk if and only if x1 + x2 + · · ·+ xh+ h= k, so that ≺ extends
to words in distinct rows according to this rule: x1x2 · · · xh ≺ y1y2 · · ·yq if
x1 + x2 + · · ·+ xh + h¡y1 + y2 + · · ·+ yq + q:
We now return to the formula given above for Rk . Consider the order relation that is
implied inductively by the formula itself. It is easy to prove that this order is identical
to ≺. Moreover, for each word x1x2 · · · xh in Rk−j, the corresponding word in{
(j − 1)⊕Rk−j or {k − 1} for j = 1; 2; : : : ; k − 1 if 16 k6 n
(j − 1)⊕Rk−j for j = 1; 2; : : : ; n− 1 k¿ n+ 1
within Rk has the same last letter, xh. Consequently, the sequence of last letters of the
words in Rk is identical to the sequence of last letters, taken in order, of the words in
the (ordered) rows Rk−1;Rk−2; : : : ;Rk−n+1.
When the words comprising L2 are ordered by ≺ and each word is replaced by its
last letter, the resulting sequence is the in.nite Fibonacci word (Sloane [1], A003849).
Table 2 includes that result and others, to be obtained in Section 4, for n= 3; 4; 5.
For A∞, the corresponding word consisting of last letters is
0102010301020104010201030102010501020
10301020104010201030102010601020 : : :
This word appears in Sloane [2] as A007814: a(h) = greatest m such that 2m|h, for
h¿ 1.
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3. Anely recursive sets
For some choices of F, the set S(F) is partitioned into sets Rk that are related by
a simple recurrence. In order to examine some of these, let n and a be integers greater
than 1. Suppose that kj are integers satisfying
1 = k0¡k1¡k2¡ · · ·¡kn−1; (2)
and that bj are integers satisfying
b0 = 0; and 06 bj6 akj − 1 for 16 j6 n− 1; (3)
and
if 06 j1¡j26 n− 1; then akj1 does not divide bj2 − bj1 : (4)
De.ne fj(t)=akj t+bj for 06 j6 n−1, and let F={fj: 06 j6 n−1}. Recall that
the set S is given by (1). Condition (4), we shall see (in the proof of Corollary 1.1),
ensures that for S = S(F), the sets fj(S) are pairwise disjoint, so that, as discussed
in connection with (1), the numbers in S are matched one-to-one with the words over
the alphabet An. Now de.ne
R0 = {1} and Rk = {x∈ S: ak6 x¡ak+1} for k¿ 1: (5)
Inequalities (2) and (3) imply
f0(1) = a¡f1(1) = ak1+1 + b1¡ · · ·¡fn−1(1) = akn−1+1 + bn−1;
so that fj(1)∈Rkj for 06 j6 n− 1.
Theorem 1. The sets Rk are given recursively by
Rk =
n−1⋃
j=0
fj(Rk−kj) for k¿ kn−1 + 1; (6)
with initial containments
Rk =


{1} if k = 0
{ak} if 16 k6 k1 + 1
{ak1 ; f1(1)} if k = k1
f0(Rk−1) ∪ f1(Rk−k1 ) if k1 + 16 k6 k2 − 1
f0(Rk−1) ∪ f1(Rk−k1 ) ∪ {f2(1)} if k = k2
f0(Rk−1) ∪ f1(Rk−k1 ) ∪ f2(Rk−k2 ) if k2 + 16 k6 k3 − 1
...
f0(Rk−1) ∪ f1(Rk−k1 ) ∪ · · · ∪ fkn−2 (Rk−kn−2 )
∪{fn−1(1)} if k = kn−1:
152 C. Kimberling /Discrete Mathematics 274 (2004) 147–159
Proof. The asserted unions for Rk when 06 k6 kn−1 follow directly from (1) and
(5). Now suppose that k¿ kn−1 +1 and that y is an element of the union in (6). Then
y = fj(x) for some j and some x in Rk−kj , and we have
ak−kj6 x6 ak−kj+1 − 1;
fj(ak−kj)6fj(x)6fj(ak−kj+1 − 1);
akj ak−kj + bj6fj(x)6 akj (ak−kj+1 − 1) + bj;
ak6y6 ak+1;
so that y∈Rk .
Continuing with k¿ kn−1, suppose y is an arbitrary element of Rk . By (1), y=fj(x)
for some j and for some x which, inductively, lies in Rk−kj . Consequently, y lies in
the union in (6).
Corollary 1.1. The number rk of numbers in Rk is given recursively by
rk =
n−1∑
j=0
rk−kj for k¿ kn−1 + 1
with initial values
rk =


1 if k = 0
1 if 16 k6 k1 + 1
2 if k = k1
rk−1 + rk−k1 if k1 + 16 k6 k2 − 1
rk−1 + rk−k1 + 1 if k = k2
rk−1 + rk−k1 + rk−k2 if k2 + 16 k6 k3 − 1
...
...
rk−1 + rk−k1 + · · ·+ rk−kn−2 + 1 if k = kn−1:
Proof. First, we prove that the sets fj(S) are pairwise disjoint. Suppose to the contrary
that
akj1 x + bj1 = a
kj2y + bj2
for some x and y in S, where j1¡j2. Then bj2 − bj1 = akj1 (x− akj2−kj1y), contrary to
(4).
Since the sets fj(S) are pairwise disjoint, the asserted formula for rk follows im-
mediately from Theorem 1.
Recall that s is the sequence of numbers in S arranged in increasing order. We
now turn to limiting densities within the sequence s of the various kinds of numbers
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comprising S: numbers in S of the form fj(x) are called j-numbers, for 16 j6 n−1.
Let D(m) = {x∈ S: x6m} and
Dj(m) = {fj(x): x∈ S and fj(x)6m}
for 16 j6 n − 1. Let d(m) and dj(m) denote the number of elements in D(m) and
Dj(m), respectively, and de.ne the limiting density of fj-numbers in S by
j := lim
m→∞dj(m)=d(m)
when this limit exists. De.ne the weak limiting density of fj-numbers in S by
′j := limk→∞
dj(ak)=d(ak)
when this limit exists.
Corollary 1.2. There exists a number r such that ′j = r
j+1 for j = 0; 1; : : : ; n− 1.
Proof. By Corollary 1.1,
rk − rk−k0 − rk−k1 − · · · − rk−kn−1 = 0 (7)
for k¿ kn−1+1, where rk−kj is the number of j-numbers in Rk . Let u=limk→∞ rk=rk−1,
so that for 16 q6 k,
lim
k→∞
rk=rk−q = lim
k→∞
q−1∏
i=0
rk−i=rk−i−1 =
q−1∏
i=0
lim
k→∞
rk−i=rk−i−1 = uq:
Thus, dividing both sides of (7) by rk−kn−1 and letting k →∞, we obtain
ukn−1 − ukn−1−k0 − · · · − ukn−1−kn−2 − 1 = 0;
so the desired value of u is a root of the polynomial
p(x) := xkn−1 − xkn−1−k0 − · · · − xkn−1−kn−2 − 1:
Now p(1)¡ 0, and
p(a)¿ akn−1 − (akn−1 − 1)=(a− 1) = [(a− 2)akn−1 + 1]=(a− 1);
so that p(a)¿ 0 since a¿ 2. Therefore, p(u) = 0 for some u between 1 and 2. We
have
′j = limk→∞
rk−kj =rk ; including 
′
0 = limk→∞
rk−1=rk = 1=u:
Consequently, letting r = 1=u gives ′j = r
j+1.
As an example, choose n=2 and f0 and f1 as in Example 3. Then p(x)=x2−x−1,
so that r = 2=(1 +
√
5).
In general, j=′j when j exists. It would be of interest to know general conditions
for j to exist.
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4. Connections to in$nite words
In this section, we begin with a .nite alphabet An = {0; 1; : : : n− 1}, where n¿ 2,
and the functions
fj(t) = 2j+1t + 2j − 1
for 06 j6 n−1. It is easy to check that (4) holds, so that, as in the proof of Theorem
1, the sets fj(S) are pairwise disjoint. It will be expedient to arrange the numbers in
each set Rk in order, and to denote the ordered arrangement by 〈Rk〉. For any real
number y, write
〈y + Rk〉 := 〈y + xk;1; y + xk;2; : : : ; y + xk;rk 〉:
We shall also need notation for compositions: fp := f ◦fp−1 for p¿ 2, where f0 := 1
and f1 := f.
Lemma 2.1. Suppose j¿ 0 Then fj(1) = 3× 2j − 1; if p¿ 2, then
fpj (1) = 3× 2pj+p−1 − 2(p−1) j+p−2 − 2(p−2) j+p−3 − · · · − 2j − 1:
Proof. By de.nition, fj(x) = 2j+1x + 2j − 1, so that fj(1) = 3× 2j − 1, and
f2j (1) = 2
j+1(3× 2j − 1) + 2j − 1 = 3× 22j+1 − 2j − 1:
The asserted equation for fpj (1) follows by induction on p.
Lemma 2.2. Suppose n¿ 2 and k¿ 0 The greatest number in 〈Rk〉 is given by
mk =


fk=nn−1(1) if k ≡ 0mod n
f0 ◦ f(k−1)=nn−1 (1) if k ≡ 1mod n
f1 ◦ f(k−2)=nn−1 (1) if k ≡ 2mod n
...
...
fn−2 ◦ f(k−n+1)=nn−1 (1) if k ≡ (n− 1)mod n:
Proof. Clearly, m0 = 1. In the notation of Theorem 1, we have kj = j + 1 for 06 j
6 n− 1.
Case 1: 16 k6 n. By Theorem 1,
mk =max(f0 (Rk−1) ∪ f1(Rk−2) ∪ · · · ∪ fk−2(R1) ∪ {fk−1(1)})
=max(f0 (mk−1) ; f1(mk−2); : : : ; fk−2(m1); fk−1(1)):
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As a starting point for induction, note that m1 = 2. Assume for arbitrary j6 n− 2 that
mj = fj−1(1). Then (8) gives
mj =max(f0
(
fj−2(1)
)
; f1(fj−3(1)); : : : ; fj−2(2); fj−1(1))
=max(2j + 2j−1 − 2; 2j + 2j−1 − 5; : : : ; 2j + 2j−2 − 1; fj−1(1))
=fj−1(1) = 2j + 2j−1 − 1:
By induction, mk = fk−1(1) for all k6 n− 1, as required.
Case 2: k¿ n. By Theorem 1,
mk =max(f0 (Rk−1) ∪ f1(Rk−2) ∪ · · · ∪ fn−1(Rk−n))
=max(f0 (mk−1) ; f1(mk−2); : : : ; fn−1(mk−n)):
The asserted formulas for mk are, for p¿ 1, clearly equivalent to these:
mpn = f
p
n−1(1) = fn−1(mpn−n)
mpn+1 = f0(mpn−n)
mpn+2 = f1(mpn−n)
...
mpn+n−1 = fn−11(mpn−n):
These follow straightforwardly by induction and the formulas for fpj (1) in
Lemma 2.1.
Lemma 2.3. Suppose n¿ 2 and k¿ 1. Then mk ¡ 3× 2k−1.
Proof. Suppose 16 j6 n− 1. If p= 1, then
mpn+j = fj−1(m0) = 2j + 2j−1 − 1¡ 3× 2n+j−1:
If p= 2, then
mpn+j = 2jfn−1(1) + 2j−1 − 1 = 2j(3× 2n−1 − 1) + 2j−1 − 1¡ 3× 22n+j−1:
If p¿ 3, then
mpn+j = fj−1(mpn−n) = 2jf
p−1
n−1 (1) + 2
j−1 − 1
= 2j(3× 2(p−1)n−1 − 2(p−2)n−1 − · · · − 2n−1 − 1) + 2j−1 − 1
¡ 3× 2pn+j−1:
Lemma 2.4. Suppose n¿ 2, k¿ 1, and 16 j6 k − 1. If x∈Rk−j and y∈Rk−j−1,
then x − y¡ 2k−j.
Proof. x − y6mk−j − 2k−j−1¡ 3× 2k−j−1 − 2k−j−1 = 2k−j.
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Lemma 2.5. Suppose n¿ 2 and k¿ 3. If x∈Rk−1 and y∈Rk−2 then
2k−1 + x6 2k−1f0(1) + y:
If 26 j6 n− 1 and x∈Rk−j and y∈Rk−j−1 then
2k−j+1fj−2(1) + x6 2k−jfj−1(1) + y:
Proof. The .rst assertion is equivalent to x− y¡ 2k−1× 2− 2k−1, and the second, to
x − y¡ 2k−j(fj−1(1)− 2fj−2(1)) = 2k−j:
Both hold, by Lemma 2.4.
In order to state Theorem 2, we introduce the notation  for juxtaposing words: if
u= 〈u1; u2; : : : ; uh〉 and v= 〈v1; v2; : : : ; vi〉 are words, then
u v := 〈u1; u2; : : : ; uh; v1; v2; : : : ; vi〉:
Theorem 2. Suppose n¿ 2. The kth row of the sequence s is given recursively by
〈Rk〉= 〈2k−1 + Rk−1〉  〈2k−1f0(1) + Rk−2〉  〈2k−2f1(1) + Rk−3〉
 · · ·  〈2k−n+1fk−2(1) + Rk−n〉 (8)
if k¿ n+ 1 and by initial terms as follows: 〈R0〉= 〈1〉, 〈R1〉= 〈2〉, 〈R2〉= 〈4; 5〉,
〈R3〉=
{ 〈8; 9; 10〉 if n= 2;
〈8; 9; 10; 11〉 if n¿ 3;
and
〈Rk〉= 〈2k−1 + Rk−1〉  〈2k−1f0(1) + Rk−2〉  〈2k−2f1(1) + Rk−3〉
 · · ·  〈22fk−3(1) + R1〉  〈fk−1(1)〉 (9)
if 46 k6 n.
Proof. The asserted values for 〈Rk〉 for 06 k6 3 are easily veri.ed. Assume for .xed
n¿ 2 and arbitrary k¿ 3 that the assertions hold for all m6 k − 1 (with the symbol
k replaced by the symbol m in the assertions).
Suppose x∈Rk−1. Then there exists j such that x=fj(y) for some y in Rk−j−2, so
that
2k−1 + x= 2k−1 + fj(y)
= 2k−1 + 2j+1y + 2j − 1
= 2j+1(2k−j−2 + y) + 2j − 1
=fj(2k−j−2 + y):
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By the induction hypothesis, 2k−j−2 + y∈Rk−j−1, so that 2k−1 + x∈Rk . Thus, the
inclusion 2k−1 + Rk−1 ⊂ Rk indicated in (8) and (9) is established. Since the num-
bers in 〈Rk−1〉 are, by induction hypothesis, in increasing order, the same is true for
〈2k−1 + Rk−1〉; this, therefore, by Lemma 2.5, constitutes the initial segment of rk−1
numbers among the rk numbers in 〈Rk〉. We continue with the next segments.
Case 1: k6 n. In this case, 〈Rk〉 consists of k segments, of which the last, 〈fk−1(1)〉,
contains the greatest number in 〈Rk〉. The other segments except the .rst all have
the form
〈2k−j−1fj(1) + Rk−j−2〉: (10)
Suppose, then, that x∈Rk−j−2, where 06 j6 k − 3. Then there exists h satisfying
06 h6 k − j − 4 such that x = fh(y) for some y in Rk−j−h−3. We have
2k−j−1fj(1) + x= 2k−j−1fj(1) + fh(y)
= 2k−j−1(2j+1 + 2j − 1) + (2h+1y + 2h − 1)
= 2h+1(2k−h−1 + 2k−h−2 − 2k−h−j−2 + y) + 2h − 1
=fh(2k−h−j−2fj(1) + y):
By the induction hypothesis, 2k−h−j−2fj(1) + Rk−j−h−3 ⊂ Rk−h−1, so that 2k−j−1
fj(1) + x is in fh(Rk−h−1), which is Rk .
Thus, the numbers in the segment 〈2k−j−1fj(1)+Rk−j−2〉 are in Rk . They are clearly
in increasing order, and by Lemma 2.5, the segment is positioned among neighboring
segments as indicated in (9).
Case 2: k¿ n+1. Here, 〈Rk〉 consists of n segments, all but the .rst of form (10).
A proof that these are as shown in (8) is similar to that in case 1 and is omitted.
Writing 〈Rk〉 as
〈xk;1; xk;2; : : : ; xk; rk 〉;
recall that for k¿ 2, each xk; i is given by (1) for some (‘1; ‘2; : : : ; ‘j), where 06 ‘i
6 n− 1 for 16 i6 j. One may regard (‘1; ‘2; : : : ; ‘j) as the genealogy of the number
xk; i. Let ‘k; i denote the .nal letter in this genealogy, and call 〈‘k;1; ‘k;2; : : : ; ‘k; rk 〉 the
type-sequence of 〈Rk〉. Since the number 1 has no genealogy, we de.ne the type
sequence of 〈R1〉, separately, to be 〈0; 1〉. For k¿ 2, note that ‘k; i reveals the .nal
function, f‘j , used to generate xk; i; for example, xk; i is an even number if and only if
‘k; i=0. More generally, xk; i ≡ (2h−1) ≡ 2h+1 if and only if ‘k; i=h, for 06 h6 n−1
and 16 i6 rk−1.
Corollary 2.1. For k¿ 2, the 3rst rk−1 terms of the type-sequence of 〈Rk〉 are given
recursively by
〈‘k;1; ‘k;2; : : : ; ‘k; rk−1〉= 〈‘k−1;1; ‘k−1;2; : : : ; ‘k−1; rk−1〉:
Proof. First, suppose 16 k6 n. The assertions for k = 1; 2; 3 are easily veri.ed. As-
sume for .xed n¿ 2 and arbitrary k¿ 4 that the assertions hold for 〈Rk−1〉. According
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to Eq. (9), the .rst rk−1 terms of 〈Rk〉 are of the form
xk; i = 2k−1 + xk−1; i : (11)
By the induction hypothesis, xk−1; i≡ (2h−1)≡ 2h+1 for some h satisfying 06 h6 k−
1. Hence, (11) implies xk; i ≡ xk−1; i ≡ 2h+1, or equivalently, ‘k; i = ‘k−1; i = h, for
16 i6 rk−1.
If k¿ n+ 1, the proof depends on (11) much as in the case already proved.
Next, we de.ne the type sequence of S by right-juxtaposing the type sequences of
the rows 〈Rk〉, starting with 〈0〉. For example, for n= 2, the type sequence of
S = {1; 2; 4; 5; 8; 9; 10; 16; 17; 18; 20; 21; : : :}
is
〈0; 1〉  〈0〉  〈0; 1〉  〈0; 1; 0〉  〈0; 1; 0; 0; 1〉  · · ·
= 〈0; 1; 0; 0; 1; 0; 1; 0; 0; 1; 0; 0; 1; : : :〉:
We also de.ne the trail of the alphabet An (or A∞) as the in.nite word of last letters
of words, when the nonempty words over that alphabet are ordered as in Section 1.
Initial terms of the trails of A2; A3; A4; A5, appear in Table 2.
Corollary 2.2. The type sequence of S equals the trail of An.
Proof. Suppose n¿ 2. The type sequence of S has initial terms given by
〈0; 1; ‘1;1; ‘2;1; ‘2;2; ‘3;1; ‘3;2; ‘3;3〉= 〈0; 1; 0; 0; 1; 0; 1; 0〉;
has no term ‘3;4 if n=2 and has ‘3;4=2 if n¿ 3, and is given inductively for k¿ 4 by
Corollary 2.1. These initial values and the inductive recurrence are identical to those
determined as in Section 2 for last letters of all nonempty words over the alphabet An.
Therefore the type sequence of S equals the trail of An.
Up to this point in Section 4, the alphabet under consideration is An for .xed n¿ 2.
Corollary 2.2 indicates that the words comprising the language Ln have a natural
ordering that matches that of the numbers in the set S (i.e., the ordering in the sequence
s). We turn now to the alphabet A∞ and language L∞. The set F now consists of
all functions fj(t) = 2j+1t +2j − 1 for j¿ 0. These generate a set S inductively as in
Theorem 2, except that the rows 〈Rk〉 are given by (9) for all k¿ 4. We denote this
set S by S∞.
Corollary 2.3. The type sequence of S∞ equals the trail of A∞.
Proof. The proof is similar to that of Corollary 2.2.
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