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Zusammenfassung
Laserpulse können die elektronischen Eigenschaften von Festkörpern auf der Zeitskala der
optischen Feldzyklen beobachten und manipulieren [1]. Liegt die transiente, optische Feld-
stärke knapp unterhalb der Zerstörschwelle des Materials, so hängt die Polarisationsant-
wort des angeregten Systems nicht mehr von der Einhüllenden des Lichtpulses ab, son-
dern von den Schwingungsperioden des elektrischen Feldes. Potentiell kann diese schnelle,
lichtgesteuerte Kontrolle der Ladungsträger für die Signalverarbeitung mit Frequenzen im
Petahertz-Bereich (1× 1015 Hz) genutzt werden [2]. Die präzise Anregung der elektron-
ischen Systeme und die zeitaufgelöste Analyse ihrer Polarisationsantwort erfordern Mess-
methoden, die diese optischen Wellenformen charakterisieren können. Diese Anforderung
stellt uns vor eine experimentelle Herausforderung: Wie können wir Wellenformen messen,
die zu den schnellsten, reproduzierbaren Signalen gehören, die uns im Labor zur Verfügung
stehen?
Diese Dissertation widmet sich der Verbesserung und Entwicklung neuer Messmetho-
den zur vollständigen Bestimmung des elektrischen Feldes kurzer Laserpulse und deren
Anwendung zur Untersuchung starkfeldinduzierter Elektronendynamiken in Festkörpern.
Beim elektro-optischen Abtasten wechselwirkt die zu charakterisierende Test-Wellen-
form mit einem kurzen Abtastpuls in einem elektro-optischen Kristall. Dort wird die
Polarisation des Abtastpulses proportional zur instantanen Feldstärke der Test-Wellenform
gedreht. Variiert man den zeitlichen Abstand zwischen Abtast- und Testpuls, so können
die elektrischen Feldoszillationen durch Detektion der zeitabhängigen Polarisationsdrehung
aufgezeichnet werden [3]. Diese Arbeit zeigt, dass diese ursprünglich aus dem Terahertz-
Bereich stammende Technik auch zur Auflösung von Frequenzen im nahen Infrarot bis zu
235 THz eingesetzt werden kann, was einer Wellenlänge von 1.27 µm entspricht. Somit
wird elektro-optisches Abtasten auch für breitbandige optisch-parametrische Verstärker,
sowie für Erbium-basierte Lasersysteme anwendbar, die im Wellenlängenbereich von 1.5 µm
arbeiten. Eine erste Demonstration dieser Technik zeigt, wie Variationen in der Pump-
Leistung zu starken Änderungen einer Wellenform während der optisch-parametrischen
Verstärkung führen.
Des Weiteren werden in dieser Arbeit starkfeldinduzierte Ströme in Dielektrika unter-
sucht [4]. Ein kurzer Laserpuls regt Ladungsträger ins Leitungsband an und beschleu-
nigt sie dort. Die dabei entstehende Ladungstrennung führt zu einem messbaren elek-
trischen Strom. Da die Photonenenergie in unserem Fall nur einem Bruchteil der Band-
lücke entspricht, ist diese Anregung nicht resonant, sondern nur durch Multi-Photonen-
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Absorption oder Tunneln möglich. Diese Nichtlinearität der Ladungsträgeranregung führt
dazu, dass das Anschalten des resultierenden Stroms auf einer Zeitskala erfolgt, die der
halben Oszillationsperiode des optischen Anregungsfelds entspricht. Die vorgestellten Ex-
perimente untersuchen die Abhängigkeit der gemessenen Ströme von der Probengeometrie
sowie den Probenmaterialien und demonstrieren ihre Anwendung in der optischen Metrolo-
gie.
Die Leitungsbandanregung und die Beschleunigung der Ladungsträger können durch
die Verwendung von zwei getrennten Laserpulsen, des Injektions- und des Beschleuni-
gungspulses, entkoppelt werden. Die Ladungsträgeranregung durch den Injektionspuls
wirkt hierbei als zeitlich begrenztes Fenster, das den Beschleunigungspuls abrastern kann.
Da dieses Fenster auf den Bereich von einer Femtosekunde (1× 10−15 s) beschränkt ist,
liegen die potentiell auflösbaren Testfrequenzen im Petahertzbereich. Der Abgleich des
Stromsignals mit der elektro-optisch vermessenen Wellenform zeigt, dass sich die ultra-
schnellen Ströme zur Pulscharakterisierung eignen. Diese neuartige Methode, das Starkfeld-
Abtasten, verfügt wie das elektro-optische Abtasten über eine breite spektrale Antwort und
kann dank eines kompakten Versuchsaufbaus, der ohne Vakuumapparaturen auskommt,
einfach in bestehende Experimente integriert werden.
Die in dieser Dissertation vorgestellten Messtechniken ermöglichen die Untersuchung
feldinduzierter Elektronendynamiken und bereiten somit den Weg hin zu lichtfeldbasierter
Signalverarbeitung.
Summary
Laser pulses can observe and control electronic properties of matter on the time scale of
the optical field cycle [1]. In case the transient field strength reaches values just below
the damage threshold of the material, the polarization response of the excited system
depends on the field oscillations of the driving light wave rather than on its envelope.
These ultrafast, light-field-driven dynamics of charge carriers can potentially be employed
in petahertz (1× 1015 Hz) signal processing [2]. In order to excite the electronic system
in a well-controlled way and to analyze its dynamic response, we need metrology schemes
capable of resolving the electric field of optical waveforms. However, this poses an exper-
imental challenge: How can we resolve light-field oscillations which are among the fastest
reproducible signals we can generate in a laboratory?
This dissertation aims at the improvement and development of novel metrology tech-
niques for complete field characterization of few-cycle pulses and their application in the
study of strong-field-induced charge carrier dynamics in solids.
In electro-optic sampling, an unknown test waveform overlaps with a short sampling
pulse in an electro-optic crystal. The nonlinear interaction results in a polarization rota-
tion of the sampling pulse which is proportional to the instantaneous field strength of the
test waveform. Scanning the temporal delay between test and sampling pulse, the electric
field oscillations of the test waveform are resolved by recording the delay-dependent polar-
ization rotation [3]. This work extents the cutoff of this techniques, which was originally
demonstrated in the terahertz domain, to frequencies in the near-infrared up to 235 THz,
which corresponds to a wavelength of 1.27µm. With this spectral cutoff, electro-optic
sampling can serve as a diagnostic tool for broadband optical parametric amplifiers as
well as for erbium-based laser systems operating in the 1.5 µm wavelength region. In a first
demonstration, the waveform evolution for varying pump powers during optical parametric
amplification is measured.
Furthermore, this work studies strong-field-induced currents in dielectric materials [4].
A short laser pulse injects charge carriers into the conduction band where they get acceler-
ated by the optical field. Since the photon energies in our case are too small to bridge the
band gap directly, the excitation occurs via multi-photon absorption or tunneling. This
nonlinearity leads to the strong temporal confinement of the charge carrier excitation to
about one half-cycle of the optical injection field. The presented experiments investigate
the dependence of the measured current on different sample geometries and materials.
Ultrafast currents can be employed in optical metrology when the excitation and ac-
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celeration of charge carriers are disentangled by using two separate laser pulses, denoted
as injection and drive pulse. Thus, the carrier injection can act as a temporally confined
gate which samples the drive waveform. Since the gate duration is on the order of one
femtosecond (1× 10−15 s), frequencies up to petahertz range can potentially be resolved.
Comparing the measured current to the drive field, characterized by electro-optic sam-
pling, shows that this measurement can be used as a pulse characterization technique,
which we call strong-field solid-state sampling. Like electro-optic sampling, strong-field
solid-state sampling features a broadband spectral response and a compact footprint in
ambient conditions, which facilitates easy integration with existing experiments.
The metrology techniques presented in this dissertation permit the study of field-
induced electron dynamics and thus pave the way towards light-field-based signal pro-
cessing.
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Introduction
There is a time for some things, and a time for all things; a time for great
things, and a time for small things.
Miguel de Cervantes, Don Quixote de la Mancha (1605-1615)
The small things which ultimately determine the nature of light-matter interaction
in atoms, molecules, nanosystems, and solids are electrons. The time scale associated
with electronic excitations lies on the order of a few femtoseconds (1× 10−15 s) and below
[5]. Since electronic metrology devices are far too slow to capture or even steer these
fast processes, optical schemes are needed for this purpose. Continuous advances in laser
technology over the last five decades have lead to the availability of phase-stable few-cycle
pulses in the infrared to visible spectral range [6]. These pulses can act both as a diagnostic
and as a control tool for electronic processes on the order of an optical half cycle.
After the attention of the ultrafast community has successfully focused on atomic and
molecular systems [5], recent studies of dynamic processes in solids have broken new ground.
Few-cycle phase-stable waveforms permit the observation of electron dynamics on unprece-
dented time scales, while their limited duration makes it possible to apply high electric fields
on the order of 1× 1010 V/m without damaging the target [7]. This parameter regime far
above the DC damage threshold of the solid-state materials has enabled the investigation
of new phenomena like the strong-field manipulation of dielectrics [1], the emission of bulk
high harmonics [8, 9, 10], and the generation of optical-field-induced currents [4]. Light-
field-driven electron dynamics furthermore offer exciting opportunities for the reversible
manipulation of electronic signals on the petahertz scale [2].
While ultrafast strong-field physics in solids paves the way towards discovering novel
physical phenomena in electron dynamics and advancing signal processing applications
at the speed of optical frequencies, it also entails great challenges for optical metrology.
Whenever studying the optically induced response of a dynamic system, knowledge of the
temporal structure of the exciting waveform is essential. Despite the wealth of existing
pulse characterization techniques (see for example [11]), their applicability in the strong-
field regime is limited. This is due to the fact that the electronic response of the excited
system is governed by the instantaneous electric field, not its envelope. In order to resolve
electric field oscillations with frequencies up to the petahertz regime, improved and novel
pulse characterization schemes are needed. This work introduces two powerful methods of
measuring phase-stable waveforms: electro-optic and strong-field solid-state sampling.
2 Introduction
Electro-optic sampling has successfully been applied in the terahertz to mid-infrared
regime but its spectral cutoff has been restricted to 135 THz, which corresponds to a
wavelength of 2.22µm [12]. The advancements introduced in this thesis improve this cutoff
to 235 THz (1.27 µm). For the first time, this enables characterizing the dynamic evolution
of waveforms in the near- to short-wavelength-infrared. With its large dynamic range of
1× 105, a sensitivity down to pulse energies of a few nanojoules, and its compact setup,
electro-optic sampling is a beneficial diagnostic tool for phase-stable sources which have
successfully been developed and applied to a multitude of strong-field experiments in a
variety of systems over the last years [13, 14, 15].
Strong-field solid-state sampling is a novel metrology concept, which is demonstrated
in this work for the first time. It employs the injection of ultrafast currents [4] as a
gate in the sampling process. Whereas the well-established attosecond streak camera [16]
uses a highly nonlinear process in a gaseous medium to generate the attosecond pulse
employed as a gate, strong-field solid-state sampling uses a nonlinear process in a solid
for the same purpose. In contrast to the streaking experiment, this facilitates a compact
setup in ambient conditions without the need for complicated vacuum apparatuses and
photoelectron diagnostics. Since this technique exploits a higher order nonlinearity than
the electro-optic sampling, the gate can be much shorter than the fundamental sampling
pulse. Thus, strong-field solid-state sampling holds promise to be applicable up to visible
or ultraviolet frequencies.
This thesis is structured as follows:
Chapter 1 equips the reader with the basic theoretical framework for understanding
the experimental results and discussions. After introducing the mathematical description
of ultrashort pulses and their propagation, their interaction with matter beyond the linear
regime is described. We then turn our attention to dynamic processes in solids, namely the
transport of photoexcited charge carriers. The last section of the first chapter deals with
optical-field-induced currents. It discusses the pioneering experimental results and their
explanation within complementary theoretical models.
Chapter 2 introduces experimental tools which form the backbone of ultrafast experi-
ments in general and this work in particular. The section on pulse characterization tech-
niques discusses the state-of-the-art in optical metrology. The follow-up section describes
the phase-stable light sources in the near- and short-wavelength-infrared regime used in
the experiments presented in later chapters. A newly commissioned two-color interfero-
meter facilitates the combined use of two phase-stable few-cycle pulses in different spectral
regimes. These pulses are later employed as sampling and test waveform to demonstrate
the pulse characterization techniques discussed below.
In Chapter 3, electro-optic sampling is introduced as a precise and versatile metrol-
ogy tool for the characterization of the short-wavelength-infrared light source. After dis-
cussing the general concept, the experimental setup section provides an insight into the
improvements that allow for a demonstration of broadband sampling and subsequent com-
pression of the phase-stable pulse. In a first application, electro-optic sampling resolves
waveform changes induced by pump energy variations in optical parametric amplification.
The record-breaking spectral cutoff of 235 THz is presented before discussing the future
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applications and potential advancements of this measurement scheme.
Chapter 4 lays the foundation for the upcoming chapter on strong-field solid-state
sampling by investigating optical-field-induced currents in the single-pulse regime. In this
simplified setup, the influence of the sample geometry and material on the measured current
is studied. The outlook section provides ideas for further investigations of ultrafast carrier
dynamics by combining the current measurements with other time-resolved techniques.
Chapter 5 treats the applicability of ultrafast carrier injection as a gate in strong-field
solid-state sampling. After introducing the general concept and the employed experimental
setup, the high drive intensity regime is investigated, where drive-field assisted tunneling
occurs. The novel pulse characterization technique is demonstrated at low drive fields by
comparing the current measurements to electro-optic sampling. Finally, its spectral cutoff,
starting points for further research, and potential applications are discussed.
Finally, the results are summed up and assessed in Chapter 6. This includes the recapit-
ulation of the motivation and challenges connected to the characterization of phase-stable
waveforms as well as a discussion of the scope to which these challenges can be met by the
presented metrology techniques. Final remarks on their applications, future developments,




The purpose of this chapter is to equip the reader with the necessary background on
ultrashort pulses and their interaction with matter. The laser pulses employed in this
work are few-cycle pulses spanning over a broadband spectral range in the visible and
infrared regime with a duration of merely a few femtoseconds.
The first section introduces the basic concepts of the mathematical description of ultra-
short laser pulses in the time and frequency domain and their propagation in a dispersive
medium. Section 1.2 focuses on the interaction of these laser pulses with matter at high in-
tensities, in the so-called nonlinear and the nonperturbative regime, where the polarization
response of the material is no longer directly proportional to the electric field. Section 1.3
describes the fundamental transport mechanisms of photoexcited charge carriers in a solid.
The final section of this chapter presents theoretical concepts for explaining various as-
pects of the generation of optical-field-induced currents. This ultrafast charge transfer
mechanism plays a central role in the experiments in Chapter 4 and Chapter 5.
Since an exhaustive treatment of all aspects of ultrafast optics is outside the scope of
this work, textbook references are given for further reading.
1.1 Ultrashort Pulse Fundamentals
For this thesis, it is sufficient to treat the electric field classically. The description of the
magnetic field is equivalent and can be derived directly from the presented results with
the help of Maxwell’s equations [17]. The discussion is therefore limited to the electric
field, adhering to the SI system of units. Relativistic effects do not play a role at the
experimental parameters discussed here and are neglected. There are excellent textbooks
dealing with the description of ultrashort pulses, among them [18, 11, 19]. The following
paragraphs will to a large extent follow the notation as introduced by Diels and Rudolph
[18].
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1.1.1 Mathematical Description of Ultrashort Pulses
The oscillating electric field E of a laser pulse can be equivalently described in time and








E(ω)eiωtdω = F−1[E(ω)] . (1.2)
Although the electric field in the time domain is a real quantity, it is more convenient for
the mathematical description to work with the complex analytic signal [18]
E+(t) = E(t) + iH [E(t)] , (1.3)
where H stands for the Hilbert transform. This way, the electric field can conveniently
be factorized into an envelope and a phase term:
E+(t) = |E+(t)|eiΓ(t) = |E+(t)|ei(ω0t+ϕ(t)+ϕ0) , (1.4)
where the phase Γ(t) can be decomposed into a term featuring fast oscillations at the
laser frequency ω0, a time-dependent phase ϕ(t), and a constant phase offset, the so-called
carrier envelope phase (CEP) ϕ0. While for longer pulses the effect of the CEP on the
pulse shape is negligible, it has a strong influence on few-cycle pulses as shown in Fig. 1.1.
In this work, the CEP of a few-cycle pulse plays an important role as a control knob
for the field-controlled — not intensity-controlled — processes which are explored in later
chapters.
If we can assume that the changes in the phase ϕ(t) are slow compared to the fast
oscillations at the laser frequency, it is useful to introduce the complex envelope E(t) =
|E+(t)|ei(ϕ(t)+ϕ0) of the pulse such that
E+(t) = E(t)eiω0t . (1.5)
This allows us to define E+(ω) which is the Fourier transform of the complex analytic
signal E+(t) and contains only positive frequencies [18]:
E+(ω) = F [E+(t)] =
E(ω) for ω ≥ 00 for ω < 0 . (1.6)
Equivalently to the temporal field, E+(ω) can also be expressed in terms of amplitude and
phase:
E+(ω) = |E+(ω)| e−iΦ(ω) , (1.7)
where Φ(ω) carries important information on the spectral and temporal shape of the electric
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j , (1.8)






































Figure 1.1: CEP of Few-Cycle Pulse. a) shows the strong CEP dependence of the pulse
shape for a 4 fs pulse while b) illustrates the negligible effect in case of a 30 fs pulse which
is a typical output duration for a commercial ultrashort pulse amplifier. Red: cosine-like
pulse with ϕ0 = 0. Blue: sine-like pulse with ϕ0 = pi/2. Dashed black: pulse envelope







The zeroth order is equivalent to the aforementioned CEP (ϕ0 = −Φ(ω0)). The first order
is known as group delay (GD). It leads to an overall retardation of the electric field. The
second order is the group-delay dispersion (GDD) which influences the relative timing
between different frequency components and leads to an elongation of the pulse in the
time domain, see Fig. 1.2. A pulse, whose different spectral components arrive at different
times, is called chirped. Higher order phases like the third- and fourth-order dispersion
also influence the shape of the pulse strongly by introducing satellite pulses and pedestals.
For a more detailed overview on the influence of different phase terms on the pulse shape,
consult [19] or [20].
Important experimental quantities are the temporal intensity I(t), which results from
the time average of the modulus square of the electric field over one oscillation period, and
its equivalent in the frequency domain I(ω) [19].





E2(t′)dt′ = 2 c0n|E+(t)|2 , (1.10)
I(ω) = c 0 n
pi
|E+(ω)|2, (1.11)
where c is the speed of light in vacuum, 0 the vacuum permittivity, n the real part of the
index of refraction in the medium, and T = 2pi
ω
the oscillation period.
Two important characteristics of a laser pulse can be derived from this intensity defi-
nition. Its temporal duration τp and spectral width ∆ω are given by the full width at half
maximum (FWHM) of the respective intensity profiles [18]:
τp = FWHM [I(t)] , (1.12)
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Figure 1.2: Transform-Limited versus Chirped Pulse. The pulse in a) has a flat spectral
phase and is transform-limited. The spectral phase of the pulse in b) is quadratic with
a GDD of 10 fs2. Longer wavelength components arrive earlier, shorter wavelength com-
ponents later. The pulse is stretched in time (chirped) which leads to a reduction of the
maximum instantaneous field. The spectral intensity is the same for both pulses. Red:
instantaneous electric field. Dashed black: pulse envelope.
∆ω = FWHM [I(ω)] . (1.13)
Since the electric fields in time and frequency description are linked via their Fourier
relationship, there is a lower limit of the so-called time–bandwidth product [19]
τp∆ω ≥ cB , (1.14)
where the constant cB depends on the shape of the pulse. In the case of a Gaussian pulse,
cB = 4 ln2. For a transform-limited pulse with a flat spectral phase, the time-bandwidth
product is minimal and the equality in Eqn. 1.14 holds.
A train of short pulses results in a frequency comb in Fourier space. The line-width of
the individual comb teeth is inversely proportional to the temporal width of the pulses. The
comb spacing is given by the repetition rate frep, the offset is the so-called carrier-offset-
frequency fCEO which is closely related to the CEP difference ∆ϕ0 between consecutive
pulses in the pulse train [21]:
fCEO =
∆ϕ0 mod 2pi
2pi frep . (1.15)
Fig. 1.3 schematically illustrates the correspondence between a train of ultrashort pulses
and a frequency comb. In this example, fCEO = frep/4 which means that the CEP slips by
pi/2 from pulse to pulse and every fourth pulse is identical. For fCEO = 0, ϕ0 is constant.










Figure 1.3: Frequency Comb. a) A train of ultrashort pulses in the time domain corre-
sponds to a frequency comb in Fourier space, as schematically illustrated in the b). The
comb lines are spaced by the repetition rate frep. In this example, the carrier envelope
offset frequency fCEO is one fourth of the frep which corresponds to a CEP slip ∆ϕ0 of pi/2
between consecutive pulses.
1.1.2 Propagation of Ultrashort Pulses
The propagation of an electric field E(r, t) in a medium is governed by the nonlinear wave
equation which can be derived from Maxwell’s equations [17]. For non-magnetic media
and a vanishing free current density, it assumes the form








P(r, t) , (1.16)
where P is the polarization response of the medium and vector quantities are denoted in
bold font. If we assume a fixed propagation direction along the z-axis, the electric field can
be split into a scalar function u(r), which describes the spatial beam profile, and a vector
field E(z, t), which determines the time-dependence and propagation in z-direction, in the
following way [22]:
E(r, t) = u(r)E(z, t) . (1.17)
In the next paragraph, we will consider the vector field E(z, t) and its propagation through
a dispersive medium before we turn to the propagation characteristics of the spatial beam
profile u(r) and discuss the special case of a Gaussian beam.
Propagation through a Dispersive Medium A short pulse can be expressed as a
coherent superposition of monochromatic waves. In a dispersive medium, these waves
travel at different velocities because the optically induced polarization imposes frequency-
dependent changes on the incident electric field. This results in a shift of the different
frequency components with respect to each other and influences the pulse shape. Mathe-
matically, this can be described by the spectral phase, introduced in Eqn. 1.7.
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Neglecting the spatial beam profile and concentrating on one particular polarization












P (z, t) . (1.18)
In case of a linear response P (ω, z) = 0χ(ω)E(ω, z), with a scalar dielectric susceptibility
χ(ω), we can use a Fourier ansatz for the electric field and derive the following solution in
frequency space
E(ω, z) = E(ω, 0) e−ik(ω)z , (1.19)
where k(ω) = ω
c
n˜(ω) is the wave vector in propagation direction z. The index of refraction
n˜(ω) is defined as [23]
n˜(ω) =
√
1 + χ(ω) = n(ω) + iκ(ω) . (1.20)
It is a complex quantity which characterizes the light-matter interaction in the linear
regime. The imaginary part is called extinction coefficient κ(ω) and describes the damping
or enhancement of the field amplitude due to absorption or gain in the medium. The real
part n(ω) is responsible for the frequency-dependent change of the speed of light, which
results in refraction and dispersion. The real and imaginary parts of the refractive index
are linked by the Kramers-Kronig relation [17]:






Ω2 − ω2 dΩ , (1.21)
where P denotes the Cauchy principle value of the integral. The real part of the refractive
index for different materials is often given in terms of the wavelength λ
n(λ) = n(ω)
∣∣∣∣∣dωdλ
∣∣∣∣∣ = 2picλ2 n(ω) (1.22)
by the so-called Sellmeier equation [24]:
n2(λ) = 1 + B1λ
2
λ2 − C1 +
B2λ
2
λ2 − C2 +
B3λ
2
λ2 − C3 , (1.23)
where B1,2,3 and C1,2,3 are the experimentally determined Sellmeier coefficients. In case
n(λ) depends on the polarization and propagation direction of the light field traveling
through the material, the crystal is birefringent.
If a laser pulse traverses a transparent (κ = 0), dispersive medium of length L, its
spectral phase Φ(ω) is altered according to [19]
Φ(ω, L) = Φ(ω, 0) + k(ω)L = Φ(ω, 0) + ωn(ω)L
c
. (1.24)
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By inserting Φ(ω, L) into Eqn. 1.9, the Taylor coefficients bj can be written as






















dλ2 , etc. (1.26)
with the group-velocity vg = dωdk
∣∣∣
ω0
. In a dispersive medium, the phase velocity vp = c/n
and vg are not equal, which means that the relative timing between the envelope and
the carrier wave changes during propagation, resulting in a slip of the CEP. As already
mentioned in the previous subsection, the GDD and higher order terms of the phase lead to
a redistribution of the spectral components in time, resulting in a reshaped pulse. One can
define the dispersion length LD as the propagation distance over which the pulse duration




In order to maintain a short pulse for time-resolved experiments, the phase it accumulates
while traveling through air or through transmissive optical elements like filters or lenses
has to be corrected. GDD can, to a certain degree, be canceled with the help of prisms [25]
and diffraction gratings [26]. For the compensation of higher order spectral phase terms,
chirped mirrors [27] or programmable spectrum and amplitude shapers based on liquid
crystal displays (LCDs) [28] or acousto-optical modulators [29] can be employed.
In case the polarization on the right hand side of Eqn. 1.18 takes a more complicated
form than a purely linear response, it can be useful to simplify the propagation equation
by introducing the slowly-evolving wave approximation [30]. If we express the electric field
E(z, t) and the polarization P (z, t) in terms of their Fourier components Eω(z) and Pω(z)













If the field is propagating in forward direction along the z-axis, it can be decomposed
into an amplitude times the oscillating wave Eω(z) = F (z) exp(ikωz), with kω = ωn(ω)/c.
In the framework of the slowly-evolving wave approximation, we can neglect ∂2F (z)/∂z2.
Together with the decomposition of the polarization response into a linear and a nonlinear






PNLω (z) . (1.29)
In case the assumptions made during the derivation are justified, this equation is valid for
arbitrary waveforms.
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Gaussian Beam Propagation Now let us focus on the evolution of the spatial beam
profile u(r). Although plane waves provide a mathematically correct solution for the wave
equation (see Eqn. 1.16), their physical interpretation is problematic. Plane waves propa-
gating in z-direction extend to infinity in the x–y plane. Laser beams on the other hand
have a finite spatial spread, which leads to fundamental consequences for their focusing
properties.
For a vanishing polarization P and only slow variations of the spatial profile in z-





u(r) = 0 , (1.30)




∂y2 is the second spatial derivative with respect to the transverse
Cartesian coordinates and k is the amplitude of the wave vector in z-direction. This
equation can be solved by assuming a Gaussian beam, which corresponds to the operating
mode of most femtosecond lasers. The spatial profile takes the form [11]




The beam radius w(z) is defined as the distance from the center of the beam where the
field amplitude has decreased to 1/e of its maximum value. The focus lies at z = 0 where
the beam waist is given by w0. R(z) is the radius of curvature of the phase fronts. The
so-called Guoy phase Ψ(z) causes a pi phase shift across the focus.






It is given by the distance a collimated beam can travel before doubling its area due to
divergence. zR depends quadratically on w0 and is inversely proportional to the wavelength.
The power P (r, z) which is transmitted through an aperture of radius r placed in the beam
is given by









where P0 is the total power. Fig. 1.4 schematically summarizes the significant parameters
of a Gaussian beam.
1.2 Light-Matter Interaction Beyond the Linear Re-
gime
This section will focus on the polarization of a medium interacting with light once the linear
response assumed in Subsection 1.1.2 is no longer valid. Excellent textbook references for
this section are [31, 32] as well as [33] for the solid-state part of Subsection 1.2.2.









Figure 1.4: Propagation of Gaussian Beam, in z-direction, focused at z = 0. The red lines
denote the radius w(z) of the beam where the field has fallen off to 1/e of its peak intensity
at the center. The phase fronts in the focus and the far-field are depicted in dashed lines.
The left-hand side of the illustration shows the spatial intensity profile of the beam.
1.2.1 The Nonlinear Regime
In the frequency domain, the vector components Pi of the polarization response can ap-
proximately be expressed by an expansion in terms of the electric field [31]:
Pi
0





ijklEj(ωm)Ek(ωn)El(ωo) + ... ,
(1.34)
where ωm, ωn, and ωo denote frequencies of incoming electric fields and ijk refer to the
Cartesian coordinates. Einstein summation convention is assumed to simplify the notation.
The dielectric susceptibility χ(r) is a tensor of rank (r+1) and describes the response of
a system to an electric field E(ω). If we consider only one polarization component of
the interacting fields and assume instantaneous response in a dispersionless and lossless
medium, the polarization in the time domain can be written in a compact form
P (t)
0
= χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ... . (1.35)
In general, the nonlinear polarization response in time has to be calculated by taking the
Fourier transform of the frequency domain response in Eqn. 1.34. The question if the
nonlinear response is instantaneous or not is essential for the amount of energy deposited
in the sample. It can be quantified by the workW (t) done by the laser field on the electrons






′) dt′ . (1.36)
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If E(t) and PNL(t) do not oscillate in phase, there is an energy transfer either from the
laser field to the sample or the other way round. This dynamic energy transfer has been
resolved for terahertz [34] up to optical frequencies [35].
The two important special cases of second- and third-order nonlinear processes are
discussed in the following paragraphs.
Second-Order Nonlinear Processes In the case of a second-order nonlinear process,
the χ(2) tensor leads to a polarization response which depends quadratically on the incident
light field. If we assume that the incoming electric field is given by E(t) = E1eiω1t+E2eiω2t+
c.c. and it passes through a lossless, dispersionless system with χ(2) 6= 0, it will create an
instantaneous polarization response P (2)(t) = 0χ(2)E(t)2. The polarization response can
be split into the following spectral contributions [31]:
P (0) = 0χ(2)(|E1|2 + |E2|2) OR
P (2ω1) = 0χ(2)E21 SHG
P (2ω2) = 0χ(2)E22 SHG
P (ω1 + ω2) = 2 0χ(2)E1E2 SFG
P (ω1 − ω2) = 2 0χ(2)E1E∗2 DFG
(1.37)
The polarization terms at negative frequencies can be obtained by taking the complex
conjugate of the above mentioned quantities.
In the case of optical rectification (OR), the fast field oscillations are eliminated and the
field follows the envelope of the incident pulses. This phenomenon has successfully been
employed for the generation of intense terahertz waveforms [36, 37]. Second-harmonic
generation (SHG) is a special case of sum-frequency generation (SFG), which combines ω1
and ω2 to emit a higher frequency photon. In SHG the energy of two photons from the
same laser field is used to emit one photon with twice the fundamental energy. Difference-
frequency generation (DFG) produces a frequency output with the difference of ω1 and ω2.
In case one of the incoming fields is much more intense than the other, this process enables
optical parametric amplification (OPA). An intense pump signal at frequency ω1 amplifies
a seed signal at ω2. The newly created beam with a frequency ω1 − ω2 is called idler. The
short-wavelength-infrared (SWIR) laser source, which is introduced in Subsection 2.2.2,
utilizes the OPA process for the generation of intense, broadband pulses.
A more general description of the second-order polarization response as a vector quan-
tity which also takes the noninstantaneous response due to losses into account, is given by
[31]





ijk(ωn + ωm, ωn, ωm)Ej(ωn)Ek(ωm) , (1.38)
where D is a degeneracy factor which equals the number of distinct permutations of the in-
coming frequencies and ijk are the Cartesian coordinates. Higher order nonlinear response
terms can be expressed in a similar fashion.
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It is important to note that χ(2) has to vanish for centrosymmetric media due to their
inversion symmetry. In the nonlinear susceptibility tensor, depending on the symmetry of
the crystal, only a limited number of tensor coefficients are independent from each other.
For these symmetry considerations and how they can lead to a more compact representation
of the susceptibility in terms of the scalar effective nonlinearity deff , the reader is referred
to [31].
In case one of the incoming fields is static (or very slowly varying), the second-order
nonlinear susceptibility describes the linear electro-optic effect, also known as direct current






ijk(ω = ω + 0)Ej(ω)Ek(0) . (1.39)
The applied electric field leads to a linear change in the refractive index, which is po-
larization dependent. It effectively changes the birefringence of the material and thus
transforms it into a voltage-driven wave plate. The resulting polarization rotation of the
incoming light wave can be used in electro-optic modulators and in electro-optic sampling,
which is introduced in Chapter 3.
An important prerequisite for efficient frequency conversion is the so-called phase
matching which corresponds to momentum conservation [11]:
ki = kj + kk , (1.40)
where ki, kj, and kk are the wave vectors of the contributing electric fields. Due to chro-
matic dispersion (see Eqn. 1.24), this condition is in general not fulfilled over a long prop-
agation distance for interacting light fields of different wavelengths. Using a birefringent
crystal and adjusting the orientation of the optical axis with respect to the polarization of
the incoming electric fields, phase matching can be achieved using distinct refractive indices
for different polarization components. Depending on the polarizations of the two incoming
beams, two types of phase matching are typically distinguished: For type I phase match-
ing, Ej and Ek have the same polarization while in the case of type II phase matching, the
polarizations of the incoming beams are perpendicular to each other.
In case the phase-matching condition can not be fulfilled by tuning the optical axis
of a birefringent crystal, a technique called quasi-phase-matching allows to limit the wave
vector mismatch ∆k = k1 + k2 − k3 [31]. It relies on periodically poled materials which
are grown in such a way that the nonlinear susceptibility periodically changes sign. This
principle is used in the first two OPA stages described in Subsection 2.2.2 in order to make
use of the largest nonlinear coefficient in LiNbO3. This requires all interacting waves to
have the same polarization and thus eliminates birefringence as phase-matching mechanism
[38].
Third-Order Nonlinear Processes For centrosymmetric materials with vanishing χ(2),
the χ(3) susceptibility governs the lowest order nonlinear interaction. Since electric fields
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with four different wavelengths can take part in a χ(3) process, one often speaks of four-
wave mixing. For the scope of this work however, it is sufficient to consider only fields
with the same wavelength and a single polarization component, leading the polarization
response [31]
P (3)(ω) = 30χ(3)(ω = ω + ω − ω)|E(ω)|2E(ω) . (1.41)
The imaginary part of χ(3) describes a non-parametric process, meaning that the ground
and final state of the system interacting with the light field are not identical. One example
for such a process is two-photon absorption, which results into a loss channel for the bulk
silicon compressor of the SWIR source in Subsection 2.2.2 and serves as the enabling
mechanism for using silicon-based beam diagnostics to characterize the focused SWIR
light in Section 3.2. Considering the real part of χ(3) alone, the nonlinearity leads to an
intensity-dependent refractive index
n = n0 + n2I , (1.42)
with n2 = 34n200cχ
(3), which is typically on the order of a few 1× 10−20 m2/W in the off-
resonant case [39]. For a temporal variation of the field envelope, this intensity dependence,
also denoted as the optical Kerr effect, leads to the generation of new frequency via self-
phase modulations (SPM) and plays an important role in the generation of broad spectra,
also known as supercontinuum generation. Supercontinua are widely used to approach the
few-to-single cycle regime with pulses from conventional laser sources like the titanium-
doped-sapphire (Ti:Sa) front end described in Subsection 2.2.1 [40]. The time-varying
nonlinear phase ΦNL(t) = −n2I(t)ω0L/c which the laser pulse acquires by traveling through
a transparent medium leads to a change in instantaneous frequency [31]:
ω(t) = ω0 + δω(t) = ω0 +
d
dtΦNL(t) . (1.43)
Once the frequency shift δω exceeds the spectral width of the original pulse, new frequency
components lead to spectral broadening of the pulse with blue components at the trailing
and red components at the leading edge, assuming n2 is positive. SPM is accompanied
by self-steepening which results from the intensity dependence of the group velocity. The
peak of the pulse envelope is slowed down with respect to the edges of the pulse which
leads to a steepening of the trailing edge [31].
Since the intensity of a laser pulse not only varies in time but also in space, the intensity-
dependent refractive index has further implications, namely the so-called Kerr-lensing. If
a collimated Gaussian beam, described in Subsection 1.1.2, traverses a plate of constant
thickness, the intensity profile leads to a modulated refractive index which acts like a
convex lens. The consequent focusing of the beam is schematically depicted in Fig. 1.5.
This mechanism is used in Kerr-lens mode-locked oscillators to reduce the cavity losses
compared to continuous-wave operation, which leads to the emission of ultrashort pulses
[11]. A Kerr-lens mode-locked oscillator is the central component of the Ti:Sa front end
for both laser systems described in Subsection 2.2.1 and Subsection 2.2.2.








Figure 1.5: Kerr Lens. a) Schematic illustration of the analogy between a Kerr lens and b)
a traditional convex lens. Instead of the propagation thickness d, the index of refraction n
is modulated transversely to the propagation direction in the x − y plane, which leads to
a focusing in propagation direction z.
1.2.2 The Nonperturbative Strong-Field Regime




= 5.14× 1011V/m , (1.44)
where a0 is the Bohr radius, the expansion of the polarization response given by Eqn. 1.34
does not converge anymore [31]. In this nonperturbative strong-field regime, new aspects
of light-matter interaction can be observed which cannot be described in the framework
of the previous subsection. Besides the high intensity, there can be other reasons for a
breakdown of the perturbative description of light-matter interaction like gain saturation
in the medium, quantum interference, or a Rabi frequency larger than the inverse excited-
state lifetime of the system [31]. These regimes will not be discussed further in the scope
of this work.
One phenomenon which is of central importance to this work is strong-field ionization.
Strong-field ionization in gases and dielectrics can be described in an analogous manner
because the involved energy barriers, the atomic ionization potential Ip and the band gap
∆g, typically lie within the same range. The most important difference is the final state
of the electron. While in the case of the gas the electron is released into the continuum, it
remains in the periodic potential of conduction band in the case of the solid.
The formalism which Keldysh developed in [41] holds for the ionization in gases and


















Figure 1.6: Regimes of Strong-Field Ionization. a) For small Keldysh parameters, the
tunneling regime is dominant. The applied electric field EL tilts the atomic potential such
that the electron can tunnel out with a certain probability - illustrated by the black arched
arrow. b) For large Keldysh parameters, the system is in the multi-photon regime. The
atomic potential stays almost unperturbed and the electron absorbs a well-defined number
of photons to escape into vacuum/the conduction band.
where ωL denotes the laser frequency, me the electron mass, mred the reduced effective mass
of electron and hole (1/mred = 1/meeff + 1/mheff ) and EL the electric field strength applied
by the laser. It defines two asymptotic regimes of strong-field ionization: the multi-photon
and the tunneling regime. In case γK << 1, tunneling is dominant, for γK >> 1 the
electron escapes the atomic potential by absorbing several photons in a nonlinear process.
In the intermediate regime for γK ≈ 1, where the experiments presented in Chapter 4 and
Chapter 5 will take place, the contributions from these two regimes cannot be distinguished.
Keldysh developed a generalized ionization rate ΓGKF [41] which can successfully be



























where ∆˜g is the effective ionization potential, the functions K(z) and I(z) the complete
elliptic integrals of first and second kind, bxc denotes the integer part of x, and Q is
a slowly-varying quantity describing the discrete spectrum of the absorbed photons (see
[41, 33] for the full mathematical expression and further details). The validity of this
approximation can be confirmed by numerical comparison with the solution of the one-
dimensional time-dependent Schrödinger equation (TDSE) [33].
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Figure 1.7: Generalized Keldysh Ionization Rate. The excitation probability calculated
with the generalized Keldysh formula is in good agreement with the one-dimensional TDSE.
The approximation of the excitation probability with a tunneling rate is reasonable for
γK > 1. With permission of Springer [33].
The prefactor of the exponential function is very sensitive to the exact approximations
made and has yielded slightly different results in publications from Zener [42], Kane [43],
and Keldysh [41]. A direct extraction of this parameter from experimental data has — to
the knowledge of the author — not been possible so far.
For ultrashort laser pulses, dielectric media can sustain electric field strengths far be-
yond the DC damage threshold [7]. Therefore, the previously unexplored field of strong-
field phenomena in light-matter interaction can be investigated. One interesting finding
in this regime is the generation and detection of optical-field-induced currents, which is
further elucidated in the last section of this chapter after introducing some basic principles
on charge carrier transport in solids.
1.3 Transport of Photoexcited Carriers in Solids
In order to get a better understanding of the strong-field-induced currents, we first have
to look into the fundamental principles which govern the transport of photoexcited charge
carriers in solids. Only the very basics of the vast topic of charge carrier transport is
discussed in this section and the reader is referred to standard solid-state textbooks [44, 45]
for further details. A nice overview on pioneering experiments investigating the charge
carrier dynamics in semiconductors and the underlying physical principles can be found in
[46, 47].
An electron in a crystal can be described as a wave packet which results from a su-
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perposition of Bloch waves. Its velocity is given by the group velocity of the wave packet
which depends on the band dispersion E(k) [45]:
v(k) = ∇kω(k) = 1~∇kE(k) . (1.49)
To describe its motion through the band structure of the solid, we will stick to the semi-
classical picture. When an electric field is applied to a solid, electrons in the conduction
band are accelerated according to the acceleration theorem
~
dk(t)
dt = −eEL(t) , (1.50)
k(t) = −k0 − e~AL(t) , (1.51)
where k(t) is the time-dependent crystal momentum of the electron, k0 its initial crystal
momentum prior to interaction, and AL(t) the vector potential of the laser pulse. The
heavy holes are assumed to be localized due to the flat hole band dispersion of most










The scalar notation of meff assumes that the dispersion relation is isotropic in k-space. If
this assumption does not hold, the effective mass has to be treated as a tensor.
When the electron is accelerated towards the end of the Brillouin zone (|k| = pi/a), its
momentum is reversed in case it cannot escape to another band by tunneling. In other
words: The electron wave packet is Bragg reflected. This leads to oscillations in real space





where a is the lattice constant of the crystal. If the driving field oscillates at frequency ωL,
the minimum externally applied field strength EB to accelerate the charge carriers to the





where r = 1 + χ(1) is the relative permittivity which represents the linear screening of the
field inside the sample.
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However, these oscillations can only be observed if no scattering takes place before
the charge carriers have completed one oscillation cycle. Charge carriers can scatter due
to interactions between each other or due to interactions with lattice distortions. These
distortions can either be permanent, due to defects and impurities, or dynamic due to
vibrations (phonons). For the lattice constant of α-quartz, which is 0.5 nm, a high DC
voltage of 1× 106 V/m would lead to an oscillation period of 8 ps which is much longer
than the typical electron-phonon scattering times of a few femtoseconds. That is why,
until recently, Bloch oscillations had been considered without significance to the electron
dynamics in a natural solid. The condition 2pi/ωB < τscatter had only been achieved in
artificial systems, like superlattices [49, 50, 51], optical lattices [52], Josephson junction
arrays [53], or optic waveguide arrays [54, 55].
A classical approach to describing the charge transfer in a solid state system under
the consideration of scattering is the Drude model [56]. Despite its simplicity it has been







v(t) = −eEL(t) , (1.56)
where the second term on the left side represents friction due to a finite relaxation time τ ,
which comprises all of the above mentioned scattering mechanisms. In the stationary case
dv/ dt = 0, this leads to a proportionality between the drift velocity, and thus the current
density, and the electric field. This is the well-known ohmic transport. In case τ is large
with respect to the observed time scales, the charge carriers are accelerated according to
Eqn. 1.53. This regime is known as ballistic transport.
The solution of Eqn. 1.56 of the position x(t) = ∫ v(t′) dt′ for carriers that are injected























(α(t)−α(t0)−A(t0) · (t− t0)) , (1.58)
where the vector potential A(t) is the primitive integral of the driving field EL(t) and α(t)





The charge separation in the ohmic case is clearly dominated by the vector potential while
in the case of ballistic transport, both the vector potential and its primitive integral enter
the equation. The validity of the Drude model in the case of optical-field-induced currents
is discussed in Section 5.4.
After photoexcitation, there are four regimes of carrier relaxation [46]:
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1. During the coherent regime, the excited carriers maintain a well-defined phase rela-
tion with among each other and with respect to the light field. It is equivalent to the
above mentioned ballistic regime.
2. After the coherence is destroyed by scattering processes, a non-thermal charge carrier
distribution prevails.
3. Eventually, the energy of the charge carriers gets redistributed by electron-electron
scattering and their distribution can be characterized by a temperature which is
higher than the lattice temperature. This is the hot-carrier regime.
4. The hot carriers gradually transfer energy to the lattice until an equilibrium is reached
in the isothermal regime. The excess electrons will recombine radiatively or non-
radiatively.
The regimes cannot be strictly separated — they overlap temporally. Their respective
time scales range from a few femtoseconds for the loss of coherence to several 100 ps for
the recombination. The exact rates depend among others on the charge carrier density,
lattice temperature, and the band structure [46]. They can be theoretically investigated
by modeling the evolution of the momentum distribution of excited charge carriers by the
Boltzmann transport equation [58]. Experimentally, the short time scales of the initial
relaxation steps are not easily accessible but recent experiments suggest that in the case
of strong-field excited charge carriers in SiO2, the decoherence time is on the order of 3 fs
[59].
For applied field strengths in the range of a few 1× 1010 volts per meter, the Bloch
period lies in the same, few femtoseconds range, which opens exciting possibilities. In
2009, partial Bloch oscillations were for the first time observed in GaAs [60]. Furthermore,
they have been proposed as the mechanism behind the emission of high harmonics from
bulk which have been observed lately [8, 9]. However, semiclassical simulations comparing
the experimental scaling of high-harmonic signal with intensity revealed the central role of
spatial conduction band harmonics in the high-harmonic generation (HHG) process [10].
Recent time-resolved measurements in combination with quantum-mechanical modeling
[61] now suggest that the emission of high energetic photons results from a delicate interplay
between inter- and intraband dynamics.
Another strong-field phenomenon which results from combined inter- and intraband dy-
namics is the generation of optical-field-induced currents. They will further be investigated
in the following.
1.4 Optical-Field-Induced Currents
When a strong laser field on the order of a few 1× 1010 volts per meter is applied to a
dielectric sample, a current is induced on the time scale of half an oscillation cycle. These
currents were for the first time demonstrated by Schiffrin et al. [4]. Shortly after, their
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application for the CEP characterization of the excitation pulse was demonstrated [62].
In the underlying nonperturbative strong-field process, charge carriers are promoted into
the conduction band by interband absorption and subsequently accelerated in order to
generate a measurable current. There are two potential implementations using either a
single few-cycle pulse or two pulse replica with crossed polarizations which are temporally
delayed with respect to each other. The details of the experimental setup is given in Sec-
tion 4.2. This section will briefly recapitulate the fundamental findings from the pioneering
experiment [4] and present the different theoretical approaches for modeling them.
The two basic experimental configurations which have been employed in the generation
of ultrafast currents are indicated in Fig. 1.8. In the one-pulse-scheme, currents on the scale
of a few picoamperes are generated by focusing a CEP-stable 4 fs pulse at 760 nm central
wavelength onto a dielectric nanogap between two gold electrodes [63]. The measured
current amplitude can be translated into a transferred charge Q = J/frep of up to 10 000
electrons per pulse at a repetition rate of 3 kHz. Varying the CEP of the laser pulse by
scanning the insertion of a fused silica wedge pair, shows that the measured current is
strongly phase dependent.
By using the two-pulse-scheme, a strong pulse polarized along the electrode gap injects
the charge carriers into the conduction band (injection pulse) while a delayed, about 10
times weaker pulse drives the delocalized carriers towards the electrodes (drive pulse). None
of the two pulses generates a current by itself, so the signal is recorded in the temporal
overlap region only. Since the measured current features the same oscillation period as the
drive field pulse, the duration of the injection needs to be confined to less than one half-
cycle of the electric field which is about 1.3 fs for the central wavelength of 760 nm. The
conductivity of the sample during this time window is increased by 18 orders of magnitude.
The experimental findings are summarized in Fig. 1.9.
There are different theoretical approaches to describe the experimental data [33]: the
semiclassical model, the interfering multi-photon absorption pathways, adiabatic semimet-
alization, and ab-initio calculations. The different approaches can be seen as complimen-
tary because they highlight different aspects of the generation and detection of the optical-
field-induced currents. All the models have in common that they consider the microscopic
current density j(t) whose time integral leads to a polarization density p(t). The latter is
equivalent to a charge density q(t):
q(t) = p(t) =
∫ t
−∞
j(t′) dt′ . (1.60)
The measured transferred charge per pulse Q follows the microscopic q(t) after the excita-
tion at t0 is concluded:
Q = Aeffq(t > t0) , (1.61)
where Aeff is an effective cross section that depends on the details of the metal-dielectric
junction.










Figure 1.8: Schematic Optical-Field-Induced Current Setup. 4 fs pulses at 760 nm central
wavelength and 3 kHz repetition rate induce a current in a fused silica nanogap between
two gold electrodes. a) In the one-pulse-scheme, a single pulse is used to generate the
current. Its CEP is varied by changing the insertion of a pair of fused silica wedges ∆x.
b) In the two-pulse-scheme, a strong injection and a weak drive pulse with an adjustable
temporal delay are used. The polarization of the injection arm is oriented along the gap
while the one of the drive arm is oriented across. There is only a measurable signal in the
temporal overlap region. Adapted from [63].
1.4.1 Semiclassical Model
The semiclassical model provides a descriptive physical picture of the current generation in
the form of a two-step process: the interband tunneling or multi-photon absorption which
launches an electron wave packet in the conduction band and its subsequent acceleration
towards the metal electrodes. This picture corresponds well to the experimental findings
in the two-arm configuration [4] where the injection pulse takes care of the first step and
the drive pulse of the second.
Once the electron packet is launched in the conduction band, it is accelerated in the
potential of the band following the acceleration theorem, introduced in Eqn. 1.50. A





|αi,k0(t)|2vi(k(t))− jinterband(t) , (1.62)
where |αi,k0(t)|2 is the probability to find the electron in a particular band i with momentum
k0 and vi(k) = ∇kEi(k)/~ is the velocity which is calculated from the dispersion relation
Ei(k) of the band. The last term on the right hand side corresponds to the current
contribution due to interband coherences which depend on the momentum matrix elements
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Figure 1.9: Previous Optical-Field-Induced Current Results. a) Transferred charge induced
by a single laser pulse in dependence of the wedge position ∆x. b) Scaling of the transferred
charge with the applied field strength EL in the one-pulse-scheme (crosses), compared to
a adiabatic semimetalization model (dashed line). c) Transferred charge generated by
the interplay of a strong injection and a weak drive pulse with crossed polarizations in
dependence of their relative time delay ∆t. Data from [63, 4]
.
between valence and conduction band. It is small compared to the first term representing
the intraband transport of the charge carriers [64].
In numerical simulations, a scaling of the current with field strength at low intensity was
investigated [65]. It was determined to be E2n+1 with the multi-photon absorption order n.
This scaling can very intuitively be interpreted in the semiclassical picture: The intensity
of n photons is needed for the injection of the charge carrier. Then the electric field of one
more photon is needed for the drive process, summing up to 2n+ 1. A comparison of the
semiclassical approach to more sophisticated numerical methods can be found in [66].
1.4.2 Interfering Multi-Photon-Absorption Pathways
For moderate intensities, modeling the laser-induced current as a result of interfering multi-
photon pathways reproduces the experimental findings well [65]. This approach directly
follows up on pioneering experiments using one- and two-photon absorption in GaAs to
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generate phase-dependent currents [67, 68, 69], where the wavelength of the excitation
is tuned such that ∆g(GaAs) = 2~ωL = ~ωSHG . Since the initial and final state of
the process for the absorption of one and two photons are degenerate, the two quantum-
mechanical pathways can interfere. Due to the different −k/k-symmetry for odd and even
multi-photon orders, their interference leads to an asymmetric momentum distribution in
the excited state population. As a result, adjusting the phase ∆ϕ between the fundamental
field and the second harmonic can sensitively control the magnitude of the current which is
proportional to the velocity of the excited charge carriers. These coherent-control experi-
ments were repeated for other semiconductors [70], molecular wires [71], carbon nanotubes
[72], and graphene [73].
In case of the broad bandwidth pulse used in [4, 62] as well as in this work, the differ-
ent wavelengths corresponding to different multi-photon orders are present in one single
waveform. Adjusting the CEP of this pulse can similarly lead to an asymmetry in the
momentum distribution in the conduction band. This has been shown in a density matrix
approach, solved self-consistently with equations for the macroscopic electric field inside
the medium [65].
Regarding the current signal scaling, the interfering multi-photon absorption pathways
can also give an intuitive explanation for the E2n+1 finding: The total excitation probability
is given by the product of two interfering absorption probabilities. In the case of N and
N + 1 photon absorption, which correspond to absorption directly at and slightly above
the band gap, respectively, these are proportional to EnEn+1 = E2n+1.
The latest results from strong-field attosecond polarization spectroscopy in fused silica
under comparable experimental conditions suggest that the polarization response can be
described in terms of six-photon absorption [35].
1.4.3 Adiabatic Semimetalization
In the adiabatic semimetalization picture, Wannier-Stark states are used in order to explain
the generation of ultrafast currents [33]. The term was coined for the behavior of dielectric
nanofilms [74, 75] in a strong electric field. Simulations show that a transient strong field
can alter the optical properties of the films, significantly and reversably, to such a degree
that the dielectric constant becomes negative, which is typically associated with metals.
The conductivity at optical frequencies can reach levels comparable to those of semimetals.
This behavior is explained in terms of Wannier-Stark states which form a basis set for
the Wannier-Bloch states. The latter are solutions of the stationary Schrödinger equation
in the length gauge [76]: (
pˆ
2m + U(z) + eELz
)
Ψ = Eψ , (1.63)
where pˆ is the momentum operator, U(z) the lattice potential, and EL the applied laser
field. Restricting the electron dynamics to a single band gives the solution
Ψi = bi
(
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Figure 1.10: Formation of Wannier Stark Ladder at Strong Electric Fields. Red circles
indicate valence band wave functions, blue circles conduction band wave functions. Full
circles stand for occupied, empty circles for vacant states. The anticrossings at ∆l = 1
and ∆l = 2 are shown with arrows denoting a diabatic (solid) and an adiabatic crossing
(dashed). Reprinted by permission from Macmillan Publishers Ltd: Nature [78], copyright
(2014).
where Ψi is the Wannier-Bloch state, Ei the respective energy level, and bi(z, k) is an
auxiliary function satisfying the periodic boundary conditions in the reciprocal space of











where l is the lattice site on which the Wannier-Stark state is localized. The energies
associated with these states form the so-called Wannier-Stark ladder
EWSi = Ei + leaEL , (1.66)
where a the lattice constant, and Ei,l = pi2a
∫ pi/2
−pi/2 Ei(k) dk. The spacing between neighboring
ladder states corresponds to ~ times the Bloch frequency. For our purposes this descrip-
tion of the Wannier-Stark states is sufficient. For their more sophisticated treatment as
resonances with a finite lifetime, the reader is referred to [33].
If a strong electric field is applied to a dielectric, the fanned out energy levels of valence
and conduction band can get close to each other and form an avoided crossing, see Fig. 1.10.
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Since the Wannier-Stark states are highly localized, the probability that an electron from
the valence band passes the avoided crossing adiabatically and occupies a conduction band
state, depends on the distance of the sites which form the avoided crossing. In simulations of
SiO2, the nearest neighbors (∆l = 1) form an anticrossing above the experimentally tested
damage threshold reachable in experiments with our laser parameters of (2.6± 0.5) V/Å
[79]. However, there is also a non-zero probability for an adiabatic passage between states
at sites with ∆l = 2 which occurs at EL = 1.5 V/Å. This field strength is readily reached
experimentally [4].
The simulated conduction band population peaks during the strongest half-cycle of the
applied electric field and is much larger than the residual population which remains after
the pulse. This is in contrast to the strong-field excitation in atoms where the number
of excited electrons increases in a step like fashion and the resulting plasma density stays
constant after the pulse is gone [80]. The population density that is only present during
the interaction with the strong field is attributed to so-called virtual carriers. The virtual
carriers lead to an increased polarizability of the system at optical frequencies [81, 82, 83]
which can explain the current formation. In the linear regime, virtual and real carriers
can be distinguished by detecting radiated waveforms in terahertz spectroscopy [84] while
tuning the excitation energy above and below the resonant condition. However, the ex-
periments with field-induced currents do not allow a distinction between real and virtual
carriers but the observation of strong-field-induced changes in reflectivity support the adi-
abatic semimetalization picture [1] and recent experiments with attosecond polarization
spectroscopy [35] can resolve virtual and real excitation densities.
1.4.4 Ab-Initio Simulations
The ab-initio simulations of ultrafast currents based on time-dependent density functional
theory can provide insight into the excitation dynamics on the atomic scale. Simulations
for crystalline SiO2 (α-quartz) have been performed by Wachter el al. [85]. As has been
shown in [4], the behavior of crystalline quartz and fused silica is similar in experiments.
In contrast to dissipative processes such as electron-phonon and defect scattering, elastic-
scattering is self-consistently included in the calculations.
For small intensities of 5× 1012 W/cm2, the polarization density p(t), which is calcu-
lated from the current density as shown in Eqn. 1.60, follows adiabatically the applied
field. This is characteristic of a linear response. After the pulse, there is a small residual
polarization density overlaid with quantum beats, see in Fig. 1.11. Spatially as depicted in
Fig. 1.12, the current density is localized at the oxygen atom, which resembles an atomic-
like excitation. In the case of higher intensities at 2× 1014 W/cm2, the current density is
delocalized along the Si-O-Si bond axis, which indicates a population of the conduction
band levels. The residual polarization density after excitation is orders of magnitude larger
than in the low intensity case.
The calculated transferred charge agrees very well with the experimental findings in
[4] for more than two orders of magnitude in laser intensity. The simulations furthermore
predict two effects which have not experimentally been observed yet: Firstly, there is a
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Figure 1.11: Time-Dependent Polarization Response to Strong-Field Excitation in SiO2.
Polarization density shown along the laser polarization direction for two different intensi-
ties compared to the electric field. The thick lines depict the temporal average over fast
oscillations (thin lines). Reprinted figure with permission from [85]. Copyright (2014) by
the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.113.087401
phase shift of the CEP dependent current which depends on the orientation of the crystal
axis towards the laser polarization. Secondly, the simulations show a constant transferred
charge offset independent of the CEP when the laser polarization is aligned along the a-
axis of the crystal. This would allow for the measurement of optical-field-induced currents
without a CEP-stabilized laser.
The ab-initio results support the picture of adiabatic semimetalization presented in
the previous subsection only at intermediate fields where the calculated field-induced
alternating-current (AC) conductivity at the fundamental laser frequency σ(ωL) reversibly
increases by more than 20 orders of magnitude during the laser-matter interaction. Above
5× 1013 W/cm2 however, the ab-initio simulations show that nonadiabatic excitation leads
to ballistic currents which dominate the transferred charge. As was mentioned in the pre-
vious subsection, virtual (adiabatic) and real (nonadiabatic) population could not yet been
distinguished experimentally.
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Figure 1.12: Time-Averaged Field-Induced Current Density in SiO2. The current density
is shown in the a-c-plane for two different intensities. The laser is polarized in c-direction.




This chapter presents the experimental tools which are widely used in ultrafast measure-
ments in general and provide the basis for this work in particular. The first section intro-
duces popular pulse characterization techniques. Besides describing the metrology schemes
employed in this thesis, Section 2.1 also gives an overview of state-of-the-art characteriza-
tion techniques, their potential and their limitations. This serves as benchmarks for the
measurement schemes in Chapter 3 and Chapter 5. The phase-stable near-infrared (NIR)
laser presented in Subsection 2.2.1 was used in previous experiments on ultrafast currents
in solids [4, 62, 63] and is employed in this work in order to investigate some geometrical
and material-related effects, summarized in Chapter 4. The SWIR source described in
Subsection 2.2.2 was developed by Dr. Alexander Schwarz and others [38]. The further
advancements realized in the course of this dissertation have facilitated its applications
in experiments and made it the backbone of the interferometric setup described in Sec-
tion 2.3. This interferometer combines sub-two-cycle visible/NIR and SWIR fields in a
pump-probe-like scheme. It was built in order to facilitate the experiments presented in
Chapter 3 and Chapter 5.
2.1 Ultrafast Pulse Characterization
The knowledge of the spectral and temporal characteristics of ultrashort laser pulses is es-
sential for their optimization and use in experiments. It not only facilitates the compression
or well-defined shaping of the waveforms, it also provides an insight into the polarization
response of a system during light-matter interaction. This section recapitulates some of the
most commonly used pulse characterization techniques for few-cycle pulses in the visible
and infrared range.
2.1.1 Measurement of Spectral Amplitude and Phase
The main problem in measuring ultrashort pulses is that their temporal evolution is faster
than the response time of conventional electronic devices. Therefore, they have to be
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measured with optical techniques while using a relatively slow electronic detector [86].
One of the most popular techniques for measuring the amplitude and phase of an
ultrashort pulse is frequency-resolved optical gating (FROG) [87]. FROG is a technique
with multiple geometric variations which works in the hybrid time-frequency domain [20].
In its simplest form it is based on an autocorrelation measurement where the unknown
electric test field E(t) is overlapped with a time-delayed gate g(t − τ) in a nonlinear
medium. The resulting nonlinear delay-dependent signal is spectrally resolved and forms
a so-called spectrogram or FROG trace
IFROG =
∣∣∣∣∫ ∞−∞E(t)g(t− τ) exp(−iωt) dt
∣∣∣∣2 . (2.1)
In order to extract the electric field E(t) from IFROG, a two-dimensional phase-retrieval
problem has to be solved [88]. This mathematical problem is well known and has an
essentially unique solution (for details, see [20]). For a given experimentally recorded
FROG trace, the exact shape of the electric field can be reconstructed, except for two
parameters which remain unknown: the absolute time zero and the CEP.
There are numerous different FROG geometries and four of them are employed over
the course of this work: SHG, third-harmonic (THG), transient-grating (TG), and cross-
correlation FROG (XFROG), whose FROG traces take the following forms:
ISHGFROG =
∣∣∣∣∫ ∞−∞E(t)E(t− τ) exp(−iωt) dt
∣∣∣∣2 , (2.2)
ITHGFROG =
∣∣∣∣∫ ∞−∞E2(t)E(t− τ) exp(−iωt) dt
∣∣∣∣2 , (2.3)
ITGFROG =
∣∣∣∣∫ ∞−∞E2(t)E∗(t− τ) exp(−iωt) dt
∣∣∣∣2 , (2.4)
ISFGXFROG =
∣∣∣∣∫ ∞−∞E(t)Eref (t− τ) exp(−iωt) dt
∣∣∣∣2 , (2.5)
where Eref is a known reference field. There are several advantages and disadvantages to
these FROG geometries [20].
• SHG FROG: The test pulse and its replica are overlapped in a SFG crystal. Due
to the low order χ(2) nonlinearity involved, the sensitivity of this FROG geometry
is high compared to χ(3) techniques: The setup is simple since it only involves two
pulses. The signal can be filtered spectrally and in terms of polarization to improve
the signal-to-noise ratio. However, the FROG traces show a symmetry with respect
to time reversal, which lead to a temporal ambiguity of the retrieved electric field.
Furthermore, the phase-matching bandwidth is limited and depends on the length
of the nonlinear crystal. The SHG FROG was used for the definition of the design
targets of the chirped mirror compressor for the visible/NIR arm of the interferometer
in Section 2.3.
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• THG FROG: The setup is the same as for the SHG FROG but the sensitivity is
lower since a χ(3) nonlinear crystal is used for THG. This technique is suitable for
SWIR pulses, whose spectrum can be shifted towards the sensitivity range of silicon
spectrometers. Thus, the THG FROG can be used for characterizing the SWIR
source, see Subsection 2.2.2.
• TG FROG: This FROG implementation involves three input beams and one output
beam in noncollinear geometry, which makes the setup slightly more complex. Two
pulses are spatially and temporally overlapped to produce a grating via the χ(3)
Kerr nonlinearity of the used medium. The third, delayed beam is diffracted of this
grating to form the signal beam. This FROG implementation is especially suited
for ultrashort pulses because there are no transmissive optics and no phase-matching
bandwidth limitation.
• SFG XFROG: If a well-characterized reference beam is available, it can be overlapped
with the unknown test pulse in a SFG crystal. This technique is especially beneficial
if the test pulse is weak or temporally stretched since the signal can be scaled by
making the reference stronger. Depending on the spectrum of the reference pulse, it
can also increase phase-matching bandwidth compared to SHG FROG. In principle
any χ(2) or χ(3) nonlinearity can be used for XFROG.
An alternative approach is the spectral phase interferometry for direct electric-field recon-
struction (SPIDER). It uses the interference of the test field with its replica and a strongly
stretched pulse [89]. The experimental setup is more complex than FROG but the analysis
is easier since the retrieval algorithm is not iterative. There are variants of both SPIDER
and FROG which allow for single-shot measurements. We will not further discuss SPIDER
since it is not used in this work.
Neither of the techniques presented in this subsection are sensitive to the CEP of the
pulse. However, it has been demonstrated that a combination of FROG with a CEP-
sensitive technique can provide this missing information [90].
2.1.2 Measurement of Carrier Envelope Phase
As mentioned in the previous subsection, typical pulse characterization techniques like
FROG and SPIDER do not provide information on the CEP of an ultrashort pulse. In order
to access this important quantity, different experimental approaches are needed. Two types
of CEP measurements are presented in the following: Firstly, we introduce interferometric
techniques which characterize the relative CEP in terms of the carrier offset frequency by
analyzing the beating between the octave-spanning spectrum of the fundamental beam and
its harmonic. Secondly, we discuss techniques for characterizing the absolute CEP which
make use of highly nonlinear or nonperturbative processes. If the recorded observables
show an asymmetry with respect to the direction of the electric-field, it can be related to
the absolute CEP of the few-cycle pulse.
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Relative CEP Measurements The measurement and stabilization of the carrier-en-
velope offset frequency has lead to the realization of stable frequency combs [91, 92] for
which John L. Hall and Theodor W. Hänsch were jointly awarded 50 % of the Nobel Prize in
Physics 2005. Beyond the applications of these lasers in precision spectroscopy and atomic
clocks [93], ultrafast and strong-field science has largely benefited from the availability of
phase-stable pulses [94].
The self-referencing technique [21], which is now routinely applied for fCEO character-
ization and stabilization, is based on the detection of the beating of an octave-spanning
spectrum with its 2nd (SHG) or 0th (OR) harmonic. The techniques are called f-2f and
f-0f interferometry, respectively. In the case of the f-2f interferometer, the frequency of the
interference signal between the fundamental mode 2m and the second harmonic mode m
is equal to
2f(m)− f(2m) = (2mfrep + 2fCEO)− (2mfrep + fCEO) = fCEO . (2.6)
The same principle holds in the case of DFG in an f-0f interferometer. If the fCEO is
detected and locked to an external radio-frequency oscillator, the pulse train from an oscil-
lator can be phase-stabilized by changing the dispersion of the cavity e.g. by modulating
the pump laser intensity with an acousto-optical modulator. The self-referencing technique
can be also be used for the characterization and stabilization of the CEP in an amplified
pulse train [94], as shown in Subsection 2.2.1. Note that the f-2f and f-0f interferometers
as well as other interferometric techniques [95, 96] facilitate the relative CEP detection but
not the measurement off its absolute value.
Absolute CEP Measurements In order to measure the absolute CEP of a single pulse
or a stabilized pulse train, a common approach is the utilization of strong-field effects which
are CEP-sensitive. A routinely employed technique is the so-called Stereo ATI. It utilizes
above threshold ionization (ATI) [97] in a gaseous medium. In ATI, the photoelectrons
absorb more photons of the strong laser field than necessary for escaping the atom. This
way, they can reach kinetic energies of up to tens of electron volts. Due to the spatial
asymmetry of the transferred momentum in the field of a linearly polarized few-cycle pulse,
the spectra of the photoelectrons show a left-right asymmetry parallel to the polarization
of the laser pulse [98]. This asymmetry can directly be related to the carrier envelope
phase of the pulse and can be used for single-shot CEP tagging [99]. The absolute value of
the CEP is obtained by gauging the asymmetry map with the help of TDSE simulations.
Other strong-field approaches use the phase-sensitivity in HHG spectra [100] or optically
induced currents [62] to extract ϕ0. The underlying physics of the latter approach has been
described in Section 1.4.
2.1.3 Full Electric Field Characterization
So far, none of the described techniques has been able to deliver complete and unambigu-
ous information on the electric field of an ultrashort pulse. This subsection introduces
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two techniques which have successfully recorded E(t) in the time domain. Electro-optic
sampling, a technique originally employed for field measurements the terahertz domain, is
discussed in detail in Chapter 3.
In order to temporally resolve electric field oscillations of the test waveform, we need
a gate or sampling pulse which is shorter than half its oscillation period. One mechanism
in order to achieve such a short gate is HHG in gases. HHG is a process which leads to
the emission of light bursts in the extreme ultraviolet (XUV) and soft x-ray regime with
photon energies of a few tens of electron volt up to a few kilo electron volt [101]. An
important energy scale of this process is the ponderomotive energy Up which corresponds
to the time averaged kinetic energy that a free electron with mass m acquires in a laser




The resulting force pushes the electrons away from regions of high intensity.
For the scope of this work, we can disregard the quantum mechanical description of
HHG [103] and stick with the intuitive simple man’s model by Corkum et al. [104]. When
an intense laser pulse (Up > Ip, where Ip is the atomic ionization potential) with linear
polarization is sent into a gas target, a three-step process takes place:
1. The strong laser field reduces the tunneling barrier for the electron which can escape
the atom at every half cycle of the field oscillation.
2. The electron wave packet is accelerated in the laser field away from the ionic care.
Once the electric field reverses sign, the electron is pushed back towards the parent
ion.
3. With a certain probability, the electron recombines with its parent ion and releases
its kinetic energy plus the ionization energy of the atom as an XUV burst.
Since potentially every half cycle can contribute to the emission and acceleration of the
electrons, odd harmonics are visible in the XUV spectrum. However for ultrashort pulses
with an appropriately chosen CEP, an unmodulated plateau in the cutoff region can be
identified, which results from the acceleration of the electron in the strongest half cycle.
Using a spectral filter in this region, a single isolated attosecond pulse can be extracted
from the pulse train [16]. Other techniques for isolating a single attosecond pulse are
polarization gating [105], ionization gating [106], or attosecond lighthouse [107]. Due to
the strong temporal confinement of an isolated attosecond pulse, it can serve as a gate for
the sampling schemes presented in the following.
The first technique is the attosecond streak camera. It was proposed and theoretically
investigated by Itatani et al. [108] and successfully demonstrated for the measurement of
an isolated attosecond pulse by Kienberger et al. [16]. When fundamental and XUV pulses
are sent into a gas target, the electrons, which are freed by the XUV pulse, feel the electric
field of the fundamental pulse. This leads to a delay-dependent modification of their kinetic
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energy which can be detected by a time-of-flight spectrometer. The resulting spectrogram
carries the information of the temporal structures of the fundamental and XUV pulse. The
fundamental electric field can be retrieved from the streaking spectrograms by a retrieval
algorithm similar to the one used for FROG traces [109]. The spectral cutoff is determined
by the duration of the attosecond pulse which can be as low as 80 as [110].
Although a large variety of pulse shapes has been characterized with this technique
[111], there are restrictions on the test waveform. The reason is that the highly nonlinear
XUV generation process and the typically low XUV absorption cross sections of the streak-
ing gas target lead to a small number of detected photoelectrons per laser shot. In streaking
a high photon flux - typically on the order of 1× 1011 photons/s [112] - is required such
that the photon electron count is sufficient to fight the shot noise. Thus, strong few-cycle
pulses with focus intensities on the order of 1× 1014 W/cm2 are needed as a driver. For
a detailed analysis on the influence of shot noise on the retrieval algorithm, see [113]. In
addition, it needs to be considered that the test waveform undergoes considerable changes
during the HHG process. The fundamental spectrum suffers a frequency shift due to the
interaction with the free electrons in the gas target. This shift has been found to be sub-
stantial [114] and more sensitive to the focusing parameters of the fundamental beam than
the HHG spectrum itself [115].
An alternative technique which does not rely on the detection of photoelectrons is
the so-called petahertz optical oscilloscope [116]. Here, the electric field of the unknown
ultrashort pulse is imprinted onto the deflection of the XUV beam generated by another
pulse. This is possible by using the HHG process itself, or, more precisely, the electron
excursion before recombination, as an attosecond gate. If the strong sampling pulse and the
test pulse are overlapped in noncollinear geometry in a gas target, the test field modulates
the electron trajectory during excursion and thereby changes the phase of the XUV pulse
which leads to a measurable deflection of the XUV beam. This deflection is proportional
to the time derivative of the electric field of the test pulse. A major advantage of this
all-optical technique is that it requires only a low flux attosecond source and an XUV
spectrometer. It also circumvents the above-mentioned reshaping of the test waveform by
using a separate pulse for the HHG. The spectral cutoff of the petahertz optical oscilloscope
determined by the excursion time of the freed electron. Theoretical estimation result in
200 nm as the lowest detectable wavelength. A single-shot scheme seems to be feasible but
has not been demonstrated yet [116].
Both presented concepts for measuring the full electric field of ultrashort white-light and
infrared pulses involve a complicated experimental apparatus and an XUV source. Attosec-
ond streaking additional requires a photoelectron spectroscopy setup. To the knowledge
of the author, neither of both schemes have so far been used to characterize SWIR to
mid-infrared (MIR) optic parametric amplifiers like the one presented in Subsection 2.2.2.
The unfavorable scaling of the HHG efficiency with increasing wavelength of the driving
field is a major experimental complication (see Eqn. A.1). Appendix A introduces a SWIR
attosecond beamline which is designed for the experimental implementation of HHG and
streaking with a 2 µm light source, see Subsection 2.2.2.
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2.2 Ultrafast Pulse Generation
Phase-stable few-laser pulses are the workhorse for studying the nonlinear to nonpertur-
bative processes presented in later chapters. There are two common technique in pro-
ducing ultrashort pulses that are able to reach the necessary intensities on the order of
1× 1014 W/cm2: Ti:Sa-based amplifier systems and optical parametric amplifiers. This
thesis makes use of both techniques for two different wavelength ranges.
2.2.1 Source of Phase-Stable Near-Infrared Waveforms
The phase-stable NIR waveforms are derived from a commercial Ti:Sa front end (Femto-
lasers) consisting of a CEP-stabilized Kerr-lens mode-locked oscillator and a multi-pass
chirped-pulse amplifier (CPA). Fig. 2.2 shows a schematic outline of the laser. It delivers
23 fs pulses at a central wavelength of 780 nm and an output energy of 1 mJ at a repeti-
tion rate of 3 kHz. 5 % of this energy are split off for generating the seed for the SWIR
laser, described in the next section. In order to achieve a sub-two-cycle pulse duration,
spectral broadening and subsequent compression is needed. Therefore, the remaining 95 %
of the pulse energy is focused into a 1 m long neon-filled hollow-core fiber (HCF) with an
inner-core diameter of 250 µm, where the spectrum is broadened to more than an optical
octave from about 450 nm to 950 nm via SPM and self-steepening [40], as discussed in
Subsection 1.2.1. Fig. 2.1 shows the calibrated spectra before and after the HCF broad-
ening. The resulting white-light pulses are compressed with a set of fused silica wedges

















Figure 2.1: Broadened Near-Infrared Spectrum. Blue: Spectrum out of the multi-pass
CPA. Red dashed: Broadened spectrum in the visible/NIR range after the HCF.
and a chirped mirror compressor to a sub-two-cycle pulse duration of about 4 fs at a pulse
energy of about 500µJ. To compensate for slow drifts in the CEP of the final pulse, less
than 1 % of the power is picked up and sent to a f-2f interferometer (see Subsection 2.1.2)
where the CEP drifts are measured. The feedback signal is applied to a piezo stage which
changes the insertion of a wedged glass block in the stretcher of the multi-pass CPA to
compensate the phase drifts accordingly. The resulting CEP stability is on the order of
150 mrad, averaged over 30 pulses.
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During the course of this work, the oscillator was upgraded from a feed-back to a feed-
forward CEP stabilized system [117] by the manufacturer. Moreover, an acousto-optic
programmable dispersive filter (DAZZLER) was added in the stretcher and the prism
compressor was replaced by a grating compressor in the multi-pass CPA. The performance
of the system before and after the upgrade is similar but the upgrade allows for better
dispersion control as well as more flexibility in modulating the carrier envelope phase
which plays a central role in the experiments in Section 4.2. In the following, the front end




























Figure 2.2: Near-Infrared Source. The Ti:Sa oscillator delivers phase-stable pulses which
are amplified in a CPA at a repetition rate of 3 kHz. The 1 mJ pulses are further broadened
in a HCF and compressed to sub-two optical cycles by chirped mirrors. An f-2f interfer-
ometer is used characterize slow CEP drifts which can be compensated in the stretcher of
the Ti:Sa amplifier.
2.2.2 Source of Phase-Stable Short-Wavelength-Infrared Wave-
forms
For the generation of the SWIR waveforms, an optical parametric chirped pulse amplifier
(OPCPA) is employed [118, 119]. OPCPA is based on a combination of CPA and OPA:
A seed pulse is stretched, then amplified in one or several OPA stages, and subsequently
compressed. These systems have several advantages over conventional amplifiers like the
one described in the previous subsection:
• The single pass gain is very high, so in our case, three stages are sufficient to amplify
the few nanojoule seed by six orders of magnitude.
• The amplified spectrum can either be narrow-band and tunable or very broadband,
depending on the phase-matching conditions in the OPA crystals. In the latter
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case, OPCPA can generate intense, few-cycle pulses without further broadening and
subsequent compression steps.
• Since no energy is stored in the amplification crystals, the thermal load is limited.
This makes OPCPA systems highly scalable in terms of amplified power.
• The amplification is confined to a finite time window during the interaction of seed
and pump pulse, which leads to a high achievable temporal contrast compared to
conventional laser amplifiers.
The setup of the degenerate OPCPA used for this work is to large parts equivalent to
the one presented in [38, 120]. However, constant improvements, like a higher pulse energy
stability of the pump laser at slightly lower output pulse energies and the availability of
larger aperture OPA crystals, have lead to different operating parameters. The system is
therefore briefly summarized below and schematically depicted in Fig. 2.3:
The seed and pump pulses of the OPCPA are derived from the same oscillator front end
presented in the previous section ensuring optical synchronization. In addition, an active
optical synchronization is employed to minimize timing drifts and jitter between the pump
and the seed arm to about 24 fs. The details of this synchronization scheme can be found
in [121].
Seed Generation The seed is generated via intrapulse DFG by focusing a 4 fs white-
light pulse in a 500µm β-barium borate (BBO) type II crystal (Castech). The broadband
conversion efficiency in this simple collinear seed generation scheme can reach above 12 %
for appropriately adjusted phase matching [122]. For the white-light generation, about
40µJ from the commercial Ti:Sa multi-pass amplifier presented in the previous section
are broadened in a krypton-filled HCF at about 3 bar and recompressed with chirped
mirrors. The CEP of the infrared seed pulses is passively stable and preserved during the
amplification process to a stability of 155 mrad as confirmed by f-2f interferometry [38]. The
seed pulses are stretched in 9 mm of silicon and an acousto-optic programmable dispersive
filter (AOPDF, DAZZLER). The AOPDF serves two important purposes: Firstly, it can
correct for higher order spectral phase terms, which is important for the compression of the
output pulse. In Section 3.3 an example for iterative pulse compression with the AOPDF is
shown. Secondly, it can modulate the CEP of consecutive waveforms in the pulse train in
order to facilitate heterodyne signal detection, as explained in Section 3.2 and Section 5.2.
Pump Generation In order to seed the OPCPA pump laser, the 1030 nm pulses derived
directly from the oscillator are stretched by a pair of gratings, boosted in a fiber amplifier
(Friedrich-Schiller-University Jena) to about 360 pJ, and used as seed for the thin-disk
ytterbium-doped yttrium aluminum garnet (Yb:YAG) regenerative amplifier. The output
pulses with energies of 17 mJ are compressed to 1.5 ps and pump the OPCPA. More details
on the pump laser design and operation can be found in [123]. The amplification dynamics
and its role in stable OPCPA operation is investigated in [124].
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Figure 2.3: Short-Wavelength-Infrared Source. Pump and seed arm of the OPCPA are
derived from the same Ti:Sa oscillator. The inherently phase-stable, broadband infrared
seed is provided by intrapulse DFG of the white light which is generated by broadening
40µJ pulses out of the Ti:Sa amplifier, similar to Fig. 2.2. The pump pulses are produced
by a Yb:YAG thin disk regenerative amplifier and used to amplify the seed beam in three
consecutive stages. For stretching and compression bulk silicon and an AOPDF are used.
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OPA Stages Pump and seed pulses are combined in two amplification stages using
magnesium-doped periodically-poled lithium niobate (PPLN) crystals (HC Photonics) with
2 mm thickness in the first and 1 mm in the second stage. The periodic poling of the
material allows for a broad bandwidth of the amplified spectrum via quasi-phase-matching,
see Subsection 1.2.1. The pump pulse energies are 0.4 and 3 mJ, respectively. The resulting
150µJ pulses can be compressed down to sub-two optical cycles in bulk silicon by adjusting
the higher order spectral phase with the AOPDF. An optional third amplification stage in
bulk LiNbO3 can provide amplified pulse energies of about 1 mJ. PPLN cannot be used
in this final stage because, despite advances in manufacturing, the aperture size of PPLN
is still limited to 3 mm. This is smaller than the beam sizes in the third stage which have
to be used for efficient pumping without damaging the crystal. A picture of a typical seed
and amplified OPCPA spectrum after the second stage is shown in Fig. 2.4.
A more detailed description of this OPCPA can be found in [38], for a more general
consideration of the design parameters of OPCPA systems see [15, 125].

















Figure 2.4: Seed and Amplified OPCPA Spectrum. The seed spectrum is recorded before
the AOPDF, the amplified spectrum after the AOPDF and two OPCPA stages. The long-
wavelength part of the spectrum above 2500 nm lies out of the sensitivity range of the
InGaAs based spectrometer. The distinct drop at 2060 nm in the amplified spectrum is
due to the phase-matching conditions in the degenerate OPA which also support the SHG
of the OPA signal to the pump wavelength of 1030 nm.
2.3 Two-Color Interferometric Setup
The two-color interferometric setup features the combination of two sub-two-cycle pulses
in different spectral regimes with a variable delay: a white-light arm with frequencies in
the visible/NIR range and an infrared arm with frequencies in the SWIR range. The two
arms can be used in a multitude of pump-probe schemes. In the course of this work,
they have been applied as sample/test pulses in the EOS experiments in Chapter 3 and as
injection/drive pulse as presented in Chapter 5. A schematic overview of the interferometer
is given in Fig. 2.5.
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Figure 2.5: Two-Color Interferometric Setup. After the generation of the ultrabroadband
OPCPA seed, the residual white light is split off and recompressed to about 5 fs. After
compression of the second amplification stage, the two arms are recombined with crossed
polarizations and an adjustable time delay.
As described in the previous section, the 4 fs white-light pulses generate the inherently
phase-stable infrared seed for the OPCPA via intrapulse DFG. The residual white-light
after DFG is split off with a dichroic beam splitter and recompressed to about 5 fs with
chirped mirrors. After introducing an adjustable delay in the visible/NIR arm, both pulses
are recombined collinearly with crossed polarizations. The two beam splitters used for
separating and combining the two colors are custom designed for low dispersion and coated
on a 1 mm fused silica substrate by the group of Dr. Vladimir Pervak. The maximum
pulse energy is 3µJ in the visible/NIR and 100 µJ in the SWIR arm. The beams can be
attenuated independently by two apertures. For the SWIR pulse, the power can also be
adjusted by a pair of wire-grid polarizers. While the infrared pulse is inherently phase-
stable, the white-light requires a phase-stable operation of the Ti:Sa oscillator front end.
In order to test the stability of our experimental setup, the CEP in both arms as
well as the timing jitter in the interferometer are recorded. The CEP stability for the
white light and the infrared arm is characterized by collinear f-2f and 3f-4f interferometry,
respectively. As shown in Fig. 2.7, the stability is good with a standard deviation of
235 mrad in the infrared and 151 mrad in the white-light arm. To measure the relative
timing stability between the two arms, an interferogram between the third harmonic of the
infrared spectrum and the white light can be recorded. The result is shown in Fig. 2.7.
The standard deviation of the frequency of the fringes can be converted into a relative
group-delay jitter of 1.5 fs.
The interferometer is employed in Chapter 3 and Chapter 5 for pulse characteriza-
tion of the infrared waveform. However, the same setup can also be used for temporally
characterizing the white-light pulse. Focusing both beams in a BBO crystal and placing
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Figure 2.6: CEP Stability of Two-Color Interferometer. Left column: 3f-4f interferometry
of the SWIR arm which shows a standard deviation of the CEP of 235 mrad. Right column:
f-2f interferometry of the visible/NIR arm with a standard deviation of 151 mrad. The lower
plots show the color-coded fringe-intensity in arbitrary units. The integration time of the
spectrometer is 10 ms for the infrared and 2 ms for the white light, the total measurement
duration in both cases is about 4.5 min.
an off-centered iris in either of the two beams of the interferometer, introduces a slightly
non-collinear geometry, which allows the SFG signal to be spatially separated from the
fundamental beams, frequency resolved, and used in an XFROG [126]. In Fig. 2.8, an
XFROG measurement of the white-light pulse is shown which retrieves to a pulse dura-
tion of 5 fs. The SWIR pulse can be characterized by the metrology scheme introduced in
Chapter 3 and used as the known reference.
































Figure 2.7: Timing Stability of Two-Color Interferometer. Interferometry of white light
and third harmonic of the infrared. The right plot show the color-coded fringe-intensity in
arbitrary units. The integration time of the spectrometer is 50 ms, the total measurement








































Retrieved spectrogram (G error = 1.851e−02)
 
 












































Retrieved pulse, FWHM = 5 fs
Figure 2.8: XFROG Trace of EOS Sampling Pulse. The trace is recorded with the two-
color-interferometer and retrieved using the characterized two-cycle SWIR pulses as refer-
ence. The retrieval results in a pulse duration of 5 fs.
Chapter 3
Electro-Optic Sampling of Near- to
Short-Wavelength-Infrared
Waveforms
In order to study strong-field effects in solids and utilize them for metrology applications,
it is necessary to gain full knowledge of the applied electric field. Electro-optic sampling
(EOS) provides complete and unambiguous field information of a waveform by utilizing
a short sampling pulse as gate, overlapping both pulses in an electro-optic crystal, and
detecting the delay-dependent polarization rotation of the sampling pulse. In the tera-
hertz domain, the concept of EOS has been employed successfully for decades [3] and has
facilitated the observation of the dynamics of charge-carriers [50, 127, 128, 129, 130, 131],
quasiparticles [132], and active optical devices [133]. Advantages of this technique are its
compact setup, great dynamic range, and high sensitivity. One demonstration of its excel-
lent achievable sensitivity is the recent measurement of vacuum fluctuations of the electric
field by Riek et al. [134].
However, the cutoff frequency of the measured waveforms has until now been limited
to the range of 135 THz or 2.22µm [12, 135] and below. So far only techniques requiring a
complex vacuum apparatus - like the attosecond streak camera and the petahertz oscillo-
scope presented in Section 1.4 - or combined techniques using EOS together with FROG
measurements [90, 61] have been able to record the electric field of NIR waveforms.
The question which is addressed in this chapter is if EOS can be extended to the NIR
and SWIR regime, where phase-stable sources based on OPCPA systems - like the one
presented in Subsection 2.2.2 - show great promise to supersede Ti:Sa based amplifiers for
strong-field experiments in gases as well as in solids [14, 136, 137, 15]. This would make
EOS the first complete pulse characterization technique in this spectral range. Since it
only requires a compact setup in ambient conditions, it enables a simple integration with
existing experiments.
After introducing the general concept in Section 3.1 and the experimental setup in
Section 3.2, EOS is presented as a valuable diagnostic tool allowing for complete charac-
terization of a SWIR waveform with an almost octave spanning spectrum in Section 3.3.
46 3. Electro-Optic Sampling
Exemplary applications include the sub-two-cycle compression of the infrared pulse by
feeding the characterized phase back to the AOPDF as well as observing the evolution of
the amplified waveform at different pump powers due to changes in the OPA phase and
thermo-optic effects. Section 3.4 focuses on the question how EOS can be even further ex-
tended to the NIR by post-spectral filtering, achieving an unprecedented cutoff frequency
of 235 THz.
This chapter closely follows Keiber et al. [138] where the results were first published.
3.1 Concept
EOS is based on the interaction of a weak, short sampling pulse with a phase-stable infrared
or terahertz field, in the following referred to as test field, in an electro-optic crystal.
In case the frequency of the test waveform is small compared to the bandwidth of the
sampling pulse, EOS can best be explained in the framework of the DC Pockels effect
(see Eqn. 1.39): The test field introduces birefringence in the crystal which leads to a
delay-dependent polarization rotation of the sampling pulse. This polarization rotation is
linear with respect to the instantaneous test field amplitude and can be measured in an
ellipsometer, which is further described in Section 3.2.
For a high frequency test waveform, which is the scope of application in this work, it is
instructive to describe the sampling process in the frequency domain: When sampling and
test pulse overlap in an electro-optic crystal that is phase matched for SFG, part of the
sampling field gets shifted to higher frequencies. This nonlinear signal is perpendicularly
polarized to and has spectral overlap with the high-frequency part of the initial sampling
spectrum. The interference between the spectrally overlapping, crossed-polarized electric
fields leads to a measurable, delay-dependent polarization rotation. In case the DFG
is phase matched, the same picture applies with the only difference that the generated
nonlinear signal overlaps with the lower frequencies components of the sampling spectrum
which has to be selectively transmitted.
It is important to note that no retrieval is necessary to extract the field trace from the
recorded polarization rotation. The measured signal is a convolution of the test waveform
with the response function of the measurement, which results from the propagation of the
waveform through the EOS crystal, the finite response time of the sampling pulse, and the
spectral sensitivity of filters and detectors, see Eqn. 3.2. As is shown in Section 3.4, this
deconvolution is required to correct the spectral intensities at high frequencies close to the
cutoff.
3.2 Experimental Setup
The experimental setup is based on the two-color interferometer, presented in Section 2.3.
The 5 fs white-light pulse is used for sampling the OPCPA few-cycle waveform. For the
first experimental demonstration, we choose a type I phase-matching configuration. An
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EOS setup utilizing type II phase matching is introduced in Chapter 5. We extract the
parallel polarization components of both arms, which are 45◦ to the laboratory plane. The
pulses are focused into a type I BBO crystal (Innowit) phase matched for SFG. Typical
focus sizes are 180 µm for the infrared and 80 µm for the white-light spot (1/e2 width). The
SWIR focal spot is measured by the same silicon charge-coupled device (CCD, Dataray
Wincam) as the white light, making use of two-photon absorption (see Eqn. 1.41) and
correcting the detected beam size by a factor of
√
2. The thickness of the used crystals lies





















Figure 3.1: Experimental EOS Setup, based on the two-color interferometer from Sec-
tion 2.3. After recombining the parallel polarization components of the test waveform and
the sampling pulse collinearly, the pulses are focused into an EOS crystal (type I BBO).
The orthogonally polarized SFG signal spectrally overlaps with the sampling pulse. This
leads to an interference at the high-frequency end of the sampling spectrum which is selec-
tively transmitted through a spectral filter. To detect the resulting polarization rotation
with respect to the temporal delay ∆t, the filtered pulse is sent through a quarter-wave
plate, a Wollaston prism and onto a balanced photodiode. The inset shows the frequency
domain with the overlap region of sampling and SFG spectrum emphasized in the dashed
black box.
Scanning the temporal delay between the pulses, we can detect the polarization rotation
which is induced in the white-light with an ellipsometer. It consists of a quarter-wave-plate,
a Wollaston prism, and a balanced photodiode as depicted in Fig. 3.1. This setup is similar
to the original free-space EOS measurements in the terahertz regime [3]. The role of the
spectral filter is clarified in Section 3.4. Modulating the CEP of the infrared pulse with
the AOPDF at 1.5 kHz, which is half of the repetition rate, allows for heterodyning and
efficient detection at the modulation frequency with a lock-in amplifier (SR830, Stanford
Research Systems).
In order to estimate how the interferometric jitter recorded in Fig. 2.7 affects the
measurements, consecutive EOS traces are compared as shown in Fig. 3.2. The changes
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Figure 3.2: Stability of EOS Measurements. Median trace (blue) and timing jitter (red)
of an EOS measurement with five consecutive scans with a total measuring time of about
4.5 min and a lock-in time constant of 100 ms. The jitter is extracted from the phase
variations in time-gated segments of the traces and equals 0.49 fs on average (black dashed
line). There is no obvious correlation between jitter and waveform intensity.
between waveforms result from a combination of timing instabilities and infrared CEP fluc-
tuations. The jitter is calculated by averaging the absolute phase in time-gated segments
of the waveforms and equals 0.49 fs. This corresponds to 14 % of the half-cycle duration at
the central wavelength 2.1µm of the infrared arm. The instabilities are lower than in the
interferometric measurement recorded in Fig. 2.7, since fast jitter below the time constant
of 100 ms is averaged out. Furthermore, intensity fluctuations, which can lead to jitter via
amplitude-phase coupling in the third harmonic process, are eliminated. Fig. 3.2 shows
that there is no correlation between the instantaneous field strength of the waveform and
the jitter, so intensity-related phase shifts, which lead to a systematic distortion of the
measured trace, can be excluded.
3.3 Broadband Electro-Optic Sampling in the Short-
Wavelength-Infrared
Fig. 3.3 depicts two exemplary EOS traces of the unamplified seed and the first stage
signal of the OPCPA in time and frequency domain. It should first of all be noted that the
agreement of the EOS spectrum, calculated by taking the squared modulus of the Fourier
transformed temporal electric field trace, with the spectrum measured with a commercial
InGaAs based grating spectrometer (NIRQuest, Ocean Optics) is excellent. In the case of
the seed in Fig. 3.3 b), the grating measured spectrum is taken before the AOPDF, which
explains the differences to the EOS result, especially in the short wavelength regime where
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Figure 3.3: Broadband EOS of Short-Wavelength-Infrared Source. Left column: The
measured EOS trace. Right column: The spectral intensity of the EOS waveform (blue
solid line) compared to the spectrum measured with a commercial InGaAs spectrometer
(red dashed line). Top row: The nanojoule seed of the OPCPA used as test pulse. Bottom
row: The output of the first OPCPA stage used as test pulse. Adapted from [138].
the AOPDF transmission cuts off at about 1500 nm. The second noteworthy result is that
EOS can resolve even the unamplified seed after the AOPDF with pulse energies of a few
nanojoule, which shows the great sensitivity of this technique. The dynamic range in case
of fully amplified two stages is 1× 105. The measurement time for one trace lies on the
order of 10 min.
The precise knowledge of the electric field of the OPCPA can be used in order to fa-
cilitate its day-to-day temporal compression to sub-two optical cycles. Once the OPCPA
pulse is characterized, the phase information can be fed back to the AOPDF in order to
compensate for the detected dispersion and generate a flat phase. An exemplary com-
pression using two feedback iterations can be seen in Fig. 3.4. In daily operation of the
OPCPA, we have found this technique more reliable than the phase characterization with
a THG FROG device used previously [38]. Since no retrieval is needed in order to extract
the electric field from the measured trace, the characterization of the waveform with EOS
is also faster.
Another application which takes advantage of the excellent dynamic range of EOS,
is the detection of the OPA phase and how it evolves with different pump powers. In
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Figure 3.4: OPCPA Compression with EOS. Original waveform (blue solid line) compared
to waveforms after one (red dashed line) and two (black dotted-dashed line) feedback
iterations where the EOS characterized phase is fed back to the AOPDF to compensate
for it.
order to measure this, the pump power in the second stage is attenuated while all other
OPCPA parameters are kept constant. The temperature of the PPLN crystal is monitored
with a thermal camera. At the highest output energy of 93.3µJ corresponding to 7.3 W
pump power in our case, the second stage saturates and the amplified spectrum shows
characteristic saturation features like the prominence of the edges and dips in the center
of the spectrum, as depicted in Fig. 3.5. These changes are due to back conversion of
energy from the seed to the pump wavelengths. Comparing the EOS traces for increasing
pump levels, multiple of changes in the waveforms, besides an increasing amplitude, can be
detected: the pulse shifts to earlier times with higher pump powers and the CEP evolves
in a non trivial way, as can be seen in Fig. 3.6.
In order to understand the underlying dynamics of this waveform evolution, simulations
of the EOS process and the subsequent focusing based on the nonlinear wave equation in
the slowly-evolving wave approximation, see Eqn. 1.29, are performed by Dr. Nicholas
Karpowicz. The details of the simulation can be found in [138]. The agreement between
the measured and simulated waveforms is excellent. The temporal shift in the waveforms
can be understood in terms of the increase of crystal temperature by 20 K as confirmed
by the thermal camera and the resulting change in the refractive index in LiNbO3 [139].
Also the non-trivial CEP shift can be reproduced and hints on the strong coupling between
phase and pump power in the OPA stages. The jumps in the simulated phase evolution
are due to the reshaping of the pulse envelope which leads to different half cycles having
the greatest amplitude. These results emphasize the importance of stable pump lasers
for strong-field measurements. In addition, they suggest a solution for CEP management
in case of multiple amplification stages since the phase shift with increasing pump power
is not monotonous. By adjusting the experimental parameters in subsequent OPCPA
stages, there is a potential configuration such that pump-related phase shifts cancel in the
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Figure 3.5: OPCPA Spectrum at Different Pump Energies. At 76.7µJ output energy, the
OPCPA spectrum is not yet saturated (blue solid line). At 93.3µJ, the spectral wings are
enhanced and the center is modulated with a dip at 2200 nm (red dashed line). Theses
features are due to the onset of back conversion of energy from the seed to the pump.





































Figure 3.6: OPCPA Phase Evolution. a) Measured (solid line) and simulated (dashed line)
OPCPA waveforms for different second stage pump powers. The output energies increase
from the bottom to the top. b) Measured (black circles) and simulated (blue line) CEP
evolution versus pump power. Adapted from [138].
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amplified pulse.
3.4 Spectral Response of Electro-Optic Sampling
As the previous section has shown, EOS can sample the entire bandwidth of the SWIR
OPCPA. In order to investigate how far the spectral cutoff can be pushed, we shift the test
waveform to shorter wavelengths by adjusting the phase matching of the DFG process and
bypassing the DAZZLER and the amplification stages due to their limited transmission
bandwidth. The resulting spectrum ranges from 1100 nm to 1900 nm and is plotted in
Fig. 3.7 c). The chirped pulse has an energy of few tens of nanojoule and is stretched in a
silicon wafer in order to separate the different wavelength components in time, see Fig. 3.7
a). The excellent sensitivity of EOS still allows the unamplified and stretched pulse to
be sampled with great signal-to-noise ratio. The recorded trace is deconvoluted by the
response function, see Eqn. 3.2.
Zooming in to the trailing edge of the pulse, which features the high-frequency compo-
nents in Fig. 3.7 b), reveals that even oscillations with a period of 4.25 fs can be resolved.
This corresponds to 1.27µm, or 235 THz in the frequency domain. The spectrum calculated
from EOS is slightly shifted with respect to the one measured with a grating spectrometer.
We attribute this to the fact that EOS samples the test spectrum at the center of the focus,
where it overlaps with the sampling pulse, while the spectrometer measures the spectrum
of the whole beam. In the case of the amplified waveforms, this difference is not so pro-
nounced because of the mode cleaning in the pumped OPA crystals. The deconvolution
of the detector function has hardly any effect on the longer wavelengths components but
noticeably rescales the spectral amplitudes near the cutoff region. Even on a linear scale,
frequency components around 240 THz can still easily be distinguished.
The high frequency of the spectral cutoff might be surprising upon first sight. According
to the Nyquist-Shannon theorem [140]
fs ≥ 2ft , (3.1)
where fs = 1/τP is the sampling frequency and ft is highest detectable frequency of the
test waveform, our sampling pulse with τP=5 fs should result in a cutoff of about 100 THz.
The reason why in our case EOS is still sensitive to frequency components more than
twice as high, lies in the short-pass spectral filtering. As previously shown by Porer et al.
[141], spectral filtering improves the signal-to-noise ratio because it selectively cuts out the
frequency components in the overlap region of the SFG and the sampling spectrum which
contribute to the EOS signal. Thus, the additional noise caused by the spectral components
outside of the relevant interference window is eliminated. The second important benefit
of the short-pass filter is the reshaping of the response function of our detector R(ω).
The measured signal S(Ω) at detection frequency Ω is given by the interference between
the sampling field E(ωLO) acting as the local oscillator with the SFG field components
generated by E(ωLO − Ω), convoluted with the detector response R(ωLO):
S(Ω) =
∫
dωLOR(ωLO) |E(ωLO)| |E(ωLO − Ω)| ei[Φ(ωLO)−Φ(ωLO−Ω)] (3.2)
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R(ω) is depicted in Fig. 3.8 a) together with the sampling spectrum. Despite the dimin-
ished blue spectral edge of the white light after the DFG process, there is still a non-zero
intensity above the filter edge of 600 nm which contributes to the EOS signal. Fig. 3.8 b)
clearly shows how the sensitivity is shifted to higher frequencies by employing the spec-
tral filtering. Including the propagation through a 10 µm or 100 µm BBO crystal does not
compromise the broad high frequency response of the detection.
The response is a complex function with amplitude and phase. Experimentally, most
contributions to the response function are well known: The spectral response of the pho-
todiodes as well as of used filters can be characterized and the shape of the white-light
pulse can be measured by the XFROG technique in-situ, see Fig. 2.8. However, we cannot
experimentally access an additional phase to the response function which the EOS pro-
cess might introduce. Therefore, Dr. Nicholas Karpowicz performed simulations based on
Eqn. 1.29 clearly showing the flat phase response in the spectral region of interest, see
Fig. 3.9.
3.5 Outlook
This chapter has shown the EOS can be extended to the NIR regime. The key ingredients
for this extensions are a 5 fs sampling pulse in combination with the broadband phase
matching in BBO and the post-spectral filtering. The latter point allows the reshaping of
the response function such that the roll-off predicted by the Nyquist-Shannon at 100 THz
is superseded by more than a factor of two. This increase of the spectral cutoff shows
great promise for establishing EOS as a pulse characterization technique for broadband
NIR to MIR OPCPA systems. Not only can it be used for the daily characterization and
compression of the pulses, it is also a sensitive tool to study dynamic processes in the
amplifier itself.
Another important field of application is the strong-field light-matter interaction, where
the precise knowledge of the electric field - including the CEP - is crucial for the inter-
pretation of the system response. Experiments which have previously used Ti:Sa derived
few-cycle pulse and characterized the system response with streaking can now be extended
to the few micrometer wavelength regime. One example where such an extension could
be beneficial is the recently demonstrated attosecond polarization spectroscopy [35], which
resolves the nonlinear polarization dynamics and light-field-induced energy transfer in a di-
electric sample by comparing the electric field transmitted through a thin fused silica plate
at high and low intensity. While this study used few-cycle pulses derived from a Ti:Sa
source and streaking for the field characterization, an experiment with a SWIR source
has two major advantages: Firstly, the lower photon energy allows semiconductors to be
studied in the highly nonlinear regime. Secondly, the longer central wavelength λ0 makes
it possible to use samples with a thickness d < λ0. This simplifies the interpretation of
the data by eliminating changes in the waveform due to the propagation in the material,
which had to be taken into account in the original study.
Since the applicable wavelength range of EOS now includes the emission band of erbium-
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doped fiber lasers around 1.55 µm, numerous applications including telecommunications
[142] and eye-safe remote sensing [143] can also benefit from the presented metrology
results.
The spectral cutoff presented in the previous section is no ultimate limit but merely a
benchmark provided by our current experimental capabilities. It seems possible to push
the spectral cutoff of EOS to even higher frequencies and make this tool available for
laser systems working in the shorter wavelength regime, like the Ti:Sa based front end
introduced in Subsection 2.2.1. Using BBO with its wide transparency range down to
about 200 nm together with a shorter sampling pulse comprising frequency components in
the blue visible to ultraviolet part of the spectrum, can result in a spectral cutoff below
1µm. The feasibility of this approach is currently being investigated in our group.
In Chapter 5, we make use of the presented results in order to investigate optical-field
driven currents in the two-pulse scheme, see Section 1.4. The direct comparison between
the electric field of the drive pulse, characterized by EOS, and the measured current can
provide knowledge about the response function of this strong-field process. We show that
in the low drive-field regime the ultrashort, nonperturbatively generated gate formed by
an optical-field-induced current can be used in a novel characterization scheme to sample
waveforms.
This comparison is possible since EOS can be easily integrated with existing experi-
ments since it neither needs a dedicated vacuum setup nor a strong HHG driver like the
techniques presented in Subsection 2.1.3.
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Figure 3.7: Spectral Cutoff of EOS. a) EOS trace of the chirped, blue-shifted OPCPA seed.
The black line corresponds to the raw data before deconvolution. The deconvoluted data is
color-coded to indicate the instantaneous frequency. The dashed box marks the position of
the inset depicted below. b) Trailing edge of the pulse with a period of 4.25 fs corresponding
to 235 THz. The gray dashed lines mark the zero crossings of two oscillation periods as a
guide to the eye. The error bars indicate the standard error of the mean. c) The spectral
response of EOS, direct (red dashed line) and deconvoluted with detector response function
(blue solid line), compared with spectrum measured by InGaAs spectrometer (black dotted-
dashed line). Adapted from [138].
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Figure 3.8: Response of EOS in Near-Infrared. a) Spectrum of the white light before (blue
solid line) and after DFG generation (red dashed line line) compared to spectral detector
response R(ω) (black dotted-dashed line). b) EOS spectral response corresponding to the
actual detection using a short-pass filter (filtered, blue solid line) compared to uniform
detection (unfiltered, red dashed line). Nonlinear propagation and dispersion the electro-
optic crystal lead to similar responses using a 10 µm (black dotted-dashed line) and 100 µm
BBO crystal (green dotted line). Adapted from [138].
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Figure 3.9: Complex EOS Response Function. The amplitude and phase of the EOS
response function are shown for crystal thicknesses of 10 µm and 100 µm. In both cases,
the phase shows a flat behavior for the experimentally relevant spectral range from 1200 nm
to 3000 nm. Adapted from [138].




Optically induced currents in solids have had a long and successful history in the generation,
detection, and manipulation of electric signals: It started in the linear regime with the
discovery of photoconductive switches by Auston [144] and their prominent application in
the generation and detection of microwave to terahertz transients [145, 146, 147] with a
time resolution in the picosecond range. Later, phase-sensitive currents in semiconductors
were generated by using the interference of linear and nonlinear two-photon absorption
pathways [148, 149, 67, 68, 69, 150, 70]. This allowed for coherent control in solid-state
systems. Finally, the optical control over charge carriers reached the strong-field regime
with optical-field-induced currents [4, 63].
In these strong-field experiments, the light-matter interaction takes place in the non-
linear to nonperturbative regime, which was discussed in Subsection 1.2.2. This results
in an extremely short time scale on the order of 1 fs, during which the charge carriers are
promoted from the valence to the conduction band. The short switching time as well as the
degree of control over the amplitude of the current, which can be exerted by shaping the
electric field of the laser pulse, make these currents promising candidates for applications in
optical metrology [62] and electronic switching [2]. The switching rate at optical frequen-
cies in the petahertz range by far extends the cutoff frequencies of classical electronic de-
vices. State-of-the-art metal-oxide-semiconductor field-effect transistors (MOSFET) based
on silicon reach switching speeds of several hundreds of gigahertz [151]. The highest cut-
off frequencies have been achieved by high-electron-mobility transistors (HEMT), where
the electron mobility can be increased using heterostructures with different semiconductor
layers. Using this scheme, switching frequencies of 1 THz are within reach [152]. However,
this is still three orders of magnitude smaller than optical frequencies. First design propos-
als for basic electronic elements based on optical-field-induced currents have already been
published [153].
In previous experiments, it has been demonstrated that ultrafast currents can be gener-
ated in a variety of materials and sample geometries [63]. However, a detailed study on how
the sample parameters influence the measured signal has to date been missing. Reaching a
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better understanding of the physical mechanisms behind current generation and detection
that are sensitive to these parameters has two major benefits: Firstly, using the current
as an observable, the interband tunneling and intraband acceleration, which underlie some
recent exciting strong-field experiments [8, 9, 61, 10], can be studied. Secondly, an un-
derstanding of how certain parameters influence the ultrafast generation of currents is an
important prerequisite for their use in optical metrology and electronic switching applica-
tions. One example from the field of metrology is the strong-field pulse characterization
technique, presented in Chapter 5. There, the promotion of carriers into the conduction
band can be used as an ultrashort gate for time-resolving the electric field oscillations of
an optical waveform.
Open questions regarding the optical-field-induced currents include but are not limited
to:
• Which sample geometry is the most promising for the investigation of the ultrafast
currents and which one is the most suitable for applications?
• Is the current generated primarily in the bulk material or on the surface of the
sample?
• What role does the electrode-focus distance play in current generation and measure-
ment?
• How does the amplitude of the current scale with the band gap of the sample mate-
rial?
This chapter provides a first step towards answering these questions and suggests a roadmap
for future investigations. After introducing the general concept in the first section, Sec-
tion 4.2 presents the experimental setup. Section 4.3 investigates different sample geome-
tries and how they influence the amplitude and phase of the measured currents. The
material dependence of the signal is studied in Section 4.4 before an outlook for further
investigations is provided in the last section.
4.1 Concept
The underlying mechanisms of ultrafast current generation have been introduced in Sec-
tion 1.4. For the scope of this chapter, the semiclassical two-step picture including the
injection and the drive process is most instructive: During the far-off-resonant injection
process, electrons are promoted from the valence into the conduction band via tunneling
and/or multi-photon absorption. Since the Keldysh parameter for our experimental pa-
rameters is close to 1, we are working in the intermediate regime (see Chapter 1). Once
the electrons occupy the delocalized conduction band states, they can in a second step be
accelerated towards the sample electrodes which results in a charge separation.
After this charge separation is generated, it has to be coupled into the external mea-
surement circuit in order to result in a measurable current. The details of this coupling






Figure 4.1: Current Detection in External Circuit. The electric field of the laser pulse E
forms an internal field Fint by strong-field ionization and subsequent acceleration of the
charge carriers. The internal field is shielded by the external field Fext formed by the
highly mobile electrons in the metal electrodes. This field causes a measurable current in
the external circuit.
are not yet fully understood. Previously, it was believed that the electrons would reach the
metal electrodes via ballistic transport and tunnel through the metal-insulator barrier [4].
However some experiments in [63] and all experiments in this work use up to 250µm-sized
electrode gaps. These gaps are not only bigger than the typical focal spot of about 50 µm
(1/e2 width) but also orders of magnitude larger than the mean free path of electrons which
in the case of SiO2 is only a few nanometers [154, 155].
An alternative explanation for the detection of the current is that the charge separation
results in a dipole field which exerts a force on the free charge carriers in the metal electrodes
and thereby induces a shielding field resulting in a current flow in the measurement circuit
(see Fig. 4.1). Time-resolved terahertz spectroscopy has shown that photoexcited carriers in
some large band gap dielectrics like SiO2 get trapped which stabilizes the charge-separation
[156, 157]. This explains the suppression of single-shot current signal for constant CEP
at 3 kHz which was observed in [63]. The nature of carrier transport which leads to this
charge separation is further discussed in Section 5.4.
4.2 Experimental Setup
The experiments in this chapter use the phase-stable NIR source presented in Subsec-
tion 2.2.1 and different sample geometries consisting of a dielectric substrate and a gold
metal electrode structure, as depicted in Fig. 4.2. The properties of the different dielectric
materials used can be found in Table 4.1. All experiments are performed in the one-
pulse-scheme, employing a single pulse for the injection and acceleration of the charge
carriers. Two basic experimental configurations are described in the following: one setup
using the front end system 1 and an upgraded setup using the front end system 2 (see
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b) a) 
c) 
Figure 4.2: Near-Infrared Current Samples. a) Flat geometry with 100 nm gold comb-like
electrode structure. b) Sandwich-like geometry with 100 nm gold step-like electrode. c)
Sandwich-like geometry with a homogeneous 40 nm gold electrode. The red arrows mark
the position of the focus and the polarization direction used in the experiments. A few
nanometer thick adhesion layer of chromium is used between the dielectric and the gold
electrode.
Subsection 2.2.1).
Experimental Current Setup 1 The experimental setup based on the front end system
1 is equivalent to the one used in [62, 63, 4], so it is only briefly described here. Two-cycle
pulses with a central wavelength of 760 nm illuminate the dielectric samples in the gap
formed by gold electrodes (see Fig. 4.3) with a focus size of about 50 µm. The laser
polarization is chosen along the electrode gap and the power on target can be modified by
a variable aperture. For each aperture setting, the focus size is measured with a silicon
CCD camera (Dataray Wincam) for deriving the intensity and field strength. The pulse
duration is determined by a TG FROG (see Subsection 2.1.1) to below 5 fs full-width at
half-maximum.
In order to separate the CEP-dependent signal from any background current, the CEP is
varied at half the repetition rate (1.5 kHz). The current averaged over one pulse is enhanced
by a transimpedance amplifier (FEMTO Messtechnik GmbH) and measured with a lock-in
amplifier at the modulation frequency of the CEP. The unmodulated background results
from residual light hitting the electrode and accelerating the free electrons in the metal,
thus generating a current. This signal is intensity- but not field-dependent. No bias is
applied to the electrodes. The rise time of the measurement circuit is dominated by the
50µs rise time of the transimpedance amplifier at a gain of 1× 108 [169].
The measured current shows an oscillation with respect to the wedge insertion that
is periodic with a CEP change of 2pi. Varying the amount of dispersive material in the
beam not only changes the CEP but also the GDD and higher order dispersion. Thus, the
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Material Orientation Eg (eV) n @ 760 nm a (Å) EB (V/Å)
Fused Silica NA 9.3 [158] 1.45 [159] NA NA
Borosilicate NA 4.1 [160] 1.51 [160] NA NA
BaF2 [111] 9.2 [161] 1.43 [162] 6.2 [163] 1.69
CaF2 [111] 12.1 [164] 1.47 [162] 5.46 [165] 2.03
MgO [111] 7.8 [166] 1.73 [167] 4.2 [168] 3.65
Table 4.1: Material Properties of Current Samples. Orientation indicates the crystal di-
rection parallel to laser polarization, Eg the electronic band gap, n the real part of the
index of refraction at the central wavelength of the NIR source, a the lattice constant, and
EB the critical electric for Bloch oscillations assuming linear screening, see Eqn. 1.55. For
the amorphous materials fused silica and borosilicate, the parameters crystal orientation,
lattice constant, and critical Bloch field are not available (NA) because the long-range
crystalline order is absent.
amplitude of the oscillation decreases away from the optimum wedge position which gives a
flat phase, see Fig. 1.9. In order to extract the maximum current, the insertion of one pair
of fused silica wedges is scanned around the optimal compression point. Each data point
in the current versus CEP traces is averaged over 3000 laser shots. The maximum current
Smax and the current phase Φ are deduced by fitting a sinusoidal oscillation multiplied by







· sin(kx+ Φ) , (4.1)
where x is the wedge position, x0 the central wedge position for maximum signal, k the
frequency of the oscillation, and σ the width of the Gaussian envelope. The uncertainties
of Smax and Φ are given by the 95 % confidence interval of the fit.
Experimental Current Setup 2 In contrast, the upgraded front end system 2 allows
for two important improvements of the experimental setup: Firstly, due to the different
dispersion properties of the front end, it is possible to compensate for a larger positive
GDD after the HCF. Therefore, two wire-grid polarizers (Moxtek) with 1 mm fused silica
substrates can be introduced in order to attenuate the beam without affecting the focus size
and position. This allows for the power and the focus size to be adjusted independently.
Secondly, the AOPDF facilitates cycling of an arbitrary sequence of up to 22 waveforms.
We choose to keep spectral phase and amplitude of the waveforms constant and introduce
a periodic CEP offset of 0, 1/2pi, pi, and 3/2pi at one fourth of the repetition rate (750 Hz).
This satisfies the Nyquist criterion frep > 2 · fcycling which means that amplitude and
phase of the current can be identified unambiguously for a single wedge position. This
improvement facilitates the simultaneous detection of the maximum amplitude and phase
of the injected current without scanning the CEP by changing the insertion of a pair of
fused silica wedges. In addition, the current amplitude Smax is directly given by the lock-in












and lock in detector




Figure 4.3: One-Pulse Near-Infrared Current Setup. Sub-two-cycle pulses with a CEP
modulation at half the repetition rate are focused onto a sample, consisting of a dielectric
substrate and a gold electrode structure. The polarization is perpendicular to the electrode
gap. The intensity on target can be varied by an aperture, the CEP by the insertion of a
pair of fused silica wedges.
amplifier and does not have to be calculated or extracted from a fit. As in the previous
setup, one data point corresponds to an average over 3000 laser shots.
Utilizing these two improved features, the measurement setup and procedure could be
changed as depicted in Fig. 4.4: While varying the field strength on the sample by rotat-
ing the first wire-grid polarizer, below 1 % of the power can optionally be picked off by a
pellicle and measured by a diode power meter. The external measurement circuit remains
unchanged compared to the previous paragraph. This setup enables faster detection and
is thus especially beneficial for the intensity scans presented in Section 4.4 since it mini-
mizes the influence of slow drifts and allows for better reproducibility of scans at different
intensities.
4.3 Influence of Sample Geometry
Differently from [62, 63, 4] only samples with an electrode gap larger than the focus size are
used in the experiments presented in this chapter. This has proven beneficial for the signal-
to-background ratio, since fewer free electrons are illuminated, as well as for the damage
threshold of the samples because metal ablation typically occurs at almost one order of
magnitude lower fluences than the dielectric breakdown [7, 170]. Another advantage of the
larger electrode gaps is an easier and more reproducible manufacturing process.


















Figure 4.4: Upgraded One-Pulse Near-Infrared Current Setup. Sub-two-cycle pulses with a
CEP modulation at one fourth of the repetition rate are focused onto a sample, consisting
of a dielectric substrate and a gold electrode structure. The polarization is perpendicular
to the electrode gap. The intensity on target can be varied by rotation of the first of two
wire-grid polarizers and monitored by sending about 1 % of the power to a diode power
meter.
4.3.1 Flat versus Sandwich-Like Geometry
Two main types of sample geometries are used in this chapter: flat and sandwich-like
configurations. Both geometries can be used with a variety of different sample and electrode
materials as well as electrode distances.
The sandwich-like structures consist of a dielectric substrate, optically polished and
coated on both sides with a 40 nm layer of gold (on a 1 nm chromium adhesion layer).
The coated substrates are cleaved in order to remove eventual short cuts of the electrodes
at the substrate edges and to provide a well-defined surface for illumination, see Fig. 4.2
c). The bottom and the top surface form the two electrodes which can be contacted by
clamping the cleaved substrate between two conductive metal fingers that are connected to
the electric measurement devices. A variation of this geometry is the propagation sample
presented in Subsection 4.3.2, see Fig. 4.2 b).
The flat geometries use dielectric substrates with one optically polished surface, where
an electrode structure is defined by means of optical lithography. The electrode pattern
can be wire bonded to a socket adapter which is contacted to the measurement circuit.
For the experiments in Subsection 4.3.3 a comb-like electrode structure is used, where the
distance between the electrodes can be altered by connecting comb teeth pairs with distinct
spacings to the external circuit, see Fig. 4.2 a). A photograph of both mounted sample
geometries is shown in Fig. 4.6.
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Figure 4.5: Flat versus Sandwich-Like Geometry. a) Scaling of the current amplitude
with field strength, normalized to the amplitude at maximum field strength for the flat
structure. b) Scaling of the current phase with field-strength. In all cases, data points are
averaged over five independent scans and error bars correspond to the standard deviation.
The results of a series of intensity scans comparing the sandwich- with a comb-like
structure taken with the upgraded setup 2 in fused silica are depicted in Fig. 4.5. The
electrode gap sizes are 50µm and 100µm, respectively. The data points are the average
of five independent intensity scans at different sample positions each, the errors bars are
given by the standard deviation. The signal amplitude curves are scaled by the respective
current at 3 V/Å. The unnormalized signal of the sandwich-like geometry is about twice as
high as for the comb-like structure. The agreement of both amplitude and phase scaling in
the range of the error bars is excellent. The damage threshold for the sandwich structures
is higher than for the flat geometry and exceeds the value of (2.6± 0.5) V/Å determined
by Bothschafter [79]. This is probably due to the fact that the thickness of the samples
used in these experiments is larger which reduces the mechanical stress and the surface
defects introduced by the polishing procedure.
There are several advantages and disadvantages for the two sample designs. The most
important ones are summed up in the following:
• Manufacturing: For the sandwich-like geometry, the polished substrate can be coated
in a standard coating facility. A 10 mm times 10 mm substrate can easily be cleaved
into four samples. This makes the manufacturing process relatively simple. How-
ever, the minimum electrode distance is defined by the minimum thickness of the
substrate which the crystal manufacturer can provide. This depends on the mechan-
ical properties of the crystal in the required orientation during polishing. On the
other hand, the flat geometry samples need a lithographic electrode structure. Due
to the flexible mask design, the electrodes can take a variety of forms with a large
range of distances.
• Reproducibility: While the lithographic electrode structures of the flat samples are re-
producible to a high degree, the cleaving introduces some difficulty for the sandwich-
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Figure 4.6: Photograph of Mounted Samples. a) Flat geometry, wire bonded to pin adapter.
b) Sandwich-like structure, clamped between two conductive fingers.
like structures. In the case of amorphous materials and certain crystal orientations
of crystalline samples, it produces smooth surfaces. For other crystal directions how-
ever, cleaving might result in steps and other surface defects.
• Mounting: Due to its bulky electrode, the sandwich-like samples can easily be
mounted by clamping them between two conductive fingers, see Fig. 4.6 b). The flat
samples on the other hand usually have a more delicate electrode structure which
has to be connected to the outer measurement circuit by wire bonding, Fig. 4.6 b).
• Alignment: For the flat samples, the back reflection of the incident laser beam gives
a very good indication of the position relative to the electrode gap and the tilt of
the sample, which can be corrected. This back reflection is typically not visible
from the cleaved substrate surface in the sandwich-like structures. This results in an
uncertainty in the alignment since the tilt cannot be easily corrected.
• Signal-To-Background Ratio: The signal is typically higher for the sandwich-like
structure, probably due to the larger electrode area which can collect the separated
charge. At the same time, the background is lower since less light is incident on the
electrodes where it can accelerate the free metal electrodes. Only with these samples,
it has been possible so far to detect induced currents generated from single laser shots
[63].
• Damage Threshold: For the same reason the background is low, the damage threshold
of the sandwich samples is higher than for the flat structures. Higher field strengths
can be applied.
Considering all these factors, it can be concluded that flat samples are advantageous if
a high reproducibility in the electrode geometry as well as the alignment is necessary.
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This is why this sample geometry is chosen for the electrode-focus-distance studies in
Subsection 4.3.3. In order to study a large range of applied field strengths and in case a
large number of samples is needed for good statistics, the sandwich-like structures are the
better choice. For this reason, they are used in Section 4.4.
4.3.2 Bulk versus Surface Contributions
This subsection tries to answer the question if the excited electrons which account for
the laser-induced current stem from the surface of the illuminated material or from the
bulk. The fact that the signal from fused silica tips [63] as well as the flat structures is
on the same order of magnitude as the one from sandwich-like geometries, where the light
can propagate in a waveguide-like structure, suggests that the surface contribution is at
least the dominant one. This is supported by strong-field ablation studies which find a
strong confinement of the excited carriers and the resulting damage morphology to a few
micrometers behind the surface [7, 157].
Together with Prof. Dr. Özge Sağlam from the group of Prof. Dr. Johannes Barth
at the Technische Universität München, we designed a sample with a step-like electrode
structure where the effective electrode length can be scanned by moving the sample perpen-
dicular to the beam direction, see Fig. 4.2 b). The width of each step is about 1.6 mm. The
electrode length can be varied between approximately 5µm and 30µm. The exact length
of the step is determined by microscope pictures of the front and the mirror-inverted back
of the lithographic structure.
The alignment of the lithography mask close to the illuminated surface of the sample
is crucial to make sure the surface contributions from the induced current are collected.
This requires a very clean substrate edge, which can be achieved by laser cutting (MDI
SCHOTT Advanced Processing GmbH). Borosilicate glass with a thickness of 50 µm is
chosen as substrate material because it possesses superior thermal characteristics over other
types of glasses for this technique, with a low expansion coefficient of about 30× 10−7 K−1
to 60× 10−7 K−1 [171].
Fig. 4.7 shows the results of two independent measurement series with the same sample.
The dependence of the maximum induced current from the electrode length is plotted. To
vary the electrode length, the sample is shifted sideways with respect to the focus, thereby
allowing it to illuminate different parts of the step-like electrode structure. The sample
height and the other experimental parameters like power and focusing are kept constant.
One of the scans is taken before, the other one after the laser upgrade. They are normalized
to their respective maximum value for comparison. A clear trend is visible for the longer
electrode lengths: After a propagation length of about 20 µm to 30µm, the signal saturates
and does not even increase in the bulk electrode area with a metal-structure length of
several millimeters. There is still a non-zero signal amplitude at the shortest electrodes of
only a few micrometer length. No distinct phase shift can be observed. The signal scaling
does not change in the applied field strength range between 1.5 V/Å and 3 V/Å.
The observed saturation length is about one order of magnitude smaller than the dis-
persion length (see Eqn. 1.27), which in the case of borosilicate with a GDD of about
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Figure 4.7: Current Scaling with Varying Electrode Length. The crosses show normalized
current amplitudes for two independent scans, indicated by the different colors. The error
bars are given by the standard deviation of five data points per position. Red: Taken with
setup 1, Blue: Taken with upgraded setup 2. The dashed vertical lines indicate the areas
with different electrode lengths, ranging from 30 µm to just a few micrometers.
49 fs2/mm at 760 nm [160] results in 320 µm. This suggests that simple broadening of the
pulse due to dispersion cannot be the dominant mechanism behind the saturation. The
saturation length is on the same order as another important length scale: the coherence

















where ω0 is the carrier frequency, L the physical path length, vg the group and vph the phase
velocity, n(λ) the wavelength-dependent index of refraction and n′(λ) its first derivative.
This phase shift has to be taken into account when adding the current generated in different
depths of the sample. In case of borosilicate, a propagation distance of about 22.7µm leads
to a CEP slip of pi which means that the current generated this far inside of the sample
should have the opposite sign from the one generated directly at the surface. Of course
this is an oversimplified picture because it only holds in case nonlinear propagation effects
are negligible, but this coarse estimate fits well to the experimental observations.
There are several difficulties in the interpretation of this data which might be over-
come with different sample designs, presented in the following.1 Due to the current sample
1I gratefully acknowledge fruitful discussions with Dr. Tim Paasch-Colberg, Prof. Dr. Özge Sağlam,
and Viktória Csajbók on potential electrode designs.
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geometry, we can only interpret the signal scaling with electrode length, not with propaga-
tion length in the active material. Since the exact mechanism describing how the signal is
coupled into the external circuit is not known to date, we can only speculate if restricting
the propagation length would result in the same behavior as restricting the charge collect-
ing electrode. A sample design which circumvents this problem is shown in Fig. 4.8 a).
Unfortunately, etching such a structure is difficult due to the high etching resistivity of
glass [172].
Another idea for the improvement on the sample design aims on the structure of the
electrode. Since the electrode length in the used sample changes along the focus position, so
does the area for collecting the generated charge carriers. Since we know that the generated
current can still couple efficiently into electrode a few 100 µm away in the polarization
direction, we cannot exclude that the current generation in the present case is even more
localized in depth than the 20µm to 30µm which we experimentally determined. This
would explain why we do not observe a distinct phase shift in the measured current. We can
thus only put this value as an upper limit on the current generation depth. An alternative
electrode structure, which keeps the electrode area constant for different generation depths,
is presented in Fig. 4.8 b). The thin electrode stripe can collect current from different
depths in the sample while maintaining a constant area. However, an accurate model of
the current detection in the external circuit is required for all future sample designs to
make claims on the generation depth of the optical-field-induced currents.
b)a)
Figure 4.8: Outlook Propagation Samples. a) Step-like etched substrate and gold electrode.
b) Substrate with thin, angled gold electrode. In both cases, the electrode structure on
the bottom is the mirror image of the visible structure on the top. The red arrows mark
the position of the focus and the polarization direction used in the experiments.
4.3.3 Different Electrode-Focus Distances
In experiments on interfering one-and-two-photon pathways in GaAs, it was found that
the phase-dependent injected current depends critically on the distance between focus and
electrode [95]. In order to investigate which role the electrode-focus distance plays in the
detection of the optical-field-induced currents and to find the optimal electrode gap for
future applications, fused silica substrates with comb-like electrode structures featuring
varying gap sizes are used, see Fig. 4.2 c). In two different types of experiments one
parameter determining the spatial distance between focus and electrode is varied.
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Variation of the Focus-Electrode Distance The focus size is kept constant at 52 µm
while the gap distance is changed by moving the sample with respect to the focus along
the gap direction. The measured current shows the behavior depicted in Fig. 4.9. Setup 2
is used for this measurement. The field strength is about 2.3 V/Å. Two different regimes































































Figure 4.9: Current Scaling versus Electrode-Focus Distance. Left column: Current ampli-
tude with respect to the focus alignment relative to the electrode. Right column: Current
phase with respect to the focus alignment relative to the electrode. Upper row: Amplitude
and phase for 200 µm gap. Lower row: Amplitude and phase for 50µm gap. The gray
areas indicate the electrode position. a) For the larger gap, two local maxima close to the
electrode can be observed. c) For the smaller gap, the maximum is in the middle between
the two electrodes. b) A slight phase shift towards the electrodes is visible. d) No distinct
phase shift is observable.
are investigated: The regime where the electrode gap size is on the order of the focus and
the regime where it is bigger. To this end, the same experiment is conducted for electrode
gap sizes of 50µm and 200µm separately.
For the larger gap size, two local maxima close to the electrodes can be distinguished
while the signal drops in the middle of the electrode gap. For the smaller gap, the maximum
lies in the center between the two electrodes. The phase in both cases changes on the range
of 0.5 rad. In the case of the 200 µm gap, there might be a slight positive shift of the phase
towards to electrodes where the signal amplitude increases. For the 50µm gap, no clear
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trend can be observed.
The signal scaling with focus-versus-electrode position agrees well with measurements
on interfering one- and two-photon absorption in GaAs [95] and photoconducting terahertz
transmitters [173, 174]. Roos et al. [95] argued that the enhancement close to the electrode
might be due to ballistic transport of the charge carriers which is influenced at the Schottky
barrier through band bending. Huggard et al. [173] suspected that the electrode structure
leads to a highly nonuniform field with a geometrical enhancement of the electrostatic
gradient at the interface while Ralph et al. [174] considered in addition the influence of
trap-enhanced fields near the electrode. Although the origin of the enhancement cannot be
clarified at this point, the fact that a similar increase of the signal, which we detect in the
nonperturbative strong-field regime, occurs in both the linear and the low-order nonlinear
current generation, points to similarities in the current detection process.
Variation of the Electrode Distance The electrode-focus distance can also be var-
ied by changing the distance of the metal electrodes. Keeping laser power and focus size
constant, only the electrode gap is varied by shifting the sample between subsequent scans
in order to illuminate different electrode gaps between the comb teeth. Setup 1 is used
for these measurements. To make sure that the focus is nicely centered between the elec-
trodes, its alignment is monitored by observing the symmetry of the reflected pattern. For
each electrode gap size of 50 µm, 100 µm, 150 µm, and 200 µm, three to six independent
scans on five different samples are performed. The field strengths range between 1.68 V/Å
and 2.36 V/Å. When fitting the dependence of the maximum signal with respect to the
electrode gap size, we find a power law relationship:
Smax = a xb , (4.3)
with b = −1.70 ± 0.68. The value for b is the mean of a nonlinear least square fit with
the standard deviation from the measurement series on the five different samples, the
uncertainty is given by the standard deviation. The absolute current amplitude varied
over the range of about one order of magnitude from sample to sample so the five data
sets for different samples were fit separately. The left side of Fig. 4.10 shows the data and
corresponding fit for one exemplary sample. As can be seen in the right side of the same
figure, no pronounced phase shift with respect to the electrode gap size can be detected.
Assuming the schematic picture of how the separated charge is coupled to the external
circuit depicted in Fig. 4.1, we can compare the measured value for b to what we expect
from the lowest order charge-separated distribution: a dipole. The decrease in signal with
larger electrode distance is actually smaller than would be expected from a dipole in the
near field with an effective decrease of the electric field strength of b = −3. The electric
field vector F at place x which originates from a electrostatic dipole p at place x0 is given
by [17]
F (x) = 3n(p · n)− p
4pi0 |x− x0|3
, (4.4)
where n is the unit vector pointing from x0 to x. A potential explanation for the deviation
of the experimental scaling from that of a dipole field is the finite laser spot size which
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Figure 4.10: Current Scaling versus Electrode Gap Size. a) Exemplary data set: current
scaling versus electrode distance at 2.36 V/Å with respective power fit. The error bars
stem from the standard deviation. b) Current phase mean averaged over all data sets.
The uncertainty is given by the standard deviation of all scans per gap. A constant offset
between the data sets is subtracted.
generates an extended charge distribution. Especially for small electrode gaps which are
close to the focus size, the dipole approximation might no longer be valid, so a more
thorough modeling of the charge distribution and its resulting electric field is needed,
which is beyond the scope of this work.
The two measurement series presented in this section show how sensitive the measured
signal is with respect to the focus-electrode distance and how important it is therefore to
decouple power attenuation from focus size changes. The experiments on intensity scaling
in different materials, which is presented in the following section, therefore utilize crossed
wire-grid polarizers for attenuation rather than an opening and closing of the iris as in
previous publications [4, 62].
4.4 Dependence on Sample Material
In this section, three crystalline materials with different electronic properties are inves-
tigated in order to find out how the current and its scaling with respect to the applied
field strength depend on the band gap. Preliminary results on the signal scaling where
published in [175]. The samples consist of 250 µm thick dielectric substrates of crystalline
CaF2, BaF2, and MgO in sandwich-like geometry. The three cubic materials have the
same space group Fm3¯m and a band gap of 12.1 eV, 9.2 eV, and 7.8 eV, respectively (see
Table 4.1). At an excitation energy of ~ω ≈ 1.63 eV, a valence to conduction band tran-
sition thus requires seven to eight, five to six, and four to five photons, respectively. The
polarization of the laser is parallel to the [111] direction of the crystal which corresponds to
an acceleration of the electrons in the Γ−L direction in the Brillouin zone. Band structure
calculations of CaF2, BaF2, and MgO can be found in [176], [177] and [166]. The band
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structure of MgO calculated with Wien2k [178] is depicted in Fig. 4.11.
MgO














Figure 4.11: Band Structure of MgO. Calculated with Wien2k [178]. Courtesy of Dr.
Stanislav Kruchinin.
In order to avoid any enhancement effect which was observed close to the metal coating
in Subsection 4.3.3, the focus is aligned to the center between the electrodes. The observed
signal enhancement is material-dependent and strongest in MgO. A potential explanation
for this observation lies in interface trap states. In contrast to other dielectrics, time-
resolved studies of the dielectric breakdown have shown that trapping in the bulk crystal
does not occur in MgO [157]. This would make the detection of the current generated
close to the metal electrode surface, where the role of stabilizing the charge separation can
be resumed by interface traps, more efficient. In order to check this conjecture, a more
detailed analysis of the role of trapped states, especially at the dielectric-metal interface,
is required. The outlook part of this chapter provides some ideas for further experimental
investigations using time-resolved terahertz studies.
Fig. 4.12 shows the amplitude and phase of the laser-induced current as a function of the
externally applied field strength. The error bars represent the standard error of the mean
of multiple data sets for each material. The number of scans used for data analysis were
25 for MgO, 18 for BaF2, and 12 for CaF2. The measured currents range up to about 5 pA
in BaF2, 4.7 pA in CaF2, and 0.3 pA in MgO. In all three cases, the current phase shows
an increase with field strength. It is most evident in MgO and least pronounced in CaF2,
the material with the lowest dielectric constant. This is agreement with previous studies
[62], where the phase shift has been attributed to the screening field in the dielectric. At
least in the linear regime, this field is smallest in CaF2.
The good statistics and the wide range of applied electric fields allow for a closer
examination of the scaling behavior. Plotting the data points on a double logarithmic scale
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Figure 4.12: Intensity Scaling of Current for MgO, BaF2, and CaF2. a) Maximum current
with respect to field strength. b) Relative phase of the maximum current. The error bars
denote the standard error of the mean of the measurement series for each material.
as depicted in Fig. 4.13 as blue curves, shows that the signal amplitude follows a power law,
the order of which changes with electric field strength and is overall smaller than expected
from the multi-photon absorption picture. The local power scaling is depicted in green.
In all three cases, a saturation behavior can be observed which slows down the increase of
current with field strength. The saturation effect has been observed similarly in studies of
the excited state population close to dielectric breakdown. However, the initial population
scaling in these experiments agreed well with the multi-photon picture [157].
A slower than expected increase of the signal with electric field strength could have
several causes, among them the shielding of the electric field [65] and/or the closing of
multi-photon channels which has been observed in photoemission experiments from metal
films [179] and nanotips [180]. At the current stage of this work, we cannot find a definite
answer for the low-order power scaling. A careful modeling of the screening dynamics in
these materials and geometries is needed to interpret the data more confidently and is
currently being investigated by Dr. Stanislav Kruchinin.
However, a first indication that the transport of the charge carriers into the conduction
band plays a role in the scaling is given by semiclassical simulations by Dr. Nicholas
Karpowicz. The calculations take into account the acceleration of the electrons in the
conduction band (calculated with Wien2k [178]) and show a low power order scaling of
the current versus intensity, which gradually slows down with higher field strengths. The
scaling behavior for the three investigated materials is depicted in Fig. 4.14. It needs to
be pointed out that the x-axis in these graphs refers to the internal electric field while for
the experimental data in Fig. 4.12 and Fig. 4.13 the externally applied, unshielded electric
field is given.
The simulation features dips in the current amplitude and a pi phase shift at a certain
field strength (see Table 4.1). Once the electric field reaches these strengths, it is strong
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Figure 4.13: Logarithmic Scaling and Local Power Law Scaling for Different Materials. a)
MgO, b) BaF2, and c) CaF2. Blue: Maximum current on logarithmic scale. Green: Local
power law scaling.
enough to push the electron far to the edge of the Brioullin zone, where it reappears on
the other side. This makes the current change sign. These features are a direct result
of Bloch oscillations, introduced in Subsection 1.2.2. However, they are not present in
the experimental data although the calculated critical Bloch field strengths summarized
Table 4.1 are exceeded, most clearly for BaF2, even if screening is considered. The most
likely reason why we do not see the simulated features in the experimental data is the
tunneling of electrons to higher lying conduction bands before they are reflected. The
probability of this tunneling depends strongly on the exact band structure and the energy
separation between the first conduction band and higher lying bands. Due to the strong
ionic nature of the fluorite crystals, the Wien2k calculations seem to fail in reproducing the
higher lying conduction bands properly. While there are advanced band structure models
which show a clear separation of the first conduction band in Γ − L direction for BaF2
[181], recent many-body perturbation schemes predict an overlap of several bands there
[177]. In the latter case, the accelerated electron propagates in higher lying bands and no

























































Figure 4.14: Simulated Intensity Scaling for MgO (blue solid line), BaF2 (green dotted line),
and CaF2 (red dashed line). Upper left: Maximum current on logarithmic scale. Upper
right: Phase of maximum current. Lower left: Local power law scaling corresponding to
the gradient in the double-logarithmic plot for low field strengths. The x-axis refers to the
internal electric field. Courtesy of Dr. Nicholas Karpowicz.
4.5 Outlook
This chapter has presented experimental evidence on how sensitively the optical-field-
induced current reacts to changes in the sample geometry and material. While the pre-
sented findings cannot resolve all uncertainties connected to the initially posed questions,
they provide recommendations on the sample choice and measurement procedure for future
applications. The main results are summarized here:
• The sandwich-like structures deliver a higher signal-to-background ratio and are eas-
ier to handle than the flat samples - see Fig. 4.2 a) and c). However, the manufac-
turing and alignment of the latter are more reproducible which makes them better
suited for investigating geometric aspects of the current generation and detection.
Both sample structure show the same behavior in terms of amplitude and phase
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scaling with field strength.
• Thanks to the propagation samples with a step-like electrode structure - see Fig. 4.2
b) - we can give an upper limit on the generation depth of the field-induced current
in the range of 20µm to 30µm. This threshold is found independent of the field
strength in the investigated range between 1.5 V/Å and 3 V/Å. With the proposed
sample structures in Fig. 4.8 a more accurate localization of the current generation
should be possible.
• The electrode-focus distance has great impact on the signal strength. It is important
to find a balance between maximizing the signal and keeping the light exposure of the
electrode low, since it leads to a high background current and a low sample damage
threshold due to metal ablation. This works best for electrode distances on the order
of the focus diameter. Decoupling the field strength adjustment from changes in
the focus size is indispensable for an accurate investigation of the scaling behavior.
The reproducibility of the local signal maxima close to the electrodes point to the
involvement of same coupling mechanisms of the separated charge to the external
circuit as is present in the coherent control experiments in GaAs.
• Comparing the amplitude and phase scaling of three dielectric materials shows a
slower increase with field strength than expected from a simple tunneling or multi-
photon absorption picture. The observed phase shift is smallest in the material
with the highest band gap which makes CaF2 a promising candidate for a CEP
detection device [62]. We do not see any features of Bloch oscillations in the range
of investigated experimental parameters which is likely due to the tunneling of the
excited charge carriers into higher conduction bands.
One of the difficulties in interpreting the field-induced current data stems from the nature
of the current as an observable. It is measured as a temporal average over one laser
pulse and as a spatial average involving the laser spot size as well as the electrode area.
This complicates the disentanglement of the physically relevant mechanisms in the current
generation and detection process. Other experimental schemes can be combined with
the ultrafast current measurements and thus add information on the underlying physical
processes:
• Two-color optical-field-induced currents: Employing the two-color interferometric
setup, the injection and drive processes can be disentangled in an unprecedented
way. In previous one-color injection-drive experiments [4], the injection process was
limited only to one half-cycle of the drive. If the two-cycle NIR pulse is used for
injection and the SWIR pulse for the drive, the injection is confined to a temporal
window which is about three times shorter than the half-cycle of the drive wavelength.
This allows an accurate sampling of the SWIR waveform as shown in Chapter 5.
Switching the role between injection and drive can lead to a detectable cutoff in the
sample NIR spectrum. This measurement carries information of the time scale on
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which the injection takes place and — as will be discussed in Section 5.4 — on the
applicability of classical transport models for the strong-field excited carriers.
• Attosecond polarization spectroscopy: With slight alterations in the geometry of the
current setup and the mounting of the sample, it is possible to detect the light trans-
mitted through the sample. As has been shown by Sommer et al. [35], temporally
resolving the waveform of the pulse interacting with a dielectric at low and high inten-
sities can reveal details of the dynamic nonlinear polarization response. In contrast
to the current detection, this optical scheme delivers sub-cycle time-resolved informa-
tion. If these studies are performed with the SWIR source, the field characterization
can be performed using the EOS setup introduced in the previous chapter.
• Field-induced second harmonic (FISH): Using the two-color interferometric setup as
a pump-probe setup, the FISH signal [182] can be used to observe the lifetime of the
strong-field-induced polarization. SHG can only be observed in media with a broken
inversion symmetry, see Subsection 1.2.1. Thus, if the infrared pulse is sent through
a centrosymmetric medium, there is no detectable SHG signal unless the inversion
symmetry is broken by charge carrier separation in the strong field of the white-
light pulse. Recording the SHG signal with respect to the delay of the two arms,
the time-dependent charge separation can be measured, which provides important
information on the dynamics and the lifetime of the laser-induced charge separation.
Similar information can be deduced from time-resolved terahertz spectroscopy [47]
which records the signal radiated by the accelerated charge carriers. Thus, it is
sensitive to changes of the charge separation rather than the charge separation itself,
like FISH.
• HHG spectroscopy: The strong-field excitation of charge carriers in a solid has re-
cently lead to the exciting discovery of HHG from bulk solids [8, 9]. Although the
physical mechanism behind this phenomenon is still under discussion, it was pre-
viously shown that the emitted HHG spectrum carries detailed information on the
conduction band dispersion [10] and the interference of excitation pathways from
different valence and conduction bands [61]. Comparing this information to the ul-
trafast current measurements could provide further insight in the role of inter- and
intraband processes.
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Chapter 5
Strong-Field Solid-State Sampling
After studying the properties of optical-field-induced currents related to the geometry and
active material of the used samples, this chapter introduces their practical application in a
novel pulse characterization technique. As was pointed out in previous chapters, the rapid
development of few-cycle phase-stable sources and their promising applications in strong-
field physics calls for compact metrology devices capable of providing complete information
on the electric field of a waveform.
Chapter 3 has introduced EOS as a powerful characterization tool in the SWIR to NIR
regime, featuring great sensitivity, a high dynamic range, large detection bandwidth, and
compact footprint. However, the spectral cutoff has until now been limited to 235 THz,
which corresponds to a wavelength of 1.27µm. In order to resolve higher frequencies, a
sampling pulse shorter than the 5 fs pulse employed in this work is needed. This requires the
generation and compression of a broadband white-light spectrum ranging to the ultraviolet
and poses increasing experimental difficulties as the test frequencies, which need to be
characterized, approach the visible spectral range. Since phase-stable light sources like
OPCPA synthesizers are aiming for the generation of spectra ranging from the infrared
down to the ultraviolet [15, 183], a novel approach for the electric-field characterization of
these waveforms is needed.
Two metrology techniques with high cutoff frequencies were introduced in Subsec-
tion 2.1.3. Both use ultrashort gates generated by the strong-field interaction of a NIR
field and a gas target to temporally resolve the unknown test waveform. The novel sam-
pling scheme described in this chapter demonstrates for the first time the utilization of
a strong-field-driven effect in a solid as an ultrashort gate for optical metrology. In the
following, this technique will be referred to as strong-field solid-state sampling (SFS). Like
EOS, the compact setup of SFS works in ambient conditions and can easily be integrated
into existing experiments. It thus presents a promising alternative to attosecond streak-
ing, especially for solid-state measurements which do not necessarily require a dedicated
vacuum setup.
It has been demonstrated previously that nonlinearly induced currents are sensitive to
amplitude and phase changes in the electric field [184] and can be used as a solid-state
CEP detection device [62]. This chapter investigates for the first time the potential of
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optical-field-induced currents for complete waveform characterization. In the first two sec-
tions the concept and the experimental setup of SFS are presented. Drive-field assisted
carrier-injection is discussed in Section 5.3 as a cause of distortions of the measured wave-
form at high test fields. Then Section 5.4 presents a juxtaposition of the SFS and EOS
characterization of a broadband SWIR waveform, which allows for a benchmarking of these
two techniques. Lastly the spectral response and the potential high-frequency applications
of the metrology regime are discussed.
5.1 Concept
The basic concept of SFS is maybe best understood in the semiclassical two-step picture
of ultrafast current generation (see Section 1.4): The drive pulse is the unknown test
waveform and a second pulse is employed for the injection of the charge carriers into
the conduction band. The excitation of the electrons to the conduction band, which is
confined to approximately one half-cycle of the injection pulse, can be temporally delayed
with respect to the test waveform and thus acts as a gate for the drive process. The excited
charge carriers, which are delocalized in the conduction band, are accelerated by the electric
field of the drive pulse. Their velocity, which is directly proportional to the current density
(see Eqn. 1.62), thus gets modulated with respect to the delay between the sampling and
the test waveform. This leads to a drive-field-induced charge separation which results in the
measurable current. As will be discussed in the course of this chapter, the classical models
for the intraband transport of the carriers fail to explain the experimental results. The
limits of the classical description can be identified by comparison between the measured
current and the electric field of the drive pulse, which is characterized by EOS.
In previous experiments using the two-pulse-scheme [4], it was already speculated that
the current recorded with respect to the delay between injection and drive pulse can serve
as a measurement of the electric field of the drive field. The current trace was therefore
compared to the waveform characterized by attosecond streaking. However, the current
measurement was performed in ambient air while the streaking measurement was performed
in vacuum several tens of meters from the original experiment. This is problematic since
not only the additional beam path and optics give rise to changes in the test waveform. The
HHG process itself, which generates the XUV pulses needed for attosecond streaking, leads
to a considerable frequency shift in the fundamental spectrum which depends sensitively on
the focusing conditions [115, 114], see Subsection 2.1.3. Thus, a direct juxtaposition of the
two experimental traces could not prove the applicability of the current measurement as a
field characterization technique but provided a first indication towards its potential. The
experiments showed that the frequency response of the current in the two-pulse-scheme is
broadband, that the oscillations in the delay traces at a period of 2.5 fs correspond to the
central wavelength of the drive pulse, and that a CEP-flip in the drive pulse is reflected in
a corresponding phase-flip in the current.
In this work, the two-pulse current is directly compared to the waveform of the drive
pulse, which can be determined by EOS in situ under nearly the same experimental condi-
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tions. This permits a precise validation of SFS as a pulse characterization technique and
helps identify the limits of the classical picture of the carrier transport process. The direct
comparison with a well established metrology scheme furthermore allows a benchmarking





















Figure 5.1: Experimental SFS Setup. The strong white-light few-cycle injection and the
weak infrared few-cycle drive pulse are combined with a wire-grid beam splitter and focused
onto a dielectric sample between the two metal electrodes. The beams can be attenuated
via an aperture and crossed wire-grid polarizers, respectively. The polarization of the
drive pulse is directed across the electrode gap, the polarization of the injection pulse is
perpendicular. By flipping a fused silica wedge (dashed black) into the beam path, the two
pulses can be guided to the EOS setup as depicted by the dashed lines. The CEP of the
drive waveform is cycled in order to allow for heterodyne detection in both measurements.
The experimental setup is based on the two-color interferometer, which was introduced
in Section 2.3 and used with slight modifications for the EOS measurements in Chapter 3.
A schematic drawing of the SFS setup is depicted in Fig. 5.1. For the recombination of
the white-light and the infrared arm, a wire-grid polarizer instead of a dielectric beam
splitter is used. This has the advantage that the polarizations of both arms are cleaned
and that the transmission wavelength is not limited to the SWIR range as was the case for
the dielectric beam splitter. The wire-grid polarizer features a lower reflection efficiency
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compared to the dielectric beam splitter which leads to a reduction of maximum available
white-light pulse energy from 3 µJ to about 1.8 µJ.




























Figure 5.2: Single-Pulse Current Signals in SFS Setup. a) One-pulse signal of the infrared
arm with the polarization across the electrode gap. b) One-pulse signal of the white-
light arm with the polarization along the electrode gap. The data points are averaged
over five independent scans, the error bars are the standard deviation. The black dashed
lines indicate the zero level. The black arrows mark potential wedge positions close to the
optimal compression point which minimize the one-pulse currents in the SFS measurement.
After recombining the two arms of the interferometer, they are focused by an off-axis
parabolic mirror with a focal length of 100 mm to a diameter of about 40 µm for the white-
light and 50 µm for the infrared beam. The field strengths in the focus lie on the order of
2 V/Å for the injection and below 0.2 V/Å for the drive pulse. The beam is aligned to the
100µm or 150 µm gap between the two electrodes of a comb-like structure. These structures
presented in Subsection 4.3.1 are chosen in order to minimize propagation effects in the
sample (see Subsection 4.3.2) which could lead to CEP shifts or other distortions of the
test waveform. The sample mount and the measurement circuit are the same as described
in Section 4.2. In order to suppress the current generated from each arm separately, the
CEP is adjusted accordingly with the help of two fused silica wedge pairs. One exemplary

















Figure 5.3: Modified EOS Setup. After recombining the test waveform and the sampling
pulse with crossed polarizations, the pulses are focused into an EOS crystal (type II BBO).
The orthogonally polarized SFG signal spectrally overlaps with the sampling pulse. This
leads to an interference at the high-frequency end of the sampling spectrum which is selec-
tively transmitted through a spectral filter. To detect the resulting polarization rotation
with respect to the temporal delay ∆t, the filtered pulse is sent through a tilted Wollaston
prism and onto a balanced photodiode.
wedge scan for each arm is shown in Fig. 5.2, where the polarization of the visible/NIR arm
is directed along the gap, the polarization of the SWIR arm across the gap. One applicable
wedge position close to the optimal compression point for both arms is indicated by black
arrows.
When flipping a fused silica wedge in the focusing beam, about 8 % of the visible/NIR
and 0.6 % of the SWIR pulse energy are guided towards the EOS experiment. Two slight
modification in the EOS setup compared to Section 3.2 have been implemented. Firstly,
since the two-pulse current setup requires crossed polarizations between the injection and
drive arm, the phase-matching condition has to be adjusted. Instead of the type I phase
matching employed in Chapter 3, a 10µm thick type II BBO crystal is used. Secondly,
in order to simplify the calculation of the EOS response function which is needed for the
deconvolution, the ellipsometer depicted in Fig. 3.1 is changed by removing the wave plate
and tilting the Wollaston prism instead in order to project the polarizations of the SFG and
the sampling pulse onto each other. The changes in the setup are schematically depicted
in Fig. 5.3.
The experimental requirements for the two-pulse current generation are more demand-
ing than in the case of EOS because the latter does not require a phase-stable sampling
pulse. SFS is sensitive to CEP jitter in both arms as well as to timing fluctuations in the
interferometer. The phase and timing jitter are characterized in Section 2.3 and Section 3.2.
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5.3 Drive-Field-Assisted Carrier Injection
In a first set of measurements, we investigate if and in which intensity regime the current is
proportional to the drive field. To this end, the power of the injection and the drive pulse
is varied independently and the maximum amplitude of the generated current is recorded.
While the SWIR beam size stays constant because the power on target can be changed
via the transmission through wire-grid polarizers, the beam size and thus the focus size
of the visible/NIR changes by adjusting an aperture to adjust the intensity. Since the
simultaneous monitoring of the focus size during the measurement is not possible in the
current version of the setup, the minimum focus size (corresponding to the maximum iris
opening at full power) and the power for each aperture opening are measured. With these
parameters, the radius of the white-light beam for determining the field strength in the
focus is calculated using Eqn. 1.33. The results for the current amplitude scaling versus























































Figure 5.4: SFS Signal Scaling with Injection and Drive Field Strength. a) The scaling of
the current amplitude with the drive field is linear at low field strengths. b) The scaling
of the current amplitude with the injection field shows a steep rise and is compared to an
exponential fit. c) The scaling of the current amplitude at high drive field strengths shows
that the linear response breaks down and turns into an exponential behavior. The data
points result from the mean of five scans for each field strength, the error bars from the
standard deviation. The linear and exponential fits are depicted in dashed black.
The scaling of the current amplitude with intensity of the injection field shows a steep
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increase which stems from the highly nonlinear nature of the carrier excitation. Due to
the limited maximum pulse energy and the missing option to adjust power and focus
size independently, the range of investigated intensities does not allow for a more exact
determination of the scaling law. The latter issue can be resolved with the introduction
of a pair of wire-grid polarizers like in the infrared arm. However, this requires a chirped
mirror compressor with higher negative GDD due to the additional transmission through
the polarizer substrate, which was not available for this set of experiments.























































































Figure 5.5: TDSE Simulation of SFS in Hydrogen. a) Calculated polarization for different
drive field intensities (blue crosses), compared to a linear fit in the low field region (solid
red line) and a curve proportional to the number of excited electrons Ne times the field
strength E (black dashed line) in a logarithmic plot. b) Same data as a) in a linear plot.
c) Excitation probability with respect to field strength (blue crosses) compared to a linear
fit in the low field region (solid red line). d) Excitation probability with respect to the
delay between injection and drive pulse for three different drive field strengths.
The drive field strength on the other hand influences the maximum signal linearly
for low field strengths and clearly follows an exponential fit at field strengths of about
0.5 V/Å and above. This deviation from the linear scaling can stem from a contribution
of the drive field to the number of injected carriers. In order to check this conjecture, Dr.
Nicholas Karpowicz performed three-dimensional TDSE calculations for a hydrogen atom
with IP=13.6 eV. The atom is ionized by a strong-laser field and the freed electron is driven
by a second electric field with crossed polarization. The injection photon energy is adjusted









































Figure 5.6: SFS Signal Distortions. SFS signal for two different drive field strengths,
0.2 V/Å (blue solid line) and 0.8 V/Å (red dashed line) without band-pass filtering. a)
Directly recorded, normalized current traces. b) Spectral intensity of above waveforms.
The black arrow indicates spectral intensity at the second harmonic of the fundamental
frequencies.
to ω∗ such that the ratio ~ω∗/IP is the same as ~ω/∆g in the experiment. As mentioned
in Subsection 1.2.2, the strong-field ionization in atoms and dielectrica underlies to the
same basic principles [185]. Thus, a comparison of the simulated injection mechanism in
hydrogen and the experimentally investigated excitation in fused silica is justified.
The results for the polarization density are shown in Fig. 5.5. The simple atom model
reproduces our experimental result in the solid surprisingly well: After following the drive
field proportionally below 0.2 V/Å, the optical-field-induced polarization shows a steeper
rise above this threshold. The simulation makes clear that this is due to the increased
excited carrier density, see Fig. 5.5 b), which is only present in the temporal overlap region
of drive and injection pulse, see Fig. 5.5 c). This points to drive-field-assisted ionization,
also known as Franz-Keldysh effect [186, 187]. Clearly, above a drive-field threshold of
about 0.2 V/Å, the disentanglement of the injection and drive process is not valid anymore
and the semiclassical picture is not applicable.
The resulting SFS traces feature distortions both in the time- and frequency domain.
Fig. 5.6 shows how high drive fields reshape the measured current and add spectral in-
tensity also at the second harmonic of the fundamental frequencies. The intensity at even
harmonics cannot be explained by the temporally symmetric variation of the charge carrier
density. As was shown by Luu et al. [10], harmonic distortions can stem from the electrons
being accelerated in a conduction band whose dispersion diverts from a parabolic behav-
ior and comprises several harmonic orders. Although an investigation of this parameter
regime appears highly interesting, an undistorted sampling of the infrared waveform calls
for low field strengths in the drive arm. Therefore, we limit the following discussion to
experiments using drive fields on the order of 0.2 V/Å and below.
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5.4 Broadband Strong-Field Sampling in the Short-
Wavelength-Infrared
In a next step, the SFS traces are directly compared to EOS measurements. Since the latter
sample the waveform at the same focus with the same spot sizes and the same absolute
timing — only with slightly lower intensities for both arms — we can assume the same test
waveform in both measurements. It has to be noted, that there is an ambiguity concerning
the sign of recorded EOS trace. The sign of the detected electric field depends on the sign
of the χ(2) tensor that is defined by the exact orientation of the electro-optic crystal. This
cannot be unambiguously identified in the experimental setup.
As explained in the previous section, the stability of the interferometric arms with re-
spect to each other is paramount. In order to minimize slow temporal drifts due to the
long separate propagation of injection and drive pulse over several meters, the comparison
between EOS and SFS has to be conducted for consecutive measurements which are per-
formed as fast as possible. For each waveform, five independent scans are recorded with
a time constant of 30 ms, resulting in 500 pulses per data point. The measurement takes
about 2 min per waveform.
The comparison of the two sampling techniques is shown in Fig. 5.7. The EOS mea-
surement is corrected by deconvolving the calculated response function, which takes into
account the propagation through the EOS crystal as well as the spectral response of filters
and photodiodes used in the balanced detection, see Fig. 3.9. The temporal EOS trace is
in excellent agreement with the measured current, despite the complicated structure of the
test waveform. The spectral response of the directly measured current shows a pronounced
red-shift but its second derivative with respect to time agrees well with the spectral in-
tensity of the EOS. This indicates that SFS samples the integral of the vector potential
α(t).
In a first attempt, we try to explain the proportionality of the current to α(t) by a simple
classical picture: The photoexcited carriers are accelerated according to the Drude model
(Eqn. 1.56) which leads to a charge separation. This charge separation gets trapped and
induces a current in our external circuit. For the trapping time, we assume 550 fs, which
was measured by Martin et al. [156] in the case of crystalline SiO2. This assumption seems
reasonable since similar trapping kinetics for quartz and fused silica have been observed
[188, 189].
The injection probability w(t) is given by the instantaneous power deposited in the
sample which equals the integrand of Eqn. 1.36. Recent results in attosecond polarization
spectroscopy for strong-field excitations in fused silica predict six-photon absorption as the
dominant excitation mechanism in our parameter regime [35]:
w(t) ∝ EL(t) ddtχ
(11) |EL(t)|11 . (5.1)
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Figure 5.7: Comparison between EOS and SFS. a) Temporal waveforms. In the case of
EOS (black dotted-dashed line) a deconvolution with the calculated response function is
performed. In the case of SFS, the directly measured current J (blue solid line) and its
second derivative respect to time d2J/ dt2 (red dashed line) are plotted. The latter is
flipped horizontally for better comparison. b) Spectral amplitude of the above plotted
temporal waveforms. An additional deconvolution of the response function (see Eqn. 5.3)
for the SFS signal is shown (green dotted line).
5.4 Strong-Field Sampling in the SWIR 91
The charge separation of the photoexcited carriers according to the Drude model is
governed by Eqn. 1.57 and depends on the relaxation time τ . The measured current J(∆t)
at each temporal delay ∆t between injection and drive pulse is proportional to the integral
of the trapped charge separation xtr(t0) = xt0(t = ttr) weighted with the time-delayed




w(t0 −∆t) · xtr(t0) dt0 . (5.2)
Fig. 5.8 a) shows the injection probability assuming six-photon absorption using the in-
jection pulse characterized by XFROG measurements and assuming no additional CEP
offset. In Fig. 5.8 b) three exemplary trajectories for different relaxation times τ are de-
picted for charge carriers injected at t0 = 0. Fig. 5.8 c) and d) present the simulated
results for Eqn. 5.2 in time and frequency space. According to the Drude model, the cur-
rent follows the vector potential A(t), independent of the relaxation and the trapping time.
These results are in agreement with wave propagation simulations based on Eqn. 1.29 that
solve Maxwell’s equations self-consistently. However, the classical models are in sharped
disagreement with the experimental results which means that a quantum mechanical mod-
eling of the current generation is needed.
Fig. 5.9 depicts the solution of the one-dimensional TDSE for a periodic lattice and
an atomic potential, performed by Dr. Nicholas Karpowicz. The experiment is mimicked
by applying two pulses with a variable time delay ∆t to the potential and recording the
induced polarization that is left in the material after the pulse is gone. The polarization
is calculated by taking the expectation value of the position of the electron wave packet
〈x〉 (∆t). The size of the one-dimensional lattice is 170 nm. There is a striking difference
between the atomic and the solid case. Fig. 5.9 d) and f) show that for the lattice potential,
the second derivative of the delay-dependent polarization follows the electric field of the
drive pulse, just as in the experiment (see Fig. 5.7). The response of the atom however
shows a phase shift and a spectral blue shift, which is consistent to the classical result where
the induced charge separation follows the vector potential. This distinct behavior can be
attributed to the different characteristics of the wave functions and how they adapt to the
strong external field. In order to gain a better understanding of this dynamic behavior,
further simulations and experiments are needed. Experiments with crystalline samples like
α-quartz and BaF2 are in preparation. From the simulation side, time-dependent density
functional theory can give further insight on the microscopic behavior of the current.
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Figure 5.8: Drude Model for Photoexcited Charge Separation. a) Normalized injection
probability assuming six-photon absorption by measured injection pulse. b) Trajectories
of charge carriers injected at t = 0 for different relaxation rates τ . c) Trapped charge sepa-
ration as a function of delay between injection and drive pulse (blue solid line), compared
to the original drive field (red dashed line) and the vector potential (black dotted-dashed
line). d) Spectral intensity of the time traces in c).

















































































































Figure 5.9: TDSE Simulation of SFS. Left column: Atomic case. Right column: Solid
case. Top row: Potentials in atomic units. Mid row: Second derivative of the polarization
response compared to the electric field of the drive pulse (black dashed line). Bottom
row: Spectral amplitude of the above plotted time traces. The second derivative of the
polarization in the solid agrees well with the electric field of the drive pulse.
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Although the reason for the deviation from the classical behavior cannot be resolved in
the course of this work, the experimental results clearly support our claim that ultrafast
currents can be used for electric field sampling. Two important figures of merit of optical
metrology schemes are the signal-to-background ratio and the dynamic range. In order
to compare the signal-to-background ratio of EOS and SFS, a typically recorded signal
is compared to a dark scan where the drive arm is blocked. The results are shown in
Fig. 5.10. The ratio after averaging over 1500 laser shots per data point is 3.25× 102 for
EOS and 1.41× 101 for SFS. Keep in mind that the intensity of test waveform sent to the
EOS is only 0.6 % of the total intensity used in the SFS setup. Under optimal conditions
the signal-to-background in EOS can be orders of magnitude higher. The dynamic range
of SFS, which leaves the response of the current undistorted, is on the order of 20 in terms
of electric field strength. A brief comparison of the performance of the two presented













































Figure 5.10: Dark Signal Comparison Between EOS and SFS. a) Recorded SFS waveforms.
b) Recorded EOS waveforms. For both measurements, 1500 shots are averaged per data
point. During the dark measurements (black dashed lines), the SWIR arm is blocked. No
bandpass filtering or deconvolution is applied to the raw data.
EOS SFS
Proportional to electric field integral of vector potential
Gate sampling pulse charge carrier injection
Dynamic Range 1× 105 20
Signal-to-Background 3.25× 102 1.41× 101
Table 5.1: EOS versus SFS. Note that the given values for dynamic range and signal-to-
background ratio are for the experimental conditions employed in this chapter.
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5.5 Spectral Response of Strong-Field Sampling
The last section has demonstrated that the SFS signal follows the integral of the vector
potential. This behavior influences the spectral sensitivity of the technique. We discuss the
theoretical expression for the spectral response before we turn to potential implementations
for confirming it experimentally.
If six-photon absorption is considered as the prominent excitation mechanism at high
intensities in SiO2 as determined in [35], the response of SFS at detection frequency Ω
resumes the following form:
S(Ω) ∝ F [Einj(t)12]/Ω2 (5.3)
The first term reflects the strong temporal confinement of the gate due to the highly
nonlinear carrier injection. The 1/Ω2 term stems from the proportionality of the measured
current to the second integral of the electric field. Note that in contrast to EOS, no
phase-matching condition needs to be met.
The comparison of the SFS with the EOS response function, given by Eqn. 5.3, is
visualized in Fig. 5.11. For SFS, S(Ω) depends on the spectral amplitude and phase of the
injection pulse, which is known from XFROG measurements, as well as its CEP. The CEP
can in principle be retrieved by one-pulse current scans as demonstrated in [62] but since it
depends sensitively on the intensity, the measurement needs to be carefully gauged which
is beyond of the scope of this work. Traces for two exemplary CEP choices are plotted in
Fig. 5.11 a). Fig. 5.11 b) shows the spectral response without the 1/Ω2-term in order to
visualize the broadband response due to the short injection gate and the CEP dependence.
The latter is small for most parts of the spectrum but large near the fundamental frequency
of the injection pulse. This stems from the fact that the response is composed of the 0th
and a 2nd harmonic part of the injection spectrum, which overlap at its fundamental in
case the sampling pulse is sufficiently broadband. The CEP determines the relative phase
between the DFG and SHG contribution and leads to a significant difference in the response
of almost a factor of two. Fig. 5.11 c) shows how the high frequency response is suppressed
due to the 1/Ω2 term reflecting the proportionality to the integral of the vector potential.
Despite this roll-off in the response at high frequencies, the sensitivity of SFS should
supersede the one of EOS above about 270 THz. In order to investigate this experimentally,
an optimization of the experimental setup is needed. In principle, SFS at near-infrared to
visible frequencies can be investigated by broadening the infrared drive spectrum by SPM
or by generating phase-matched harmonics in a SHG or THG crystal, see Subsection 1.2.1.
However, the long arms of the two-color interferometer make this approach unfeasible in
the existing setup. The temporal jitter between injection and drive pulse equals the half-
cycle duration of the second harmonic spectral components around 900 nm, see Section 2.3.
Furthermore, the restrictions in terms of dynamic range and the difficulty to suppress the
broadband infrared part of the spectrum with conventional filters call for a high conversion
efficiency to the NIR to visible frequencies. Since the drive field cannot exceed 0.2 V/Å to
avoid distortions and the interferometric instabilities do not allow for temporal stretching
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Figure 5.11: Spectral Response of SFS. a) Temporal electric field of the white-light pulse
used for injection, with two different CEP offsets ∆ϕ0. b) Spectral response assuming
six-photon absorption as injection mechanism and direct drive field proportionality, com-
pared to EOS response. b) Spectral response assuming six-photon absorption as injection
mechanism and proportionality to the integral of the vector potential of the drive field,
compared to EOS response.
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of the waveform, which would result in longer scanning times, the total usable power for
nonlinear conversion is limited.
The temporal instabilities and the restrictions in dynamic range hinder the sampling
of frequencies above the fundamental infrared spectrum in the current experimental con-
figuration. However, there are several options to investigate the spectral cutoff and the
validity of Eqn. 5.3:
• The two-color interferometer can be shortened by recombining the two arms after
the first instead of after the second amplification stage of the OPCPA (see Fig. 2.3).
With 10 µJ, the available energy of the drive pulse is sufficient without a further
amplification step. However, this change solely eliminates the problems due to the
interferometric instabilities.
• In order to reduce temporal jitter and enhance the conversion efficiency, a hollow-core
fiber setup can be employed after the third OPCPA stage. As shown by Schwarz [38],
focusing the SWIR pulse in an argon-filled HCF, a broadband and spectrally flat spec-
trum ranging down to 400 nm is generated. This broadband spectrum is the basis of
the infrared light field synthesizer which is currently under development in our group
(see Appendix A). The high-frequency channel compressed with customized chirped
mirrors is planned to inject the charge carriers and sample the waveform comprising
the remaining spectrum. The stability of this interferometer is only defined by the
number and angle of reflections in the chirped mirror compressor.
• In the original two-pulse current experiments [4], a compact white-light interferom-
eter was used to observe oscillation frequencies corresponding to 760 nm. A careful
restriction of the drive field in order to maintain the linear scaling of the overall sig-
nal should allow an equivalent detection of the drive waveform as presented above.
Since both injection and drive spectrum are equivalent, a strong dependence of the
response on the CEP of the injection pulse is expected, see Fig. 5.11 b). Detecting
this CEP dependence can serve as a first step towards validating Eqn. 5.3. Addition-
ally, including a SHG crystal in the white-light drive arm can provide frequencies up
to the ultraviolet and test the SFS response in the petahertz frequency range.
• An alternative approach to testing Eqn. 5.3 is making the injection gate longer and
thus pushing the cutoff frequency to longer wavelengths. In the presented setup, the
role of injection and drive pulse can simply be switched by rotating the sample by
90◦ and adjusting the intensities accordingly. Using the SWIR pulse for injection, the
time frame for the excitation from the valence to the conduction band is about three
times longer than in the case of visible light injection. A comparison between the
Fourier transform of the measured current trace with the spectrum of the drive pulse
especially in terms of a cutoff or roll-off can help to identify the temporal confinement
of the injection.
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5.6 Outlook
Using the EOS setup introduced in Chapter 3, we have demonstrated that optical-field-
induced currents scale linearly with the drive field and follow the integral of its vector
potential for drive field strengths below 0.2 V/Å. Above this value, drive-field-assisted
carrier excitation is observed which leads to a distortion of the recorded trace. For lower
waveform intensities however, the ultrafast two-pulse current generation can be employed
as a compact characterization technique for phase-stable pulses. The fact that the current
measurement reproduces the integral of the vector potential cannot be explained with
classical models but requires a quantum mechanical treatment.
Analyzing the spectral response function of the SFS technique has shown the potential
to extend the spectral cutoff until the visible to ultraviolet range. Despite its broad band-
width, the second interesting feature of the spectral sensitivity is a strong CEP dependence
at frequencies which correspond to the fundamental of the injection field strength. Op-
tions for verifying this behavior experimentally were summed up at the end of the previous
section.
The broad expected bandwidth due to the high nonlinearity of the injection process
is in contrast to EOS, whose spectral response has a strict limit, when the bandwidth of
the sampling pulse meets the test frequency. The limit can within certain boundaries be
tailored by applying post-spectral filtering but ultimately depends on the duration of the
fundamental sampling pulse. This behavior impedes the extension of EOS to wavelengths
below the 1.27µm cutoff, demonstrated in Section 3.4. Therefore, despite its lower dy-
namic range and signal-to-background, SFS shows great potential for future applications
in the characterization of phase-stable waveforms from conventional Ti:Sa sources, as well
as broadband OPCPAs, and light-field synthesizers. The compactness of the setup makes
SFS an attractive alternative to attosecond streaking for waveform characterization, es-
pecially for studying strong-field dynamics in solids in ambient conditions. Among other
applications, the experimental implementation of attosecond polarization spectroscopy [35]
could be greatly simplified.
The presented results use fused silica as a sample material due to its easy experimental
handling and its previous successful applications in ultrafast current generation [4, 62]
and other strong-field experiments investigated in our group [1, 10, 35]. Although the
capabilities of SFS as a pulse characterization technique have been demonstrated, our
understanding of the underlying processes is still in its infancy. The use of other dielectric
materials with a more defined crystalline structure could allow for more accurate modeling
and give insight in the universality of the sampling process. Future experimental studies
using crystalline SiO2 and BaF2 samples are already in preparation.
Chapter 6
Conclusion
Strong-field experiments in solids have recently granted access to a novel regime of light-
matter interaction. In the strong-field regime, the response of an optically excited system
follows the electric field rather than the envelope of the pulse [1]. Light sources which
provide phase-stable waveforms together with metrology schemes, which are able to char-
acterize them, are essential tools for studying this response. While phase-stable waveforms
derived from Ti:Sa lasers or optical parametric amplifiers are routinely available, obtaining
complete information on their electric field oscillations is challenging. So far, the field-
resolved characterization of waveforms has only been obtainable with the help of isolated
attosecond pulses from Ti:Sa-based sources [16, 116] or limited to the terahertz to mid-
infrared regime [3, 12]. In the wavelength range of a few micrometers, a complete field
characterization technique has to date been missing.
This dissertation introduces two measurement schemes for the full electric field charac-
terization of near- to short-wavelength-infrared pulses. Both techniques have been demon-
strated using a phase-stable optical parametric amplifier with a central wavelength of
2.1µm.
The first measurement scheme is an extension of electro-optic sampling to a cutoff
frequency of 235 THz. This near-doubling of the previously demonstrated frequency limit
[12] is enabled by using a short 5 fs sampling pulse, broadband phase matching in BBO, and
post-spectral filtering to extract the high frequency components of the sampling spectrum.
The filter reshapes the spectral response function and enhances the sensitivity for higher
frequencies compared to the unfiltered case. These improvements facilitate the complete
characterization of a broadband waveform generated by the optical parametric amplifier
and its compression using a programmable dispersive filter. For the first time, the waveform
evolution during the parametric amplification process is observed, revealing a pronounced
pump-dependent phase shift.
The extended application range of electro-optic sampling makes it a useful tool for
optical parametric amplifiers in the near to mid-infrared region as well as for erbium-based
laser systems and their frequent applications in telecommunications and remote sensing.
The discussion of the response function shows that there is no fundamental limit to further
extending the cutoff frequencies above 300 THz. If the broad phase-matching bandwidth of
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BBO as an electro-optic crystal is combined with a sampling pulse comprising wavelength
components down to the ultraviolet, a sampling of optical cycles in the Ti:Sa spectral range
is feasible.
A metrology technique which has the potential to resolve frequencies even to the visible
spectral range is strong-field solid-state sampling. This novel sampling scheme is based on
optical-field-induced currents in dielectric materials [4]. The ultrafast injection of charge
carriers into the conduction band serves as a gate in the sampling, similar to the high-
harmonic-generation process in gases which is used as a gate for the petahertz optical
oscilloscope [116]. In the presented experimental implementation, a few-cycle white-light
pulse is used for the injection while an infrared waveform derived from the optical para-
metric amplifier acts as the temporally delayed drive pulse.
For drive field strengths below 0.2 V/Å, the signal scales linearly with the field am-
plitude. Higher field strengths however, lead to drive-field-assisted carrier injection and a
distortion of the recorded trace in time and frequency domain. In the linear regime, the
two-pulse current can be used to resolve the electric field oscillations of the drive waveform.
This is demonstrated by comparing the current to an electro-optic sampling measurement.
The spectral response agrees with the integral of the vector potential. A classical de-
scription assuming the Drude model for carrier transport cannot reproduce this behavior.
Solving the one-dimensional time-dependent Schrödinger equation shows that the periodic
band structure of the lattice leads to a spectral and temporal shift of the induced po-
larization in comparison with an atomic system. The atomic response follows the vector
potential while the polarization in the solid agrees with its integral, reproducing the ex-
perimental results. Further studies using different materials for the current generation and
more accurate models taking into account the band structure as well as electron-electron
interactions are needed to verify the universality of the accomplished results.
In order to gain a deeper understanding of the generation and detection of optical-
field-induced currents, this work has systematically studied the influence of the sample
geometry and material on the measured signal. By the implementation of a simple one-
pulse-scheme, the confinement of the generated current to the first 20µm from the surface
of the material is demonstrated. An enhancement of the current signal close to the elec-
trodes, which has been observed for low-order nonlinear current control experiments [95], is
reproduced. Furthermore, the experiments demonstrate a non-trivial scaling with respect
to the applied field strength, which deviates from the expected steep scaling associated
with multi-photon absorption or tunneling. In order to investigate the current generation
process in more detail, the combination with other metrology techniques like time-resolved
terahertz spectroscopy [46], field-induced second harmonic generation [182], and solid-state
high harmonic spectroscopy [10] are recommended for future studies.
The measurement techniques presented in this work have distinct advantages and lim-
itations: The well-established electro-optic sampling features high sensitivity and a large
dynamic range while the frequency cutoff depends on the duration of the gate pulse. Strong-
field solid-state sampling on the other hand employs a nonlinearly generated, ultrashort
gate, which potentially allows to extend the spectral cutoff into the visible and ultraviolet
region. However, its dynamic range is limited and several aspects of the current genera-
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tion and detection require further investigation. Both techniques have a compact footprint
and work under ambient conditions, which makes them a valuable add-on to existing ex-
perimental setups using phase-stable light sources in the mid- to near-infrared spectral
regime.
The study and control of strong-field-driven electrons in solids is still in the fledgling
stages. Metrology schemes, which are able to unambiguously resolve the driving waveforms
as well as the electronic response of excited system, can help to advance the understanding
of the underlying dynamic processes. They enable the study of dynamics which have so
far been unobservable in solids due to their short time scales, like ultrashort dephasing of
excited carriers [59] or the onset of effective mass [190]. The insight that the characteriza-
tion tools presented in this dissertation provide into carrier dynamics on the time scale of




Although this work primarily utilizes the strong SWIR fields for experiments in solids
(see Chapter 5) which can be performed in ambient air, it also lays the foundation for
future experiments in vacuum. A vacuum beamline dedicated to experiments with few-
cycle SWIR pulses has been designed and implemented over the course of this dissertation.
One experiment requiring high vacuum conditions is HHG (see Subsection 1.2.2) in the
soft x-ray regime with long-wavelength drivers and their temporal characterization using
attosecond streaking, which was introduced in Subsection 2.1.3.
The cutoff energy Ec of the HHG photons is given by [104]
Ec = 3.17Up + Ip ∝ 1
ω2
. (A.1)
Since the cutoff energy scales quadratically with increasing wavelength, there has been con-
siderable effort towards achieving HHG with long wavelength drivers. This is a challenging
task because of the unfavorable scaling of the photon flux with wavelength, which has been
theoretically determined in the case of a one-electron emitter as λ−5 to λ−6 [191]. However
when considering a real gas target with multiple electrons involved, phase-matching condi-
tions play an important role and can help to enhance the HHG yield [64]. The generation
of high energetic photons has been demonstrated in the multi 100 eV to few keV range
[101, 192].
The soft x-ray spectral region is extremely relevant for spectroscopic applications, for
biological samples as well as in the solid state. Therefore, the application of the SWIR
source to HHG is highly desirable. Additionally, the strong-field experiments will ben-
efit from the vacuum beamline because pulse distortions from plasma generation in air,
which can occur in the focus of a beam with high pulse energy, are avoided. A vacuum
environment is furthermore necessary for studies at low sample temperatures.
The design is loosely based on an existing Ti:Sa beamline [193] and consists of five
chambers: the synthesizer, the HHG, the delay, the streaking, and the experimental cham-
ber. Except for the HHG chamber, which is already in use and equipped with all necessary
diagnostics, the other chambers have not been commissioned yet.
The pulses derived from the phase-stable SWIR source are broadened in a gas-filled
HCF, as already demonstrated in [38], and sent to the synthesizer chamber where they
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Figure A.1: Short-Wavelength-Infrared Vacuum Beamline, Optional Mode of Operation.
In the synthesizer chamber, part of the broadband continuum generated from the SWIR
source will be sculpted into an arbitrary waveform. The other part of the beam can be
compressed to a few-cycle pulse by a chirped mirror compressor. This pulse can generate
the isolated attosecond pulse, which is overlapped and temporally delay with respect to the
synthesized waveform. The waveform can then be temporally characterized in the streaking
chamber and used to investigate strong-field processes in the experimental chamber.
are split in two paths. Half of the beam is temporally shaped in an infrared synthesizer
currently under development. Controlling the dispersion in separate spectral arms and
recombining them with an adjustable delay can be used to generate sub-cycle pulses or
arbitrary waveforms which can be characterized in the streaking chamber. This concept has
already been successfully demonstrated with a NIR drive [111]. Since not every waveform
is suitable for HHG, the second part of the beam is not sent through the synthesizer but a
chirped mirror compressor instead. Its bandwidth is limited to about one optical octave by
the dielectric optics but it still support two-cycle pulses which can used as reliable drivers
for HHG. The delay between the two arms can be adjusted by a piezo stage. If only one
arm is used, the HHG and infrared can be split and recombined by perforated mirrors and
overlapped in the streaking chamber using a Mach-Zehnder type interferometric approach
[194, 195] with short arms in order to insure stability. The advantage over using a double
mirror for adjusting the relative delay in a collinear fashion is that the focusing of each arm
can be adjusted independently to ensure a nice mode in the focus. The characterization
of XUV/soft x-ray pulses generated by a SWIR or MIR source by streaking has — to the
best knowledge of the author — not been demonstrated yet. Once the synthesized SWIR
field is characterized, it can be used for strong-field solid experiments in the experimental
chamber.
Optionally, a gas target for vacuum ultra-violet (VUV) generation can be inserted in the
synthesized beam. This makes the beamline design flexible to accommodate various modes
xix
of operation, using SWIR, XUV, VUV in different combinations to temporally investigate
strong-field tunneling as well as resonant core-state, and valence-band excitations. One
exemplary mode of operation using a characterized waveform for strong-field experiments
is schematically depicted in Fig. A.1. Fig. A.2 shows a photograph of the actual setup in
the attosecond laboratory. A detailed graph with an overview of all optional beam paths
in the beamline is given in Fig. A.3.
Figure A.2: Photograph of Beamline in Attosecond Lab.
xx A. Short-Wavelength-Infrared Beamline
Figure A.3: Detailed Beam Path
Short-Wavelength-Infrared Vac-
uum Beamline. The dashed lines
correspond to the beam path at
the alternative alignment stage
(AS) position. The relative size of
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The experimental raw data, evaluation files, and original figures can be found on the Data
Archive Server of the Laboratory for Attosecond Physics at the Max Planck Institute of
Quantum Optics: //AFS/ipp-garching.mpg.de/mpq/lap/publication_archive
For each figure, there is a dedicated folder containing the raw data, Matlab scripts for
the data analysis or simulations, and the figure in .pdf, .png or .jpg format as well as a
readme file for further explanations and instructions. An overview of the figures and how
they are produced is given in the following table.
Fig. 1.1 schematic sketch (.pdf)
Fig. 1.2 schematic sketch (.pdf)
Fig. 1.3 schematic sketch (.pdf)
Fig. 1.4 schematic sketch (.pdf)
Fig. 1.5 schematic sketch (.pdf)
Fig. 1.6 schematic sketch (.pdf)
Fig. 1.7 reprint Springer
Fig. 1.8 schematic sketch (.pdf)
Fig. 1.9 plot (.pdf), analysis script (.m), original data
Fig. 1.10 reprint Nature
Fig. 1.11 reprint Physical Review Letters
Fig. 1.12 reprint Physical Review Letters
Fig. 2.1 plot (.pdf), analysis script (.m), original data
Fig. 2.2 schematic sketch (.pdf)
Fig. 2.3 schematic sketch (.pdf)
Fig. 2.4 plot (.pdf), analysis script (.m), original data
Fig. 2.5 schematic sketch (.pdf)
Fig. 2.6 plot (.pdf), analysis script (.m), original data
Fig. 2.7 plot (.pdf), analysis script (.m), original data
Fig. 2.8 plot (.pdf), analysis script (.m), original data
Fig. 3.1 schematic sketch (.pdf)
Fig. 3.2 plot (.pdf), analysis script (.m), original data
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Fig. 3.3 plot (.pdf), analysis script (.m), original data
Fig. 3.4 plot (.pdf), analysis script (.m), original data
Fig. 3.5 plot (.pdf), analysis script (.m), original data
Fig. 3.6 plot (.pdf), analysis script (.m), original data
Fig. 3.7 plot (.pdf), analysis script (.m), original data
Fig. 3.8 plot (.pdf), analysis script (.m), original data
Fig. 3.9 plot (.pdf), analysis script (.m), original data
Fig. 4.1 schematic sketch (.pdf)
Fig. 4.2 schematic sketch (.pdf)
Fig. 4.3 schematic sketch (.pdf)
Fig. 4.4 schematic sketch (.pdf)
Fig. 4.5 plot (.pdf), analysis script (.m), original data
Fig. 4.6 labeled photograph (.jpg)
Fig. 4.7 plot (.pdf), analysis script (.m), original data
Fig. 4.8 schematic sketch (.pdf)
Fig. 4.9 plot (.pdf), analysis script (.m), original data
Fig. 4.10 plot (.pdf), analysis script (.m), original data
Fig. 4.11 plot (.pdf), code description
Fig. 4.12 plot (.pdf), analysis script (.m), original data
Fig. 4.13 plot (.pdf), analysis script (.m), original data
Fig. 4.14 plot (.pdf), simulation script (.m)
Fig. 5.1 schematic sketch (.pdf)
Fig. 5.2 plot (.pdf), analysis script (.m), original data
Fig. 5.3 schematic sketch (.pdf)
Fig. 5.4 plot (.pdf), analysis script (.m), original data
Fig. 5.5 plot (.pdf), simulation script (.m)
Fig. 5.6 plot (.pdf), analysis script (.m), original data
Fig. 5.7 plot (.pdf), analysis script (.m), original data
Fig. 5.8 plot (.pdf), simulation script (.m)
Fig. 5.9 plot (.pdf), simulation script (.m)
Fig. 5.10 plot (.pdf), analysis script (.m), original data
Fig. 5.11 plot (.pdf), simulation script (.m)
Fig. A1 schematic sketch (.pdf)
Fig. A2 photograph (.jpg)
Fig. A3 schematic sketch (.pdf)
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