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Resumen: La conduccio´n auto´noma es uno de los temas ma´s interesantes dentro del a´rea de los Sistemas
Inteligentes de Transporte (ITS) y dentro de ella, el control automa´tico del volante es uno de los
retos ma´s importantes al que se enfrentan investigadores de esta a´rea. En este trabajo se presenta un
ajuste basado en algoritmos gene´ticos de controladores difusos capaces de manejar automa´ticamente el
volante de un vehı´culo convencional, reproduciendo actitudes de un conductor humano en diferentes
situaciones. Para ello se ha monitorizado el estado del coche mientras es conducido por un humano y
por medio de algoritmos gene´ticos se ha obtenido un controlador difuso apropiado para el manejo del
volante del vehı´culo. Todo ello teniendo en cuenta dos requisitos ba´sicos: el controlador debe ser capaz
de manejar el vehı´culo a trave´s de una ruta preﬁjada y ejecutar acciones de control suaves, para lograr
ası´, una conduccio´n confortable para los ocupantes del vehı´culo.Copyright c© 2010 CEA.
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1. INTRODUCCIO´N
Los Sistemas Inteligentes de Transporte (ITS) aplican tec-
nologı´as de la informacio´n y la comunicacio´n con el ﬁn de
obtener una conduccio´n segura y eﬁciente. Hoy dı´a, el desarrol-
lo de ITS proporciona una oportunidad de mejorar la seguridad,
eﬁciencia y comodidad en el transporte, ya sea por carretera,
ae´reo o ferroviario (Jones, 2001). El presente trabajo se centra
en el a´rea de transporte por carretera, y ma´s concretamente, en
vehı´culos inteligentes, lo que pasa por el disen˜o, desarrollo y
prueba de vehı´culos auto´nomos. Estos vehı´culos esta´n equipa-
dos con la instrumentacio´n necesaria para controlar unos o
todos los actuadores de un vehı´culo sin la intervencio´n externa.
En este trabajo nos centraremos en el control automa´tico del
volante (tambie´n conocido como control lateral) de un vehı´culo.
No cabe duda de las posibles aplicaciones pra´cticas y mejora
de la seguridad que puede acarrear la implementacio´n de un
control total del volante, o control lateral, de un vehı´culo, es por
ello que viene recibiendo una gran atencio´n desde sus primeras
implementaciones (Tsugawa et al., 1979).
La forma ma´s habitual de tratar el problema del control lateral
es el uso de trayectorias predeﬁnidas. El control lateral ha sido
abordado en la literatura mediante te´cnicas de generacio´n de
trayectorias no lineales (Awawdeh et al., 2004), control robusto
(Netto et al., 2006) y lo´gica difusa (Ji et al., 2007).
El compromiso entre eﬁciencia y complejidad es el principal
factor en el control de este tipo de sistemas. Una forma de
solventar problemas asociados a la naturaleza del problema
es el uso de te´cnicas de Soft Computing; estos me´todos esta´n
especialmente indicados cuando tratamos de emular el compor-
tamiento humano al controlar sistemas complejos, tales como
la conduccio´n de un vehı´culo.
La lo´gica difusa surge del deseo de describir sistemas com-
plejos mediante descripciones lingu¨ı´sticas (Zadeh, 1965). Se
trata de una metodologı´a bien conocida para modelar sistemas
complejos o fuertemente no lineales. Los controladores difusos
permiten introducir un enfoque humano al disen˜o de contro-
ladores, no requiriendo del modelado matema´tico de los me´to-
dos de disen˜o de controladores ma´s usuales (Driankov, 1993).
Es por esto por lo que los controladores difusos representan
una alternativa efectiva y razonable a las te´cnicas de control
cla´sicas en lo que a sistemas complejos se reﬁere. Por otro lado,
la experiencia del grupo AUTOPIA en control de vehı´culos
mediante lo´gica difusa muestra la adecuacio´n de estas te´cnicas
para el control de vehı´culos.
Normalmente, la generacio´n de las funciones de pertenencia y
base de reglas de un controlador difuso han sido tareas hechas
por ensayo y error o por personas expertas. Una tarea como
e´sta es una candidata natural para ser abordada de una manera
automa´tica.
Los Algoritmos Gene´ticos (Holland, 1975) son algoritmos de
bu´squeda de propo´sito general que usan principios basados en
la evolucio´n gene´tica natural de poblaciones para solucionar
problemas (Goldberg, 1989). La idea principal es mantener una
poblacio´n de cromosomas, los cuales representan una solucio´n
candidata a un problema dado, que evoluciona con el tiempo
mediante un proceso de competicio´n y variacio´n controlada.
Cada cromosoma de la poblacio´n tiene asociado una funcio´n de
ajuste que determinara´ que´ cromosomas son usados para crear
otros nuevos mediante operadores de cruce y mutacio´n.
Este trabajo aborda el uso de algoritmos gene´ticos para el
disen˜o de un controlador difuso capaz de manejar el volante de
un vehı´culo auto´nomo. En primer lugar, un conductor humano
ha manejado el vehı´culo siguiendo una ruta de referencia y se
han monitorizado sus acciones. Tras esto, un algoritmo gene´tico
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en dos fases ha sido utilizado para obtener un controlador
apropiado, el cual debe ser capaz de imitar el comportamiento
al volante del humano e inferir acciones de control suaves,
para no ejecutar cambios bruscos en la posicio´n del volante.
Ası´ es posible ejecutar una conduccio´n confortable y segura
para los ocupantes del vehı´culo. Finalmente, el controlador ha
sido instalado en el vehı´culo y validado en una pista de pruebas
donde se ha comprobando su buena ejecucio´n en el seguimiento
de una ruta preﬁjada, ası´ como, incluso mejorando las medidas
de error obtenidas por el conductor humano.
2. EL PROGRAMA AUTOPIA
Este trabajo ha sido realizado en las instalaciones del Centro de
Automa´tica y Robo´tica (CAR) del Consejo Superior de Inves-
tigaciones Cientı´ﬁcas (UPM-CSIC) como parte del Programa
AUTOPIA. AUTOPIA fue creado para enmarcar la experiencia
acumulada por el CAR en el a´rea de la robo´tica mo´vil y el
control difuso con el objetivo de trasladar dicha experiencia a
la conduccio´n automa´tica de vehı´culos.
Esta tema´tica es abordada por diferentes grupos de investi-
gacio´n a nivel mundial. Entre los ma´s relevantes cabe destacar
el PATH (Parsons and Zhang, 1989) o el VITA (Ulmer, 1992)
en Estados Unidos; ARTS en Japo´n (Tsugawa et al., 1996) y
PROMETHEUS (Fritz, 1995).
2.1 La Zona de Conduccio´n
ZOCO (acro´nimo de ZOna de COnduccio´n) es una pista de
pruebas de vehı´culos automa´ticos que esta´ dedicada exclusiva-
mente a tareas de investigacio´n, es decir, en ella no hay ningu´n
otro tra´ﬁco de vehı´culos, lo que se ha hecho por razones de
seguridad. Tiene una forma reticulada, como las manzanas o
cuadras de una ciudad, con algunas irregularidades y pendientes
de hasta el 3%, dispone de calles de seis metros de anchura, lo
que permite la circulacio´n simulta´nea en ambos sentidos. En la
ﬁgura 1 puede verse una vista ae´rea de ZOCO 1 .
Figura 1. Vista ae´rea de ZOCO.
2.2 El Vehı´culo
Un vehı´culo comercial modelo Citroe¨n C3 Pluriel ha sido
equipado con los dispositivos necesarios para llevar a cabo una
conduccio´n auto´noma (Naranjo et al., 2007). En la ﬁgura 2
se muestra una fotografı´a del vehı´culo usado para la experi-
mentacio´n, cuyo equipamiento, en lo que a sensores se reﬁere
esta´ compuesto por:
Un sistema de posicionamiento global con correccio´n
diferencial (RTK-DGPS) modelo Trimble MS-750. A
1 Imagen obtenida de http://maps.google.com/
trave´s de e´l, y utilizando la correccio´n diferencial sumi-
nistrada por una estacio´n base ubicada en las instalaciones
del CAR, podemos obtener un error en el posicionamiento
inferior a los dos centı´metros. Valor ma´s que suﬁciente
para abordar el guiado de vehı´culos auto´nomos. La fre-
cuencia de refresco de dicho receptor (5 Hz) sera´ utilizada
para desencadenar el ciclo de control del vehı´culo.
Un sistema de medida inercial (IMU) modelo IMU300CC
de Crossbow que se encuentra ubicada cerca del centro de
gravedad del vehı´culo y que se utilizara´, junto al sistema
RTK-DGPS para llevar a cabo el posicionamiento del
vehı´culo en el caso de fallos en este sistema (Milane´s et
al., 2008).
El bus CAN del propio vehı´culo que se utilizara´ como una
pizarra de la que podremos obtener datos de velocidad y
aceleracio´n del vehı´culo para modiﬁcar la velocidad de
referencia en funcio´n de que nos encontremos en un tramo
recto o curvo.
Figura 2. Vehı´culo auto´nomo utilizado para la experimentacio´n.
El proceso de inferencia difusa es llevado acabo por un orde-
nador embarcado, capaz de recibir sen˜ales provenientes de los
sensores instalados en el vehı´culo para generar entradas al con-
trolador difuso, obteniendo ası´ valores de salida para mover el
volante del vehı´culo. La salida del controlador difuso representa
una tensio´n analo´gica en ±10V que se utiliza como entrada
de un modulador de ancho de pulsos (PWM) que sera´ la en-
trada al motor de la direccio´n asistida electromagne´tica (EPS)
del vehı´culo, para ası´ conseguir un movimiento del volante
sin necesidad de equipamiento adicional. La ﬁgura 3 muestra
un diagrama de co´mo la salida del controlador difuso llega a
transformarse en movimiento sobre el volante del vehı´culo.
Figura 3. Diagrama de ﬂujo del esquema para el movimiento
del volante.
2.3 Coprocesador Difuso ORBEX
ORBEX (acro´nimo de ORdenador Borroso EXperimental) fue
creado en el CAR (Garcı´a and de Pedro, 1998), y se ha
venido utilizando desde entonces en la construccio´n y ejecucio´n
de controladores difusos aplicados a la conduccio´n auto´no-
ma (Garcı´a and de Pedro, 1999). ORBEX permite la imple-
mentacio´n y ejecucio´n en tiempo real de controladores difusos
92 Estimación de un Control Lateral Difuso de Vehículos
del tipo TSK (Takagi and Sugeno, 1985), lo que permite tomar
decisiones de control en un corto perı´odo de tiempo y con muy
buena precisio´n; cualidades ma´s que deseables para sistemas de
tiempo real, tal y como puede ser la conduccio´n de un coche,
donde el tiempo de inferencia puede llegar a ser un aspecto
vital.
Los controladores pueden ser deﬁnidos e implementados me-
diante el uso de reglas SI ... ENTONCES ... en un lenguaje casi
natural, por ejemplo:
SI (desviacio´n-lateral es derecha) O (desviacio´n-angular es
derecha) ENTONCES (Volante = izquierda)
En el presente trabajo, en lugar de usar salidas calculadas como
funcio´n de las entradas, se han usado valores constantes, lo
que hace al controlador equivalente a uno de tipo Mamdani
(Mamdani, 1974) con funciones de pertenencia para las salidas
de tipo singleton (Sugeno, 1999).
La t-norma mı´nimo y la t-conorma ma´ximo son usadas respecti-
vamente para la implementacio´n de los operadores Y y O en los
antecedentes de las reglas. Como operador de desemborronado
usaremos el centro de masas.
3. OBTENCIO´N DEL CONJUNTO DE ENTRENAMIENTO
A lo largo de esta seccio´n presentaremos el proceso seguido
para ajustar un controlador difuso capaz de manejar el volante
del vehı´culo guia´ndolo a trave´s de la ruta de referencia, de-
scrita mediante una sucesio´n de posiciones GPS; el vehı´culo
debe seguir la trayectoria deﬁnida por los segmentos entre dos
posiciones GPS consecutivas, llamados lı´neas de referencia,
tratando de minimizar el error lateral y angular (ﬁgura 4), que
se deﬁnen como sigue:
Error Lateral (Lat): representa la distancia desde la posi-
cio´n actual del vehı´culo a su posicio´n teo´rica en la lı´nea
de referencia. Teo´ricamente esta´ deﬁnido en±∞, aunque,
por cuestiones pra´cticas, trabajaremos acotando dicho
error en ±5m.
Error Angular (Ang): representa la diferencia angular en-
tre la lı´nea de referencia y el vector directriz del vehı´culo,
es decir el vector que nos deﬁne la direccio´n del vehı´culo.
Sus valores esta´n restringuidos a ±180 (sentido opuesto).
Valores positivos de estas variables denotan una desviacio´n
hacia la derecha de la lı´nea de referencia, mientras que valores
negativos lo hacen hacia la izquierda.
Figura 4. Representacio´n gra´ﬁca del error lateral y el error
angular.
Ambas variables (Lat y Ang) sera´n usadas como entradas del
controlador difuso, junto con una tercera Vol, que indicara´ la
posicio´n angular del volante en un determinado instante; dicha
posicio´n, dado el vehı´culo con el que trabajamos puede os-
cilar entre ±540o. La salida del controlador difuso (Volante)
sera´ un valor en ±1 que denotara´ el voltaje normalizado a
enviar al motor acoplado a la barra de direccio´n, logrando
ası´ un movimiento del volante en un sentido u otro (negativo
hacia la izquierda y positivo hacia la derecha). Dicho valor
coincidira´ con la posicio´n normalizada deseada del volante,
ası´ pues, un valor -1 aplicado constantemente, lograra´ desplazar
el volante completamente hacia la izquierda; mientras que un
valor 0.5 desplazara´ el volante hasta el punto medio (270o)
hacia la derecha.
Las siguientes subsecciones indican las etapas del proceso de
ajuste del controlador difuso.
3.1 Captura de Informacio´n
El mapa GPS que especiﬁca la ruta de referencia es construido
automa´ticamente mediante un primer recorrido de ella con el
vehı´culo conducido manualmente mientras se monitorizan las
posiciones GPS. Tras esto, y mediante estrategias evolutivas
se seleccionan los puntos ma´s signiﬁcativos de la ruta, los
cuales deﬁnira´n la lı´nea de referencia a seguir (Serrano, 2005).
Para ello se utiliza un algoritmo gene´tico que selecciona un
subconjunto representativo de puntos monitorizados durante el
recorrido; para su evaluacio´n se utiliza una combinacio´n entre
el nu´mero de puntos utilizado y su representatividad con la
ruta original. Dicho sistema fue desarrollado en el CAR, y su
creacio´n y uso vino motivado por el alto coste de sistemas
comerciales para el desarrollo de mapas cartogra´ﬁcos.
Un conductor humano manejo´ el vehı´culo a lo largo de las
calles de ZOCO, para despue´s aplicar el me´todo comentado
con anterioridad. El resultado obtenido, que sera´ utilizado como
lı´nea de referencia, ası´ como un mapa esquema´tico de ZOCO
puede verse en la ﬁgura 5. Dicha ruta consiste en 3 curvas hacia
la izquierda, seguidas de 3 hacia la derecha, siempre por el
centro de las calles de ZOCO.
Figura 5. Lı´nea de Referencia GPS.
Una vez obtenida la lı´nea de referencia, el conductor humano la
ha seguido manejando el vehı´culo a una velocidad aproximada
de 15km/h en curvas y 25km/h en rectas; mientras tanto, el
ordenador de a bordo monitoriza y muestra por pantalla los
valores de Lat, Ang y Vol a una frecuencia de muestreo de 5Hz,
es decir, los errores en un momento dado y la accio´n sobre
el volante adoptada por e´l; gracias a esto, el conductor puede
adaptar sus acciones con el ﬁn de minimizar dichos errores. Los
valores obtenidos por el ordenador a lo largo del tiempo pueden
verse en la ﬁgura 6; en ella, el error lateral esta´ normalizado en
±5m, ası´ como el error angular lo esta´ en ±90o.
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Figura 6. Valores de Entrada/Salida muestreados mientras el
conductor humano sigue la ruta de referencia.
3.2 Procesamiento de la Informacio´n
Una vez capturadas las acciones sobre el volante de un conduc-
tor humano, disponemos de un gran conjunto de tuplas (Lat,
Ang, Vol, Volante) que puede ser utilizado por el me´todo de
ajuste para obtener el error entre las acciones tomadas por un
determinado controlador y por el humano, pero antes de eso,
procesaremos los datos con el ﬁn de eliminar los siguientes
problemas con los que nos encontramos:
El tiempo en el que la conduccio´n se realiza a lo largo de
un tramo recto es mayor que el de un tramo curvo, ası´ pues
la cantidad de valores de esta primera situacio´n es mayor
que los de la segunda.
No se contemplan situaciones extremas como errores an-
gulares mayores de 90o o laterales mayores que 5m.
Los datos son reducidos, para ello, se ha deﬁnido una malla
de 21x21x21 sobre las tres variables de entrada. Para cada uno
de los valores de la grilla, se ha tomado como salida el valor
medio entre los puntos ma´s cercanos a ella. Para asegurarnos
de cubrir ciertos valores de salida para situaciones de entrada no
contempladas en la toma de datos, hemos an˜adido las siguientes
tuplas, provenientes del conocimiento experto:
(x, y, z, 1)∀x, y, z = 0,7; 0,8; 0,9; 1. Lo que signiﬁca: Si
el error angular es mayor de 70o, el error lateral es mayor
de 3.5m y la posicio´n actual de volante es mayor de 378o,
todos ellos hacia la izquierda, entonces se debe girar el
volante al ma´ximo hacia la derecha.
(x, y, z,−1)∀x, y, z = −0,7;−0,8;−0,9;−1. Lo cual
representa la situacio´n contraria a la anterior.
Una vez procesada la informacio´n obtenida, la nube de puntos
mostrada en la ﬁgura 7. En ella los ejes X-Y representan parejas
de variables de entrada, mientras que en el eje Z se representa la
posicio´n del volante adoptada por el conductor humano ante tal
situacio´n. Este conjunto de puntos nos servira´ para poder medir
la similitud entre las salidas producidas por un determinado
controlador frente a las obtenidas por el humano.
4. MODELADO DEL CONTROLADOR DIFUSO
En esta seccio´n, modelaremos un controlador difuso con con-
secuentes de tipo singleton. El controlador dispondra´ de tres
variables difusas de entrada, llamadas Lat, Ang y Vol. El proce-
Figura 7. Datos de Entrenamiento.
so de emborronado de cada una de las variables de entrada se
hara´ por medio de funciones de pertenencia trapezoidales.
En concreto, se usara´n 3 funciones de pertenencia para co-
diﬁcar las entradas Lat y Ang y 7 para codiﬁcar Vol (13 en
total). Las etiquetas usadas para codiﬁcar el error lateral y
angular ∈ {Izq,No,Der}, representando una desviacio´n a la
izquierda, nula o a la derecha respectivamente; mientras que las
etiquetas usadas para codiﬁcar la posicio´n actual del volante
∈ {Izq3, Izq2, Izq1, Centro,Der1, Der2, Der3} denotando
que el volante se encuentra muy, medio o poco girado hacia
la izquierda o derecha, o si se encuentra en el centro. Debido
a la naturaleza del problema abordado, dichas funciones sera´n
sime´tricas respecto al valor 0, ya que, por ejemplo, si decimos
que un valor -0.85 en la posicio´n actual del volante esta´ cubierto
con grado 1 por la etiqueta Izq3, un valor de 0.85 deberı´a de
estar cubierto con grado 1 por la etiqueta Der3.
Como hemos comentado anteriormente, el controlador ten-
dra´ una salida, llamada Volante, codiﬁcada mediante 9 single-
tons uniformemente distribuidos en el intervalo ±1 etiquetados
como sigue:
Der100 en -1: Girar el volante el 100% hacia la derecha.
Der75 en -0.75: Girar el volante el 75% hacia la derecha.
Der50 en -0.5: Girar el volante el 50% hacia la derecha.
Der25 en -0.25: Girar el volante el 25% hacia la derecha.
NO en 0: No girar el volante.
Izq25 en 0.25: Girar el volante el 25% hacia la izquierda.
Izq50 en 0.5: Girar el volante el 50% hacia la izquierda.
Izq75 en 0.75: Girar el volante el 75% hacia la izquierda.
Izq100 en 1: Girar el volante el 100% hacia la izquierda.
El conjunto de antecedentes a los que asociar uno de los
consecuentes se genera mediante:
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SI (Ang es A) Y (Lat es L) Y (Vol es V ) ENTONCES Volante
es OUT . Para todo:
[A,L] ∈ {Izq,No,Der}
V ∈ {Izq3, Izq2, Izq1, Centro,Der1, Der2, Der3}
OUT ∈ {Der100, Der75, Der50, Der25, NO,
Izq25, Izq50, Izq75, Izq100}
De esta forma, todas las posibles combinaciones de etiquetas de
entrada quedan cubiertas por una regla mediante un conjunto de
63 reglas (3x3x7).
4.1 Esquema del Modelo
El modelado se realizara´ en dos fases diferenciadas, que sera´n
repetidas un cierto nu´mero de iteraciones y representara´n dos
algoritmos gene´ticos. Uno de ellos estara´ encargado de mejorar
el conjunto de etiquetas (CE), mientras que el otro la base de
reglas (BR). El conjunto de etiquetas sera´ evaluado usando la
mejor base de reglas encontrada hasta el momento, ası´ como
el conjunto de reglas sera´ evaluado usando el mejor conjunto
de etiquetas. Ası´ lograremos una mejora progresiva de ambos
aspectos que deﬁnen el controlador difuso. Un esquema del
proceso seguido puede verse en la ﬁgura 8.
Figura 8. Esquema usado para el ajuste de controladores difu-
sos.
La funcio´n objetivo o de ajuste utilizada por ambos algoritmos
gene´ticos (AGCE y AGBR) se basa en dos consideraciones: el
ajuste entre las salidas del controlador y las obtenidas por el
conductor humano (datos de entrenamiento), ası´ como impedir
cambios bruscos en las acciones de control, lo que implicarı´a
movimientos del vehı´culo inco´modos (incluso peligrosos) para
los ocupantes del vehı´culo. Para evaluar el ajuste, utilizare-
mos el error cuadra´tico medio ECM entre las salidas del
controlador y el conjunto de entrenamiento. Para evaluar la
brusquedad en las acciones, evaluaremos la superﬁcie de con-
trol en los puntos (i, j, k), i, j, k = {−1,−0,9, ..,0..,0,9, 1} y
tomaremos D como la mayor diferencia de salida entre dos
puntos adyacentes. La funcio´n objetivo sera´ calculada como
la suma ponderada entre ECM y D con factores 0.75 y 0.25
(Fitness = 0,75 · ECM + 0,25 ·D).
Ambos algoritmos gene´ticos utilizan un esquema estacionario,
lo que permitira´ mantener siempre una copia del mejor indi-
viduo encontrado hasta el momento en la poblacio´n actual.
En cada generacio´n, se seleccionan dos individuos, los cuales
sera´n cruzados y mutados para, posteriormente ser introduci-
dos (o no) en la actual poblacio´n. Se usara´ seleccio´n basada
en torneo binario y reemplazamiento del peor individuo. Los
operadores de cruce y mutacio´n sera´n diferentes para cada uno
de los algoritmos gene´ticos, y sera´n detallados en las siguientes
subsecciones.
El proceso AGCE ↔ AGBR sera´ repetido durante un determi-
nado nu´mero de iteraciones (It). Las siguientes subsecciones
describen los detalles concretos a cada una de las etapas del
proceso de ajuste.
4.2 Ajuste del Conjunto de Etiquetas
Utilizaremos 4 valores reales para codiﬁcar cada una de las
etiquetas (trapezoidales) de cada una de las variables de entrada
del controlador. Para generar controladores difusos adecuados,
las funciones de pertenencia deben cumplir determinadas res-
tricciones que nos permitira´n obtener resultados lo ma´s inter-
pretables posible. El uso de restricciones sobre funciones de
pertenencia en controladores difusos es una metodologı´a para
obtener interpretabilidad bien conocida (Mencar and Fanelli,
2008).
El objetivo del trabajo no es so´lo obtener un controlador
que matema´ticamente controle adecuadamente el volante del
vehı´culo, sino que, adema´s, sea interpretable y pueda resumir
el conocimiento humano sobre su manejo. Es por ello que
se imponen una serie de resticciones al conjunto de etiquetas
para ası´ conseguir este propo´sito. Dichas restricciones son de
simetrı´a respecto a 0; que no haya etiquetas cuyo dominio
este´ incluido dentro del de otra; cobertura de todo el universo
de la variable; cobertura ma´xima en los extremos del universo;
que no se superpongan los dominios de grado 1 de las etiquetas
y que cada punto del universo de discurso este´ cubierto, como
ma´ximo por 2 etiquetas. De este modo conseguiremos que
las etiquetas del controlador obtenido reﬂejen la meca´nica del
proceso.
En la ﬁgura 9 vemos la codiﬁcacio´n de 3 etiquetas mediante
4 valores reales (arriba) y de 7 etiquetas con 12 valores reales
(abajo).
Figura 9. Codiﬁcacio´n de los conjuntos de etiquetas.
Por tanto, para representar el conjunto de etiquetas de entrada,
se usara´ un vector de 20 (12+4+4) valores reales. Los siguientes
aspectos nos deﬁnen el algoritmo gene´tico con codiﬁcacio´n real
implementado en esta etapa:
Inicializacio´n: Inicialmente, el mejor conjunto de etique-
tas (MejorCE) sera´ generado aleatoriamente (respetan-
do las restricciones dadas). En cada iteracio´n, a partir
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de MejorCE obtendremos una poblacio´n inicial para
el algoritmo gene´tico mediante la aplicacio´n de muta-
ciones acotadas (MejorCE±χCE) bajo una determinada
probabilidad (ϕCE), por tanto, un determinado individuo
V = {v1, v2, ...v20} sera´ generado de la forma vi =
MejorCEi si U(0, 1) > ϕCE y vi = U(MejorCEi −
χCE ,MejorCEi + χCE) en otro caso. En la ﬁgura 10
podemos ver una representacio´n gra´ﬁca del resultado
obtenido utilizando este me´todo.
Operador de Cruce: Utilizaremos BLX − α (Eshelman
and Schaffer, 1993) para generar dos hijos a partir de dos
individuos seleccionados como padres.
Operador de Mutacio´n: Utilizaremos mutacio´n uniforme
bajo una probabilidad (ρm).
Figura 10. Alteraciones acotadas sobre las etiquetas del mejor
individuo encontrado hasta el momento.
4.3 Ajuste de la Base de Reglas
La segunda etapa del me´todo iterativo consiste en el ajuste de
la base de reglas; para ello, el algoritmo gene´tico se encar-
gara´ de asociar a cada uno de los 63 antecedentes uno de los
posibles 9 singletons de salida. Por tanto, un individuo de la
poblacio´n sera´ representado mediante una lista de 63 enteros
∈ [1, 7] donde un valor 1 en una determinada posicio´n represen-
tara´ asociar el antecedente con la salida V olante = Der100,
un 2 representara´ asociar con la salida V olante = Der75, y
ası´ sucesivamente.
Inicializacio´n: La mejor base de reglas (MejorBR) sera´ ge-
nerada aleatoriamente para la primera iteracio´n del me´to-
do. Nuevamente, a partir de MejorBR obtendremos
una poblacio´n inicial mediante mutaciones acotadas ba-
jo probabilidad, de la forma que un individuo V =
{v1, v2, ...v63} sera´ generado de la forma vi = MejorBRi
siU(0, 1) > ϕBR y vi = U(MejorBRi−χBR,MejorBRi+
χBR) en otro caso. En la ﬁgura 11 podemos ver una
representacio´n gra´ﬁca del resultado obtenido utilizando
este me´todo para χBR = 2.
Operador de Cruce: Utilizaremos el operador de cruce en
dos puntos (Eshelman et al., 1989).
Operador de Mutacio´n: Utilizaremos nuevamente mu-
tacio´n uniforme bajo una probabilidad (ρm).
Figura 11. Alteraciones acotadas sobre el consecuente de una
regla para χBR = 2.
5. CONTROLADOR DIFUSO OBTENIDO
El me´todo ha sido ejecutado haciendo uso de la siguiente
conﬁguracio´n de para´metros:
N = 15: Taman˜o de la poblacio´n (tanto paraAGCE como
para AGBR).
G = 25: Nu´mero de generaciones a ejecutar el AG (tanto
para AGCE como para AGBR).
It = 100: Nu´mero de iteraciones del me´todo en dos fases.
χCE = 0,2: Ma´ximamodiﬁcacio´n permitida deMejorCE
para la inicializacio´n de la poblacio´n (AGCE).
ϕCE = 0,5: Probabilidad de modiﬁcacio´n de MejorCEi
para la inicializacio´n de la poblacio´n (AGCE).
α = 0,25: Para´metro del cruce BLX − α (AGCE).
χBR = 2: Ma´xima modiﬁcacio´n permitida de MejorBR
para la inicializacio´n de la poblacio´n (AGBR).
ϕBR = 0,75: Probabilidad de modiﬁcacio´n deMejorBRi
para la inicializacio´n de la poblacio´n (AGBR).
ρm = 0.1: Probabilidad de mutacio´n (tanto para AGCE
como para AGBR).
El controlador resultante, tiene como conjunto de etiquetas las
mostradas en la ﬁgura 12, donde, puede verse de una manera
aproximada, que el me´todo ha inferido que no hay error angular
cuando este es aproximadamente menor, en valor absoluto de
10o, y que no hay error lateral cuando este es aproximadamente
menor de 0.5m. Por otro lado, el volante se considera en el
centro cuando su posicio´n angular es menor de 108o (0.2x540),
con lo que, en ese caso, seguramente se trate de que estamos
conduciendo a lo largo de un tramo recto, donde los giros
sobre el volante no deben ser muy altos. De manera ana´loga,
se considera que, cuando el error angular es mayor en valor
absoluto de 58o, o el lateral es mayor que 3.17 m, el error es
ma´ximo.
Las tablas 1 a 7 muestran la base de reglas inferida por el
me´todo, cada una de ellas para un determinado valor de la
variable de entrada V ol.
Figura 12. Conjuntos de etiquetas obtenidos para las entradas
Ang (arriba), Lat (centro) y V ol (abajo).
Tabla 1. Base de Reglas para V ol = Izq3.
Lat\ Ang Der NO Izq
Der Izq100 Izq100 NO
NO Izq100 Izq50 Der50
Izq Izq50 NO Der75
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Tabla 2. Base de Reglas para V ol = Der3.
Lat\ Ang Der NO Izq
Der NO NO Der75
NO Der50 Der50 Der75
Izq Der25 Der100 Der100
Tabla 3. Base de Reglas para V ol = Izq2.
Lat\ Ang Der NO Izq
Der Izq100 Izq50 Izq25
NO Izq75 Izq25 NO
Izq Der25 Der50 Der75
Tabla 4. Base de Reglas para V ol = Der2.
Lat\ Ang Der NO Izq
Der Izq75 NO Der25
NO Izq25 Der25 Der75
Izq Izq25 Der75 Der100
Tabla 5. Base de Reglas para V ol = Izq1.
Lat\ Ang Der NO Izq
Der Izq100 Izq25 Izq50
NO Izq100 NO Der75
Izq Der50 Der25 Der100
Tabla 6. Base de Reglas para V ol = Der1.
Lat\ Ang Der NO Izq
Der Izq50 Izq50 Izq25
NO NO NO Der75
Izq Der50 Der25 Der100
Tabla 7. Base de Reglas para V ol = Centro.
Lat\ Ang Der NO Izq
Der Izq50 Izq50 NO
NO Izq25 NO Der25
Izq NO Der25 Der100
6. EXPERIMENTACIO´N
Una vez obtenido el controlador, e´ste ha sido puesto a prueba
en la Zona de Conduccio´n haciendo uso de la misma ruta de
referencia usada por el conductor humano. De igual forma, el
control del volante se ha realizado para velocidades entre 15
y 25 km/h para tramos curvos y rectos, respectivamente. La
ruta seguida por el controlador puede verse en la ﬁgura 13,
representada junto a la lı´nea de referencia. La ﬁgura 14 nos
muestra los valores del error angular y lateral, ası´ como la
salida obtenida por el controlador. Por otra parte, simplemente
observando el recorrido realizado y los valores de las variables,
puede verse un buen seguimiento de la trayectoria cualitativa-
mente. Cuantitativamente, la tabla 8 muestra los valores medios
de los errores obtenidos a lo largo del recorrido, ası´ como sus
derivadas medias cuyos bajos valores nos dan una idea sobre
la suavidad de la conduccio´n en ambos casos. La tabla nos
muestra resultados obtenidos por el controlador muy cercanos a
los del conductor humano, incluso mejorando el error obtenido
a lo largo de la trayectoria.
Tabla 8. Resultados comparativos entre el conductor
humano y el controlador difuso a lo largo de la trayectoria.
Ang Lat ∂Ang/∂t ∂Lat/∂t
Humano 11.72 0.46 9.02 0.46
Controlador Difuso 8.87 0.40 8.32 0.40
Figura 13. Recorrido realizado por el controlador difuso
obtenido.
Figura 14. Valores de Entrada/Salida muestreados mientras el
controlador difuso sigue la ruta de referencia.
7. CONCLUSIONES
En el presente trabajo se ha presentado un ajuste de contro-
ladores difusos para el manejo del volante de un vehı´culo real.
El me´todo se compone de dos etapas que se ejecutan indepen-
diente e iterativamente la una respecto a la otra, ma´s una etapa
de captura y procesamiento de datos previa.
En la etapa de captura y procesamiento se obtienen datos de las
acciones realizadas por un operador humano mientras maneja
el vehı´culo a lo largo de la trayectoria. Se ha aprovechado el
conocimiento sobre conduccio´n, an˜adiendo valores de salida
para situaciones extremas no contempladas en el entrenamien-
to. Las otras dos fases tratan de ajustar, por separado, las etique-
tas y base de reglas de un controlador difuso capaz de inferir
las mismas salidas que el operador humano, ante una conﬁgu-
racio´n de entradas similar. Ambas fases estara´n representadas
por sendos algoritmos gene´ticos que se ejecutan independien-
temente pero intercambiando datos entre sı´. En este caso, cada
algoritmo proveera´ al otro del mejor individuo encontrado, para
ası´ lograr, la mejor relacio´n Etiquetas-Reglas posible.
Una vez presentado el me´todo de ajuste, se obtuvo un contro-
lador capaz de, a partir de los valores de error lateral, angular
y la posicio´n actual del volante, fuera capaz de obtener salidas
similares a las obtenidas en la fase de captura de informacio´n,
con el aliciente extra de la suavidad en las acciones de control.
El controlador fue puesto a prueba en el vehı´culo mostrando
un comportamiento a la hora de seguir la trayectoria preﬁjada
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incluso con menor error que el obtenido por el conductor hu-
mano, probando ası´, no so´lo la eﬁcacia y precisio´n del me´todo,
sino, tambie´n, la suavidad en sus acciones de control, llevando
a cabo una conduccio´n segura y confortable para los posibles
ocupantes del vehı´culo.
Estos buenos resultados marcan un punto de partida en la
aplicacio´n de te´cnicas de Soft Computing a los Sistemas In-
teligentes de Transporte. Futuras lı´neas de trabajo pasan por
la prueba del controlador obtenido en situaciones diferentes,
tales como para el seguimiento de trayectorias con curvas de
diferentes radios de curvatura, o curvatura variable, ası´ como
pruebas a diferentes velocidades.
Por otra parte, el me´todo de ajuste en dos fases ha mostrado su
buen comportamiento en el modelado del sistema presentado;
por lo que se tratara´ de aplicar esta lı´nea de trabajo al control
longitudinal del vehı´culo. Todo ello encaminado al objetivo
ﬁnal de obtener una conduccio´n completamente auto´noma, de
una manera ﬁable y segura.
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