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Consider a communication scenario in which a source is encoded into N packets, at most
T of which may be arbitrarily altered by an omniscient adversary. Unlike prior work in
coding theory which seeks to optimize only the worst-case performance of the code, in
this work, codes are designed to enable the decoder to reproduce the source subject to a
certain distortion constraint when there are no packets errors, subject to a less stringent
distortion constraint when there is one error, etc. The topic of this thesis is to find the
trade-off between rate and distortion in such communication scenarios.
A code design based on the Polytope codes is introduced for the binary source with
erasure distortion measure and is also proven to have partial optimality property. More-
over, for the point-to-point scenario (N = 1 and T = 1), both inner bounds and outer
bounds are derived for discrete sources with finite alphabet with general distortion mea-
sure. For the binary source with Hamming distortion, these two bounds are proven to be
the same.
For a Gaussian source with a mean-square error distortion, it is shown that a natural
design based on MDS codes is not order-optimal in the rate as the distortion constraint
tends to zero, but a hybrid scheme that involves a form of uncoded transmission is. We
derive an outer bound which has a constant gap with the inner bound naturally generated
by the codes we design, thus fully characterizing the Rate-Distortion region.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Consider a communication scenario in which a source sends information to a destina-
tion over several nonintersecting paths in a network as depicted in Fig. 1.1. These paths
could be used to increase the data rate beyond what would be achievable with a single
path, or they could be used to provide redundancy to allow the decoder to recover from
errors introduced by the network. It is also possible to simultaneously achieve both
goals, subject to a tradeoff between the two, which is the topic of this paper. In partic-
ular, it is assumed that some number of paths are subject to adversarial errors, and one
shall seek codes that achieve high data rates while still ensuring that the encoder can
reconstruct the original message reasonably well in the face of those errors. That is, one
is interested in packet-error coding in which the number of packet errors is a variable
and a single code simultaneously provides different performance guarantees depending
on the number of packet errors. We call this variable packet-error coding (VPEC).
In our model, we assume there is an active adversary which is omniscient and om-
nipotent in every other regard: the adversary knows the source sequence, the encoding
and decoding functions, and all sources of randomness in the system. And it can alter the
Source 
Encoder Network Decoder
..
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..
.
Reconstruction
Figure 1.1: Channel Model
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packets that it controls in a way that is maximally disruptive to communication. This in-
dicates that secret key is not useful for our model. It is also assumed to have unbounded
computational power. Therefore, cryptographic primitives based on computational hard-
ness not useful. However, the adversary can only alter up to some fixed number of paths
in the network. This is reasonable since we can transmit packets using a combination
of the technologies such as terrestrial channels, aerial relay channels, satellite channels,
etc. And it is unlikely to compromise different technologies simultaneously.
While coding for adversarial errors is a classical subject [7,20,41,43], most prior
work in coding theory seeks to optimize only the worst-case performance of the code.
If the adversary is assumed to cause at most T errors, then the design provides a perfor-
mance guarantee if there are T errors, but no improved guarantee if the number of errors
is lower. In particular, the system does not provide an improved guarantee if there are
no errors at all. This is arguably inefficient. Even highly vulnerable systems will spend
only a small fraction of time in a state in which an adversary has infiltrated a system and
is actively altering messages. Thus, one seeks designs that provide reasonable perfor-
mance guarantees when an attack occurs without unduly sacrificing the performance of
the system when it is not under attack.
In addition, most prior work on the problem of communicating in the presence of ad-
versarial errors, it is worth noting, implicitly assumes source-channel separation [7,43].
This contradicts the fact that source-channel separation is not optimal for this problem
in [2]. Therefore, this problem is properly formulated using rate-distortion theory. We
assume that a source sequence is encoded into N packets (or messages) at rates R1, ...,Rn,
at most T of which may be adversarially altered by the network. In the symmetric case,
the rates are the same for all N packets. The decoder receives N packets without know-
ing which packets were altered or how many have been altered (except that it knows
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that the total number of altered packets does not exceed T ). The decoder then outputs a
reconstruction of the source. Given a distortion measure between the source and repro-
duction, one may seek codes that guarantee a certain level of distortion when there are
T errors, a lower level of distortion when there are no errors.
Three models are discussed here. The first model is a symmetric model (each packet
has the same rate R) for a binary source under erasure distortion measure: the per-letter
distortion is zero if the source and reconstruction symbols agree, one if the reconstruc-
tion symbol is a special “erasure” symbol, and infinity otherwise. Thus there is an
infinite penalty for guessing a source symbol incorrectly, and the decoder should output
the erasure symbol for any source symbol about which it is unsure. The erasure distor-
tion measure is reasonable for a wide array of physical sources. For audio and video,
it is typically possible to interpolate over unknown samples, pixels, or frames at the
receiver. Similarly, humans can often recover a natural language source when some of
the characters have been erased [8]. Even executable computer code, which is typically
viewed as being unamenable to lossy compression, is suitable to compression under the
erasure distortion measure: execution of the program at the decoder could simply pause
whenever it reached an erasure and wait for further information, without ever execut-
ing incorrect instructions. Focusing on the erasure distortion measure is also a useful
simplifying assumption when considering new problems, akin to the way that the bi-
nary erasure channel is a good starting point in the study of modern coding theory [33].
Assuming there are no errors in the reconstruction, the distortion of a string is then the
fraction of erasures in the reconstruction. A similar model has been discussed in [3].
However, their model only considers the worst-case scenario.
The second model is an asymmetric model (the packets may have different rates)
for a Gaussian source under squared error distortion measure. This model is motivated
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by the following real world problem. This model can be viewed as adversarial version
of the classical multiple description problem [18]. Consider the multi-homing/multi-
path communication scenario in which a single media source is encoded into several
streams and then transmitted to a destination over a network. One may think of the
different streams as being transmitted via N different communication modalities, such as
terrestrial links, satellites, aerial communications relays, etc., with the assumption that
while an adversary may compromise one such modality, it is unlikely to compromise
all, or even most, of them. One may also think of the streams as being communicated
via a single modality, such as a terrestrial wireless network, but with N geographically
diverse paths. While the adversary may be able to compromise some of the paths in
the network, it is unlikely to be able to simultaneously compromise most of them. A
solution to this model answers the following question: how to achieve a high-quality
connection when there are no errors and a degraded, but still functional, connection
when there are T errors?
The third model is a point-to-point (P2P) VPEC model (N = 1,T = 1) for general
discrete sources (finite alphabet) under general distortion measure. This model can be
viewed as an adversarial version of the classical R-D problem with a slight difference.
Classical Rate-Distortion (R-D) theory completely solves the following problem [6,36]
which can be viewed as a special case of the our VPEC model where N = 1 and T = 0:
given a source distribution and a distortion measure, what is the minimum expected
distortion D achievable at a particular rate R? It is well-known that the trade-off can
be fully characterized by the Rate-Distortion function. Studying the P2P VPEC model
provides valuable insight into solving the general VPEC problem.
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1.2 Contributions
1.2.1 Binary Source with Erasure Distortion Measure
In the binary model, a binary source is encoded into N packets (or messages) at a given
rate R, at most T of which may be adversarially altered by the network. The decoder
receives N packets without knowing which packets were altered or how many have been
altered (except that it knows that the total number of altered packets does not exceed T ).
The decoder then outputs a reconstruction of the source measured by erasure distortion
measure.
A code construction which guarantees a certain level of distortion DT when there are
one or more (up to T ) errors and a lower level of distortion D0 when there are no errors
is provided. This construction is inspired by the polytope codes which are introduced by
Kosut, Tong, and Tse [26] in the context of network coding with adversarial nodes. It is
achieved by including certain nonlinear check symbols in the packets and by performing
all arithmetic operations over the regular integers instead of over a finite field. The
construction of polytope codes here departs significantly from that of Kosut, Tong, and
Tse. Polytope codes are similar to linear maximum distance separable (MDS) codes but
with an added feature: for a certain number of errors, which exceeds the decoding radius
of the code, it is possible to always decode some of the codeword symbols even though
it is not possible to decode all of them. This is to be contrasted with conventional MDS
codes, for which in general none of the coded symbols can be decoded unless they all
can. This “partial decodability” property will be crucial in our use of polytope codes.
It eliminates the most complicated step of the construction, and it allows for simpler
encoding. Nonetheless, it is still called polytope code to emphasize its connection to
this earlier work. A partial optimality result for polytope codes is also provided.
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1.2.2 Gaussian Source with Squared Error Distortion Measure
In the Gaussian model, it is assumed that a Gaussian source sequence in encoded into
N packets at rate R1, ...,RN , at most T of which may be arbitrarily altered. The decoder
receives N packets without knowing which packets were altered or how many have been
altered (except that it knows the total number of altered packets does not exceed T ). The
decoder then outputs a reconstruction of the source which is measured by squared error
distortion measure.
At a first glance, we may use successive refinement [13,34] coupled with error cor-
recting and error detecting codes [7,43] to solve this problem. That is, we first use
successive refinement to generate a base layer and an enhancement layer. The decoder
can achieve distortion DT given the base layer alone and distortion D0 given both layers.
Then we use error correcting codes (able to correct up to T errors) to encode the base
layer and use error detecting codes (able to detect up to T errors) to encode the enhance-
ment layer across N packets. Although this coding scheme is eligible, we show that
there is an unbounded gap (as D0 and DT go to 0) between its rate region and the outer
bound we obtained. Luckily, a slight change of this coding scheme produces a bounded
gap. The idea is that we generate a finer base layer and use the same error correcting
codes, guaranteeing that the decoder can always correctly recover the base layer. Then
we leave the enhancement layer uncoded and send it across the packets. In this case,
when the adversary alters the enhancement layer without being detected, we can still
achieve distortion DT .
Similarly, an approximate characterization of the Rate-Distortion region is given.
The achievability scheme we provide, naturally generating the inner bound, is based on
successive refinement and network error correcting codes. In addition, for N = 3 and
T = 1 with symmetric rate for each packet, motivated by Polytope Codes [24,26], a
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better scheme for sufficiently small D1 and D0/D1 is provided. We also derive an outer
bound. The key to derive this outer bound is to show that the conditional entropy of the
source (or source plus a Gaussian noise) given any N −2T codewords is upper bounded.
This is similar to Theorem 4 in [43] which is a generalization of Singleton bound for
network error correction codes. Finally, we prove that the gap between the inner and the
outer bound is upper bounded by a constant.
1.2.3 P2P VPEC Model
In this P2P VPEC model, given a source distribution and a distortion measure, it is
assumed that the source is encoded at rate R and then sent over the channel which may
be arbitrarily altered by an adversary. The decoder receives the packet without knowing
whether it has been altered or not. The decoder then outputs a reconstruction of the
source.
An approximate characterization of the Rate-Distortion region is given here. The
achievability scheme we provide, naturally generating the inner bound, is similar to
the code design for the classical R-D problem. Next, let Xn and Xˆn denote the source
alphabet and the reconstruction alphabet, respectively. Suppose we have a code ( f , g)
for this problem, where f is the encoding function and g is the decoding function. Let
C = {xˆn : ∃xn ∈ Xn, g( f (xn)) = xˆn} denote the codebook. Since the adversary is
omniscient, given any codebook C and a source message xn, the adversary can alter
the packet so that the reconstruction under attack is the codeword in C with largest
distortion to xn. We can view both the encoding function and the adversarial attack as a
channel from C ⊆ Xˆn to Xn, then the problem is closely related to [22], which studies
the relations between the image of two channels. The outer bound is then derived from
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that. Finally, for the binary source under Hamming distortion measure, the complete
R-D region is derived.
1.3 Literature Overview
One closely related work is [3]. Their problem setting is the same: a source is encoded
into N packets, any T of which may be altered in an arbitrary way by an adversary.
The decoder receives the N packets and, without knowing which packets were altered.
However, their goal is to design a code to reconstruct the original source to meet one
distortion constraint. In their work, they show that a layered architecture for this problem
that separates the lossy compression from the coding for adversarial errors is optimal
in the binary-Hamming and quadratic-Gaussian cases yet suboptimal in general. Our
model, on the other side, focus on simultaneously satisfying two distortion constraints.
And this significantly changes the problem.
Another closely related problem multiple-descriptions (MD) problem [18] in net-
work information theory. The difference is that in the MD problem each message is ei-
ther received correctly or not received at all; the network does not introduce errors. The
MD problem has received considerable attention [4,15,18,31] since it was introduced,
including the special case in which the distortion measure is erasure [4]. Allowing the
adversary to introduce errors instead of erasures seems to significantly alter the problem,
however. In particular, although techniques from coding theory have been successfully
applied to the MD problem [31], the polytope codes that shall prove so effective here do
not appear to be useful for the MD problem.
The closest constructions to VPEC in the cryptography literature are message au-
thentication codes (MACs) [17, Section 6.1]. MACs assume a computationally-bounded
8
adversary and a shared key that is available to the transmitter and the receiver but not the
adversary. VPEC allows for an adversary that is omniscient and has unbounded com-
putational power.1 See Ahmed and Wagner [5] for a further discussion of how VPEC
relates to cryptographic approaches.
The Binary VPEC problem studied here can be viewed as an instance of a “large-
alphabet” channel. In classical studies of channel capacity, the channel law is held
fixed and the blocklength is permitted to grow without bound (e.g. [10]). In the case of
discrete memoryless channels with finite alphabet, this model well captures the practical
regime in which the blocklength is much bigger than the number of channel inputs
or outputs. While this model has proven to be very successful, the asymptotic that it
considers is not always the right one. For the problem in which a sender sends data over
several independent paths in a network, some of which may alter the data adversarially
en route, the “blocklength” is naturally viewed as the number of distinct paths, which is
generally small, while the “alphabet” is the number of distinct messages that can be sent
on one path, which is generally very large. Thus the appropriate model is in some sense
dual to the classical one: the blocklength is fixed while the input and output alphabet
sizes are permitted to grow without bound, as is done in this paper. Such channels have
arisen in network coding [19], although many fundamental Shannon-theoretic questions
about them are not well understood. One notable exception is that, as alluded to earlier,
source-channel separation is known to be optimal for such channels if the source is
Gaussian and the distortion measure is quadratic or if the source is Bernoulli and the
distortion measure is Hamming distance but not, in general, if the source is binary and
the distortion measure is erasure distortion [4]. Thus we already know that such channels
behave differently from conventional ones. channels packet-error (or path-error) coding
(PEC).
1It is straightforward to show that VPEC with a secret key reduces to the regular multiple-descriptions
problem [5].
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In addition, the Gaussian VPEC problem is closely related to the MD problem for
Gaussian source, which has received considerable research attention and is well stud-
ied. [28] shows that for quadratic Gaussian problem with only two descriptions, the
achievable region in [15] is tight. However, Zhang and Berger show that the achiev-
able region in [15] is not tight in general [46] and a complete characterization of the
rate-distortion (R-D) region has not been found to this date. Recent research attention
has shifted to the general N-description problem, partly motivated by the availability of
multiple transmission paths in modern communication networks. Though completely
characterizing the rate-distortion region of the Gaussian multiple description problem is
difficult if not impossible, Tian, Mohajer and Diggavi provide an approximate charac-
terization in [39]. They analyze two achievability schemes: one is based on successive
refinement [13,34] coupled with multi-level diversity coding [35,42,44,45], the other
one is a generalization of the multilayer coding scheme proposed by Puri, Pradhan and
Ramchandran [29,30]. Another special case is analyzed in [4] where distortion measure
is erasure.
10
CHAPTER 2
PROBLEM DESCRIPTION
2.1 Problem Description
Let N be a positive integer and define [N] = {1, 2, . . . ,N}. LetX denote the source alpha-
bet. Here, both finite source alphabets and uncountable source alphabets are discussed.
The source produces a sequence X1, X2, . . ., Xn i.i.d. ∼ P(x), x ∈ X.
Let Xn denote1 the source message in Xn, where X = [K] is the alphabet for the
source. We shall call n the blocklength of the source. Given the source sequence Xn, the
encoder creates N packets (or messages, or codewords) via the functions
f` : Xn 7→ XnR` ` ∈ {1, . . . ,N}.
We call R` the rate of the `th packet. The encoder sends the packets
( f1(xn), f2(xn), . . . , fN(xn)),
which we will often abbreviate as
(C1,C2, . . . ,CN).
Let Xˆ denote the reconstruction alphabet. The decoder employs a function
g :
N∏
`=1
XnR` 7→ Xˆn
to reproduce the source given the received packets. The fidelity of the reproduction is
measured using a distortion measure
d : X × Xˆ → [0,∞].
1When the length of the vector is particularly important, we indicate it using a superscript.
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We extend the single-letter distortion measure d(·, ·) to strings in the usual way
d(xn, xˆn) =
1
n
n∑
i=1
d(xi, xˆi).
We call the tuple ( f1, . . . , fN , g) a code for the problem. We shall be interested in
the distortion of the code under two scenarios, when there are T0 and T1 packet er-
rors, denoted by DT0( f1, . . . , fN , g) and DT1( f1, . . . , fN , g), respectively. Then, achievable
Rate-Distortion (R-D) vectors (R1, ...,RN ,T0,T1) may (or may not) be defined based on
DT0( f1, . . . , fN , g) and DT1( f1, . . . , fN , g). The topic is to characterize the set of achiev-
able R-D vectors.
Here, we always assume T0 = 0. This is because we are interested in the perfor-
mance of the codes (in terms of distortion) both when there are no packet errors and
when there are T1 errors. Since T0 is fixed at zero we shall write T in place of T1 in the
sequel.
2.1.1 Binary Erasure VPEC Problem
This model uses binary source with any arbitrary probability distribution. The distortion
measure we use is erasure distortion measure [10, p. 338]: for x ∈ X and xˆ ∈ {X ∪ e},
d(x, xˆ) =

0 if x = xˆ
1 if xˆ = e
∞ otherwise.
(2.1)
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The distortion of the code for this model is defined as follows:
D0( f1, . . . , fN , g) := max
xn∈Xn
d(xn, g(C`, ` ∈ [N])),
DT1( f1, . . . , fN , g) := maxxn∈Xn
max
A⊆[N]:|A|≤T1
max
C˜A
d(xn, g(CAc , C˜A)).
Here g(CAc , C˜A) denotes the decoder’s output when its input is C` = f`(xn) for all ` ∈ Ac
and C˜` for all ` ∈ A.
The definition for achievable R-D vectors is as follows.
Definition 1 The rate-distortion (R-D) vector (R1, . . . ,RN ,D0,DT ) is achievable if for
all  > 0, there exists a code ( f1, . . . , fN , g) for some blocklength n satisfying
1
n
logK | f`| ≤ R` +  ` ∈ [N] (2.2)
D0( f1, . . . , fN , g) ≤ D0 +  (2.3)
DT ( f1, . . . , fN , g) ≤ DT + . (2.4)
We shall also focus on characterizing those pairs (R,D) for which
(R,R,R, . . . ,R, 0,D)
is achievable. In words, we require that all of the packets have rate R, there be lossless
reconstruction when there are no packet errors, and there be an erasure distortion of at
most D when there are T1 packet errors.
All of our code constructions shall achieve zero, not merely vanishing, distortion
when there are no packet errors, i.e.,
max
xn∈Xn
d(xn, g(C`, ` ∈ [N])) = 0.
We call a code that achieves this constraint feasible.
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2.1.2 Gaussian VPEC Problem
This model uses a Gaussian source. Here, we assume that Xi are i.i.d. Gaussian random
variables: Xi ∼ N(0, 1); X = <.
In this model, the adversary alters up to T of the N packets (N ≥ 2T + 1) and sends
the altered ones instead to the decoder, which then attempts to reconstruct Xn from the
received packets up to a specified distortion. We assume that the adversary has full
knowledge of Xn, all other packets and the decoder’s decoding strategy. Moreover, the
adversary can observe Xn and then decide which encoders (up to T ) to take over. We
also assume that the existence and location of the altered packets are unknown to the
decoder.
It is natural to define the distortion of the code as follows. The distortion when there
are no packet errors at present is:
D0( f`, ` ∈ [N], g) B EXn[d(Xn, g(C`, ` ∈ [N])].
We shall also consider how well the decoder can reproduce the source when up to T of
the packets are altered by the adversary:
DT ( f`, ` ∈ [N], g) B EXn
 max
A⊆[N]:|A|=T
max
C′A
d(Xn, g(CAC ,C′A))
 .
Here, g(CAc ,C′A) denotes the decoder’s output when its input is C` = f`(X
n) for all ` ∈ Ac
and C′` for all ` ∈ A. We assume that the adversary can see everything the decoder
receivers. Thus, the secret key model does not fit our problem since the adversary also
has access the the key. Variable packet-error problem with shared secret key is discussed
in “Coding for the Large-Alphabet Adversarial Channel.”
Definition 2 The rate-distortion (R-D) vector (R`, ` ∈ [N],D0,DT ) is achievable if for
any  > 0, there exists a code ( f`, ` ∈ [N], g) for some blocklength n with rate at most
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R` +  for the `th packet such that:
D0( f`, ` ∈ [N], g) ≤ D0 + ;
DT ( f`, ` ∈ [N], g) ≤ DT + .
Definition 3 For any (D0,DT ), define
R(D0,DT ) B {(R`, ` ∈ [N]) : (R`, ` ∈ [N],D0,DT ) is achievable}.
Notice that by definition, R(D0,DT ) is a closed set. The goal is to characterize
R(D0,DT ).
2.1.3 P2P VPEC Problem
This model uses a general discrete source with a finite alphabet. The source produces a
sequence X1, X2, . . ., Xn i.i.d. ∼ P(x), x ∈ X. We assume that
P(a) > 0, ∀a ∈ X
throughout the paper.
The distortion measure we use is the following distortion function:
d : X × Xˆ 7→ <+,
where<+ denotes the set of nonnegative real numbers.
For this model, we do not define the distortion of the code D0,DT . The definition
for achievable R-D vectors is as follows.
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Definition 4 The Rate-Distortion (R-D) vector (R,D0,D1) is achievable if for any  > 0,
there exists a code ( f , g) for some blocklength n with rate at most R + , satisfying
Pn ({xn : d(xn, g( f (xn))) > D0 + }) < , (2.5)
Pn
{xn : max
C′
d(xn, g(C′)) > D1 + 
} < . (2.6)
The problem is to characterize the set of achievable R-D vectors.
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CHAPTER 3
BINARY ERASURE VPEC
3.1 Main Results for Binary Erasure VPEC Problem
Our main result is the following.
Theorem 1 Suppose the maximum number of altered packets T satisfies 1 ≤ T ≤ N.
1. If 0 ≤ R < 1N−T , then there is no finite D for which (R,D) is achievable.1
2. Let F(T ) denote T + bT 24 c + 1 and suppose that N ≥ F(T ) + 1. Then for any
1
N−T ≤ R ≤ 1N−2T , the rate-distortion pair(
R,
F(T )(N − T )(1 − (N − 2T )R)
NT
)
is achievable.
Note that, per the statement of Theorem 1, the resulting scheme can only be applied
when N ≥ F(T ) + 1. In particular, the blocklength must grow with the square of the
number of errors. This is undesirable; one would prefer to have linear scaling. In
Section 3.4, we show that this quadratic scaling cannot be improved by changing the
decoder—it is intrinsic to the code itself. Of course, since N represents the number of
independent paths in the network between the encoder and the decoder, we are generally
interested in small values of N and T , so that the scaling behavior is not paramount.
The performance in part 2) is achieved using polytope codes and should be compared
against what can be obtained using conventional MDS codes. Suppose we map N −
1In a conference version of this result [14], it was incorrectly asserted that feasible codes do not exist
if 0 ≤ R < 1N−T . The correct statement is as given here.
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2T source symbols to N coded symbols using an (N,N − 2T ) MDS code (we can, if
necessary, group several source symbols together to ensure that the source alphabet is
large enough to guarantee the existence of such a code). Let each coded packet consist
of exactly one of the coded symbols. The rate per packet is then R = 1/(N − 2T ), and
since the minimum distance of the code is 2T + 1 [37], the decoder can always recover
the source sequence exactly, even when there are T errors. Thus this scheme achieves
the rate-distortion pair (1/(N − 2T ), 0).
On the other hand, if we use an (N,N − T ) MDS code, then the decoder can recon-
struct the source when there are no errors, and since the minimum distance is T + 1, it
can always detect when there are T or fewer errors and output the all-erasure string in
response. Hence this code can achieve the rate-distortion pair (1/(N − T ), 1). A simple
time-sharing argument shows that the line connecting these points(
R,
N − T
T
− (N − T )(N − 2T )
T
R
)
is achievable. This is shown in Fig. 3.1 for N = 3 and T = 1 and in Fig. 3.2 for N = 5
and T = 2, along with the achievable rate-distortion pairs from Theorem 1. We see that
Theorem 1 does strictly better.
When N = 3 and T = 1, there is actually a simple design that is not dominated by
the above schemes. When R = 23 , let the blocklength of the source message be 3 and
write the source as (x1, x2, x3). We transmit
(x1, x2) (x2, x3) (x3, x1) (3.1)
as the three packets. The decoder can check whether the copy of xi is the same between
the two packets in which it appears for each i. If the two packets have the same value
of xi, then this common value must be correct. Since the channel can alter at most one
packet, there can be at most two components of (x1, x2, x3) on which there is disagree-
ment. If there is disagreement about two source components, however, then the decoder
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Rate R
0 1/2 2/3 1
D
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n
D
0
1/3
2/3
1
MDS codes
Polytope codes
Figure 3.1: Rate-distortion (R-D) tradeoff for N = 3 packets and T = 1 error.
The dashed and solid lines indicate the achievable performance using
MDS and polytope codes, respectively. The asterix indicates the rate-
distortion performance of the scheme in (3.1). For rates below 1/2,
finite distortion is unachievable for any feasible code. The R-D region
for MDS codes is: {(R,D)|R ≥ 12 ,D ≥ 2(1 − R)}. The R-D region for
Polytope codes is: {(R,D)|R ≥ 12 ,D ≥ 43 (1 − R)}.
can identify which packet was altered, exclude it, and then determine all of the source
components from the remaining packets. Thus the maximum number of components
about which the decoder can be uncertain is one. It follows that the R-D pair (2/3, 1/3)
is achievable. This point lies outside the region achieved by polytope codes, as shown
in Fig. 3.1.
Since the rate-distortion pair (1/(N − 2T ), 0) is achievable, and the set of achievable
pairs is convex, to show part 2) of Theorem 1 it suffices to show that(
1
N − T ,
F(T )
N
)
is achievable. In the next section, we will show how polytope codes can be used toward
this end.
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Figure 3.2: Rate-distortion tradeoff for N = 5 packets and T = 2 errors.
3.2 Polytope Codes
Polytope codes were introduced by Kosut, Tong, and Tse [26] in the context of network
coding with adversarial nodes. Polytope codes are akin to linear MDS codes, except
that the arithmetic operations are performed over the reals and extra low rate “check”
information is included in the transmission. Our construction is somewhat simpler than
the one given in [26]. To understand this construction it is helpful to begin with the
special case in which there are N = 3 packets subject to at most T = 1 error.
3.2.1 N = 3, T = 1 case
One trivial design for this case is to simply send the true source sequence in all three
packets. Since there is at most one error, the decoder can always recover the source
sequence by using a majority rule. That is, it can recover the source exactly when there
are no errors but also when there is one. As such, this scheme achieves the rate-distortion
pair (1, 0). This scheme is unsatisfactory, however, since it is wasteful when there are
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no errors.
One may consider using a (3, 2) MDS code instead. For instance, we could choose
the blocklength n = 2 and encode two source symbols x1 and x2 into three packets as
x1 x2 x1 ⊕ x2, (3.2)
where ⊕ denotes modulo arithmetic. The decoder can determine whether a single error
has been introduced by verifying whether the received packets satisfy the linear relation
in (3.2). If so, then there are no errors, and the decoder can reproduce the source exactly.
Thus it is feasible. If not, then the decoder knows that one error is present, but it has
no way of identifying which packet is in error. Since there is an infinite penalty for
guessing a source symbol incorrectly, it must output the all-erasure string, achieving the
rate-distortion pair (1/2, 1). The striking thing about this example is that the decoder
always receives at least one of the two source symbols correctly; the problem is that it
does not know which of the two is correct.
Now suppose that the source is viewed as a pair of vectors of positive integers of
length N0, x
N0
1 and x
N0
2 , and the three transmitted packets consist of
yN01 = x
N0
1 y
N0
2 = x
N0
2 y
N0
3 = x
N0
1 + x
N0
2 , (3.3)
where now the addition is performed over the reals. We also send the quantities
〈yN0i , yN0j 〉 (3.4)
for all i and j (1 ≤ i, j ≤ 2) as part of each packet. As before, the decoder can always
detect whether an error has been introduced. If it detects no error, it can output the
source sequence correctly. But now if it detects an error, it can always identify at least
one of the three packets as correct by the following reasoning. Since the inner products
in (3.4) are included in all three packets, they can always be recovered correctly. Further
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more, the decoder can correctly compute 〈yN0i , yN03 〉 for all i. Let
y¯N01 y¯
N0
2 y¯
N0
3 , (3.5)
denote the vectors in the three received packets, and assume that exactly one of them
has been altered.
Now construct a graph with nodes v1, v2, and v3 and an edge (or a self-loop if i = j)
between vi and v j if
〈y¯N0i , y¯N0j 〉 = 〈yN0i , yN0j 〉.
We call this the syndrome graph.
If vi does not have a self-loop:
||y¯N0i ||2 , ||yN0i ||2,
then we know that the ith packet is in error and the other two must be correct. So we
shall assume that
||y¯N0i ||2 = ||yN0i ||2,
for all i. Under this assumption, if the syndrome graph is fully connected, then for some
collection of constants ai j we must have
||y¯N03 − y¯N01 − y¯N02 ||2 =
∑
i, j
ai j〈y¯N0i , y¯N0j 〉 (3.6)
=
∑
i, j
ai j〈yN0i , yN0j 〉 (3.7)
= ||yN03 − yN01 − yN02 ||2 (3.8)
= 0. (3.9)
Thus
y¯N03 = y¯
N0
1 + y¯
N0
2 , (3.10)
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which contradicts the assumption that one of the these vectors was altered.
Thus the graph must be missing at least one edge. Since only one packet can be
received in error, the graph cannot be missing all three edges, however. Thus it must
have either one edge or two. If it has exactly one edge, then the vector with no edges
must be the one in error, so the other two vectors can be identified as correct. If the
graph has two edges, then the vector with two edges must be correct. In the end, then,
the decoder can always recover at least one of the transmitted packets correctly. This is
of course not the same as recovering one of the source vectors—if the decoder recovers
xN03 then it cannot reproduce any of the source symbols with certainty. But using a
“layering” argument one can transform this code into one for which decoding any of the
three transmitted packets correctly allows one to recover some positive fraction of the
source symbols correctly (see Section 3.3).
The property that the decoder can always correctly recover a transmitted packet even
when the number of errors is outside the decoding radius of the code we call partial de-
codability. Note that to obtain partial decodability in the above construction it is crucial
that the arithmetic operations be performed over the reals; (3.10) is not implied by (3.9)
under modulo arithmetic. The code is also nonlinear. These two features distinguish
the codes described here from conventional MDS codes and network codes [19,20,40].
The antecedent of our code is the polytope code of Kosut, Tong, and Tse, mentioned
earlier. The Kosut et al. construction requires that (yN01 , y
N0
2 , y
N0
3 ) have a certain joint em-
pirical distribution. This ensures that the norms and inner products in (3.4) equal certain
prespecified values and so they do not need to be transmitted. Encoding for the Kosut
et al. codes is more complex than for the codes provided here; the former is akin to
implementing a constant-composition channel code. The Kosut et al. construction also
requires selecting the joint empirical distribution of (yN01 , y
N0
2 , y
N0
3 ) in a particular way that
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ensures partial decodability (see [26, Theorem 4]). The present construction eliminates
this step.
As with the Kosut et al. codes, the partial decodability provided here comes at slight
cost in rate compared with conventional MDS codes; one must send the norms and inner
products in (3.4) in addition to the vectors, and xN03 can take larger values than either x
N0
1
or xN02 can because the addition in (3.3) is done over the reals. But in the limit of a large
source blocklength, this penalty can be made arbitrarily small, and the rate can be made
arbitrarily close to 1/2.
We conclude this subsection with a concrete example of the encoding. Suppose we
wish to send a binary source (K = 2) with blocklength n = 2L0N0, where L0 = 4 and
N0 = 3. Suppose the source realization is
0000 1111 0010 0000 0100 0001.
We first convert it to a vector in {1, . . . , 2L0}6,
(16, 15, 2, 16, 4, 1),
where 0000 is mapped to 2L0 and otherwise we use the usual binary representation. Now
define x31 = (16, 15, 2) and x
3
2 = (16, 4, 1). We use the generator matrix:
A =

1 0
0 1
1 1

and let 
y31
y32
y33

= A
 x
3
1
x32
 .
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to get y31 = (16, 15, 2), y
3
2 = (16, 4, 1), y
3
3 = (32, 19, 3). Next, compute the inner products
and norms
F11 = ||y31||2 = 162 + 152 + 22 = 485;
F22 = ||y32||2 = 162 + 42 + 12 = 273;
F12 = 〈y31, y32〉 = 162 + 15 × 4 + 2 × 1 = 318.
Thus the three packets are
(16, 15, 2, 485, 273, 318)
(16, 4, 1, 485, 273, 318)
(32, 19, 3, 485, 273, 318).
Each component of each y3i is an element in {1, . . . , 32} and thus requires five bits to
describe. Each of F11, F22, F12 is an element in {3, . . . , 768} and thus requires ten bits to
describe. Each message is therefore 45 bits long.
We next describe how to extend this idea to general N and T . The resulting con-
struction is then used to prove Theorem 1. See [14] for a slightly different decoding
algorithm that yields the same performance.
3.2.2 General (N,T ): Source
Consider a source message xn (xn ∈ Xn) with length n = (N − T )N0L0 for some large
natural numbers N0 and L0. Divide the message into (N − T )N0 subvectors, each having
L0 symbols. We can use an L0-length vector (each entry taken from [K]) to represent
KL0 integers {1, ...,KL0}; here we use (0, ..., 0) to represent KL0 . Thus, the original source
message can also be viewed as an integer vector with length (N−T )N0 whose coordinates
are drawn from {1, . . . ,KL0 }. Moreover, xn can be viewed as a concatenation of N − T
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vectors, each having N0 entries in {1, ...,KL0}. In what follows, we will view the source
vector in this way and write
xn = (xN01,L0 , ..., x
N0
N−T,L0).
3.2.3 Encoding Functions
The encoding is performed with the aid of an eligible generator matrix.
Definition 5 A is an eligible (N,N − T )-generator matrix if its entries are nonnegative
integers and
1. A is an N × (N − T ) matrix of the following form:
A =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
a1,1 a1,2 · · · a1,N−T
...
...
...
...
aT,1 aT,2 · · · aT,N−T

,
2. Every (N − T ) × (N − T ) submatrix of A is nonsingular with respect to the field of
real numbers.
The existence of such matrix is guaranteed by the following lemma.
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Lemma 1 For any T ≥ 1 and N ≥ T there exists an eligible (N,N−T )-generator matrix
of the form
A =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1
...
...
...
...
α1T α
2
T · · · αN−TT

, (3.11)
where α1, . . . , αT are distinct positive integers. We call such a matrix a V-matrix, since
its lower portion has a Vandermonde structure.
Proof: One can use the following scheme: pick a sufficiently large integer α, and
then pick αt i.i.d. uniformly at random from [α]. For sufficiently large α, the matrix
will have the desired property with high probability. See the appendix for a complete
argument that does not rely on random selection.
The encoding functions are then as follows:
1. We generate N vectors, yN01 . . . y
N0
N via the linear transformation
yN01,L0
...
yN0N,L0

= A

xN01,L0
...
xN0N−T,L0

,
where A is an eligible (N,N − T )-generator matrix provided by Lemma 1. In
particular, we have
yN0i,L0 = x
N0
i,L0
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for all 1 ≤ i ≤ N − T . Let α = maxi, j αi, j. Then yN0i,L0 is a vector of length N0, of
which the coordinates are positive integers that do not exceed α(N −T )KL0 . Thus,
each vector can be encoded using (L0 +
⌈
logK(α(N − T ))
⌉
)N0 symbols.
2. We also transmit (N − T ) +
(
N−T
2
)
norms/inner products:
Fi j = 〈xN0i,L0 , xN0j,L0〉,∀1 ≤ i ≤ j ≤ N − T
in all N packets. This requires that d(2L0 + logK N0)[(N−T )+
(
N−T
2
)
] extra symbols
to be included in each packet.
3.2.4 General (N,T ): Decoding Functions
The decoder receives y¯N01,L0 , ..., y¯
N0
N,L0
and the norms/inner products between {xN01 , ..., xN0N−T }.
The decoder will identify a subset of the components of yN01 , ..., y
N0
N that it is sure have
been unaltered.2 We first note that the norms and inner products can always be recovered
without error.
Lemma 2 The decoder can correctly recover Fi j for i, j ∈ {1, ...,N − T } when N ≥
2T +1. Since yN01 , ..., y
N0
N are linear combinations of x
N0
1 , .., x
N0
N−T . This means that we can
correctly recover Fi j = 〈yN0i , yN0j 〉 for i, j ∈ {1, ...,N}.
The proof of this lemma is straightforward and omitted.
Use a graph G with N vertices V = {v1, v2, ..., vN} to represent the N received packets.
The ith received packet is C¯i, which is composed of the K-symbol representations of y¯
N0
i
and F¯(i)j1 j2 (1 ≤ j1 ≤ j2 ≤ N − T ). According to Lemma 2, we can correctly recover
2Later we will show how to use this identification to prove Theorem 1.
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Fi j = 〈yN0i , yN0j 〉. We draw an edge between vertex vi and vertex v j (i , j) iff
〈y¯N0i , y¯N0j 〉 = Fi j.
We draw a self-loop on vertex vi iff
〈y¯N0i , y¯N0i 〉 = Fii.
As in the N = 3,T = 1 case, we call this the syndrome graph.
The decoder then performs the following operations:
1. Delete all vertices with no loops and their incident edges in the syndrome graph.
Let Gˆ = (Vˆ , Eˆ) denote the new graph.
2. Let V ′ be the set of vertices vi in Vˆ such that vi is contained in a clique of size at
least N − T in Gˆ.
3. Let V∗ be the set of vertices vi in V ′ such that (vi, v j) ∈ Eˆ for all v j in V ′.
4. Output the codewords corresponding to the vertices in V∗ as correct.
We shall show that the rate of this code can be made arbitrarily close to 1/(N − T ).
We shall then prove that the codewords y¯N0i on channels corresponding to the vertices
vi ∈ V∗ are correct.
3.2.5 General (N,T ): Coding Rate
Proposition 3 For any  > 0, there exists natural numbers L0 and N0 such that the rate
of each packet does not exceed 1/(N − T ) + .
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Proof: The rate of each packet is upper bounded by
(L0 +
⌈
logK(α(N − T ))
⌉
)N0
L0N0(N − T ) +
d2L0 + logK N0e
(
(N − T ) +
(
N−T
2
))
L0N0(N − T ) , (3.12)
where we recall that α = maxi, j αi, j. If we let N0 = L0 and send both to infinity, the
second term tends to zero while the first term tends to 1/(N − T ).
3.2.6 General (N,T ): Partial Decodability of Polytope Codes
We are interested in polytope codes because of the following property.
Theorem 2 Given T , when N ≥ T+
⌊
T 2
4
⌋
+2, the decoder can identify least N−T−
⌊
T 2
4
⌋
−1
of the transmitted packets as being received correctly.
We shall prove Theorem 2 via a sequence of lemmas. The first two establish that the
codewords associated with nodes in V∗ were received correctly.
Lemma 4 Suppose the k packets i1, . . . , ik are unaltered, and let ik+1 be some other
packet for which there exists l1, . . . , lk such that
yN0ik+1 =
k∑
j=1
l jy
N0
i j
. (3.13)
If there is a self-loop on vik+1 in G, and (vik+1 , vi j) ∈ E for all j ∈ {1, . . . , k}, then the
codeword y¯N0ik+1 in packet ik+1 is also unaltered.
Proof: We may rewrite (3.13) as
∥∥∥∥yN0ik+1 − k∑
j=1
l jy
N0
i j
∥∥∥∥2 = 0. (3.14)
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Since there is a self-loop on vik+1 ,
〈y¯N0ik+1 , y¯N0ik+1〉 = 〈yN0ik+1 , yN0ik+1〉.
Moreover, since there is an edge (vik+1 , vi j) for all j ∈ {1, . . . , k},
〈y¯N0ik+1 , y¯N0i j 〉 = 〈yN0ik+1 , yN0i j 〉.
By expanding the left-hand side of (3.14) in terms of inner products, as in (3.6)-(3.9),
we have that
0 =
∥∥∥∥yN0ik+1 − k∑
j=1
l jy
N0
i j
∥∥∥∥2 = ∥∥∥∥y¯N0ik+1 − k∑
j=1
l jy
N0
i j
∥∥∥∥2 = ∥∥∥∥y¯N0ik+1 − yN0ik+1∥∥∥∥2
where we have used the assumption that packets i1, . . . , ik are unaltered, and (3.13). This
proves that packet ik+1 is unaltered.
Lemma 5 For any vi ∈ V∗, we have y¯N0i = yN0i .
Proof: There must exist N − T packets that are unaltered. Suppose they are packets
i1, . . . , iN−T . Then vi1 , . . . , viN−T must form a clique in the syndrome graph Gˆ. From the
definition of V∗, for any vertex vi ∈ V∗, there is a self-loop on vi and (vi, vi j) ∈ E for all
j ∈ {1, . . . ,N − T }. By construction, every (N − T ) × (N − T ) submatrix of generator
matrix A is nonsingular. This implies that the vector yN0i can be represented as a linear
combination of the other N − T vectors
yN0ik+1 =
N−T∑
j=1
l jy
N0
i j
for some linear coefficients l j. By Lemma 4, the codeword y
N0
i in packet i is unaltered.
The final lemma lower bounds the size of V∗. It is a purely graph-theoretic assertion
that may have independent uses.
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Figure 3.3: An illustration for E′ with N = 5, T = 2.
Lemma 6 Consider an undirected graph G = (V,E). Let Let V ′ denote the set of nodes
that are contained in a clique of size at least N − T and assume that 0 < |V ′| ≤ N. Let
V∗ = {v ∈ V ′ : (v, v˜) ∈ E ∀v˜ ∈ V ′}
denote the set of nodes in V ′ that are connected to all nodes in V ′. Then |V∗| ≥ N−F(T ),
where F(T ) = T + bT 24 c + 1.
Proof: For any set of edges E0, let
N(vi,E0) := {v j ∈ V ′\{vi} : (vi, v j) < E0},
We construct a set of edges E′ ⊃ E as follows. Begin by setting E′ = E. If there is a pair
vi, v j ∈ V ′ such that (vi, v j) < E′,
|N(vi,E′)| > 1, and |N(v j,E′)| > 1,
then add (vi, v j) to E′. Repeat until there is no such pair vi, v j. Fig. 3.3 is an illustration
for N = 5, T = 2 where V = {v1, ..., v5} and E is the set of the solid edges (including 5
self-loops). We can see that V ′ = V, V∗ = {v4, v5} and E′ is the union of E and exactly
one of the edges (v1, v2), (v2, v3), and (v1, v3).
32
Note that for the resulting E′, for vi ∈ V ′, |N(vi,E′)| = 0 if and only if |N(vi,E)| = 0.
Thus
V∗ = {vi ∈ V ′ : |N(vi,E′)| = 0}.
Moreover, for any pair (vi, v j) ∈ V ′ with (vi, v j) < E′, either |N(vi,E′)| = 1 or
|N(v j,E′)| = 1. For convenience, we write N(vi) := N(vi,E′) from now on.
Let vi0 be an element of V
′ maximizing |N(v)| over v, and let
l˜ := |N(vi0)|.
For each element vi ∈ V ′, let C(vi) be a clique of size exactly N − T containing vi. 3
Since E′ ⊃ E, C(vi) is also a clique on the graph with edges in E′. Let C0 = C(vi0)\{vi0}.
Fix vi1 ∈ C0, and suppose (vi1 , vl) < E′ for vl ∈ V ′. We claim that vl cannot be in N(vi0).
If it were, then |N(vl)| ≥ 2, in which case l˜ ≥ 2, which would imply that |N(vi0)| ≥ 2.
On the other hand, when vl ∈ N(vi0), either |N(vi0)| = 1 or |N(vl)| = 1 which leads to
a contradiction. Moreover, vl cannot be in C(vi0) by definition. Hence, if (vi1 , vl) , E′,
then vl ∈ D, where
D := V ′\(N(vi0) ∪ C(vi0)).
In particular, if v j ∈ C0 ∩ V ′\V∗, then (v j, vk) < E′ for some vk ∈ D; i.e. v j ∈ N(vk).
Thus
V ′\V∗ ⊂ (V ′\(C0 ∪ V∗)) ∪ (V ′ ∩ C0\V∗)
⊂ {vi0} ∪ (V ′\C(vi0)) ∪
⋃
v∈D
(N(v) ∩ C0)
⊂ {vi0} ∪ N(vi0) ∪D ∪
⋃
v∈D
(N(v) ∩ C0).
Hence,
|V ′| − |V∗| ≤ 1 + |N(vi0)| + |D| + Σv∈D|N(v)|
≤ (|D| + 1)(l˜ + 1), (3.15)
3There may be several such cliques, in which case C(vi) can be chosen to be any one of them.
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where we have used the fact that |N(v)| ≤ l˜ for all v ∈ V ′. Since N(vi0), C(vi0) ⊂ V ′ and
N(vi0) ∩ C(vi0) = ∅,
|D| = |V ′| − |N(vi0)| − |C(vi0)| = |V ′| − l˜ + T − N.
Substituting this into (3.15) gives
|V∗| ≥ |V ′| − (|D| + 1)(l˜ + 1)
= |V ′| − (T − l˜ + |V ′| − N + 1)(l˜ + 1)
≥ N − (T − l˜ + 1)(l˜ + 1)
≥ N − F(T ).
[Proof of Theorem 2]Proof: For each i ∈ V∗, we have y¯N0i = yN0i by Lemma 5 and
|V∗| ≥ N − F(T ) by Lemma 6.
3.3 Proof of Theorem 1
We next show how to use polytope codes to create a code for our original problem. The
main difficulty is that, in a polytope code, some of the packets contain only parities,
and even if the decoder can determine such packets with certainty, it cannot necessarily
recover any of the original source symbols. We circumvent this issue with a layered
construction. First we prove the impossibility result in part 1).
3.3.1 Proof of Theorem 1 Part 1)
Suppose the maximum number of altered packets T satisfies 1 ≤ T ≤ N. In this sub-
section, we will prove that if 0 ≤ R < 1N−T , then there is no finite D for which (R,D) is
achievable.
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Choose 0 <  < 1/4 so that
1 − (N − T )(R + ) ≥ h() + h(2) + 3 (3.16)
where h(·) is the (base-K) binary entropy function
h(θ) = −θ logK θ − (1 − θ) logK(1 − θ) θ ∈ (0, 1)
with h(θ) = 0 if θ = 0 or θ = 1. Suppose there exists a code ( f1, . . . , fN , g) with rate at
most R +  satisfying
D0( f1, . . . , fN , g) ≤  (3.17)
DT ( f1, . . . , fN , g) ≤ D +  (3.18)
for some D and let n denote the length of the source string that it encodes. Consider
endowing the space Xn with an i.i.d. uniform probability distribution. By Fano’s and
Jensen’s inequalities,
1
n
H(Xn|C1, . . . ,CN) ≤ 1n
n∑
i=1
H(Xi|C1, . . . ,CN)
≤ 1
n
n∑
i=1
h(i) + i
≤ h
1n
n∑
i=1
i
 + 1n
n∑
i=1
i
≤ h() + ,
where
i = Pr(Xˆi , Xi)
and
Xˆn = g(C1, . . . ,CN).
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Thus
H(Xn|CT+1, . . . ,CN)
≥ I(Xn; C1, . . . ,CT |CT+1, . . . ,CN)
= I(Xn; C1, . . . ,CN) − I(Xn; CT+1, . . . ,CN)
= I(Xn; C1, . . . ,CN) − H(CT+1, . . . ,CN)
≥ n − n(h() + ) − n(N − T )(R + )
≥ n(h(2) + 2),
by (3.16), where all entropy and mutual information quantities are base-K. It follows
that there exist cT+1, . . . , cN such that
H(Xn|CT+1 = cT+1, . . . ,CN = cN) ≥ n(h(2) + 2)
and by the cardinality bound on entropy, the set of realizations of Xn with positive prob-
ability given CT+1 = cT+1, . . . ,CN = cN , which we shall call XncT+1,...,cN , satisfies
|XncT+1,...,cN | ≥ Knh(2)K2n. (3.19)
Now any subset of Xn with Hamming diameter at most 2n must contain at most(
n
b2nc
)
(K − 1)b2nc < Knh(2)K2n,
sequences, where the inequality follows from, e.g., [10, Example 11.1.3]. Thus there
exist xn and x˜n in XncT+1,...,cN such that if
I, = {i : xi , x˜i}
then |I,| ≥ 2n. For these two sequences, we must have
fi(xn) = fi(x˜n) for all T + 1 ≤ i ≤ N.
Let xˆn denote the receiver’s output when it receives the messages
( f1(xn), . . . , fN(xn)).
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By (3.17), we must have
d(xn, xˆn) ≤ 
so that if we let
Ie = {i : xˆi = e}
then |Ie| ≤ n and xˆi = xi for i < Ie. Now if the true source sequence is x˜n and the
adversary alters the first T packets so that the decoder receives
( f1(xn), . . . , fT (xn), fT+1(x˜n), . . . , fN(x˜n))
= ( f1(xn), . . . , fT (xn), fT+1(xn), . . . , fN(xn))
then the decoder will output xˆn, so by (3.18),
D +  ≥ d(x˜n, xˆn) = 1
n
n∑
i=1
d(x˜i, xˆi). (3.20)
Now
|I,\Ie| ≥ |I,| − |Ie|
≥ 2n − n
> 0.
It follows that there exists i in I,\Ie, for which we must have d(x˜i, xˆi) = ∞. It follows
from (3.20) that D must be infinite.
3.3.2 Proof of Theorem 1 Part 2)
Suppose the maximum number of altered packets T satisfies T ≥ 1 and the number
of packets N satisfies N ≥ T + bT 24 c + 2. In this subsection, we will prove: for any
1
N−T ≤ R ≤ 1N−2T , the rate-distortion pair(
R,
F(T )(N − T )(1 − (N − 2T )R)
NT
)
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is achievable, where F(T ) = T + bT 24 c + 1.
As noted earlier it suffices to show that the R-D pair ( 1N−T ,
F(T )
N ) is achievable. To
show this we use a “layered” construction in which we use N polytope codes whose
transformation matrices are row rotations of each other. Divide the source into N equal-
sized parts. The first part is encoded into packets using a polytope code with transfor-
mation matrix
A =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1
...
...
...
...
α1T α
2
T · · · αN−TT

.
The second part is encoded using the transformation matrix
A =

α1T α
2
T · · · αN−TT
1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1
...
...
...
...
α1T−1 α
2
T−1 · · · αN−TT−1

,
i.e., the first downward row rotation. The other parts of the source are encoded similarly.
The rate of this code can be made arbitrarily close to 1/(N − T ). At the decoder, we
form a syndrome graph in which there is an edge between packets i and j (allowing for
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j = i) if there is an edge between i and j in the syndrome graphs of all of the layers. For
this syndrome graph, delete all nodes without self-loops, along with their edges. The
resulting graph must have at least one clique of size at least N−T , due to the presence of
at least N − T unaltered packets. Thus Lemma 6 implies that there are at least N − F(T )
nodes that are connected to all nodes contained in a clique of size at least N − T . In
particular, these N − F(T ) nodes must be connected to an unaltered set of nodes of size
N − T . By Lemma 4, the codewords in all of these N − F(T ) packets were received
correctly. For each packet, N − T of its layers correspond to systematic rows of the
matrix and T layers correspond to parities. Thus the decoder can reconstruct a fraction
(N − T )(N − F(T ))
N(N − T ) =
N − F(T )
N
of the source symbols.
3.4 An Impossibility Result
By definition, a polytope code
( f1, . . . , fN , g)
is characterized by (N,T, A,N0, L0), where N is the number of packets, T is the maxi-
mum number of packets that can be altered, A is an eligible (N,N−T )-generator matrix,
and N0 and L0 are encoding parameters (see Section 3.2). From Theorem 1, we know
that for
N ≥ F(T ) + 1 and 1
N − T ≤ R ≤
1
N − 2T
the R-D pair (
R,
F(T )(N − T )(1 − (N − 2T )R)
NT
)
is achievable using polytope codes. However, when N ≤ F(T ), the decoder in Sec-
tion 3.2.4 no longer works.
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This raises the question of whether our design can be improved when N ≤ F(T ),
especially since F(T ) grows superlinearly with T . We next show the following impossi-
bility result. When N = F(T ), for all sufficiently large N0 and L0, our existing polytope
code construction lacks the partial decodability property: there exists a set of received
packets for which there is no single packet that can be determined to be correct with cer-
tainty. Thus, at least as far as partial decodability is concerned, neither the decoder nor
the analysis can be improved to relax the N ≥ F(T ) + 1 condition; the code itself would
need to change. Recall that, for polytope codes, in order to drive the rate to 1/(N − T ),
we send both N0 and L0 to infinity; see (3.12).
To state and prove this result, we use the concept of possible transmitted codewords.
Definition 6 Fix N0, L0 and K. Given a set of received codewords {y¯N01 , ..., y¯N0N } and
recovered {F j1 j2} for j1, j2 ∈ [N] (see Lemma 2), if a set of codewords {x¯N01 , ..., x¯N0N }
satisfies:
1. F j1 j2 = 〈x¯N0j1 , x¯N0j2 〉, for all j1, j2 ∈ [N];
2. The identity x¯N0j = y¯
N0
j holds for at least N − T values of j out of j ∈ [N];
3. x¯N0N−T+i =
∑N−T
j=1 ai, j x¯
N0
j for all i ∈ [T ].
then this set of codewords is called a Possible Transmitted Codeword (PTC) for
{y¯N01 , ..., y¯N0N } and {F j1 j2}. Further, let
PTC(y¯N01 , ..., y¯
N0
N , {F j1 j2}) = {{x¯N01,1, ..., x¯N01,N}, ..., {x¯N0M,1, ..., x¯N0M,N}}
denote the set of all possible transmitted codewords for {y¯N01 , ..., y¯N0N } and {F j1 j2}.
Definition 7 Fix N0, L0 and K and then fix a set of received packets {y¯N01 , ..., y¯N0N } and
recovered {F j1 j2} for j1, j2 ∈ [N]. We call {y¯N01 , ..., y¯N0N , {F j1 j2}} totally undecodable
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if PTC(y¯N01 , ..., y¯
N0
N , {F j1 j2}) has the following property: for any i ∈ [N], there exists
{x¯N0i1,1, ..., x¯N0i1,N} and {x¯N0i2,1, ..., x¯N0i2,N} in PTC(y¯N01 , ..., y¯N0N , {F j1 j2}) such that x¯N0i1,i , x¯N0i2,i.
Theorem 3 Fix T > 1, N = F(T ) and let A be an (N,N − T ) V-matrix. Then for all
sufficiently large N0 and L0 there exists a set of received packets {y¯N01 , ..., y¯N0N } along with
{F j1 j2} such that {y¯N01 , ..., y¯N0N , {F j1 j2}} is totally undecodable.
Proof: See the appendix.
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CHAPTER 4
GAUSSIAN VPEC
4.1 Main Results for Gaussian VPEC Problem
Theorem 4 and Theorem 5 give an inner bound and an outer bound, respectively, for
R(D0,DT ). Theorem 6 shows that there is a constant gap between the two bounds. In
this paper, we use log to denote the binary logarithm.
Theorem 4 Given a distortion pair (D0,DT ), let D′T satisfy
√
D′T +
√
D′T − D0 =
√
DT .
If {R`}`∈[N] satisfies the following condition: ∃{Ra,`}`∈[N], {Rb,`}`∈[N] s.t.
R` = Ra,` + Rb,`, ∀` ∈ [N];∑
`∈A
Ra,` >
1
2
log
1
D′T
, ∀A ⊂ [N], |A| = N − 2T ;
N∑
`=1
Rb,` >
1
2
log
D′T
D0
;
Ra,` ≥ 0,Rb,` ≥ 0, ∀` ∈ [N],
(4.1)
then (R`, ` ∈ [N],D0,DT ) is achievable. Let Rab(D0,DT ) denote the region defined by
Eq.(4.1). Since R(D0,DT ) is a closed set, we have cl(Rab(D0,DT )) ⊆ R(D0,DT ). Define
Rin(D0,DT ) B cl(Rab(D0,DT )). Rin(D0,DT ) is an inner bound for R(D0,DT ).
Theorem 5 For any 0 < D0 ≤ DT , the achievable region R(D0,DT ) is contained in the
following region Rout(D0,DT ):
Rout(D0,DT ) B
{
(R`, ` ∈ [N])|R` ≥ 0,∀` ∈ [N] ;
N∑
`=2T+1
R˜` ≥ 12 log
1
DT
− 1
2
;
N∑
`=1
R` +
2T
s
N∑
`=2T+s+1
R˜` ≥ 12 log
1
D0
+
T
s
log
1
DT
−2T + s
s
, ∀1 ≤ s ≤ N − 2T
}
,
(4.2)
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where {R˜1, ..., R˜N} is a permutation of {R1, ...,RN} such that R˜1 ≥ ... ≥ R˜N .
Theorem 6 There is a constant gap between Rin(D0,DT ) and Rout(D0,DT ). That is, for
anyR ∈ Rout(D0,DT ), we can findR′ ∈ Rin(D0,DT ), such that:
0 ≤ R′` − R` ≤ 4, ∀1 ≤ ` ≤ N.
Theorem 4 is proven in Section 4.2.3. Theorem 5 is proven in Section 4.4. Theorem 6
is proven in Section 4.5.
4.2 Achievable Schemes for General Cases
4.2.1 Three Useful Lemmas
The first two lemmas are about error correction and error detection, respectively. Con-
sider the communication scenario described in Section 4.1 where the source alphabet X
is {0, 1}.
Lemma 7 Fix R > 0. Let {R`}`∈[N] be a set of non-negative real numbers satisfying the
following condition: for any set A such that A ⊂ [N], |A| = N − 2T,∑
`∈A
R` > R.
Then for any sufficiently large n, there exist encoding functions f˜`:
f˜` : {0, 1}nR 7→ {0, 1}nR` , ` ∈ [N]
and a decoding function g˜:
g˜ :
N∏
`=1
{0, 1}nR` 7→ {0, 1}nR,
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such that the decoding function can always correct up to T altered packets. That is, for
any source message Y ∈ {0, 1}n, for any set B such that B ⊂ [N], |B| ≤ T and for any
arbitrary f˜ ′B(Y ),
Y ≡ g˜( f˜ ′B(Y ), f˜Bc(Y )).
We call { f˜`, ` ∈ [N], g˜} an (N,T )- Error Correcting Code for the Source {0, 1}nR.
Proof: This lemma is an immediate result of Gilbert-Varshamov Bound [16] [7] which
shows that there exists an (N,T )-Error Correcting Code for {0, 1}ncR for some nc. See
Theorem 2 in [7] for the details.
Lemma 8 Fix R > 0. Let {R`}`∈[N] be a set of non-negative real numbers satisfying the
following condition: for any set B, such that B ⊂ [N], |B| = N − T,∑
`∈B
R` > R.
Then for sufficiently large n, there exist encoding functions f˜`:
f˜` : {0, 1}nR 7→ {0, 1}nR` , ` ∈ [N]
and a decoding function g˜:
g˜ :
N∏
`=1
{0, 1}nR` 7→ {0, 1}nR ∪ {e},
such that the decoding function can always detect up to T altered packets. That is, when
no packet is altered, the decoder correctly outputs the original message:
Y ≡ g˜( f˜`(Y ), ` ∈ [N]), for all Y .
Whenever there is one or more altered packets (at most T), the decoder can detect them:
for any Y , for any set B such that B ⊂ [N], |B| ≤ T and for any arbitrary f˜ ′B(Y ),
g( f˜ ′B(Y ), f˜Bc(Y )) = e.
We call { f˜`, ` ∈ [N], g˜} an (N,T )-Error Detecting Code for the Source {0, 1}nR.
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Proof: We first assume that all R` are non-negative integers. The result can be easily
generalized to non-negative rational R` and then to non-negative real R`. Here, we only
show that there exists an (N,T )-Error Correcting Code for the Source {0, 1}ndR for some
nd. Again, it is not difficult to generalize it to arbitrary sufficiently large n. Without loss
of generality, suppose R1 ≥ R2 ≥ ... ≥ RN . Then:
N∑
`=T+1
R` > R.
Multiplying a sufficiently large integer n0 on both sides gives:
n0
 N∑
`=T+1
R`
 ≥ dn0Re .
Let k = dn0Re and n = n0
(∑N
`=1 R`
)
. Let n1 be a positive integer satisfying 2n1 > n and
let q = 2n1 . For any source message ∈ {0, 1}n1n0R, we first convert it to a binary string
of length n1 · dn0Re = n1k (by appending zeros), treat it as a q-ary string of length k
and then use a Reed-Solomon code [32] with message length k = dn0Re, blocklength
n = n0
(∑N
`=1 R`
)
and alphabet size q = 2n1 . The encoding function of the Reed-Solomon
code can be viewed as a mapping from (Fq)k to (Fq)n, where Fq denotes the finite field
of size q. Since n = n0
(∑N
`=1 R`
)
, we can divide the codeword of the Reed-Solomon
code, a n-length vector, into N subvectors of length n0R` (` ∈ [N]) respectively, and let
these N subvectors form the N packets. Any two codewords of a Reed-Solomon code
disagree in at least n − k + 1 ≥ n0
(∑T
`=1 R`
)
+ 1 positions. Since the adversary can only
change up to n0
(∑T
`=1 R`
)
positions, the decoder is always able to detect up to T altered
packets. By doing this, we obtain an (N,T )-Error Detecting Code for {0, 1}ndR where
nd = n0n1.
The third lemma is about successive refinement coding (see [13] [34]).
Definition 8 We shall say successive refinement from distortion D1 to distortion D2 is
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achievable (D1 ≥ D2) if there exists a sequence of encoding functions
fsuc1,n : <n 7→ {0, 1}nR1
and
fsuc2,n : <n 7→ {0, 1}n(R2−R1),
and reconstruction functions:
gsuc1,n : {0, 1}nR1 7→ <n
and
gsuc2,n : {0, 1}nR1 × {0, 1}n(R2−R1) 7→ <n,
such that for Xˆn1 = gsuc1,n( fsuc1,n(X
n)) and for Xˆn2 = gsuc2,n( fsuc1,n(X
n), fsuc2,n(X
n)),
lim sup
n→∞
Ed(Xn, Xˆn1) ≤ D(R1),
and
lim sup
n→∞
Ed(Xn, Xˆn2) ≤ D(R2),
where D(R) is the Distortion-Rate function.
Lemma 9 If X is a Gaussian ∼ N(0, σ2), then successive refinement from distortion D1
to distortion D2, satisfying the following condition:
lim
n→∞
{
sup
xn
||xˆn2 − xˆn1||2
}
≤ √D1 − D2, (4.3)
where
xˆn1 = gsuc1,n( fsuc1,n(x
n)),
xˆn2 = gsuc2,n( fsuc1,n(x
n), fsuc2,n(x
n)),
is achievable for (σ2 ≥ D1 ≥ D2).
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Proof: If X is a Gaussian with distribution N(0, σ2), then successive refinement from
distortion D1 to distortion D2 is achievable for (σ2 ≥ D1 ≥ D2) via the following series
of randomized encoding and decoding functions [13].
1. Generate 2
n
2 log
σ2
D1 = (σ2/D1)n/2 vector sequences xˆn drawn randomly and i.i.d.
according to N(0, σ2 − D1). Label them
xˆn(1), ..., xˆn(2
n
2 log
σ2
D1 ).
2. Let U be a Gaussian ∼ N(0,D1 − D2). Let n → 0 be a sequence of non-negative
real numbers such that P(T n,n(U)) → 1. Generate 2 n2 log D1D2 = (D1/D2)n/2 vector
sequences un drawn randomly and i.i.d. according to a uniform distribution over
the set T n,n(U). Label them
un(1), ..., un(2
n
2 log
D1
D2 ).
(Here T n,n(U) refers to the strongly typical set for U. See Def. 15.)
3. For any realization of Xn denoted by xn, let fsuc1,n(x
n) denote the binary expression
of the index i which minimizes ||xˆn(i) − xn||22:
fsuc1,n(x
n) = Bin(i).
Let fsuc2,n(x
n) denote the binary expression of j which minimizes ||xˆn(Bin−1( fsuc1,n))+
un( j) − xn||22:
fsuc2,n(x
n) = Bin( j).
4. The corresponding reconstruction functions are:
gsuc1,n(Bin(i)) = xˆ
n(i),
gsuc2,n(Bin(i), Bin( j)) = xˆ
n(i) + un( j).
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The reconstruction asymptotically achieves distortion D1 and D2 at rate R(D1) =
1
2 log
σ2
D1
and R(D2) = 12 log
σ2
D2
. Moreover, Eq. (4.3) is also satisfied:
lim
n→∞ supxn
||xˆn2 − xˆn1||2 ≤ sup
un∈T n,n (U)
||un||2 =
√
D1 − D2.
The above coding functions are random because the codebook
C = {xn(1), ..., xn(2 n2 log σ
2
D1 ), un(1), ..., un(2
n
2 log
D1
D2 )}
is random. Next, for each n, we pick a specific codebook C which minimize
Ed(Xn, Xˆn1(C)) + Ed(Xn, Xˆn2(C)),
where Xˆn1(C) and Xˆn2(C) represent the result of gsuc1,n and gsuc2,n under codebook C re-
spectively. It is not difficult to prove that:
lim sup
n→∞
Ed(Xn, Xˆn1(C)) ≤ D(R1),
lim sup
n→∞
Ed(Xn, Xˆn2(C)) ≤ D(R2).
After assigning a specific codebook C for each n, we now get a new sequence of deter-
ministic coding functions which also achieves successive refinement from distortion D1
to distortion D2.
4.2.2 A Simple Scheme
This simple scheme first uses successive refinement coding and then uses error correct-
ing coding for the coarse description part and error detecting coding for the refinement
part.
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Encoding and Decoding Scheme
1. Successive Refinement:
For fixed 0 ≤ D0 ≤ DT , let fsuc1,n, fsuc2,n, gsuc1,n and gsuc2,n be a series of determin-
istic encoding/ decoding functions that achieve successive refinement from DT
to D0 given in the proof of Lemma 9. For convenience, let R′a =
1
2 log
1
DT
and
R′b =
1
2 log
DT
D0
in this section.
2. (N,T )-Error Correcting Code for the Source {0, 1}nR′a :
From Lemma 7, if for any A ⊂ [N], |A| = N − 2T , we have
∑
`∈A
Ra,` >
1
2
log
1
DT
= R′a,
then for sufficiently large n, there exists an (N,T )-Error Correcting Code for the
Source {0, 1}nR′a denoted by { f˜a,`, ` ∈ [N], g˜a}. Notice that:
f˜a,` :{0, 1}nR′a 7→ {0, 1}nRa,` , ` ∈ [N];
g˜a :
N∏
`=1
{0, 1}nRa,` 7→ {0, 1}nR′a .
3. (N,T )-Error Detecting Code for the Source {0, 1}nR′b:
From Lemma 8, if for any B ⊂ [N], |B| = N − T , we have
∑
`∈B
Rb,` >
1
2
log
DT
D0
= R′b,
then for sufficiently large n, there exists an (N,T )-Error Detecting Code for the
Source {0, 1}nR′b denoted by { f˜b,`, ` ∈ [N], g˜b}. Notice that:
f˜b,` :{0, 1}nR′b 7→ {0, 1}nRb,` , ` ∈ [N];
g˜b :
N∏
`=1
{0, 1}nRb,` 7→ {0, 1}nR′b ∪ {e}.
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For sufficiently large n, the general encoding functions are:
f`,n(Xn) = ( f˜a,` ◦ fsuc1,n(Xn), f˜b,` ◦ fsuc2,n(Xn)).
Suppose the decoder receives {(C`a,C`b)}`∈[N]. The general decoding function is:
gn((C`a,C`b), ` ∈ [N]) =

gsuc2,n(g˜a(C`a, ` ∈ [N]), g˜b(C`b, ` ∈ [N])), g˜b(C`b, ` ∈ [N]) , e
gsuc1,n(g˜a(C`a, ` ∈ [N])), gb(C`b, ` ∈ [N]) = e.
The rate of packet ` is R` = Ra,` + Rb,`. Both distortion constraints are satisfied: for any
 > 0 and for all sufficiently large n, we have:
D0( f`, ` ∈ [N], g) ≤ D0 + , DT ( f`, ` ∈ [N], g) ≤ DT + .
The rate region given by this scheme is stated in the following proposition.
Proposition 10 Given a distortion pair (D0,DT ), if {R`}`∈[N] satisfies the following con-
dition: ∃{Ra,`}`∈[N] and {Rb,`}`∈[N] s.t.
R` = Ra,` + Rb,`, ∀` ∈ [N];∑
`∈A
Ra,` >
1
2
log
1
DT
, ∀A ⊂ [N], |A| = N − 2T ;
∑
`∈B
Rb,` >
1
2
log
DT
D0
, ∀B ⊂ [N], |B| = N − T ;
Ra,` ≥ 0,Rb,` ≥ 0, ∀` ∈ [N],
(4.4)
then (R`, ` ∈ [N],D0,DT ) is achievable using the simple scheme in Section 4.2.2.
Comparison
This simple scheme does not give you a good inner bound. Suppose we consider the
symmetric case where all packets are required to have the same rate. The simple scheme
requires:
R ≥ 1
2(N − 2T ) log
1
DT
+
1
2(N − T ) log
DT
D0
,
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while in Theorem 4, it only requires:
R ≥ 1
2(N − 2T ) log
1
D′T
+
1
2N
log
D′T
D0
.
We fix DT and then let D0 approach 0. It is obvious that this simple scheme is worse:
lim
D0→0
{
1
2(N − 2T ) log
1
DT
+
1
2(N − T ) log
DT
D0
− 1
2(N − T ) log
1
D0
}
=
T
2(N − 2T )(N − T ) log
1
DT
;
lim
D0→0
 12(N − 2T ) log 1D′T + 12N log D
′
T
D0
− 1
2N
log
1
D0

=
T
N(N − 2T ) log
1
D′T
.
However, this simple scheme can be slightly better than the one achieving the inner
bound in Theorem 4. For 0 < D0 < DT , we have D′T < DT . We can check that forR =
1
2(N − 2T ) log
1
DT
(1, ..., 1︸ ︷︷ ︸
N
) +
1
2T
log
DT
D0
(0, ..., 0︸ ︷︷ ︸
N−2T
, 1, ..., 1︸ ︷︷ ︸
2T
),
(R,D0,DT ) is achievable using this simple scheme, but is not achievable using the one
in Theorem 4:
N−2T∑
`=1
R` =
1
2
log
1
DT
<
1
2
log
1
D′T
.
4.2.3 A Modified Scheme – Proof of Theorem 4
This scheme consists of successive refinement coding (see [13] [34]), (N,T )-Error Cor-
recting Code defined in Section 4.2.1 and Splitting.
Encoding and Decoding Scheme
The encoding scheme consists of the following three parts.
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1. Successive Refinement:
For fixed 0 ≤ D0 ≤ DT , let D′T satisfy
√
D′T +
√
D′T − D0 =
√
DT . Let fsuc1,n,
fsuc2,n, gsuc1,n and gsuc2,n be a series of encoding/ decoding functions that achieve
successive refinement from D′T to D0 given in Lemma 9. For convenience, let
Ra = 12 log
1
D′T
and Rb = 12 log
D′T
D0
in this subsection.
2. (N,T )-Error Correcting Code for the Source {0, 1}nRa :
From Lemma 7, if for any A ⊂ [N], |A| = N − 2T , we have
∑
`∈A
Ra,` >
1
2
log
1
D′T
= Ra,
then for sufficiently large n, there exists an (N,T )- Error Correcting Code for the
Source {0, 1}nR′a denoted by { f˜a,`, ` ∈ [N], g˜a}. Notice that:
f˜a,` :{0, 1}nRa 7→ {0, 1}nRa,` ` ∈ [N];
g˜a :
N∏
`=1
{0, 1}nRa,` 7→ {0, 1}nRa .
3. Splitting:
fsuc2,n(X
n) ∈ {0, 1}nRb is a binary string of length nRb. For any {Rb,`}`∈[N] such that∑N
`=1 Rb,` > Rb, after embedding fsuc2,n(X
n) into {0, 1}n ∑N`=1 Rb,` , it can be divided
into N parts, where the `th part can be viewed as a substring of length nRb,`. The
concatenation of these N strings is fsuc2,n(X
n). Let f˜b,` : {0, 1}nRb 7→ {0, 1}nRb,`
denote the `th splitting function and let g˜b :
∏N
`=1{0, 1}nRb,` 7→ {0, 1}nRb be the
concatenation function such that for any Y ∈ {0, 1}nRb ,
Y ≡ g˜b( f˜b,1(Y ), f˜b,2(Y )..., f˜b,N(Y )).
The general encoding functions are:
f`,n(Xn) = ( f˜a,` ◦ fsuc1,n(Xn), f˜b,` ◦ fsuc2,n(Xn)).
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Suppose the decoder receives {(C`a,C`b)}`∈[N]. The general decoding function is:
gn((C`a,C`b), ` ∈ [N]) = gsuc2,n(g˜a(C`a, ` ∈ [N]), g˜b(C`b, ` ∈ [N])).
The rate of packet ` is R` = Ra,` + Rb,`.
Distortion of the Coding Scheme
We need to prove that for any  > 0, both distortion constraints can be satisfied for
sufficiently large blocklength n. Using the property of successive refinement encoding
schemes, it is not difficult to see that for any fixed  > 0, for sufficiently large n,
D0( f`,n, ` ∈ [N], gn) ≤ D0 + .
Thus, it is sufficient to show that,
lim
n→∞DT ( f`,n, ` ∈ [N], gn) ≤ DT .
Since we use (N,T )-Error Correcting Code for the D′T refinement part, for any A ⊂ [N],
|A| = T and any C′A,
g˜a(C`, ` ∈ [N]) = g˜a(CAc ,C′A).
This indicates that fsuc1,n(X
n) can always be correctly recovered by the decoder. Thus,
lim sup
n→∞
DT ( f`,n, ` ∈ [N], gn)
= lim
n→∞ EX
n
 max
A⊂[N]:|A|=T
max
C′A
d(Xn, gn(CAc ,C′A))

= lim
n→∞ EX
n
[
max
i
1
n
||xˆn(Bin−1( fsuc1,n(Xn))) + un(i) − Xn||22
]
≤ lim
n→∞
1
n
EXn[||xˆn(Bin−1( fsuc1,n(Xn))) − Xn||22 + maxi ||u
n(i)||22
+ 2 max
i
||un(i)||2||xˆn(Bin−1( fsuc1,n(Xn))) − Xn||2]
(a)≤ D′T + (D′T − D0) + 2
√
D′T − D0 ·
√
D′T
= (
√
D′T +
√
D′T − D0)2 = DT .
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Here, (a) follows from
lim
n→∞maxi
1
n
||un(i)||22 = D′T − D0,
lim
n→∞maxi
1√
n
||un(i)||2 ≤
√
D′T − D0,
and EXn[ 1√
n
||xˆn(Bin−1( fsuc1,n(Xn))) − Xn||2]
2
≤1
n
EXn[||xˆn(Bin−1( fsuc1,n(Xn))) − Xn||22] ≤ D′T .
Remark: We can make improvement by time-sharing the enhancement layer. As an
example, fix (N,T ) and consider a symmetric encoding scheme in Section 4.2.3 with
distortion constraints (D0,DT ), where Ra,1 = . . . = Ra,N , Rb,1 = . . . = Rb,N . Consider N
source messages x1, . . . ,xN (x` ∈ Xn). Use the first two parts of the encoding scheme in
Section 4.2.3 to encode each x`. Then, instead of splitting each of the N enhancement
layers, we include the `th enhancement layer in packet `. At least N − T of the N
enhancement layers are received correctly. The improved scheme is able to achieve
distortion N−TN ·D0 + TN ·DT < DT facing the adversary. However, this improved scheme
produces a much more complicated achievable rate region for non-symmetric cases than
the one in Theorem 4.
4.3 Achievable Scheme for (N,T ) = (3, 1)
In this section, we consider the symmetric adversarial multiple description problem for
(N,T ) = (3, 1), where all three packets are required to have the same rate: R1 = R2 =
R3 = R. We consider the case where the distortion D0,D1 are very small and the fraction
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D0
D1
is also very small. Notice that there is a natural bijection between {0, 1}nR and [2nR],
in this section, we always consider encoding functions
f` : Xn 7→ [2nR`], ` ∈ [N]
and decoding function:
g :
N∏
`=1
[2nR`] 7→ Xn.
We show that there is a better scheme which gives a larger inner bound than the scheme
in Section 4.2.3.
Proposition 11 For any fixed 0 > 0, there exists a code ( f 0i , i ∈ [3], g0) with rate
R1 = R2 = R3 = R0 and blocklength n0 , such that:
D0( f
0
1 , f
0
2 , f
0
3 , g
0) ≤ D0 + ,
D1( f
0
1 , f
0
2 , f
0
3 , g
0) ≤ D1 + ,
and
lim
D1,D0/D1→0
lim
0→0
(
R0 − 1
6
log
1
D0
− 1
3
log
1
D1
)
= 1 − 5
6
log 3. (4.5)
The coding scheme consists of two parts. We first quantize the source message,
then inspired by the coding scheme in [15], we design a random coding scheme for the
quantized source message and then perform derandomization. [15] provides a coding
scheme for two encoders, here we generalize the coding scheme for three encoders. The
coding scheme also shares similarity to Polytope codes introduced by Kosut, Tong and
Tse [26] in the context of network coding with adversarial nodes. Polytope codes have
the “partial decodability” property: the decoder either perfectly reconstruct the source
message or decode some of the codeword symbols even though it is not possible to
decode all of them. Similarly, our codes either produce a finer reconstruction or produce
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a coarser reconstruction when there are adversarial errors. In the following subsections,
we use capital letters to denote random variables and lower case letters to denote the
realization.
4.3.1 A Useful Random Coding Scheme
Quantization
Let (N1,N2,N3) be a Gaussian vector ∼ N

0,

σ2 ρσ2 ρσ2
ρσ2 σ2 ρσ2
ρσ2 ρσ2 σ2


. The value of σ
and ρ will be determined in Section 4.3.2. We first perform a uniform quantization on X
and Ni (i = 1, 2, 3):
XQδ =

δmin(
√
2 ln(1/δ), bX/δc), X ≥ 0
δmax(−√2 ln(1/δ), dX/δe), X < 0;
Ni,Qδ =

δmin(
√
2 ln(1/δ), bNi/δc), Ni ≥ 0
δmax(−√2 ln(1/δ), dNi/δe), Ni < 0.
For each source message xn, we first perform the above uniform quantization:
xn → xnQδ .
56
Random Codebook Generation
Let {X1,Qδ , X2,Qδ , X3,Qδ} be the summation of two quantized Gaussian random variables:
X1,Qδ = XQδ + N1,Qδ
X2,Qδ = XQδ + N2,Qδ
X3,Qδ = XQδ + N3,Qδ .
Fix a blocklength n, for i = 1, 2, 3, generate 2nRi vector sequences xni,Qδ drawn randomly
and i.i.d. according to a uniform distribution over the set T (n,)(Xi,Qδ). Assign each
codeword an index w ∈ [2nRi]. Let
C :=
3⋃
`=1
{xn`,Qδ(1), ..., xn`,Qδ(2nR`)}
denote the random codebook. The codebook is revealed to all the encoders and the
decoder. The the following sections, we use C to denote the random variable of the
codebook and use C0 to denote a specific realization.
Encoder for Quantized Source Message
Given an xnQδ , find, if possible, a triple (i, j, k) such that
(xnQδ , x
n
1,Qδ(i), x
n
2,Qδ( j), x
n
3,Qδ(k))
is in the set T (n,)(XQδ , X1,Qδ , X2,Qδ , X3,Qδ). If no such (i, j, k) exists, simply set (i, j, k) =
(0, 0, 0). The index i, j and k form the three transmitted packets.
Decoder for Quantized Source Message
Suppose the decoder receives iˆ, jˆ and kˆ.
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1. If the decoder receives (0, 0, 0), then the decoder announces the zero vector as its
reconstruction. Else, go to Step 2.
2. The decoder checks if all the three pairs (xn1,Qδ(iˆ), x
n
2,Qδ
( jˆ)), (xn2,Qδ( jˆ), x
n
3,Qδ
(kˆ)),
(xn1,Qδ(iˆ), x
n
3,Qδ
(kˆ)) are -strongly typical. If so, the decoder announces
1
(2ρ + 1)σ2 + 3
(xn1,Qδ(iˆ) + x
n
2,Qδ( jˆ) + x
n
3,Qδ(kˆ))
as its reconstruction. Else, go to Step 3.
3. If at least one of the three is not -strongly typical, arbitrarily pick one pair.
(If there are two pairs that are not -strongly typical, pick either one.) Without
loss of generality, suppose we pick (xn1,Qδ(iˆ), x
n
2,Qδ
( jˆ)). The decoder announces
1
1+σ2 x
n
3,Qδ
(kˆ) as its reconstruction.
Expected Error Probability
The above code is random in that the codebook C is random. The distribution of the
codebook PC is completely determined by coefficients
{σ, ρ,R1,R2,R3, δ, , n}.
Any fixed σ, ρ,R1,R2,R3, δ, , n along with a specific codebook C0 give a deterministic
coding scheme.
For any arbitrary C0, an error (denoted by E0(C0)) will occur if one or more of the
following events occurs:
1. E1(C0) : xnQδ < T (n,)(XQδ);
2. E2(C0) : ∀(i, j, k) ∈ [2nR1] × [2nR2] × [2nR3], we have
(xnQδ , x
n
1,Qδ(i), x
n
2,Qδ( j), x
n
3,Qδ(k)) < T
(n,)(XQδ , X1,Qδ , X2,Qδ , X3,Qδ).
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The probability of encoding error is:
P(E0(C0)) = P(E1(C0) ∪ E2(C0)) = P(E1(C0)) + P(E2(C0) ∩ E1(C0)c).
We are interested in EC[P(E0(C))] = ∑C0 PC(C0)P(E0(C0)).
Proposition 12 Fix σ, ρ,R1,R2,R3, δ, . If
R` > I(XQδ; X`,Qδ), ∀1 ≤ ` ≤ 3;
R`1 + R`2 > H(X`1,Qδ) + H(X`2,Qδ) − H(X`1,Qδ , X`2,Qδ |XQδ), ∀1 ≤ `1 < `2 ≤ 3;
R1 + R2 + R3 >
3∑
l=1
H(Xl,Qδ) − H(X1,Qδ , X2,Qδ , X3,Qδ |XQδ),
then for any 0 > 0, there exists n′0 , such that for any n ≥ n′0 ,
EC[P(E0(C))] < n′0 .
Proof: See Appendix.
We next prove the following proposition.
Proposition 13 Fix σ, ρ,R1,R2,R3, δ, . If R1 = R2 = R3 = R and
R >
1
6
log
(1 + σ2)3
σ6(ρ − 1)2(1 + 2ρ) , (4.6)
then
R >
1
3
(
3H(X1,Qδ) − H(X1,Qδ , X2,Qδ , X3,Qδ |XQδ)
)
(4.7)
holds for any sufficiently small δ. Furthermore, fix any δ such that Inq. (4.7) holds, for
any 0 > 0, there exists n′0 , such that for any n ≥ n′0 ,
EC[P(E0(C))] < n′0 .
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Proof: Using Theorem 8.4.1 in [10, p. 249], we have
lim
δ→0
{3H(X1,Qδ) − H(X1,Qδ , X2,Qδ , X3,Qδ |XQδ)} = 3h(X1) − h(X1, X2, X3|X)
=
1
2
log
(1 + σ2)3
σ6(ρ − 1)2(1 + 2ρ) .
Thus, the first part of the proposition is correct.
Using the symmetry property of X1,Qδ , X2,Qδ , X3,Qδ , all the inequalities in Proposition
12 are satisfied if Inq. (4.7) holds. Apply Proposition 12 and it completes the proof.
Distortion Analysis
The above random coding scheme is determined by coefficients σ, ρ, R, δ,  and n.
Given a code ( f1, f2, f3, g), for any source message Xn, let Xˆ1,n denote the reconstruction
when no packet is altered:
Xˆ1,n := g(C`, ` ∈ [3]).
Let Xˆ2,n denote the reconstruction under any one of the most powerful adversarial at-
tacks. We have
d(Xn, Xˆ2,n) ≡ max
`∈[3]
max
C′{`}
d(Xn, g(C{`}c ,C′{`})).
Fix σ, ρ,R1,R2,R3, δ,  and n, then Xˆt,n is a random variable depending only on source
message Xn and the codebook C. For any arbitrary codebook C0, let ( f1, f2, f3, g) denote
the corresponding coding scheme. Then
D0( f1, f2, f3, g) = EXn[d(Xn, Xˆ1,n) | C = C0],
D1( f1, f2, f3, g) = EXn[d(Xn, Xˆ2,n) | C = C0].
Recall that we use E0 to denote the event that there exists an encoding error. For any
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arbitrary C0, we have
EXn[d(Xn, Xˆt,n) | C = C0]
≤EXn[d(Xn, XnQδ)] + 2ECEXn[|〈Xn − XnQδ , XnQδ − Xˆt,n〉| | C = C0] + EXn[d(XnQδ , Xˆt,n) | C = C0]
≤EXn[d(Xn, XnQδ)] + 2EXn[|〈Xn − XnQδ , XnQδ − Xˆt,n〉| | C = C0]
+ EXn[d(XnQδ , Xˆ
t,n) | Ec0(C),C = C0] + P(E0(C0))EXn[d(XnQδ , Xˆt,n) | E0(C),C = C0].
(4.8)
The following proposition is useful.
Proposition 14 Fix σ, ρ,R1,R2,R3. For any 0 > 0, there exists δ′0 , 
′
0
and n′0 such that
for any δ ≤ δ′0 ,  ≤ ′0 , n ≥ n′0 and for any arbitrary codebook C0,
EXn[d(XnQδ , Xˆ
1,n) | Ec0(C),C = C0] ≤
(2ρ + 1)σ2
(2ρ + 1)σ2 + 3
+ 0; (4.9)
EXn[d(XnQδ , Xˆ
2,n) | Ec0(C),C = C0] ≤ max
 σ21 + σ2 ,

√
A
A + 3
+
√
8(1 − ρ)σ2
A + 3

2 + 0,
(4.10)
where A = (2ρ + 1)σ2.
Proof: The argument for Xˆ1,n is straightforward. We next prove the argument for Xˆ2,n.
For each xn which is successfully encoded, the reconstruction under one of the most
powerful adversarial attack, xˆ2,n, is generated in either one of the following two cases.
Case 1: One of the packets is altered and the decoder detects an error.
In this case, according to the decoding function, the decoder will always use an unaltered
packet to perform decoding. For sufficiently small δ,  and sufficiently large n, For any
arbitrary codebook C0,
d(xnQδ , xˆ
2,n) <
σ2
1 + σ2
+ 0. (4.11)
61
Case 2: One of the packets is altered but the decoder does not detect it.
Without loss of generality, we assume that the third packet is altered by
the adversary. Suppose the quantized source message is xnQδ . Suppose that
(xnQδ , x
n
1,Qδ
(i), xn2,Qδ( j), x
n
3,Qδ
(k)) is -strongly typical and i, j, k are transmitted. Instead
of receiving k, the decoder receives k˜. The error induced in the third packet is:
en = xn3,Qδ(k˜) − xn3,Qδ(k) = (xn3,Qδ(k˜) − xn1,Qδ(i)) + (xn1,Qδ(i) − xn3,Qδ(k)).
Since the decoder does not detect an error, we know that both (xn3,Qδ(k˜), x
n
1,Qδ
(i)) and
(xn3,Qδ(k), x
n
1,Qδ
(i)) are -strongly typical. Therefore, for any ′0 > 0, the following state-
ment holds. For sufficiently small δ,  and sufficiently large n, for any arbitrary codebook
C0,
1
n
E[||xn3,Qδ(k˜) − xn1,Qδ(i)||22] < 2(1 − ρ)σ2 + ′0,
1
n
E[||xn3,Qδ(k) − xn1,Qδ(i)||22] < 2(1 − ρ)σ2 + ′0.
Thus, the error is upper bounded by the following:
1
n
E[||en||22] ≤
2
n
(
E[||xn3,Qδ(k˜) − xn1,Qδ(i)||22] + E[||xn3,Qδ(k) − xn1,Qδ(i)||22]
)
≤8(1 − ρ)σ2 + 2′0.
(4.12)
Let A = (2ρ + 1)σ2. Choosing a sufficiently small ′0, we have
d(xnQδ , xˆ
n) <

√
A
A + 3
+
√
1
n E[||en||2]
A + 3

2
+ ′0 <

√
A
A + 3
+
√
8(1 − ρ)σ2
A + 3

2
+ 0.
(4.13)
Combine Inq. (4.11) and Inq. (4.13) and it completes the proof.
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4.3.2 Proof of Proposition 11
In this section, we show that for any fixed 0 > 0, there exists a code ( f
0
i , i ∈ [3], g0)
with rate R1 = R2 = R3 = R0 , blocklength n0 , coefficients σ0 , ρ0 , δ0 , 0 and codebook
C0 such that:
D0( f
0
1 , f
0
2 , f
0
3 , g
0) = EXn[d(Xn, Xˆ1,n) | C = C0] ≤ D0 + ,
D1( f
0
1 , f
0
2 , f
0
3 , g
0) = EXn[d(Xn, Xˆ2,n) | C = C0] ≤ D1 + ,
and
lim
D1,D0/D1→0
lim
0→0
(
R0 − 1
6
log
1
D0
− 1
3
log
1
D1
)
= 1 − 5
6
log 3.
To satisfy both the distortion constraints and the rate constraint, we next find ap-
propriate σ0 , ρ0 , R
0 , δ0 , 0 , n0 and a specific codebook C0 in order. First of all, we
choose σ0 and ρ0 such that the following inequalities hold for sufficiently small D1 and
D0/D1.
(2ρ0 + 1)σ
2
0
(2ρ0 + 1)σ20 + 3
≤ D0 + 0/2, (4.14)
σ20
1 + σ20
≤ D1 + 0/2, (4.15)
√
A0
A0 + 3
+
√
8(1 − ρ0)σ20
A0 + 3

2
≤ D1 + 0/2. (4.16)
Let A0 = (2ρ0 + 1)σ
2
0
=
3(D0+0/2)
1−(D0+0/2) to satisfy Inq. (4.14). Then A0 + 3 =
3
1−(D0+0/2) . To
satisfy Inq. (4.16), we let:
σ20 =
9
(√
D1 + 0/2 −
√
D0 + 0/2
)2
8(1 − ρ0)(1 − (D0 + 0/2))2
.
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We choose (σ20 , ρ0) to be the solution to the following equation set:
−0.5 ≤ ρ0 < 1
σ20 =
9(√D1+0/2−
√
D0+0/2)2
8(1−ρ0 )(1−(D0+0/2))2
(2ρ0 + 1)σ
2
0
=
3(D0+0/2)
1−(D0+0/2) .
This is equivalent with
−0.5 ≤ ρ0 < 1
2ρ0 +1
1−ρ0 =
3(D0+0/2)
1−(D0+0/2) · 8(1−(D0+0/2))
2
9(√D1+0/2−
√
D0+0/2)2
σ20 =
9(√D1+0/2−
√
D0+0/2)2
8(1−ρ0 )(1−(D0+0/2))2
.
Notice that the function f (x) = 2x+11−x is an continuous increasing function on [−0.5, 1),
and the image of the function is [0,+∞). Thus, for sufficiently small 0 and D0/D1, there
always exists a solution. Furthermore,
lim
D0,D1/D0→0
lim
0→0
3(D0 + 0/2)
1 − (D0 + 0/2) ·
8(1 − (D0 + 0/2))2
9
(√
D1 + 0/2 −
√
D0 + 0/2
)2 = 0,
indicating that
lim
D0/D1→0
lim
0→0
ρ0 = −0.5,
lim
D1,D0/D1→0
lim
0→0
σ0 = 0.
Inq. (4.14) and Inq. (4.16) are satisfied by construction. Inq. (4.15) can be written as:
σ20 ≤
D1 + 0/2
1 − D1 − 0/2 .
It is not difficult to check that for sufficiently small D1 and D0/D1:
lim
0→0
9
(√
D1 + 0/2 −
√
D0 + 0/2
)2
8(1 − ρ0)(1 − (D0 + 0/2))2
<
D1
1 − D1 .
This means that the solution to the above equation set also satisfies Inq. (4.14) when 0
is small.
64
Secondly, we choose:
R0 =
1
6
log
(1 + σ20)
3
σ60(ρ0 − 1)2(1 + 2ρ0)
+ 0.
Thirdly, we choose sufficiently small δ0 , 0 and sufficiently large n˜0 such that for
any n ≥ n˜0 ,
1. Quantization distortion is sufficiently small. For any arbitrary C0, for t = 1, 2
EXn[d(Xn, XnQδ0 )] + 2EX
n[|〈Xn − XnQδ0 , X
n
Qδ0
− Xˆt,n〉| | C = C0] < 0/8. (4.17)
2. For any arbitrary C0, the following two inequalities holds:
EXn[d(XnQδ0 , Xˆ
1,n) | C = C0, Ec0(C)] ≤
(2ρ0 + 1)σ
2
0
(2ρ0 + 1)σ20 + 3
+ 0/8; (4.18)
EXn[d(XnQδ0 , Xˆ
2,n) | C = C0, Ec0(C)] ≤ 0/8+
max

σ20
1 + σ20
,

√
A0
A0 + 3
+
√
8(1 − ρ0)σ20
A0 + 3

2 (4.19)
The existence of such δ0 , 0 and n˜0 can be easily proven using Proposition 14.
Finally for each n > n˜0 , we pick a specific codebook C which minimize P(E0(C)).
From Proposition 13, we can find n0 and the corresponding codebook C0 such that for
t = 1 and 2,
P(E0(C0))EX0 [d(Xn0Qδ0 , X
t,n0 ) | E0(C),C = C0] < 0/8. (4.20)
Combining from Inq. (4.17) to Inq. (4.20), we can easily check that the two rate distor-
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tion constraints are satisfied. It remains to verify that Eq. (4.5) holds.
lim
0→0
R0 = lim
0→0
1
6
log
(1 + σ20)
3
σ60(ρ0 − 1)2(1 + 2ρ0)
+ 0
= lim
0→0
1
6
log
(1 + σ20)
3
σ60(ρ0 − 1)2(1 + 2ρ0)
=
1
6
 lim
0→0
log
(1 + σ20)
3
(ρ0 − 1)2
+ lim
0→0
log
1
(1 + 2ρ0)σ20
+ lim
0→0
log
1
σ40
 . (4.21)
Recall that σ20 → 0, ρ0 → −0.5 as D1, D0D1 and 0 approach 0. Moreover,
lim
0→0
(2ρ0 + 1)σ
2
0
=
3D0
1 − D0 ,
lim
D1,D0/D1→0
lim
0→0
D1
σ20
= lim
D1,D0/D1→0
lim
0→0
8(1 − ρ0)(1 − (D0 + /2))2D1
9
(√
D1 + 0/2 −
√
D0 + 0/2
)2 = 43 .
Thus,
lim
D1,D0/D1→0
lim
0→0
log
(1 + σ20)
3
(ρ0 − 1)2
= log(4/9);
lim
D1,D0/D1→0
lim
0→0
log 1(1 + 2ρ0)σ20 − log 1D0
 = limD1,D0/D1→0
(
log
1 − D0
3D0
− log 1
D0
)
= − log 3;
lim
D1,D0/D1→0
lim
0→0
log 1σ40 − 2 log 1D1
 = 2 log 43 .
Combining Inq. (4.8), Inq. (4.14)- (4.16) and Inq. (4.17)- (4.21), we can conclude that
lim
D1,D0/D1→0
lim
0→0
(
R0 − 1
6
log
1
D0
− 1
3
log
1
D1
)
=
1
6
(log(4/9) − log 3 + 2 log(4/3)) = 1 − 5
6
log 3.
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4.3.3 Comparison
Consider the scheme in Section 4.2.3. Let R∗(D1,D0) denote the corresponding rate.
Then:
lim
D1,D0/D1→0
(
R∗(D1,D0) − 16 log
1
D0
− 1
3
log
1
D1
)
= lim
D1,D0/D1→0
13 log 1D′1 − 13 log 1D1

= lim
D1→0
(
1
3
log
4
D1
− 1
3
log
1
D1
)
=
2
3
.
Since 23 > 1 − 56 log 3, the scheme shows a better inner bound than the scheme in 4.2.3
when both D1 and D0/D1 are small. However, this scheme is not better in general since
it only works well for sufficiently small D1 and D0/D1.
Remark: If we apply the time-sharing scheme to the enhancement layer as de-
scribed in Section 4.2.3 and let R˜∗(D1,D0) denote the corresponding rate. Then we still
have:
lim
D1,D0/D1→0
(
R˜∗(D1,D0) − 16 log
1
D0
− 1
3
log
1
D1
)
=
2
3
− 1
3
log 3 > 1 − 5
6
log 3.
4.4 Outer Bound – Proof of Theorem 5
In order to prove Theorem 5, it is sufficient to prove that for any (R`, ` ∈ [N]) ∈
R(D0,DT ) for which {R`}`∈[N] is non-increasing, we have:
N∑
`=2T+1
R` ≥ 12 log
1
DT
− 1
2
, (4.22)
and ∀1 ≤ s ≤ N − 2T ,
N∑
`=1
R` +
2T
s
N∑
`=2T+s+1
R` ≥ 12 log
1
D0
+
T
s
log
1
DT
− 2T + s
s
. (4.23)
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We assume that an empty sum is zero. This means, when s = N−2T , the left hand side of
Inq. (4.23) is
∑N
`=1 R`. Without loss of generality, we assume {R`}`∈[N] is non-increasing
for the following subsections in Section 4.4.
4.4.1 Important Lemmas
Let ( f`, ` ∈ [N], g) be a code for the problem such that:
D0( f`, ` ∈ [N], g) ≤ D0;
DT ( f`, ` ∈ [N], g) ≤ DT .
Let C` denote the `th packet. Then the following two lemmas hold.
Lemma 15 The following inequality holds:
1
n
h(Xn|C`, ` ∈ [N]) ≤ 12 log(2pieD0).
Proof: This lemma is an immediate result of the Rate-Distortion Theory and the Rate-
Distortion function for Gaussian source [10, Theorem 10.2.1, 10.3.2].
Lemma 16 Let W ∼ N(0, σ2) be a Gaussian random variable independent of X and
{C`}`∈[N]. For any A ⊂ [N], |A| = N − 2T, the following inequality holds:
1
n
h(Xn + Wn|CA) ≤ 12 log(2pie(2DT + 2σ
2)). (4.24)
Proof: See appendix for the proof.
Lemma 17 (Entropy Power Inequality) IfX and Y are independent random n-vectors
with densities, then
2
2
n h(X+Y ) ≥ 2 2n h(X) + 2 2n h(Y ).
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Lemma 18 Xn, X˜n and Yn are random n-vectors. X˜n and Yn are independent Gaussian
vectors. Xn and Yn are independent. If h(Xn + Yn) − h(Xn) = h(X˜n + Yn) − h(X˜n), then
h(Xn) ≥ h(X˜n).
Proof: Using Lemma 17, we have:
2
2
n h(X˜
n) + 2
2
n h(Y
n) = 2
2
n h(X˜
n+Yn)
= 2
2
n h(X
n+Yn) · 2 2n (h(X˜n)−h(Xn))
≥ (2 2n h(Xn) + 2 2n h(Yn)) · 2 2n (h(X˜n)−h(Xn))
= 2
2
n h(X˜
n) + 2
2
n h(Y
n) · 2 2n (h(X˜n)−h(Xn)).
Hence, 1 ≥ 2 2n (h(X˜n)−h(Xn)), indicating that h(Xn) ≥ h(X˜n).
The following two lemmas are the keys to prove Inq. (4.23).
Lemma 19 Let X be a Gaussian random variable with variance σ2x. Let Z be an ar-
bitrary discrete random variable. Let Ya = X + Wa where Wa is a Gaussian random
variable independent of both X and Z, with variance σ2a. Let Da = σ
2
a. If Z, X
n and Yna
form a Markov chain in that order (Z → Xn → Yna ) and
1
n
h(Xn|Z) ≤ 1
2
log(2pieD˜),
then we have:
I(Z; Xn) − I(Z; Yna ) ≥
n
2
log
σ2x(D˜ + Da)
D˜(σ2x + Da)
.
Proof: See appendix for the proof.
Lemma 20 Let X denote the source, X ∼ N(0, 1). Let Z be an arbitrary discrete ran-
dom variable. Let Yb = X + Wb, Ya = X + Wa + Wb where Wa and Wb are mutually inde-
pendent Gaussian random variables and are both independent of X and Z, with variance
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σ2a and σ
2
b respectively. Let Da = σ
2
a + σ
2
b, Db = σ
2
b. If
1
nh(X
n + Wnb |Z) ≤ 12 log(2pieD˜),
then we have:
I(Z; Ynb ) − I(Z; Yna ) ≥
n
2
log
(1 + Db)(D˜ + Da − Db)
D˜(1 + Da)
.
Proof: Treat Yb as X in Lemma 19. Yb is a Gaussian random variable with variance
1 + Db. Moreover, Z, Ynb and Y
n
a form a Markov chain in that order by construction.
Lemma 20 can be viewed as a corollary of Lemma 19.
4.4.2 Proof of Inq. (4.22)
For anyR ∈ R(D0,DT ) and any  > 0, there exists a code ( f`, ` ∈ [N], g) such that:
D0( f`, ` ∈ [N], g) ≤ D0 + ,
DT ( f`, ` ∈ [N], g) ≤ DT + ,
and
n(R` + ) ≥ H(C`),
where n is the blocklength of the code. Using Lemma 16 and setting σ = 0, for any
A ⊂ [N], |A| = N − 2T , we have
1
n
h(Xn|CA) ≤ 12 log(4pie(DT + )). (4.25)
This indicates that∑
`∈A
(R` + ) ≥ 1n
∑
`∈A
H(C`)
≥ 1
n
H(CA) ≥ 1n I(X
n; CA)
=
1
n
h(Xn) − 1
n
h(Xn|CA) = 12 log(2pie) −
1
n
h(Xn|CA)
≥ 1
2
log(2pie) − 1
2
log(4pie(DT + )) =
1
2
log
1
DT + 
− 1
2
.
Let A = {2T + 1, ...,N} and  → 0 and it completes the proof.
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4.4.3 Proof of Inq. (4.23)
The proof is similar to the proof of Theorem 1 in [44]. We first quote a few definitions
and results from [44]. Let v be a vector in {0, 1}N and denote the ith component of v by
vi. Let Gv B {i : vi = 1}. Let |v| be the Hamming weight of v. For 1 ≤ α ≤ N, define:
ΩαN = {v ∈ {0, 1}N , |v| = α}.
Let u and v be two vectors in<N . Define u ≥ v iff ui ≥ vi for 1 ≤ i ≤ N. For any
A = (A1, ..., AN) ≥ 0, a mapping cα : ΩαN →<+ satisfying the following properties:
cα(v) ≥ 0, ∀v ∈ ΩαN ,
and ∑
v∈ΩαN
cα(v)v ≤ A
is called an α-resolution forA and it will be abbreviated as {cα(v)} or simply as cα when
there is no ambiguity.
Define a function fα : (<+)N →<+ for 1 ≤ α ≤ N by
fα(A) = max
∑
v∈ΩαN
cα(v),
where the maximum is taken over all α-resolutions ofA. If {cα(v)} achieves fα(A), then
it is called an optimal α-resolution forA or simply α-optimal forA.
Definition 9 For 2 ≤ α ≤ N, let cα and cα−1 be an α-optimal resolution and (α − 1)-
optimal resolution forA respectively. Then cα−1 covers cα, denoted by cα−1  cα, if∑
u∈Ωα−1N
cα−1(u)H(C`, ` ∈ Gu) ≥
∑
v∈ΩαN
cα(v)H(C`, ` ∈ Gv)
for any N jointly distributed discrete random variables C1,...,CN .
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The following lemma is Theorem 3 in [44] and is crucial for us to derive the outer bound.
Lemma 21 For any A ≥ 0, there exist cα for 1 ≤ α ≤ N, where cα is α-optimal for A
and c1  c2  ...  cN .
We consider the following distribution:
Yα = X +
N−1∑
i=α
Wi, α ∈ [N],
where Wi ∼ N(0, σ2i ) are mutually independent and independent of X and {C`}`∈[N]. Let
Zα denote
∑N−1
i=α Wi. Let dα denote the variance of Zα. Here, YN = X and dN = 0. For any
s ∈ [N − 2T ], let
As = (1, ..., 1︸ ︷︷ ︸
2T+s
, 1 + 2T/s, ..., 1 + 2T/s︸                      ︷︷                      ︸
N−2T−s
).
Let c1, c2, ..., cN be a set of α-resolution forAs as defined in Lemma 21 (cα is α-optimal
and c1  ...  cN). For any R ∈ R(D0,DT ) and any  > 0, there exists a code ( f`, ` ∈
[N], g) such that:
D0( f`, ` ∈ [N], g) ≤ D0 + ,
DT ( f`, ` ∈ [N], g) ≤ DT + ,
and
n(R` + ) > H(C`), ∀` ∈ [N],
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where n is the blocklength of the code. Let  = (, ..., ) ∈ (<+)N , then:
nAs(R + )T ≥ n

∑
v∈Ω1N
c1(v)v
 (R + )T
= n
∑
Gv :|v|=1
c1(v)
∑
`∈Gv
(R` + )

≥
∑
Gv :|v|=1
c1(v)H(C`, ` ∈ Gv)
=
N−1∑
α=1
 ∑
Gv :|v|=α
cα(v)H(C`, ` ∈ Gv) −
∑
Gv :|v|=α+1
cα+1(v)H(C`, ` ∈ Gv)

+
∑
Gv :|v|=N
cN(v)H(C`, ` ∈ Gv),
where the last equation is obtained by adding and subtracting the same terms. Using the
conditional version of the covering property of the given sequence c1, .., cN , we have:∑
Gv :|v|=α
cα(v)H(C`, ` ∈ Gv |Ynα) −
∑
Gv :|v|=α+1
cα+1(v)H(C`, ` ∈ Gv |Ynα) ≥ 0.
Thus, we can get Inq. (4.26).
nAs(R + )T
≥
N−1∑
α=1
 ∑
Gv :|v|=α
cα(v)H(C`, ` ∈ Gv) −
∑
Gv :|v|=α+1
cα+1(v)H(C`, ` ∈ Gv)

+
∑
Gv :|v|=N
cN(v)H(C`, ` ∈ Gv)
−
N−1∑
α=1
 ∑
Gv :|v|=α
cα(v)H(C`, ` ∈ Gv |Ynα) −
∑
Gv :|v|=α+1
cα+1(v)H(C`, ` ∈ Gv |Ynα)

=
N−1∑
α=2
∑
Gv :|v|=α
cα(v)(I(C`, ` ∈ Gv; Ynα) − I(C`, ` ∈ Gv; Ynα−1))
+
∑
Gv :|v|=1
c1(v)I(C`, ` ∈ Gv; Yn1 ) +
∑
Gv :|v|=N
cN(v)(H(C`, ` ∈ Gv) − I(C`, ` ∈ Gv; YnN−1))
≥
N∑
α=1
fα(As) min
v∈ΩαN
{I(C`, ` ∈ Gv; Ynα) − I(C`, ` ∈ Gv; Ynα−1)}. (4.26)
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For Inq. (4.26), we let Yn0 denote a constant random variable. We let
dα =

∞, 0 ≤ α ≤ N − 2T − 1
DT , N − 2T ≤ α ≤ N − 1
0, α = N.
Then for α , N − 2T or N, for any v ∈ ΩαN ,
I(C`, ` ∈ Gv; Ynα) − I(C`, ` ∈ Gv; Ynα−1) = 0.
For α = N, ΩNN = {(1, ..., 1︸ ︷︷ ︸
N
)}. Lemma 15 gives
1
n
h(Xn|C`, ` ∈ [N]) ≤ 12 log(2pie(D0 + )).
Substituting into Lemma 19,
I(C`, ` ∈ [N]; Xn) − I(C`, ` ∈ [N]; YnN−1) ≥
n
2
log
(D0 + DT + )
(D0 + )(1 + DT )
>
n
2
log
DT
(D0 + )(1 + DT )
.
For α = N − 2T , from Lemma 16 we know that for any v ∈ ΩN−2TN ,
1
n
h(YnN−2T |C`, ` ∈ Gv) ≤
1
2
log(2pie(2DT + 2 + 2dN−2T )) =
1
2
log(2pie · (4DT + 2)).
Substituting into Lemma 20,
I(C`, ` ∈ Gv; Ynα) − I(C`, ` ∈ Gv; Ynα−1) ≥
n
2
log
1 + DT
4DT + 2
.
For α = N − 2T , it is not difficult to verify that for v ∈ ΩN−2TN ,
c˜N−2T (v) =

(s+2T )/s(
s + 2T
s
) , vN−2T−s+1 = ... = vN = 1;
0, otherwise.
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is an N − 2T -resolution ofAs. By definition,
fN−2T (As) ≥
∑
v∈ΩN−2TN
c˜N−2T (v) =
s + 2T
s
.
Moreover, it is not difficult to compute that
fN(As) = 1.
Substituting these into Inq. (4.26), we have:
As(R + )T
≥ s + 2T
2s
log
1 + DT
4DT + 2
+
1
2
log
DT
1 + DT
+
1
2
log
1
D0 + 
=
1
2
log
1
D0 + 
+
T
s
log
1 + DT
4DT + 2
+
1
2
log
DT
4DT + 2
>
1
2
log
1
D0 + 
+
T
s
log
1
4DT + 2
+
1
2
log
DT
4DT + 2
.
Let → 0 and it completes the proof:
AsR
T ≥ 1
2
log
1
D0
+
T
s
log
1
DT
− 2T + s
s
.
4.5 Relationship Between Outer and Inner Bounds
We now have both an inner and an outer bound for R(D0,DT ):
Rin(D0,DT ) ⊆ R(D0,DT ) ⊆ Rout(D0,DT ).
The problem is whether the gap between Rin(D0,DT ) and Rout(D0,DT ) is small. Theorem
6 states that the gap is bounded above by 4. We next prove this theorem.
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4.5.1 Another Expression for Rin(D0,DT )
Rin(D0,DT ) is characterized by {Ra,`} and {Rb,`}. The next lemma gives an inner bound
of R(D0,DT ) with a different expression.
Definition 10 Let W,w1, ...,wK be K + 1 non-negative real numbers such that
∑K
i=1 wi ≥
W. Call {ai}i∈[K] eligible for (W,wi, i ∈ [K]) if it satisfies:
0 ≤ ai ≤ wi, ∀i ∈ [K]∑K
i=1 ai = W
.
Define
G(K,W,wi, i ∈ [K]) B min
eligible{ai}i∈[K]
max {ai}i∈[K] .
A solution {ai}i∈[K] achieving the min max is called an optimal solution for (W,wi, i ∈
[K]).
Lemma 22 Let R′in(D0,DT ) denote the set of (R1, ...,RN) satisfying:
N∑
`=2T+1
R˜` ≥ 12 log
1
D′T
;
N∑
`=1
R˜` ≥ 12 log
1
D0
+
2T · G(N − 2T, 1
2
log
1
D′T
, R˜2T+1, ..., R˜N);
R` ≥ 0, ∀` ∈ [N],
where {R˜1, ..., R˜N} is a permutation of {R1, ...,RN} such that R˜1 ≥ ... ≥ R˜N . Then
R′in(D0,DT ) = Rin(D0,DT ) = cl(R
ab(D0,DT )).
Proof: See Appendix for the proof.
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We next solve G(N − 2T, 12 log 1D′T , R˜2T+1, ..., R˜N). ∀(R`, ` ∈ [N]) ∈ R
′
in(D0,DT ), we
have:
N∑
`=2T+1
R˜` ≥ 12 log
1
D′T
.
Thus the solution set of the following
∑N−2T
i=1 ai =
1
2 log
1
D′T
ai ≤ R˜2T+i, ∀i ∈ [N − 2T ]
is non-empty. It is not difficult to check that an optimal solution {ai}i∈[K] for
( 12 log
1
D′T
, R˜2T+1, ..., R˜N) has the following property: there exists an integer s (1 ≤ s ≤
N − 2T ), such that:
ai =

a, 1 ≤ i ≤ s;
R˜2T+i, s + 1 ≤ i ≤ N − 2T.
Then,
G(N − 2T, 1
2
log
1
D′T
, R˜2T+1, ..., R˜N)
=

1
s
(
1
2 log
1
D′T
−∑N`=2T+1+s R˜`) ,
1 ≤ s ≤ N − 2T − 1;
1
2(N−2T ) log
1
D′T
, s = N − 2T.
(4.27)
4.5.2 Proof of Theorem 6
Define
ROrderout (D0,DT ) B{(R`, ` ∈ [N])|(R`, ` ∈ [N]) ∈ Rout(D0,DT ),R1 ≥ R2 ≥ ... ≥ RN};
ROrderin (D0,DT ) B{(R`, ` ∈ [N])|(R`, ` ∈ [N]) ∈ Rin(D0,DT ),R1 ≥ R2 ≥ ... ≥ RN}.
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Then ROrderout (D0,DT ) denotes the set of (R1, ...,RN) satisfying:
R1 ≥ R2 · · · ≥ RN ≥ 0;
N∑
`=2T+1
R` ≥ 12 log
1
DT
− 1
2
;
N∑
`=1
R` +
2T
s
N∑
`=2T+s+1
R` ≥ 12 log
1
D0
+
T
s
log
1
DT
− 2T + s
s
, ∀1 ≤ s ≤ N − 2T.
By Lemma 22, ROrderin (D0,DT ) denotes the set of (R1, ...,RN) satisfying:
R1 ≥ R2 · · · ≥ RN ≥ 0;
N∑
`=2T+1
R` ≥ 12 log
1
D′T
;
N∑
`=1
R` ≥ 12 log
1
D0
+ 2T · G(N − 2T, 1
2
log
1
D′T
,R2T+1, ...,RN),
where D′T satisfies
√
D′T +
√
D′T − D0 =
√
DT . It is sufficient to prove that
ROrderout (D0,DT ) ⊆ ROrderin (D0,DT ) + 4. We will show that
∀R = (R1, ...,RN) ∈ ROrderout (D0,DT ),
we can findR′ = (R′1, ...,R
′
N) ∈ ROrderin (D0,DT ) s.t. R′ ≥ R and
R′` − R` ≤ 4, ∀` ∈ [N].
Step 1: If
∑N
`=2T+1 R` <
1
2 log
1
D′T
, let
λ1 =
1
N − 2T
12 log 1D′T −
N∑
`=2T+1
R`

and letR′′ = (R′′1 , ...,R
′′
N), where
R′′` =

R` + λ1, 2T + 1 ≤ ` ≤ N;
max{R`,R2T+1 + λ1}, 1 ≤ ` ≤ 2T.
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Else, letR′′ = R.
Step 2: If R′′ is in ROrderin (D0,DT ), let R
′ = R′′. Else, suppose that for some s0 ∈
[N − 2T ],
G(N − 2T, 1
2
log
1
D′T
,R′′2T+1, ...,R
′′
N) =
1
s0
12 log 1D′T −
N∑
`=2T+1+s0
R′′`
 .
Let λ2 satisfy:
2T∑
`=1
(R′′` + λ2) +
2T+s0∑
`=2T+1
R′′` +
s0 + 2T
s0
N∑
`=2T+s0+1
R′′` =
1
2
log
1
D0
+
T
s0
log
1
D′T
. (4.28)
Then letR′ = (R′1, ...,R
′
N) where
R′` =

R′′` + λ2, 1 ≤ ` ≤ 2T ;
R′′` , 2T + 1 ≤ ` ≤ N.
ThenR′ satisfies:
∑N
`=1 R
′
` =
1
2 log
1
D0
+2T ·G(N−2T, 12 log 1D′T ,R
′
2T+1, ...,R
′
N). We obtain
R′ ∈ Rorderin (D0,DT ).
We next bound λ1 and λ2. Since 4D′T − 2D0 = 2D′T + 2(D′T − D0) ≥ (
√
D′T +√
D′T − D0)2 = DT , we have:
D′T ≥
1
4
(DT + 2D0).
Thus,
λ1 =
1
N − 2T
12 log 1D′T −
N∑
`=2T+1
R`

≤ 1
N − 2T
12 log 1D′T − 12 log 1DT + 12

≤ 1
N − 2T
(
1
2
log
4
DT
− 1
2
log
1
DT
+
1
2
)
=
3
2(N − 2T ) ≤
3
2
.
WhenR′′ ∈ Rorderin , λ2 = 0. Otherwise, sinceR ∈ ROrderout (D0,DT ), we have
2T+s0∑
`=1
R` +
s0 + 2T
s0
N∑
`=2T+s0+1
R` ≥ 12 log
1
D0
+
T
s0
log
1
DT
− 2T + s0
s0
.
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SinceR′′ ≥ R by construction, the above inequality gives:
2T+s0∑
`=1
R′′` +
s0 + 2T
s0
N∑
`=2T+s0+1
R′′` ≥
1
2
log
1
D0
+
T
s0
log
1
DT
− 2T + s0
s0
. (4.29)
Combining Eq. (4.28) and Inq. (4.29), we have,
λ2 =
1
2T
12 log 1D0 + Ts0 log 1D′T −
2T+s0∑
`=1
R′′` −
s0 + 2T
s0
N∑
`=2T+s0+1
R′′`

≤ 1
2T
(
T
s0
log
4
DT + 2D0
− T
s0
log
1
DT
+
2T + s0
s0
)
≤ 4T + s0
2s0T
≤ 5
2
.
Thus, for any ` ∈ [N],
0 ≤ R′` − R` ≤ λ1 + λ2 ≤ 4.
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CHAPTER 5
P2P VPEC
5.1 Main Results for P2P VPEC Problem
5.1.1 Achievability
We use X d= Y to denote that X and Y have the same probability distribution. For any
arbitrary random variables X, Y and Z, we use the notation X → Y → Z to denote that
X, Y and Z form a Markov chain in that order.
Theorem 7 If there exists a triple of variables (U,Y, X) ∈ U × Xˆ × X (U is finite) with
joint probability distribution PUYX satisfying the following conditions:
1. U → Y → X;
2. PX = P;
3. E[d(X,Y)] ≤ D0;
4. R ≥ I(X; Y);
5. For any random variable Z ∈ X satisfying:
Z d= X;
I(U; X) ≥ I(U; Z);
I(X; Y) ≥ I(U; Z) + I(Z; Y |U),
we have E[d(Z,Y)] ≤ D1
then (R,D0,D1) is achievable.
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Theorem 8 If there exists a pair of random variables (Y, X) ∈ Xˆ × X with joint proba-
bility distribution PYX satisfying the following four conditions:
1. PX = P;
2. E[d(X,Y)] ≤ D0;
3. R ≥ I(X; Y);
4. For any random variable Z ∈ X satisfying:
Z d= X;
I(X; Y) ≥ I(Z; Y),
we have E[d(Z,Y)] ≤ D1,
then (R,D0,D1) is achievable.
Remark: Theorem 8 can be viewed as a special case of Theorem 7 with U ≡ 1.
5.1.2 Optimality
We adopt the notations in [22] with slight modifications. We assume that all the random
variables in this section have finite range. Let X ∈ X, Y ∈ Y, and Z ∈ Z be jointly
distributed random variables. Denote by P, Q and R their respective distributions, and
set
V(a|b) := P(X = a|Y = b); V ′(a|b) := P(Y = a|X = b);
W(c|b) := P(Z = c|Y = b); W ′(c|b) := P(Y = c|Z = b).
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Let {(Xi,Yi,Zi)}∞i=1 be i.i.d. random variables such that the distribution of (Xi,Yi,Zi)
coincides with that of (X,Y,Z). Let X˜n, Y˜n and Z˜n be random variables taking values in
Xn, Yn andZn, respectively, and let U ∈ U be an arbitrary discrete random variable.
Definition 11 We write (U, Y˜n, X˜n, Z˜n) ∈ PnV,W if (U, Y˜n, X˜n, Z˜n) is a quadruple of ran-
dom variables such that:
U → Y˜n → (X˜n, Z˜n);
PX˜n |Y˜n = V
n;
PZ˜n |Y˜n = W
n.
We also write (Y˜n, X˜n, Z˜n) ∈PnV,W for a triple of random variables (Y˜n, X˜n, Z˜n) such that
PX˜n |Y˜n = V
n;
PZ˜n |Y˜n = W
n.
We omit the superscript n if n = 1. We may omit the subscript V,W when there is no
ambiguity.
Definition 12 We write (U, Y˜n, X˜n, Z˜n) ∈ PnV,W(Q) if (U, Y˜n, X˜n, Z˜n) ∈ PnV,W and PY˜n =
Qn. We also write (Y˜n, X˜n, Z˜n) ∈ PnV,W(Q) if (Y˜n, X˜n, Z˜n) ∈ PnV,W and PY˜n = Qn. Again,
we omit the superscript n if n = 1. We may omit the subscript V,W when there is no
ambiguity.
For our communication scenario, we always let X = Z, Y = Xˆ. Fix the distribution
for X (denoted by P). Recall that we always use V to denote the stochastic matrix
describing the conditional conditional distribution of X given Y and use V ′ to denote the
stochastic matrix describing the conditional conditional distribution of Y given X. W
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and W ′ are defined analogously. For convenience, we write
d(V,Q) = d(P,V ′) =
∑
x∈X
∑
y∈Y
Q(y)V(x|y)d(x, y)
d(W,Q) = d(R,W ′) =
∑
z∈X
∑
y∈Y
Q(y)W(z|y)d(z, y).
We also let I(P,V ′) = I(V,Q) denote the mutual information between the random vari-
ables (X,Y) on X × Y with probability mass function (pmf) PXY(x, y) = P(x)V ′(y|x) =
Q(y)V(x|y). I(R,W ′) and I(W,Q) are defined analogously. Moreover, we use Q · V to
denote a pmf on X defined by
Q · V(x) =
∑
y∈Y
Q(y)V(x|y).
Definition 13 For any distributions P, Q and distortions D0, D1, define
S (P,Q,D0) = {V : Q · V = P; d(V,Q) ≤ D0}, (5.1)
and
S (P,Q,D0,D1) = {V : V ∈ S (P,Q,D0);
∀W, s.t. 1)Q ·W = P, 2)I(U; Z) ≤ I(U; X),
for all (U,Y, X,Z) ∈PV,W(Q), |U| ≤ |Y| + 2,
we have d(W,Q) ≤ D1}. (5.2)
where | · | denotes the cardinality of a set and FU |Y ranges over all stochastic matrices
from Y toU.
Definition 14 For any distributions P, Q and distortions D0, D1, define
R(P,Q,D0,D1) = inf
V∈S (P,Q,D0,D1)
I(V,Q). (5.3)
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WhenS (P,Q,D0,D1) = ∅ , set R(P,Q,D0,D1) = +∞. Let
G = {(P,D0,D1,R) : ∃Q,V ∈ S (P,Q,D0,D1), s.t. R ≥ I(V,Q)},
and let G¯ = cl(G ) denote the closure of G . Define
R(P,D0,D1) = min
R:(P,D0,D1,R)∈G¯
R. (5.4)
The following theorem gives an outer bound of the achievable region.
Theorem 9 Given a distribution P on X, if (R,D0,D1) is achievable, then:
R ≥ R(P,D0,D1).
5.2 Notations
Before we start to prove the main results, we first introduce some notations that is useful
in the proof.
We use capital letters to denote random variables and we use lower case letters to
denote their realizations. We use log to denote the binary logarithm. We also use H(P)
to denote the entropy of the random variable X with distribution P and use H2(p) to
denote the entropy of a Bernoulli(p) random variable.
For any distribution Q and conditional distribution V , let H(V |Q) denote the condi-
tional entropy H(X|Y) of random variables X and Y such that Y has distribution Q and
V describes the conditional distribution of X given Y .
We adopt the definitions of strong typicality of sequences [10, Ch. 10] [23].
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Definition 15 A sequence xn ∈ Xn is said to be δ-strongly typical with respect to a
distribution PX(x) on X if:
1. For all a ∈ X with PX(a) > 0, we have∣∣∣∣∣∣1nN(a|xn) − PX(a)
∣∣∣∣∣∣ < δ|X| .
2. For all a ∈ X with PX(a) = 0, N(a|xn) = 0.
Here N(a|xn) is the number of occurrences of the symbol a in the sequence xn. The set
of sequences xn ∈ Xn such that xn is δ-strongly typical is called the strongly typical set
and is denoted T (n,δ)(PX).
Let {rn}∞n=1 be a sequence of natural numbers such that rn ·n−1 → 0, and rn ·n−1/2 → ∞
as n→ ∞. Define
T n(PX) := T (n,|X|rn/n)(PX).
We fix such a sequence throughout the rest of the paper.
The type of xn ∈ Xn is a pmf Pxn on X where Pxn(a) is the relative frequency of the
symbol a (a ∈ X) in xn. For convenience, we use Qyn to denote the type of yn ∈ Yn and
use Rzn to denote the type of zn ∈ Zn. For any distribution P on X, we use T¯ n(P) to
denote the set of sequences of type P in Xn. A distribution P on X is called a type of
sequences in Xn if T¯ n(P) , ∅.
We also adopt Definition 2.4, 2.9 and 2.11 in [11].
Definition 16 We say that xn ∈ Xn has conditional type V given yn ∈ Yn if
N(a, b|xn, yn) = N(b|yn)V(a|b).
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For any given yn and stochastic matrix V : X → Y, the set of sequences xn ∈ Xn having
conditional type V given yn will be called the V-shell of yn, denoted by TV(yn).
REMARK: The conditional type of xn given yn is not uniquely determined if some
b ∈ Y do not occur in yn. Still, the set TV(yn) containing xn is unique. Moreover, if V1
and V2 are both conditional type of xn given yn, then H(V1|Qyn) = H(V2|Qyn). For any
xn ∈ Xn and yn ∈ Yn, we use Fxn |yn : Y → X to denote any one of the stochastic matrix
such that
xn ∈ TFxn |yn (yn).
The choice of Fxn |yn will not affect H(Fxn |yn |Qyn)
Definition 17 For a stochastic matrix V : Y → X, a sequence xn ∈ Xn is V-typical
under the condition yn ∈ Yn with constant δ if∣∣∣∣∣∣1nN(a, b|xn, yn) − 1nN(b|yn)V(a|b)
∣∣∣∣∣∣ ≤ δ, ∀a ∈ X, b ∈ Y,
in addition, N(a, b|xn, yn) = 0 whenever V(a|b) = 0. The set of such sequences xn will be
denoted as T[V]δ(y
n).
Definition 18 Recall the sequence {rn}∞n=1 defined in Definition 15. Define T[V](yn) :=
T[V]rn/n(y
n). For any setB ⊆ Yn, define T[V](B) = ⋃yn∈B T[V](yn).
It is useful to recall three distance measures for pmf’s on X. The Kullback-Leibler
(K-L) divergence between the pmf’s P1 and P2 on X is defined as:
D(P1||P2) =
∑
a∈X
P1(a) log
P1(a)
P2(a)
.
The variational distance between P1 and P2 is defined as:
||P1 − P2|| =
∑
a∈X
|P1(a) − P2(a)|.
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The Kolmogorov distance between P1 and P2 is defined as:
||P1 − P2||∞ = max
a∈X
|P1(a) − P2(a)|.
Both the variational distance and the Kolmogorov distance satisfy the Triangle Inequal-
ity.
We also adopt the following notation in [23] which is similar to K-L divergence. For
random variables X1 and X2 (Xi ∈ X) with distributions P1 and P2, respectively, define
HP1(P2) = HX1(X2) :=
∑
x∈X
P2(x) log P1(x)P2(x)
For any random variables X,Y and a distribution P¯ on X, define
HP¯(X|Y) :=
∑
y∈Y
PY(y) ·
∑
x∈X
PX|Y(x|y) log P¯(x)PX|Y(x|y) .
Finally, we introduce some topology prerequisites. For any finite set X, let S be the
set of distributions on X. S is convex. We can obtain a metric space (S, d) by supplying
S with a distance function d as follows (see Definition 7.1.1 in [27]):
d(P1,P2) = ||P1 − P2||∞.
For any function f : S → <, we always assume that the underlying metric spaces are
(S, d) and the Euclidean space. f is continuous at Q ∈ S, if and only if for any  > 0,
there exists a δ > 0 such that for any Q′ with ||Q′−Q||∞ ≤ δ, we have: | f (Q′)− f (Q)| ≤ .
The function f is continuous on S if it is continuous at each point of S. (see Definition
7.1.6 in [27]).
Similarly, for any finite sets X and Y, let S be the set of all stochastic matrices from
Y to X. For any two stochastic matrices V,W : Y → X, we let:
d(V,W) = ||V −W ||∞ := max
a∈X,b∈Y
|V(a|b) −W(a|b)|.
Then, by supplying S with distance d, we can obtain a metric space (S, d). Similarly,
we always assume the underlying metric space is (S, d).
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5.3 Proof of Theorem 7
Consider the following coding scheme for any distribution PUYZ without the restriction
U → Y → X.
1. Generation of codebook: Generate 2bnR1c sequences{
Un(1), ...,Un(2bnR1c)
}
,
drawn i.i.d. according to P′Un defined as follows:
P′Un(u
n) =

0, un < T (n,δ/2)(PU)
PnU(u
n) · 1PnU (T (n,δ/2)(PU )) , otherise.
Here PnU(u
n) =
∏n
i=1 PU(ui). Then for each U
n(i), define
T (Un(i)) =
{
yn : (Un(i), yn) ∈ T (n,δ)(PUY)
}
.
Generate 2bnR2c sequences {
Yn(i, 1), ...,Yn(i, 2bnR2c)
}
,
drawn i.i.d. according to the conditional distribution P′Yn |Un(·|Un = Un(i)) defined
as follows:
P′Yn |Un(y
n|Un = Un(i)) =

0, yn < T (Un(i))
PYn |Un(yn|Un(i)) · 1PYn |Un (T (Un(i))|Un(i)) , othewise.
Here PYn |Un(yn|un) = ∏nj=1 PY |U(y j|u j). Let
C(n) =
⋃
i∈2bnR1c,
j∈2bnR2c
{
(Un(i),Yn(i, j))
}
denote the random codebook. (If T (Un(i)) is an empty set, then we let Yn(i, j) = ~0
for all j.)
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2. Encoding: Encode Xn by (i(Xn), j(Xn)) = (i, j) if there exists a pair such that
(Un(i),Yn(i, j), Xn) ∈ T (n,δ)(PUYX).
If there is more than one such pair, send the pair with the least i; if there are more
than one such pair with the least i, send the pair with the least j. If there is no such
pair, let i = j = 0. We can use an integer in
[
0, 2bnR1c+bnR2c
]
to represent (i, j). For
convenience, we write (i, j) to denote its integer representation.
3. Decoding: If (i, j) = (0, 0), reproduce the n-sequence with all a’s: (a, ..., a), where
a is some arbitrary letter of the reconstruction alphabet. Else, reproduce Yn(i, j).
It is worth noting that for any un ∈ T (n,δ/2)(PU) and yn ∈ T (un), we always have:
PnU(u
n) ≤ P′Un(un) (5.5)
PYn |Un(yn|un) ≤ P′Yn |Un(yn|un). (5.6)
We next calculate the distortion. Fix a distribution PUYX (U → Y → X) and rates
R1, R2. Any arbitrary coefficients n, δ along with a codebook C gives a specific coding
scheme. For any C, n, δ, let
E1(n, δ) =
{
xn : ∀un ∈ Un, yn ∈ Yn, (un, yn, xn) < T (n,δ)(PUYX)
}
;
E2(C, n, δ) = {xn : xn < E1(n, δ);
∀(i, j) ∈
[
2bnR1c
]
×
[
2bnR2c
]
, (un(i), yn(i, j), xn) < T (n,δ)(PUYX)}.
Let E0(C, n, δ) = E1(n, δ) ∪ E2(C, n, δ) denote the encoding error event.
The following lemma is useful and is proved in Appendix.
Lemma 23 Fix a distribution PUYX. Let P denote PX. Let R1,R2 ∈ <+ be the rates in
the above coding scheme.
90
1. If R1 > I(U; X), R1 +R2 > I(U; X)+ I(X; Y |U), then for all sufficiently small δ > 0,
lim
n→∞ EC(n)[P
n(E0(C(n), n, δ))] = 0.
2. Let C > 1 be an arbitrary fixed constant. For any (n, δ), we let δ∗ = Cδ. For any
distribution P∗UYX satisfying P
∗
UY = PUY and P
∗
X = PX, let (U
∗,Y∗, X∗) be a triple
of random variables with distribution P∗UYX. Let
T (n,δ∗)(P∗UYX) =
{
(un, yn, xn) : ||Pun,yn,xn − P∗UYX ||∞ ≤
δ∗
|U||Y||X| ;
N(a, b|un, yn) = 0,∀(a, b) ∈ U × Y, P∗UY(a, b) = 0}.
Define:
E∗1(n, δ) = {xn : xn < T (n,δ
∗)(PX)};
E∗2(C, n, δ, P∗UYX) =
{
xn : xn < E∗1(n, δ);
∀(i, j) ∈
[
2bnR1c
]
×
[
2bnR2c
]
, (un(i), yn(i, j), xn) < T (n,δ∗)(P∗UYX)
}
.
and let
E∗0(C, n, δ, P∗UYX) = E∗1(n, δ) ∪ E∗2(C, n, δ, P∗UYX).
Observe that
E∗c0 (C, n, δ, P∗UYX) =
{
xn : ∃(i, j) ∈
[
2bnR1c
]
×
[
2bnR2c
]
s.t. (un(i), yn(i, j), xn) ∈ T (n,δ∗)(P∗UYX)}.
Then, there exists a ξ(δ, P∗UYX), such that for any δ > 0, if
lim sup
n→∞
EC(n)[Pn(E∗c0 (C(n), n, δ, P∗UYZ))] > 0,
then we have: R1 ≥ I(U∗; X∗) − ξ(δ, P∗UYZ), R1 + R2 ≥ I(U∗; X∗) + I(X∗; Y∗|U∗) −
ξ(δ, P∗UYZ). Moreover, if {(δk, P(k)UYX)} is a sequence satisfying:
P(k)UY = PUY , P
(k)
X = PX,
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and
lim
k→∞
δk = 0, lim
k→∞
P(k)UYX = P
∗
UYX,
then
lim
k→∞
ξ(δk, P
(k)
UYX) = 0.
From now on, we set R1 = I(U; X) + δ, R2 = I(X; Y |U) + δ. Then, R1 and R2 are
determined by distribution PUYX and δ. Thus, for a fixed distribution PUYX, any arbitrary
coefficients n, δ along with a codebook C gives a specific coding scheme. For any source
message Xn, let Xˆn(C, n, δ) denote the reconstruction of the decoder under that coding
scheme; let X˜n(C) = g(i˜(Xn), j˜(Xn)) denote the reconstruction under the most powerful
adversarial attack:
d(xn, x˜n(C)) ≡ max
(i, j)∈(0,0)∪
[
2bnR1c
]
×
[
2bnR2c
] d(xn, g(i, j)),
where g denotes the corresponding decoding function. We next prove Theorem 7 by
showing that for any  > 0, we can use PUYX with U → Y → X to construct a code with
coefficients (n , δ) and a specific codebook C such that both the rate constraint and Inq.
(2.5), (2.6) are satisfied.
For any specific codebook C, let
A0(C, n, δ) = {xn : d(xn, xˆn(C, n, δ)) > D0 + };
A1(C) = {xn : d(xn, x˜n(C)) > D1 + }.
(Here A1(C) is only determined by C.) Then we have
lim
δ→0
lim
n→∞ EC(n)[P
n(A0(C(n), n, δ))] = 0; (5.7)
lim
δ→0
lim
n→∞ EC(n)[P
n(A1(C(n)))] = 0. (5.8)
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Eq. (5.7) follows from Lemma 23 Part 1). Eq. (5.8) is proved in Appendix. Now, for
each (n, δ), we let C(n,δ) be the codebook that minimize
Pn(A0(C, n, δ)) + Pn(A1(C)).
By Eq. (5.7) and Eq. (5.8), we have:
lim
δ→0
lim
n→∞ EC(n)
[Pn(A0(C(n, δ), n, δ)) + Pn(A1(C(n, δ)))] = 0.
Thus, we can find n , δ satisfying 2δ + 1/n <  and a codebook C = C(n ,δ ) such that:
Pn (A0(C(n ,δ ), n , δ)) < ;
Pn (A1(C(n ,δ ))) < ,
and
Rn =
1
n
(bnR1c + bnR2c + 1) ≤ (I(U; X) + δ) + (I(X; Y |U) + δ) + 1n < I(X; Y) + .
5.4 Proof of Theorem 9
5.4.1 Blowing-up Lemma
The following lemma (Blowing-up Lemma) is useful and is proved in [11, Chapter. 5].
Lemma 24 Let X be a finite set. Let P denote a probability distribution on X. Let
dH : X × X 7→ <+ denote the Hamming distance. We extend dH(·, ·) to strings in the
following way:
dH(xn, xˆn) =
1
n
n∑
i=1
d(xi, xˆi).
For any set A ∈ Xn, let Γd(A) := {xn ∈ Xn : ∃yn ∈ A, dH(xn, yn) < d}. Let n be
an arbitrary positive sequence where limn→∞ n = 0. Then, there exists two positive
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sequences {δn}, {ηn} where limn→∞ δn = limn→∞ ηn = 0, s.t. if An ∈ Xn and Pn(An) ≥
2−nn , then
Pn(Γδn(An)) ≥ 1 − ηn.
5.4.2 An equivalent expression ofS (P,Q,D0,D1)
We again adopt the definitions in [22,23] with slight modifications.
Definition 19 ForB ∈ Yn (n = 1, 2, . . .), a probability distribution Q on Y, 0 < η < 1,
the minimum size of the η-image ofB via channel V will be defined as:
GV,Q(B, η) = min
{Pn(A ) : A ⊆ Xn,Vn(A |yn) ≥ η, ∀yn ∈ B} ,
where P = Q · V. GW,Q(B, η) is defined analogously via channel W.
Definition 20 Channel V is less noisy than channel W under distribution Q if for every
0 < η < 1,
lim inf
n→∞
1
n
min
B⊆T n(Q)
[
log GW,Q(B, η) − log GV,Q(B, η)
]
≥ 0.
We write W
Q V if V is less noisy than W under Q.
Definition 21 For any distribution Q on Y and stochastic matrices V,W : Y → X, let
P = Q · V and R = Q ·W. Define
TV,W,Q(Q) := inf{HR(Z˜|U˜) − HP(X˜|U˜) : (U˜, Y˜ , X˜, Z˜) ∈PV,W(Q)}.
Lemma 25 Fix stochastic matrices V,W : Y → X and a distribution Q on Y. The
function TV,W,Q(Q˜) is a continuous function of Q˜.
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Proof: See the appendix.
Proposition 26 Fix a distribution Q on Y. Let V,W : Y → X be two stochastic matri-
ces. The following three statements are equivalent:
1. W
Q V;
2. I(U; Z) ≤ I(U; X) for any (U,Y, X,Z) ∈PV,W(Q) with |U| ≤ |Y| + 2;
3. I(U; Z) ≤ I(U; X) for any (U,Y, X,Z) ∈PV,W(Q).
Proof: See the appendix.
Via Proposition 26, we now have another expression ofS (P,Q,D0,D1):
S (P,Q,D0,D1) = {V : Q · V = P; d(V,Q) ≤ D0;
∀W, s.t. Q ·W = P,W Q V,
we have d(W,Q) ≤ D1}.
5.4.3 Proof of Theorem 9
In this section, we fix the distribution of the source: PX = P. The following proof is
similar to the proof of Proposition 1 in [21].
For any , let {( fn, gn)} be a sequence of codes with rate ≤ R +  such that Inq. (2.5)
and (2.6) hold for all n sufficiently large. We can assume that fn : Xn → [Mn] is a
surjection and gn : [Mn] → Xˆn is an injection. The reason is as follows. If fn is not a
surjection, let A denote the image of Xn under fn and let f ′n : Xn → A be a surjection
s.t. f ′n = fn. Let g
′
n : A → Xˆn be the restriction of gn to A. Then ( f ′n , g′n) is a code
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with strictly less rate compared to ( fn, gn). Furthermore, Inq. (2.5) and (2.6) hold for
( f ′n , g
′
n) as long as they hold for ( fn, gn). If gn is not an injection, then let f
′
n(x
n) equals
the least index i such that gn(i) = gn( fn(xn)). Let A denote the image of Xn under f ′n .
Let g′n : A → Xˆn be the restriction of gn to A. g′n is an injection. Again, ( f ′n , g′n) is a
code with strictly less rate compared to ( fn, gn). Inq. (2.5) and (2.6) hold for ( f ′n , g
′
n) as
long as they hold for ( fn, gn). For any code {( fn, gn)}, let
C fn,gn = {yn(i) : yn(i) = gn(i), i = 1, . . . ,Mn}
denote the set of the codewords. Here, Mn ≤ 2n(R+) and {yn(i)} are pairwise different.
For any  > 0, let
Ai,n = {xn ∈ Xn : gn( fn(xn)) = yn(i)},
Bi,n() = {xn ∈ Ai,n : d(xn, yn(i)) ≤ D0 + }.
It is straightforward that {Ai,n}Mni=1 is a partition of Xn. Moreover, since Inq. (1) holds for
all large n, we have
P
 Mn⋃
i=1
Bi,n()
 ≥ 1 − .
For any  > 0, we also define
F(P,Q,D0,D1) = {V : V ∈ S (P,Q,D0 + ),
∃W, s.t. Q ·W = P,W Q V, d(W,Q) ≥ D1 + 2},
and
F c (P,Q,D0,D1) = S (P,Q,D0 + )\F(P,Q,D0,D1).
It is obvious thatF(P,Q,D0,D1) andF c (P,Q,D0,D1) are disjoint, and
F(P,Q,D0,D1) ∪F c (P,Q,D0,D1) = S (P,Q,D0 + ), (5.9)
F c (P,Q,D0,D1) ⊆ S (P,Q,D0 + ,D1 + 2). (5.10)
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For any δ > 0 and ζ > 0, it holds for all n sufficiently large (depending on ζ) that
Pn(T n([P]δ)) ≥ 1 − ζ, where
T n([P]δ) =
⋃
P˜:||P˜−P||<δ,
∃xn∈Xn,Pxn =P˜
T¯ n(P˜).
Thus, similar to the proof of the main theorem in [21], for all large n (depending on
, δ, ζ)
1 −  − ζ ≤
Mn∑
i=1
Pn
(
T n([P]δ) ∩ Bi,n()
)
=
Mn∑
i=1
∑
P˜:||P˜−P||<δ,
∃xn∈Xn,Pxn =P˜
Pn(T¯ n(P˜) ∩ Bi,n()). (5.11)
A suitable choice of , δ, ζ will be given later.
Recall that TV(yn(i)) denote the V-shell of yn(i). Then for i = 1, . . . ,Mn,
T¯ n(P˜)∩Bi,n() =
⋃
V:V∈S (P˜,Qyn(i),D0+)
(
TV(yn(i)) ∩ Bi,n()
)
. (5.12)
Let
S 1(n, , δ) =
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F c (P˜,Qyn(i),D0,D1)
Pn(TV(yn(i)) ∩ Bi,n()),
S 2(n, , δ) =
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F (P˜,Qyn(i),D0,D1)
Pn(TV(yn(i)) ∩ Bi,n()).
Combining Inq. (5.11) and Eq. (5.12), we know that
S 1(n, , δ) + S 2(n, , δ) ≥ 1 −  − ζ (5.13)
for all n sufficiently large.
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Lemma 2.5 in [11] gives:
1
(n + 1)|X||Y|
2nH(V |Qyn ) ≤ |TV(yn)| ≤ 2nH(V |Qyn ). (5.14)
Therefore,
S 1(n, , δ)
=
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F c (P˜,Qyn(i),D0,D1)
{
|TV(yn(i)) ∩ Bi,n())| × 2−n(H(P˜)+D(P˜||P))
}
≤
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F c (P˜,Qyn(i),D0,D1)
{
|TV(yn(i))| × 2−n(H(P˜)+D(P˜||P))
}
≤
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
max
V∈
F c (P˜,Qyn(i),D0,D1)
{
2n(H(P˜)−I(V,Qyn(i))) × (n + 1)|X||Y|2−nH(P˜)
}
≤(n + 1)|X|(|Y|+1)2n(R+) · 2−n min(P˜,i):||P˜−P||≤δ R(P˜,Qyn(i),D0+,D1+2).
The second inequality uses Inq. (5.14), D(P˜||P) ≥ 0 and the fact that there are at most
(n + 1)|X||Y| different conditional types (Lemma 2.2 in [11]). The last inequality uses the
fact that there are at most (n + 1)|X| types of sequences, Mn ≤ 2n(R+) and Inq. (5.10).
Although we have Mn codewords, Qyn(i) can only take values in M˜n pmf’s: {Q˜ j,n}M˜nj=1,
where M˜n < (n + 1)|Y|. Therefore,
S 1(n, , δ) ≤ (n + 1)|X|(|Y|+1) · 2n
(
R+−min(P˜, j):||P˜−P||≤δ R(P˜,Q˜ j,n,D0+,D1+2)
)
. (5.15)
Let B j,n = {yn(i) : Qyn(i) = Q˜ j,n} and let TV(B j,n) = ⋃yn(i)∈B j,n TV(yn(i)). Conse-
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quently,
S 2(n, , δ)
≤(n + 1)|X||Y| ×
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
M˜n∑
j=1
max
V∈F (P˜,Q˜ j,n,D0,D1)
Pn(TV(B j,n))
≤(n + 1)(|X|+1)|Y| ×
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
max
(V, j):V∈
F (P˜,Q˜ j,n,D0,D1)
Pn(TV(B j,n))
≤(n + 1)(|X|+1)|(Y|+1) max
(V, j,P˜):V∈
F (P˜,Q˜ j,n,D0,D1);
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
Pn(TV(B j,n)). (5.16)
Here, the first inequality follows from the facts that {TV(yn(i)) ∩ Bi,n()}Mni=1 are pairwise
disjoint and
TV(yn(i)) ∩ Bi,n() ⊆ TV(yn(i)) ⊆ TV(B j,n)
holds for any (i, j) such that yn(i) ∈ B j,n.
Suppose (Vn, jn, P˜n) achieves the maximum Pn(TV(B j,n)) for each n (here P˜n =
Q˜ jn,n · Vn). Without loss of generality, suppose
lim
n→∞(Vn, Q˜ jn,n, P˜n) = (V˜
∗, Q˜∗, P˜∗).
This shows that S 2(n, , δ) is upper bounded by a polynomial of n times
max
(V, j,P˜):V∈
F (P˜,Q˜ j,n,D0,D1);
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
Pn(TV(B j,n))
That is, there always exists (Vn, jn), such that
S 2(n, , δ) ≤ (n + 1)(|X|+1)|(Y|+1)Pn(TVn(B jn,n)). (5.17)
We can further assume that for all large n, for any yn with Qyn = Q˜ jn,n, yn ∈ T n(Q˜∗).
The reason is as follows. If {Q˜ jn,n} do not have the property, then let {Q˜ j′n,n} be a sequence
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of types of sequences on Y such that for all large n,
yn ∈ T n(Q˜∗), ∀yn s.t. Qyn = Q˜ j′n,n.
Here {Q˜ j′n,n} also converges to Q˜∗. For any codeword yn(i) < B jn,n, let y′n(i) = yn(i). For
any codeword yn(i) ∈ B jn,n, let y′n(i) ∈ Yn be a sequence with type of sequences Q˜ j′n,n
which minimizes dH(yn(i), y′n(i)). Since limn→∞ ||Q˜ jn,n − Q˜ j′n,n||∞ = 0, we have
lim
n→∞ dH(y
n(i), y′n(i)) = 0. (5.18)
Now we can define another code ( f ′n , g
′
n) where f
′
n = fn and g
′
n(i) = y
′n(i). By Eq. (5.18),
for any n, there exists ′n, satisfying limn→∞ 
′
n = 0, such that for any y
n(i) ∈ B jn,n,
xn ∈ Xn ∣∣∣d(xn, yn(i)) − d(xn, y′n(i))∣∣∣ < ′n.
We know that {( f ′n , g′n)} is a sequence of code with exactly the same rate (< R +  + ′n)
as {( fn, gn)}. Moreover, for all n sufficiently large,
Pn
(
{xn : d(xn, g( f ′n(xn))) > D0 +  + ′n}
)
<  + ′n,
Pn
{xn : max
C′
d(xn, g′n(C
′)) > D1 +  + ′n
} <  + ′n.
For the new code ( f ′n , g
′
n) and 
′ ≥  + ′n, we can similarly define S ′1(n, ′, δ) and
S ′2(n, 
′, δ):
S ′1(n, 
′, δ) =
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F c
′ (P˜,Qyn(i),D0,D1)
Pn(TV(y′n(i)) ∩ Bi,n(′)),
S ′2(n, 
′, δ) =
Mn∑
i=1
∑
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜;
V∈F′ (P˜,Qyn(i),D0,D1)
Pn(TV(y′n(i)) ∩ Bi,n(′)).
It is not difficult to verify that there exists ′0 > 0 such that for any 
′ with 0 < ′− < ′0,
we have:
S ′2(n, 
′, δ) ≤ 2S 2(n, , δ).
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Therefore, if we consider codes { f ′n , g′n} for all large n (for these n, we always have
′n +  < 
′
0), we can still prove that S
′
2(n, 
′, δ) is upper bounded by a polynomial of n
times
max
(V, j,P˜):V∈
F′ (P˜,Q˜ j,n,D0,D1);
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
Pn(TV(B j,n))
as follows:
S ′2(n, 
′, δ) ≤2S 2(n, , δ)
≤2(n + 1)(|X|+1)|(Y|+1)Pn(TVn(B jn,n))
≤2(n + 1)(|X|+1)|(Y|+1) max
(V, j,P˜):V∈
F′ (P˜,Q˜ j,n,D0,D1);
P˜:||P˜−P||≤δ,
∃xn∈Xn,Pxn =P˜
Pn(TV(B j,n)).
This indicates that our assumption is eligible.
Since Vn ∈ F(P˜n, Q˜ jn,n,D0,D1), we can find Wn such that:
Q˜ jn,n ·Wn = Q˜ jn,n · Vn = P˜n; (5.19)
Wn
Q˜ jn ,n Vn; (5.20)
d(Wn, Q˜ jn,n) ≥ D1 + 2. (5.21)
Note that Vn,Wn, jn, P˜n all depend on (, δ) and ( fn, gn). We omit (, δ) when there is no
ambiguity. Again, we can suppose that limn→∞Wn = W˜∗. Note that
lim
n→∞ P˜n = P˜
∗, lim
δ→0
P˜∗(, δ) = P. (5.22)
In addition, we also assume that δ are sufficiently small such that ∀P˜ s.t. ||P˜ − P|| ≤ δ,
∀a ∈ X, P˜(a) > 0.
We first prove that for any  > 0, there exists a δ <  such that:
lim sup
n→∞
1
n
logPn(TVn(B jn,n)) < 0. (5.23)
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In order to prove Inq. (5.23), we first prove that for any  > 0, there exists a β > 0
(depending on ), such that for any positive sequence {δn},
1
n
logPn(T[Wn(,δn)](B jn(,δn),n)) ≤ −β . (5.24)
We will prove Inq. (5.24) by contradiction. We assume that
Pn(T[Wn(,δn)](B jn(,δn),n)) = 2−nn ,
where limn→∞ n = 0. According to Lemma 24, there exist two positive sequences {δ′n},
{η′n} where
lim
n→∞ δ
′
n = limn→∞ η
′
n = 0,
and
Pn(Γδ′n(T[Wn(,δn)](B jn(,δn),n))) ≥ 1 − η′n.
It is obvious that for all n sufficiently large 1 − η′n > . For any xn ∈
Γδ
′
n(T[Wn(,δn)](B jn(,δn),n)), we can find x˜
n ∈ T[Wn(,δn)](B jn(,δn),n) such that dH(xn, x˜n) ≤
δ′n. For sufficiently large n, x
n
j , xˆ
n
j for at most nδ
′
n coordinates j. Let Dmax =
maxx∈X,y∈Y d(x, y). Therefore, for any yn ∈ Xˆn,
d(xn, yn) − d(x˜n, yn) ≥ −δ′nDmax.
Using limn→∞ rn/n = 0, for all large n, we can find a codeword yn ∈ B jn(,δn),n, such that
x˜n ∈ T[Wn(,δn)](yn) and
d(x˜n, yn) − d(Wn(, δn),Q jn(,δn),n) ≥ −

2
.
So, ∀xn ∈ Γδ′n(T[Wn(,δn)](B jn(,δn),n)), by Inq. (5.21), when δ′n ≤ 2Dmax , we can find a
x˜n ∈ T[Wn(,δn)](B jn(,δn),n) and a codeword yn ∈ B jn(,δn),n s.t.
d(xn, yn)
=d(Wn(, δn),Q jn(,δn),n) + (d(x
n, yn) − d(x˜n, yn)) + (d(x˜n, yn) − d(Wn(, δn),Q jn(,δn),n))
≥(D1 + 2) − /2 − /2
=D1 + .
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This means Inq. (2.6) cannot holds for n sufficiently large. Contradiction.
Next, we will prove that for any γ,  > 0, when δ is sufficiently small, for all large n
(depending on γ, δ, ),
1
n
log
Pn(TVn(B jn,n))
Pn(T[Wn](B jn,n))
< γ. (5.25)
The following lemma is useful in proving Eq. (5.25). Note that Wn → W˜∗ and Vn → V˜∗.
Therefore, for any γ,  > 0, when δ is sufficiently small, for all large n,
1
n
log
Pnn(T[W˜∗](B jn,n))
Pn(T[Wn](B jn,n))
< γ/4, (5.26)
and
1
n
log
Pnn(TVn(B jn,n))
Pn(T[V˜∗](B jn,n))
< γ/4. (5.27)
By Lemma 2.12 in [11] and the fact that Wn → W˜∗, for all large n, ∀yn ∈ B jn,n, we
have
W˜∗n(T[W˜∗](B jn,n)|yn) ≥ W˜∗n(T[W˜∗](yn)|yn) ≥ 1/3.
Recall the assumption that for any yn with Qyn = Q˜ jn,n, yn ∈ T n(Q˜∗), we have, B jn,n ⊆
T n(Q˜∗). Therefore, by Definition 19, we know that for arbitrary fixed δ and , for all
large n (depending on δ, ):
1
n
log
GW˜∗,Q˜∗(B jn,n, 1/3)
Pnn(T[W˜∗](B jn,n))
< 0. (5.28)
The following lemma is proved in Appendix.
Lemma 27 Let {Qn} be a sequence of distributions on Y such that
lim
n→∞Qn = Q.
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Let {Vn} (Vn : Y → X) and {Wn} (Wn : Y → Z) be sequences of stochastic matrices
such that
Wn
Qn Vn, lim
n→∞Vn = V, limn→∞Wn = W.
Then W
Q V.
Via Lemma 27, we know that W˜∗
Q˜∗ V˜∗. Recall the assumption that for any yn with
Qyn = Q˜ jn,n, yn ∈ T n(Q˜∗), we have,B jn,n ⊆ T n(Q˜∗). Thus for all large n,
1
n
log
GV˜∗,Q˜∗(B jn,n, 1/3)
GW˜∗,Q˜∗(B jn,n, 1/3)
< γ/4. (5.29)
We can also prove that for all large n (depending on γ, δ, ),
1
n
log
Pn(T[V˜∗](B jn,n))
GV˜∗,Q˜∗(B jn,n, 1/3)
< γ/4. (5.30)
Suppose we can pick at most Mˆn sequences from B jn,n and Mˆn pairwise disjoint sets
⊆ T[V˜∗](B jn,n):
{yn1, . . . , ynMˆn;A1, . . . ,AMˆn}
such that for any i ∈ [Mˆn],
V˜∗n(Ai|yni ) >
1
3
; Ai ⊆ T[Vn](B jn,n).
Here, Mˆn denotes the maximum number of the sequences that we can pick for each n.
We can use the following procedure to find an eligible set
{
{yni }; {Ai}
}
:
1. Start with an empty set G.
2. Pick a sequence yn ∈ B jn,n which has not been processed yet. Suppose at this
moment, there are t elements in G:
G = {yn1, . . . , ynt ;A1, . . . ,At}.
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If
V˜∗n(T[V˜∗](y
n)\
⋃
`∈[t]
A` | yn) > 13 ,
then let ynt+1 = y
n and
At+1 = T[V˜∗](yn)\
⋃
`∈[t]
A`
and add (yt+1,At+1) to G. Repeat until all sequences inB jn,n has been processed.
Again, use Lemma 2.12 in [11], we know that when δ is small, for all large n (depending
on γ, δ, ),
1
n
log Mˆn ≥ 1n logP
n(T[V˜∗](B jn,n)) + I(V˜
∗, Q˜∗) − γ/8.
For all large n, B jn,n ⊆ T n(Q˜∗). Applying Theorem 1 Part 2) in [23], we know that for
all large n
1
n
log GV˜∗,Q˜∗(B jn,n, 1/3)
≥1
n
log GV˜∗,Q˜∗({yn1, . . . , ynMˆn}, 1/3)
≥
(
1
n
log Mˆn − I(V˜∗, Q˜∗) − γ/8
)
− γ/8
≥1
n
log P˜∗n(T[Vn](B jn,n)) − γ/4.
Combining Inq. (5.26) to Inq. (5.30) gives Inq. (5.25).
For any  > 0, let γ = 12β where β is given in Inq. (5.24). Applying Inq. (5.25),
we know that there exists δ <  such that
lim sup
n→∞
1
n
log
Pn(TVn(B jn,n))
Pn(T[Wn](B jn,n))
≤ γ .
Then fix (, δ) and combine Inq. (5.24) and Inq. (5.25), we have:
lim sup
n→∞
1
n
logPn(TVn(,δ)(B jn(,δ),n))
≤ − β + lim sup
n→∞
1
n
log
Pn(TVn(,δ)(B jn(,δ),n))
Pn(T[Wn(,δ)](B jn(,δ),n))
≤ − 1
2
β < 0.
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It completes the proof of Inq. (5.23).
By Inq. (5.17), when , δ are such that Inq. (5.23) holds,
lim sup
n→∞
S 2(n, , δ) = 0.
Let ζ = 1/4, then when 0 <  < 1/4, by Inq. (5.13),
lim inf
n→∞ S 1(n, , δ) ≥ 1 −  − ζ >
1
2
.
By Inq. (5.15), we know:
R ≥ min
(P˜, j):||P˜−P||≤δ
R(P˜, Q˜ j,n,D0 + ,D1 + 2) − 
≥ min
(P˜):||P˜−P||≤δ
R(P˜,D0 + ,D1 + 2) − .
So by letting  → 0 and using the definition of R(P,D0,D1), we have
R ≥ R(P,D0,D1).
5.5 Binary Source with Hamming Distortion
5.5.1 Characterization of the Achievable Region
In this section, we consider the communication scenario for a Bernoulli(p) source with
Hamming distortion: X = Xˆ = {0, 1}, PX(x = 1) = p and PX(x = 0) = 1 − p. Recall that
H2(p) denotes the entropy of a Bernoulli(p) random variable. Without loss of generality,
we may assume that p ≤ 12 . Using the Rate-Distortion Theory for binary source in [10,
Theorem 10.3.1], if R < max{H2(p) − H2(D0), 0}, then for any D1 ∈ <+, (R,D0,D1)
is not achievable. Otherwise, (R,D0,D1) = (R,D0, 1) is always achievable. When R ≥
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max{H2(p) − H2(D0), 0}, we let
D∗1(R,D0) = infD1
{D1 : (R,D0,D1) is achievable}.
The following proposition characterizes the achievable region.
Proposition 28 For (R,D0) with R ≥ max{H2(p) − H2(D0), 0}, D∗1(R,D0) satisfies:
D∗1(R,D0) ≥ 2p − D0.
Moreover, for D0 < p, let Y˜ be a random variable in {0, 1} with conditional distribution:
P(Y˜ = 0|X = 1) = D0
p
; P(Y˜ = 1|X = 0) = 0.
Let V ′ denote the stochastic matrix describing the conditional distribution of of Y given
X. If R ≥ I(P,V ′), then D∗1(R,D0) = 2p − D0.
Proof: We first prove that D∗1(R,D0) ≥ 2p−D0. Let X = Y = Z = {0, 1}. Let P denote
the Bernoulli(p) distribution for the source. It is equivalent to show that for any random
variable Y with distribution Q on {0, 1} and for any D1 < 2p−D0,S (P,Q,D0,D1) = ∅.
Suppose Y is jointly distributed with X w.r.t. V such that Q · V = P and d(V,Q) ≤ D0.
Let Z be a random variable jointly distributed with X,Y and satisfies: Y → X → Z. The
stochastic matrix T describing the conditional distribution of Z given X is as follows:
T (0|1) = 1, T (1|1) = 0;
T (1|0) = p
1 − p , T (0|0) =
1 − 2p
1 − p .
Then the stochastic matrix describing the conditional distribution of of Z given Y is
W = V · T . Here, W satisfies: Q · W = (Q · V) · T = P · T = P. By the Remark of
Proposition 2 in [22], we know that W
Q V . We can also prove that d(W,Q) ≥ 2p−D0.
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Define f : X × Y × Z 7→ < as f (X,Y,Z) = dH(X,Y) + dH(Y,Z). By the definition of
dH(·, ·), f (X,Y,Z) ≥ 1{X,Z}, where 1{·} is the indication function. Thus,
EXY[dH(X,Y)] + EYZ[dH(Z,Y)]
=EXYZ[ f (X,Y, X)] ≥ EXYZ[1{X,Z}]
=EXZ[1{X,Z}] = 2p.
Combining EXY[dH(X,Y)] = d(V,Q) ≤ D0, we have:
d(W,Q) = EYZ[dH(Z,Y)] ≥ 2p − D0.
So, when D1 < 2p − D0, V < S (P,Q,D0,D1).
For D0 < p and Y˜ , let PY˜X denote the joint probability distribution. By computation,
we know that P(Y˜ = 1) = p − D0 and P(Y˜ = 0) = 1 − p + D0. It is not difficult to
verify that for any Z d= X, E[dH(Z,Y)] ≤ 2p − D0. Applying Theorem 8, we know that
(R,D0, 2p − D0) is achievable.
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APPENDIX A
PROOFS
A.1 Proofs for Binary VPEC
A.1.1 Proof of Lemma 1
proof: We find the required α1, . . . , αT by induction. Clearly there exists a positive
integer α1 such that
A1 =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1

,
is such that every (N − T ) × (N − T ) submatrix is nonsingular. Indeed, taking α1 = 1
suffices. Now suppose we have positive integers α1, . . . αt−1 such that every (N − T ) ×
(N − T ) submatrix of
At−1 =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1
...
...
...
...
α1t−1 α
2
t−1 · · · αN−Tt−1

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is nonsingular. Consider the matrix
At =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
α11 α
2
1 · · · αN−T1
...
...
...
...
α1t α
2
t · · · αN−Tt

,
viewed as a function of the variable αt. For any given (N − T ) × (N − T ) submatrix of
At of the form  A˜α1t α2t · · · αN−Tt
 , (A.1)
there must exist a natural number αt such that this particular (N −T )× (N −T ) matrix is
nonsingular, by the following reasoning. The rows of A˜ are linearly independent by the
induction hypothesis. Let [v1 v2 · · · vN−T ] be a nonzero row vector such that A˜v1 v2 · · · vN−T
 , (A.2)
is full rank. Then let [v˜1 v˜2 · · · v˜N−T ] denote the component of [v1 v2 · · · vN−T ] that is
orthogonal to the row space of A˜ and note that [v˜1 v˜2 · · · v˜N−T ] must be nonzero. Then
we can find a natural number αt so that
N−T∑
i=1
v˜iαit , 0.
This follows from the fact that the left-hand side is a nonzero (N−T )-degree polynomial
in αt, so that there must be a positive integer that is not a root. We conclude that the
determinant of the (N−T )×(N−T ) matrix in (A.1), which is evidently an (N−T )-degree
polynomial in αt, is not identically zero.
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Next we show that there is one choice of αt that ensures that every (N −T )× (N −T )
submatrix of At is nonsingular. The determinant of any given (N−T )×(N−T ) submatrix
is a nonzero (N − T )-degree polynominal in αt, as noted earlier. Thus it has at most
(N − T ) roots according to fundamental theorem of algebra. Thus all of the submatrices
together have at most
(
N−T+t−1
N−T−1
)
(N−T ) roots. Since this is finite, there must exist a natural
number αt that is not a root of any of these polynomials.
A.1.2 Proof of Lemma 29
Lemma 29 For any integer m > 1 and Λ ∈ Z(m−1)×m, there exists a non-zero vector
xm ∈ Zm such that Λxm = 0. Furthermore, if rank(Λ′) = m− 1 for all (m− 1)-by-(m− 1)
submatrices Λ′ of Λ, then any such an xm must be in (Z\{0})m.
Proof: Let λm1 , ..., λ
m
m−1 denote the rows of Λ. Using the Gram-Schmidt procedure, we
may assume that λm1 , ..., λ
m
m−1 are orthogonal. Since λ
m
1 , ..., λ
m
m−1 cannot span R
m but Nm
does, there must exist a vector λm ∈ Nm that is not in the span of λ1, ..., λm−1. Then the
vector:
λm −
m−1∑
i=1
(λmi )
Tλm
(λmi )Tλ
m
i
λmi ,
where the sum excludes those i for which λmi is the zero vector, is in Q
m and is orthog-
onal to λm1 , ..., λ
m
m−1. Multiplying λ
m by the least common denominator gives a non-zero
integer solution to Λxm = 0.
When rank(Λ′) = m−1 for all Λ′, we prove that all the entries of xm must be non-zero
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by contradiction. Without loss of generality, suppose that x1 = 0. Then
[ Λ2 · · · Λm ]

x2
...
xm

= 0,
where Λ2 through Λm are the second through last columns of Λ. Now [ Λ2 · · · Λm ] is
a non-singular matrix by hypothesis. The above linear system then has a unique solution,
namely the zero vector. This implies that xm is the zero vector, which is a contradiction.
A.1.3 Proof of Theorem 3
Proof: We begin by showing the conclusion for some N0 and for all sufficiently large
L0.
Write the V-matrix as:
A =

1 0 · · · 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1
a1,1 a1,2 · · · a1,N−T
...
...
...
...
aT,1 aT,2 · · · aT,N−T

.
Observe that
⌊
T
2
⌋ ⌈
T
2
⌉
= N − T − 1. For i ∈ {0, ...,
⌈
T
2
⌉
− 1}, let µi denote a length-
⌊
T
2
⌋
integer vector in the right null-space of the (
⌊
T
2
⌋
− 1)-by
⌊
T
2
⌋
matrix
a1,ib T2 c+1 · · · a1,(i+1)b T2 c
...
. . .
...
ab T2 c−1,ib T2 c+1 · · · ab T2 c−1,(i+1)b T2 c

. (A.3)
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Such a vector exists by Lemma 29 in the appendix (if T = 2, then set µ0 = 1). Since
A is a V-matrix, all (bT2 c − 1)-by-(bT2 c − 1) submatrices of the matrix in (A.3) have rank⌊
T
2
⌋
− 1 (see Lemma 30 in the appendix). Let µi, j refer to the jth entry of the column
vector µi. Then µi, j is non-zero for all i and j by Lemma 29. For i ∈ {0, ...,
⌈
T
2
⌉
− 1}, let
νi ∈ Nb T2 c be chosen so that the components of νi + µi are all positive, then let
ci = [ νi νi + µi ]
be anNb T2 c×2 matrix. Let µd T2 e ∈ Z be a natural number whose value will be chosen later,
and let νd T2 e = 1. Let
cd T2 e = [ νd T2 e νd T2 e + µd T2 e ]
be an N1×2 matrix.
From ci define the matrices
c+i = [ νi +
µi
2 νi +
µi
2
],
and
c−i = [ −µi2 µi2 ].
Now let H denote an L-by-L Hadamard matrix for some L satisfying
L ≥
⌈
T
2
⌉
+ 1,
which exists by Sylvester’s construction [38]. Each element of H is −1 or 1, and the rows
are orthogonal. We use H to construct an (N − T )-by-2L matrix X according to (A.4).
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X =

c+0 + c
−
0 H1,1 c
+
0 + c
−
0 H1,2 · · · c+0 + c−0 H1,L
c+1 + c
−
1 H2,1 c
+
1 + c
−
1 H2,2 · · · c+1 + c−1 H2,L
...
...
. . .
...
c+d T2 e−1 + c
−
d T2 e−1Hd T2 e,1 c
+
d T2 e−1 + c
−
d T2 e−1Hd T2 e,2 · · · c
+
d T2 e−1 + c
−
d T2 e−1Hd T2 e,L
c+d T2 e + c
−
d T2 eHd T2 e+1,1 c
+
d T2 e + c
−
d T2 eHd T2 e+1,2 · · · c
+
d T2 e + c
−
d T2 eHd T2 e+1,L

(A.4)
Note that for any i ∈ {0, ...,
⌈
T
2
⌉
}, if Hi+1, j = 1,
c+i + c
−
i Hi+1, j = [ νi νi + µi ],
and if Hi+1, j = −1,
c+i + c
−
i Hi+1, j = [ νi + µi νi ].
Evidently, the rows of X can be divided into
⌈
T
2
⌉
+1 blocks, the first
⌈
T
2
⌉
blocks consisting
of
⌊
T
2
⌋
rows and the last block consisting of a single row. For i ∈ {0, ...,
⌈
T
2
⌉
}, we define
a modified version of X, Xi, obtained by replacing the ith row block in X with
[ c+i + c
−
i (−Hi+1,1) · · · c+i + c−i (−Hi+1,L) ].
Note that this has the effect of replacing [ νi νi + µi ] with [ νi + µi νi ] and vice
versa. We view X and the various Xi as different source realizations with blocklength
(N − T )N0K0 where N0 = 2L and K0 is any integer satisfying
logK K0 ≥ maxi, j µi, j + νi, j.
Since H is Hadamard, the inner product between any two rows of X must equal the
inner product between the corresponding rows of Xi for all i. Thus, all of these source
realizations will result in the same norms and inner products being sent as part of the
polytope code. Let {F j1 j2} denote these norms and inner products.
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Next we construct codewords from these source realizations. Let
X¯ = AX
and for i ∈ {0, ...,
⌈
T
2
⌉
}, let
X¯i = AXi.
Observe that since µi is in the null space of the matrix in (A.3), rowsN − T + 1, ...,N − T + ⌊T2
⌋
− 1

of X¯ and X¯i will be the same for all i ∈ {0, ...,
⌈
T
2
⌉
− 1}.
Finally, construct a set of received packets as follows. Packets 1 through N − T are
the first N − T rows of X¯, respectively. PacketsN − T + 1, ...,N − T + ⌊T2
⌋
− 1

are set to be rows {N − T + 1, ...,N − T +
⌊
T
2
⌋
− 1} of any of the X¯i, i ∈ {0, ...,
⌈
T
2
⌉
− 1}
(recall that these rows coincide across X¯ and these X¯i). For
i ∈
N − T + ⌊T2
⌋
, ...,N
 ,
received packet i is set to the corresponding row of X¯i−(N−T+b T2 c). Define the matrix Y¯ to
be the set of received packets, one per row, starting with the first.
Now the number of packets that differ between Y¯ and X¯i is at most⌊
T
2
⌋
+
⌈
T
2
⌉
= T
if i ∈ {0, ...,
⌈
T
2
⌉
− 1}. Likewise, codeword X¯d T2 e differs from Y¯ in at most
1 +
⌊T2
⌋
− 1
 + ⌈T2
⌉
= T.
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Thus, X¯i, i ∈ {0, ...,
⌈
T
2
⌉
} is in PTC(Y¯ , {F j1 j2}). For each i ∈ {1, ...,N − T }, there exists
i1 and i2 s.t. row i in X¯i1 and X¯i2 disagree. Moreover, we can pick µd T2 e such that for
each i ∈ {N − T + 1, ...,N}, row i in X¯1 and X¯d T2 e disagree. This is because for each
i ∈ {N − T + 1, ...,N}, there is at most one value for µd T2 e such that row i in X¯1 and
X¯d T2 e are the same. Thus the set of integers for which µd T2 e does not satisfy the desired
condition has at most T elements, and we can choose µd T2 e to be any positive integer not
in this set.
This establishes the conclusion for N0 = 2L and all sufficiently large K0. One can
accommodate larger values of N0 by prepending a vector of ones to each of the Xi source
realizations.
A.1.4 Lemma 30 and its Proof
Lemma 30 Let α1, . . . αm be distinct natural numbers. Then for any integer k ≥ 0, every
m-by-m submatrix of
M =

αk1 α
k+1
1 · · · αk+m1
αk2 α
k+1
2 · · · αk+m2
...
...
. . .
...
αkm α
k+1
m · · · αk+mm

.
is nonsingular.
Proof: Let a = [a0 a1 · · · am]T be such that Ma = 0 and ai = 0 for some i. It suffices
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to show that a must be the zero vector. Now a is in the nullspace of
M =

1 α11 · · · αm1
1 α12 · · · αm2
...
...
. . .
...
1 α1m · · · αmm

.
Consider the polynomial
P(x) =
m∑
i=0
aixi.
Evidently P is a degree-m polynomial with roots α1, . . . , αm. There is a unique nonzero
degree-m polynomial with these roots, however, namely,
P′(x) =
m∏
i=0
(x − αi) =
m∑
i=0
a′i x
i.
Since all of the αi are positive, all of the a′i must be nonzero. It follows that P(·) , P′(·)
and so P(·) must be the all-zero polynomial.
A.2 Proofs for Gaussian VPEC
A.2.1 Proof of Proposition 12
It is equivalent to prove the following. Fix σ, ρ,R1,R2,R3, δ, . If
R` > I(XQδ; X`,Qδ), ∀1 ≤ ` ≤ 3;
R`1 + R`2 > H(X`1,Qδ) + H(X`2,Qδ)H(X`1,Qδ , X`2,Qδ | XQδ), ∀1 ≤ `1 < `2 ≤ 3;
R1 + R2 + R3 >
3∑
l=1
H(Xl,Qδ) − H(X1,Qδ , X2,Qδ , X3,Qδ |XQδ),
then
lim
n→∞ EC[P(E0(C))] = limn→∞ EC[P(E1(C))] + limn→∞ EC[P(E2(C) ∩ E1(C)
c)] = 0.
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limn→∞ EC[P(E1(C)] = 0 is straightforward. It remains to prove that
lim
n→∞ EC[P(E2(C) ∩ E1(C)
c)] = 0.
The following proof is similar to the proof in [12]. For each xnQδ ∈ T (n,)(XnQδ), define
CxnQδ :={(i, j, k) ∈ [2
nR1] × [2nR2] × [2nR3] | (xnQδ , xn1,Qδ(i),
xn2,Qδ( j), x
n
3,Qδ(k)) ∈ T (n,)(XQδ , Xn1,Qδ , Xn2,Qδ , Xn3,Qδ)}.
Here, CxnQδ and |CxnQδ | can be viewed as a function of the random codebook C. Then, by
changing the order of expectation, we have
EC[P(E2(C) ∩ E1(C)c)] =EXnQδ
[
P{|CXnQδ | = 0} · 1{XnQδ∈T (n,)(XQδ )}
]
≤ max
xnQδ∈T (n,)(XQδ )
P{|CxnQδ | = 0}.
For any xnQδ ∈ T (n,)(XQδ) and 0 < α < 1, we have
P{|CxnQδ | = 0} ≤ P{|CxnQδ | − E|CxnQδ | ≤ −αE|CxnQδ |} ≤ var|CxnQδ |/(αE|CxnQδ |)
2.
Write |CxnQδ | as the sum of indicator functions:
|CxnQδ | =
2nR3∑
k=1
2nR2∑
j=1
2nR1∑
i=1
1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}.
For convenience, for ` = 0, 1, 2, we define
S ` = {(i, j, k, i′, j′, k′) ∈ N6|` of the three inequalities i = i′, j = j′, k = k′ holds.},
where N denotes the set of natural numbers. We can compute E
[
|CxnQδ |2
]
and
(
E|CxnQδ |
)2
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(see the next page).
E
[
|CxnQδ |
2
]
=
2nR3∑
k=1
2nR2∑
j=1
2nR1∑
i=1
E1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
+
2∑
`=1
∑
(i, j,k),(i′, j′,k′)∈
[2nR1 ]×[2nR2 ]×[2nR3 ]
(i, j,k,i′, j′,k′)∈S `
E
(
1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
· 1{(xnQδ ,xn1,Qδ (i′),xn2,Qδ ( j′),xn3,Qδ (k′))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)
+
∑
(i, j,k),(i′, j′,k′)∈
[2nR1 ]×[2nR2 ]×[2nR3 ]
(i, j,k,i′, j′,k′)∈S 0
(
E1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)
·
(
E1{(xnQδ ,xn1,Qδ (i′),xn2,Qδ (j′),xn3,Qδ (k′))∈T(,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)
.
(
E|CxnQδ |
)2
=
2
nR3∑
k=1
2nR2∑
j=1
2nR1∑
i=1
E1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}

2
>
∑
(i, j,k),(i′, j′,k′)∈
[2nR1 ]×[2nR2 ]×[2nR3 ]
(i, j,k,i′, j′,k′)∈S 0
(
E1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)
·
(
E1{(xnQδ ,xn1,Qδ (i′),xn2,Qδ (j′),xn3,Qδ (k′))∈T(,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)
.
For (i, j, k, i′, j′, k′) = (i, j, k, i, j, k′) ∈ S 2, if
R1 + R2 > H(X1,Qδ) + H(X2,Qδ) − H(X1,Qδ , X2,Qδ |XQδ),
then we get Inq. A.5.
lim
n→∞

1(
E|CxnQδ |
)2 · ∑
(i, j,k),(i′, j′,k′)∈
[2nR1 ]×[2nR2 ]×[2nR3 ]
i=i′, j= j′,k,k′
E
(
1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
· 1{(xnQδ ,xn1,Qδ (i′),xn2,Qδ ( j′),xn3,Qδ (k′))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)}
≤ lim
n→∞ 2
−n(R1+R2−H(X1,Qδ )−H(X2,Qδ )+H(X1,Qδ ,X2,Qδ |XQδ )−o(1)) = 0. (A.5)
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For (i, j, k, i′, j′, k′) = (i, j, k, i, j′, k′) ∈ S 1, if R1 > I(XQδ; X1,Qδ), then we get Inq. A.6.
lim
n→∞

1(
E|CxnQδ |
)2 · ∑
(i, j,k),(i′, j′,k′)∈
[2nR1 ]×[2nR2 ]×[2nR3 ]
i=i′, j, j′,k,k′
E
(
1{(xnQδ ,xn1,Qδ (i),xn2,Qδ ( j),xn3,Qδ (k))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
· 1{(xnQδ ,xn1,Qδ (i′),xn2,Qδ ( j′),xn3,Qδ (k′))∈T (,n)(XQδ ,X1,Qδ ,X2,Qδ ,X3,Qδ )}
)}
≤ lim
n→∞ 2
−n(R1−I(XQδ ;X1,Qδ )−o(1)) = 0. (A.6)
Thus, when
R` > I(XQδ; Xi,Qδ), ∀` ∈ [3];
R`1 + R`2 > H(X`1,Qδ) + H(X`2,Qδ) − H(X`1,Qδ , X`2,Qδ |XQδ), ∀1 ≤ `1 < `2 ≤ 3,
we have
lim
n→∞ P{|CxnQδ | = 0} ≤ var|CxnQδ |/(αE|CxnQδ |)
2
≤ 1
α2
· 2−n(R1+R2+R3+H(X1,Qδ ,X2,Qδ ,X3,Qδ |XQδ )+o(1)) · 2n ∑3l=1 H(Xl,Qδ ) (A.7)
If R1 + R2 + R3 >
∑3
l=1 H(Xl,Qδ) − H(X1,Qδ , X2,Qδ , X3,Qδ |XQδ) also holds, then for any xnQδ ,
lim
n→∞ P{|CxnQδ | = 0} = 0,
and it completes the proof:
0 ≤ lim
n→∞ EC[P(E2(C) ∩ E1(C)
c)] ≤ lim
n→∞
 maxxnQδ∈T (n,)(XQδ ) P{|CxnQδ | = 0}
 = 0.
A.2.2 Proof of Lemma 16
Let H1 and H2 be two sets ⊂ [N] such that [N] = H1 ∪ H2, |H1| = |H2| = N − T . Let
A = H1 ∩ H2. For any D > 0, define QD :=(Xn,Wn) : maxi=1,2 maxCHci 1n
n∑
`=1
d(X` + W`, Xˆ`) ≤ D
 .
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Here X` denote the `th component of Xn. For every codeword cA, let
QD,cA = {Xn + Wn|(Xn,Wn) ∈ QD, fA(Xn) = cA}.
We have:
DT ≥ E
 maxH⊂[N],|H|=N−T maxCcH 1n
n∑
`=1
d(X`, Xˆ`)
 .
We also have 1n ||Xn + Wn − Xˆn||22 ≤ 2n ||Xn − Xˆn||22 + 2n ||Wn||22, i.e.,
d(Xn + Wn, Xˆn) ≤ 2d(Xn, Xˆn) + 2
n
||Wn||22.
Combining the above two, we have:
2DT + 2σ2
≥ E
 maxH⊂[N],|H|=N−T maxCcH 1n
n∑
`=1
d(X` + W`, Xˆ`)

≥ E
maxi=1,2 maxCcHi 1n
n∑
`=1
d(X` + W`, Xˆ`)
 .
Define D˜(Xn,Wn) B maxi=1,2 maxCcHi
1
n
∑n
`=1 d(X` + W`, Xˆ`). Hence, we have:
2DT + 2σ2 ≥ EXn,Wn[D˜(Xn,Wn)].
For convenience, we now use D˜ as an abbreviation of D˜(Xn,Wn). Fix ∆ > 0 and let
D˜∆ = ∆
⌈
D˜
∆
⌉
be a quantized version of D˜. Note that D˜∆ is also a function of Xn and Wn.
It is obvious that D˜∆ ≤ D˜ + ∆. Therefore,
E(D˜∆) ≤ E(D˜ + ∆) ≤ 2DT + 2σ2 + ∆.
We then have:
1
n
h(Xn + Wn|CA)
=
1
n
h(Xn + Wn|CA, D˜∆) + 1n I(X
n + Wn; D˜∆,CA) (A.8)
≤1
n
h(Xn + Wn|CA, D˜∆) + 1nH(D˜∆). (A.9)
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Note that D˜ ≤ D˜∆, so Xn + Wn ∈ QD˜∆,CA . Therefore, by the uniform bound on entropy,
h(Xn + Wn|CA, D˜∆) ≤ E
[
log Vol(cl(QD˜∆,CA)
]
. (A.10)
Since D˜∆ is quantized, it can be shown using a maximum entropy distribution result [10,
Theorem 12.1.1] that
H(D˜∆) ≤ E(D˜∆)
∆
h
(
∆
E(D˜∆)
)
, (A.11)
where h(q) = −q log q − (1 − q) log(1 − q) is the binary entropy function. Substituting
Inq. (A.10) and Inq. (A.11) into Inq. (A.9), we have
1
n
h(Xn + Wn|CA) ≤ 1nE
[
log Vol(cl(QD˜∆,CA)
]
+
1
n
E(D˜∆)
∆
h
(
∆
E(D˜∆)
)
. (A.12)
Let Xn, Wn, X′n and W ′n satisfy: Xn + Wn, X′n + W ′n ∈ QD′ |cA . Suppose that the
decoder receives the following set of codewords
(cA, cH1\H2 = fH1\H2(X
n), cH2\H1 = fH2\H1(X
′n)).
Let Xˆn denote the resulting reconstruction. Then,
d(Xn + Wn, Xˆn) ≤ D′ ⇒ ||Xn + Wn − Xˆn||2 ≤
√
nD′,
d(X′n + W ′n, Xˆn) ≤ D′ ⇒ ||X′n + W ′n − Xˆn||2 ≤
√
nD′.
By the triangle inequality,
||Xn + Wn − X′n −W ′n||2 ≤ 2
√
nD′.
QD′,cA has diameter at most 2
√
nD′. We know that the volume of any subset of <n is
no more than that of the n-ball with the same diameter (see Lemma 1 in [25]). The
following result gives the volume of an n-ball [9, Chapter 21.2.C].
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Lemma 31 The n-dimensional volume of a Euclidean ball of radius R in n-dimensional
Euclidean space is:
Vn(R) =
pi
n
2
Γ
(
n
2 + 1
)Rn,
where Γ is Leonhard Euler’s Gamma Function.
Thus, using Lemma 31, we can get Eq. (18) in [9, p. 9]:
Vol(cl(QD′ |CA)) ≤ (2pieD′)
n
2 ,
indicating that
Vol(cl(QD˜∆,CA)) ≤ (2pieD˜∆)
n
2 .
Since E(D˜∆) ≤ 2DT + 2σ2 + ∆, we have
H(D˜∆) ≤ E(D˜∆)
∆
h
(
∆
E(D˜∆)
)
≤ 2DT + 2σ
2 + ∆
∆
h
(
∆
2DT + 2σ2 + ∆
)
.
Substituting these into Inq. (A.12),
1
n
h(Xn + Wn|CA)
≤ 1
n
E
[
log(2pieD˜∆)
n
2
]
+
1
n
2DT + 2σ2 + ∆
∆
· h
(
∆
2DT + 2σ2 + ∆
)
≤ 1
2
log
(
2pie(2DT + 2σ2 + ∆)
)
+
1
n
2DT + 2σ2 + ∆
∆
· h
(
∆
2DT + σ2 + ∆
)
.
Now, replicate the code for m times, let C(m)` denote the `th packet for m-replication. We
have:
1
n
h(Xn + Wn|CA) = 1nmh(X
mn + Wmn|C(m)A )
≤ 1
2
log
(
2pie(2DT + 2σ2 + ∆)
)
+
1
nm
2DT + 2σ2 + ∆
∆
· h
(
∆
2DT + σ2 + ∆
)
.
Let m→ ∞, ∆→ 0 and it completes the proof.
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A.2.3 Proof of Lemma 19
I(Z; Xn) − I(Z; Yna ) ≥
n
2
log
σ2x(D˜ + Da)
D˜(σ2x + Da)
⇐⇒h(Yna |Z) − h(Xn|Z) ≥
n
2
log
D˜ + Da
D˜
.
Let X¯Z be a random variable depending on the value of Z. For each realization z, X¯Z=z
is a zero-mean Gaussian random variable with variance chosen to satisfy the following
equation:
h(Xn + Wna |Z = z) − h(Xn|Z = z) = h(X¯nZ + Wna |Z = z) − h(X¯nZ |Z = z).
Using Lemma 18, we have:
h(X¯Z |Z = z) ≤ h(Xn|Z = z),
indicating that
h(X¯Z |Z) ≤ h(Xn|Z) ≤ n2 log(2pieD˜). (A.13)
Hence,
h(Yna |Z) − h(Xn|Z)
=
∑
z
P(Z = z) ·
(
h(Yna |Z = z) − h(Xn|Z = z)
)
=
∑
z
P(Z = z) · (h(X¯nZ + Wna |Z = z) − h(X¯nZ |Z = z))
=
∑
z
P(Z = z) ·
(
n
2
log
(
2
2
n h(X¯
n
Z |Z=z) + 2
2
n h(W
n
a )
)
− h(X¯nZ |Z = z)
)
≥ n
2
log
(
2
2
n
∑
z P(Z=z)·h(X¯nZ |Z=z) + 2
2
n h(W
n
a )
)
−
∑
z
P(Z = z) · h(X¯nZ |Z = z) (A.14)
=
n
2
log
(
2
2
n h(X¯
n
Z |Z) + 2
2
n h(W
n
a )
)
− h(X¯nZ |Z)
≥ n
2
log(2pie(D˜ + Da)) − n2 log(2pieD˜) =
n
2
log
D˜ + Da
D˜
. (A.15)
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Inq. (A.14) follows from Jensen’s Inequality and the fact that the following function
f1(x) =
n
2
log(2
2
n x + C)
is convex for any constant C ≥ 0. Inq. (A.15) follows from Inq. (A.13) and the fact that
the following function
f2(x) =
n
2
log
(
2
2
n x + C
)
− x
is non-increasing for any constant C ≥ 0.
A.2.4 Proof of Lemma 22
We first prove that R′in(D0,DT ) ⊆ Rin(D0,DT ). It is equivalent to prove for any R =
(R1, ...,RN) ∈ R′in(D0,DT ), we can construct {Ra,`} and {Rb,`} which satisfy:
R` = Ra,` + Rb,`, ∀` ∈ [N];∑
`∈A
Ra,` ≥ 12 log
1
D′T
, ∀A ⊂ [N], |A| = N − 2T ;
N∑
`=1
Rb,` ≥ 12 log
D′T
D0
;
Ra,` ≥ 0,Rb,` ≥ 0, ∀` ∈ [N].
Without loss of generality, we assume that R1 ≥ · · · ≥ RN . Let {Ra,`}2T+1≤`≤N be an
optimal solution for ( 12 log
1
D′T
, R2T+1, ...,RN). This solution exists because
∑N
`=2T+1 R` ≥
1
2 log
1
D′T
. Then we have:
∑N
`=2T+1 Ra,` =
1
2 log
1
D′T
. Without loss of generality, we can
assume that Ra,2T+1 ≥ · · · ≥ Ra,N . Let Rb,` = R` − Ra,` ≥ 0 for 2T + 1 ≤ ` ≤ N. Finally,
for 1 ≤ ` ≤ 2T , let
Ra,` = Ra,2T+1; Rb,` = R` − Ra,` ≥ 0.
Then for all A ⊂ [N], |A| = N − 2T ,∑
`∈A
Ra,` ≥
N∑
`=2T+1
Ra,` =
1
2
log
1
D′T
.
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Furthermore,
N∑
`=1
Rb,` =
N∑
`=1
(R` − Ra,`)
=
N∑
`=1
R` −
2T∑
`=1
Ra,` −
N∑
`=2T+1
Ra,`
≥ 1
2
log
1
D0
+ 2T · G(N − 2T, 1
2
log
1
D′T
,R2T+1, ...,RN)
− 2T · G(N − 2T, 1
2
log
1
D′T
,R2T+1, ...,RN) − 12 log
1
D′T
=
1
2
log
D′T
D0
.
We next prove that Rin(D0,DT ) ⊆ R′in(D0,DT ). For any R = (R1, ...,RN) ∈
Rin(D0,DT ), there exist {Ra,`} and {Rb,`} such that:
R` = Ra,` + Rb,`, ∀` ∈ [N]; (A.16)∑
`∈A
Ra,` ≥ 12 log
1
D′T
, ∀A ⊂ [N], |A| = N − 2T ; (A.17)
N∑
`=1
Rb,` ≥ 12 log
D′T
D0
; (A.18)
Ra,` ≥ 0,Rb,` ≥ 0, ∀` ∈ [N]. (A.19)
We next show that R ∈ R′in(D0,DT ). Without loss of generality, we can assume R1 ≥
· · · ≥ RN . We can pick {Ra,`}`∈[N] such that:
Ra,1 ≥ · · · ≥ Ra,N .
This is because if there exist Ra,i and Ra, j such that Ra,i < Ra, j and i < j, we can let
R′a,i = Ra, j, R
′
a, j = Ra,i and let R
′
b,i = Ri − R′a,i, R′b, j = R j − R′a, j. The other Ra,` and Rb,`
remain the same. The new {Ra,`} and {Rb,`} also satisfy Eq. (A.16). Since Ra,2T+1, ...,Ra,N
satisfy: 
0 ≤ Ra,2T+` ≤ R2T+`, ∀` ∈ [2N − T ]∑N
`=2T+1 Ra,` ≥ 12 log 1D′T
.
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We have:
Ra,2T+1 ≥ G(N − 2T, 12 log
1
D′T
,R2T+1, ...,RN).
Therefore,
N∑
`=1
R` =
N∑
`=1
(Ra,` + Rb,`)
=
N∑
`=2T+1
Ra,` +
N∑
`=1
Rb,` +
2T∑
`=1
Ra,`
≥ 1
2
log
1
D′T
+
1
2
log
D′T
D0
+ 2TRa,2T+1
≥ 1
2
log
1
D0
+ 2T · G(N − 2T, 1
2
log
1
D′T
,R2T+1, ...,RN).
Moreover,
N∑
`=2T+1
R` =
N∑
`=2T+1
(Ra,` + Rb,`) ≥
N∑
`=2T+1
Ra,` ≥ 12 log
1
D′T
.
The above two inequalities indicate thatR ∈ R′in(D0,DT ).
A.3 Proofs for P2P VPEC
A.3.1 Proof of Lemma 23
Keep in mind that PX = P throughout this proof. Given (n, δ), recall that {Un(i)} are
drawn i.i.d. according to the same distribution; for any fixed U(i),
{
Y(i, 1), ...,Y(i, 2nR2)
}
are drawn i.i.d. according to the same conditional distribution. Define
A(n, δ) := {(un, xn) : un ∈ T (n,δ/2)(PU); ∃yn, s.t. (un, yn, xn) ∈ T (n,δ)(PUYX)}.
For xn ∈ Ec1(n, δ) define
p1(n, δ, xn) :=P((Un(i), xn) ∈ A(n, δ)),
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and for (un, xn) ∈ A(n, δ), define
p2(n, δ, xn, un) := P((Un(i),Yn(i, j), xn) ∈ T (n,δ)(PUYX)|Un(i) = un).
Since {Un(i)} and
{
Y(i, 1), ...,Y(i, 2nR2)
}
drawn i.i.d., p1(n, δ, xn) and p2(n, δ, xn, un) are
well-defined. In addition, they are always non-negative.
Similarly, given distribution P∗UYX satisfying P
∗
UY = PUY and P
∗
X = PX, for x
n ∈
T (n,δ
∗)(P∗X), define
p3(n, δ, xn, P∗UYX) := P((U
n(i), xn) ∈ T (n,δ∗)(P∗UX)),
for (un, xn) ∈ T (n,δ∗)(P∗UYX), define
p4(n, δ, xn, un, P∗UYX) := P((U
n(i),Yn(i, j), xn) ∈ T (n,δ∗)(P∗UYX)|Un(i) = un).
Let N1(n, δ, xn) denote the number of indices i ∈
[
2bnR1c
]
, such that (un(i), xn) ∈
A(n, δ). N1(n, δ, xn) is a random variable. Let
B(k; n, p) =
(
n
k
)
pk(1 − p)n−k
denote the pmf of a Binomial distribution. It is not difficult to verify that the distribution
of N1(n, δ, xn) is
P(N1(n, δ, xn) = k)
=
(
2bnR1c
k
)
p1(n, δ, xn)k(1 − p1(n, δ, xn))2b
nR1c−k
=B(k; 2bnR1c, p1(n, δ, xn)).
Similarly, let N2(n, δ, xn, P∗UYX) denote the number of indices i ∈
[
2bnR1c
]
, such
that (un(i), xn) ∈ T (n,δ∗)(P∗UX). It is not difficult to verify that the distribution of
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N2(n, δ, xn, P∗UYX) is
P(N2(n, δ, xn, P∗UYX) = k)
=
(
2bnR1c
k
)
p3(n, δ, xn, P∗UYX)
k(1 − p3(n, δ, xn, P∗UYX))2b
nR1c−k
=B(k; 2bnR1c, p3(n, δ, xn, P∗UYX)).
Part 1) For each (n, δ), let
p
1
(n, δ) = min
xn∈Ec1(n,δ)
p1(n, δ, xn),
p
2
(n, δ) = min
(un,xn)∈A(n,δ)
p2(n, δ, xn, un).
For any δ > 0, we first observe that
lim
n→∞ EC(n)[P
n(E1(C(n), n, δ))] = 0.
Since {Un(i)} are drawn i.i.d., for any xn ∈ Ec1(n, δ), we have
P(xn ∈ E2(C(n), n, δ)|N1(n, δ, xn) = k) ≤ (1 − p2(n, δ))
k·2bnR2c .
Therefore, for any xn ∈ Ec1(n, δ), we have
P(xn ∈ E2(C(n), n, δ)) =
2bnR1c∑
k=0
{P(N1(n, δ, xn) = k)·
P(xn ∈ E2(C(n), n, δ)|N1(n, δ, xn) = k)}
≤
2bnR1c∑
k=0
B(k; 2bnR1c, p1(n, δ, xn))(1 − p2(n, δ))
k·2bnR2c .
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So EC(n)[Pn(E2(C(n), n, δ))] is bounded as follows:
EC(n)[Pn(E2(C(n), n, δ))]
=
∑
xn∈Ec1(n,δ)
Pn(xn)P(xn ∈ E2(C(n), n, δ))
≤
∑
xn∈Ec1(n,δ)
Pn(xn) ·
2bnR1c∑
k=0
{(1 − p
2
(n, δ))k·2
bnR2c · B(k; 2bnR1c, p1(n, δ, xn))}.
Using binomial expansion, we know that for any a ∈ <
n∑
k=0
B(k; n, p)ak = ((1 − p) + pa)n = (1 − p(1 − a))n.
Thus,
EC(n)[Pn(E2(C(n), n, δ))] ≤
1 − p1(n, δ)
(
1 − (1 − p
2
(n, δ))2
bnR2c)2bnR1c . (A.20)
For any xn ∈ Ec1(n, δ), there exists at least one string un ∈ Un such that (un, xn) ∈
A(n, δ). Let u′n be one such string, then
p1(n, δ, xn) = P′Un({un : (un, xn) ∈ A(n, δ)}) ≥ P′Un(TFu′n |xn (xn)).
For any un such that (un, xn) ∈ A(n, δ), we must have un ∈ T (n,δ)(PU). Thus, by Inq.
(5.5),
p1(n, δ, xn) ≥ P′Un(TFu′n |xn (xn)) ≥ PnU(TFu′n |xn (xn)).
by definition. For any un with type of sequences Pun , we have PnU(u
n) =
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2−n(H(Pun )+D(Pun ||PU )). So, combining Lemma 2.5 in [11],
p
1
(n, δ) = min
xn∈Ec1(n,δ)
p1(n, δ, xn)
≥ min
(un,xn)∈A(n,δ)
PnU(TFun |xn (x
n))
= min
(un,xn)∈A(n,δ)
|TFun |xn (xn)| · 2−n(H(Pun )+D(Pun ||PU ))
≥(n + 1)−|X||U| · min
(un,xn)∈A(n,δ)
2n(H(Fun |xn |Pxn )−H(Pun )−D(Pun ||PU )).
Therefore,
lim
δ→0
lim
n→∞
1
n
log p
1
(n, δ) ≥ −I(U; X),
Similarly, using Inq. (5.6),
p
2
(n, δ) ≥ min
(un,yn,xn)∈T (n,δ)(PUYX)
PnY(TFyn |(un ,xn)(u
n, xn)),
and
lim
δ→0
lim
n→∞
1
n
log p
2
(n, δ) ≥ −I(X; Y |U).
If R1 > I(U; X), R1 + R2 > I(U; X) + I(X; Y |U), then when δ is sufficiently small, for
all n sufficiently large (depending on δ), we have
−1
n
log p
1
(n, δ) ≤ 1
2
(R1 + I(U; X)) < R1,
−1
n
log(p
1
(n, δ) · p2(n, δ)) ≤ 12(R1 + R2 + I(U; X) + I(X; Y |U)) < R1 + R2.
Thus, for all small δ,
lim
n→∞
{
p
1
(n, δ) · 2bnR1c
}
= ∞, (A.21)
lim
n→∞
{
p
1
(n, δ)p
2
(n, δ) · 2bnR1c+bnR2c
}
= ∞. (A.22)
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Using Inq. (A.20) and the inequality (1 − x)n ≤ e−nx for x ≥ 0, we know that for all
small δ,
lim
n→∞ EC(n)[P
n(E2(C(n), n, δ))]
≤ lim sup
n→∞
exp
−p1(n, δ)2bnR1c ·
(
1 − (1 − p
2
(n, δ))2
bnR2c)
≤ lim sup
n→∞
exp
−p1(n, δ)2bnR1c ·
(
1 − exp
(
−p
2
(n, δ)2bnR2c
)) .
If there exists a constant c1 such that p2(n, δ)2
bnR2c ≥ c1, then
lim inf
n→∞
p1(n, δ))2bnR1c ·
(
1 − exp
(
−p
2
(n, δ)2bnR2c
))
≥ lim inf
n→∞ p1(n, δ))2
bnR1c · (1 − exp(−c1)) = ∞.
Else, limn→∞ p2(n, δ)2
bnR2c = 0. Note that limx→0 1−e
−x
x = 1. Therefore
lim
n→∞
1 − exp
(
−p
2
(n, δ)2bnR2c
)
p
2
(n, δ)2bnR2c
= 1,
and
lim inf
n→∞
p1(n, δ))2bnR1c ·
(
1 − exp
(
−p
2
(n, δ)2bnR2c
))
= lim inf
n→∞ p1(n, δ))p2(n, δ)2
bnR1c2bnR2c · lim
n→∞
1 − exp
(
−p
2
(n, δ)2bnR2c
)
p
2
(n, δ)2bnR2c
= ∞.
In both cases, we all have:
lim
n→∞ EC(n)[P
n(E2(C(n), n, δ))] = 0.
Part 2) We first observe that
lim sup
n→∞
EC(n)[Pn(E∗c0 (C(n), n, δ, P∗UYZ))] > 0
implies
lim inf
n→∞ EC(n)[P
n(E∗1(C(n), n, δ, P∗UYZ))] + lim infn→∞ EC(n)[P
n(E∗2(C(n), n, δ, P∗UYZ))]
≤ lim inf
n→∞ EC(n)[P
n(E∗0(C(n), n, δ, P∗UYZ))] < 1.
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Recall that (U∗,Y∗, X∗) has distribution P∗UYX. Keep in mind that in the proof of Part 2),
we always have P∗UY = PUY , P
∗
X = PX = P, and δ∗ = Cδ. Let
p¯3(n, δ, P∗UYX) = max
xn∈T (n,δ∗)(P∗X)
p3(n, δ, xn, P∗UYX),
p¯4(n, δ, P∗UYX) = max
(un,xn)∈T (n,δ∗)(P∗UX)
p4(n, δ, xn, un, P∗UYX).
We can compute that
EC(n)[Pn(E∗1(C(n), n, δ, P∗UYX))] = 1 − Pn(T (n,δ
∗)(P∗X)).
Since {Un(i)} are drawn i.i.d., for any xn ∈ T (n,δ∗)(P∗X), we have
P(xn ∈ E∗2(C(n), n, δ, , P∗UYX)|N2(n, δ, xn, P∗UYX) = k) ≥ (1 − p¯4(n, δ, P∗UYX))k·2
bnR2c
.
Therefore, for any xn ∈ T (n,δ∗)(PX), we have
P(xn ∈ E∗2(C(n), n, δ, P∗UYX))
=
2bnR1c∑
k=0
{P(N(n, δ, xn, P∗UYX) = k) · P(xn ∈ E∗2(C(n), n, δ, P∗UYX)|N(n, δ, xn, P∗UYX) = k)}
≥
2bnR1c∑
k=0
{B(k; 2bnR1c, p3(n, δ, xn, P∗UYX)) · (1 − p¯4(n, δ, P∗UYX))k·2b
nR2c}.
So EC(n)[Pn(E∗2(C(n), n, δ, P∗UYX))] is bounded as follows:
EC(n)[Pn(E∗2(C(n), n, δ, P∗UYX))]
=
∑
xn∈
T (n,δ
∗)(P∗X)
Pn(xn)P(xn ∈ E∗2(C(n), n, δ, P∗UYX))
≥
∑
xn∈
T (n,δ
∗)(P∗X)
Pn(xn) ·
2bnR1c∑
k=0
{(1 − p¯4(n, δ, P∗UYX))k·2b
nR2c · B(k; 2bnR1c, p3(n, δ, xn, P∗UYX))}
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Similarly, using binomial expansion, we know that
EC(n)[Pn(E∗2(C(n), n, δ, P∗UYX))]
≥Pn(T (n,δ∗)(P∗X)) ·
1 − p¯3(n, δ, P∗UYX) (1 − (1 − p¯4(n, δ, P∗UYX))2bnR2c)2b
nR1c
(A.23)
Using Lemma 2.2 in [11], for any n, there are at most (n + 1)|U||X| different types of
sequences in (U × X)n. Again, combining Lemma 2.5 in [11] and using the fact that
P∗U = PU along with the definition of P
′
Un , we know that there exists a constant α1 for
all P∗UYX, such that for all large n:
p¯3(n, δ, P∗UYX)
≤(n + 1)|X||U| max
(un,xn)∈T (n,δ∗)(P∗UX)
P′Un(TFun |xn (x
n))
≤α1(n + 1)|X||U| max
(un,xn)∈T (n,δ∗)(P∗UX)
PnU(TFun |xn (x
n))
=α1(n + 1)|X||U| · max
(un,xn)∈T (n,δ∗)(P∗UX)
{
|TFun |xn (xn)| · 2−n(H(Pun )+D(Pun ||P
∗
U ))
}
≤α1(n + 1)|X||U| · max
(un,xn)∈T (n,δ∗)(P∗UX)
2nH(Fun |xn |Pxn )−H(Pun )−D(Pun ||P
∗
U ))
≤α1(n + 1)|X||U| · max
(un,xn)∈T (n,δ∗)(P∗UX)
2nH(Fun |xn |Pxn )−H(Pun )).
Let Γ1(δ, P∗UYX) = {P˜UX : ||P˜UX − P∗UX || ≤ δ∗}. Let Γ2(δ, P∗UYX) = {P˜U : ||P˜U − P∗U || ≤ δ∗}.
Combining the above analysis, for any distribution P∗UYX, it is not difficult to verify that:
lim
n→∞
1
n
log p¯3(n, δ, P∗UYX) ≤ sup
P˜UX∈Γ1(δ,P∗UYX)
HP˜UX (U˜ |X˜) − inf
P˜U∈Γ2(δ,P∗UYX)
H(P˜U).
(Here HP˜UX (U˜ |X˜) denote the conditional distribution of U˜ given X˜ where (U˜, X˜) has
distribution P˜UY). Γ1(δ, P∗UYX) and Γ2(δ, P
∗
UYX) are compact sets. HP˜UX (U˜ |X˜) and H(P˜U)
and are continuous function of P˜UX and P˜U , respectively. Thus, it is eligible to substitute
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max and min for sup and inf, respectively:
lim sup
n→∞
1
n
log p¯3(n, δ) ≤ max
P˜UX∈Γ1(δ,P∗UYX)
HP˜UX (U˜ |X˜) − min
P˜U :∈Γ2(δ,P∗UYX)
H(P˜U)
:=ξ1(δ, P∗UYX). (A.24)
Similarly, using the facts that P∗UY = PUY and P
∗
X = PX, we have:
lim sup
n→∞
1
n
log p¯4(n, δ)
≤ max
P˜UYX∈Γ3(δ,P∗UYX)
HP˜UYX (Y˜ |U˜, X˜) − min
P˜UY∈Γ4(δ,P∗UYX)
HP˜UY (Y˜ |U˜) (A.25)
:=ξ2(δ, P∗UYX), (A.26)
where
Γ3(δ,P∗UYX) = {P˜UYX : ||P˜UYX − P∗UYX || ≤ δ∗},
Γ4(δ,P∗UYX) = {P˜UY : ||P˜UY − P∗UY || ≤ δ∗}.
(Here, HP˜UYX (Y˜ |U˜, X˜) and HP˜UY (Y˜ |U˜) are defined analogously as HP˜UX (U˜ |X˜).)
For any xn ∈ T (n,δ)(P∗X), we must have
||Pxn − P∗X || ≤ δ∗.
By definition, ξ1(δ, P∗UYX) ≥ −I(X∗; U∗) and ξ2(δ, P∗UYX) ≥ −I(X∗; Y∗|U∗). Let
ξ(δ, P∗UYX)
:= max
{
ξ1(δ, P∗UYX) + I(X
∗; U∗), ξ1(δ, P∗UYX) + ξ2(δ, P
∗
UYX) + I(X
∗; U∗) + I(X∗; Y∗|U∗)
}
.
It is obvious that
lim
δ→0
ξ1(δ, P∗UYX) = −I(X∗; U∗),
lim
δ→0
ξ2(δ, P∗UYX) = −I(X∗; Y∗|U∗).
135
For any other distribution P∗∗UYX, suppose P˜
′
UX and P˜
′′
U achieve max and min, respec-
tively in the expression of ξ1(δ, P∗∗UYX):
ξ1(δ, P∗∗UYX) = HP˜′UX (U˜
′|X˜′) − H(P˜′′U).
(Here P˜′U may not equal P˜
′′
U .) Since ||P˜′UX − P∗∗UX || ≤ δ, by Triangle Inequality,
||P˜′UX − P∗UX || ≤ δ + ||P∗∗UX − P∗UX ||.
Since ||P˜′′U − P∗U || ≤ δ, by Triangle Inequality,
||P˜′′U − P∗U || ≤ δ + ||P∗∗U − P∗U ||.
It is not difficult to verify that ||P∗∗UX −P∗UX || ≥ ||P∗∗U −P∗U ||. Therefore, for any δ and P∗UYX,
P˜′UX ∈ Γ1(δ + ||P∗∗UX − P∗UX ||, P∗UYX),
P˜′′U ∈ Γ2(δ + ||P∗∗UX − P∗UX ||, P∗UYX).
We have
ξ1(δ, P∗∗UYX) ≤ ξ1(δ + ||P∗∗UX − P∗UX ||, P∗UYX).
Similarly, for any δ and P∗UYX, we have
ξ2(δ, P∗∗UYX) ≤ ξ2(δ + ||P∗∗UYX − P∗UYX ||, P∗UYX).
Thus, if {(δk, P(k)UYZ)} is a sequence satisfying:
lim
k→∞
δk = 0, lim
k→∞
P(k)UYZ = P
∗
UYZ ,
then
lim sup
k→∞
ξ1(δk, P
(k)
UX)
≤ lim sup
k→∞
ξ1(δk + ||P(k)UX − P∗UX ||, P∗UYX)
= − I(X; U),
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and
lim sup
k→∞
ξ2(δk, P
(k)
UYX)
≤ lim sup
k→∞
ξ2(δk + ||P(k)UYX − P∗UYX ||∞, P∗UYX)
= − I(X; Y |U).
This gives limk→∞ ξ(δk, P
(k)
UYX) = 0.
A.3.2 Proof of Inq. (5.8)
To prove Inq. (5.8), it is equivalent to prove that
lim sup
δ→0
{lim sup
n→∞
EC(n)[Pn(A1(C(n)))]} = 0.
Notice that for any δ > 0,
lim
n→∞ EC(n)[P
n(Ec1(C(n), n, δ))] = 1.
Thus, it is equivalent to prove that
lim sup
δ→0
lim sup
n→∞
EC(n)[Pn(A1(C(n)) ∩ Ec1(C(n), n, δ))]
= 0. (A.27)
We next prove Eq. (A.27) by contradiction. If Eq. (A.27) does not hold, then there
exists a positive α ∈ (0, 1], a positive sequence {δk} (limk→∞ δk = 0) and a sequence
{nk,`} for each k s.t.
EC(nk,`,δk)[Pn(A1(C(nk,`, δk)) ∩ Ec1(C(nk,`, δk), nk,`, δk))] > α, ∀k, ` ∈ Z+. (A.28)
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Consider the metric space (S, || · ||∞), where S is the set of all probability distributions
onU ×Y × X. For any δ > 0, let
Dδ := {P′UYX : ||PX − P′X ||∞ ≤
δ
|X| ,
||PUY − P′UY ||∞ ≤
δ
|U||Y| ,
P′UY(a, b) = 0, ∀(a, b) ∈ U × Y, s.t. PUY(a, b) = 0}.
∀P′UYX ∈ Dδ, let C = |X| + |U||Y||X|mina∈X PX(a) and let
Γ(P′UYX) = {P′′UYX : ||P′′UYX − P′UYX ||∞ < Cδ}.
Then,
⋃
P′UYX :P
′
UY =PUY ,P
′
X=PX
Γ(P′UYX) is an open cover of Dδ. For any P′′UYX ∈ Dδ, let
F : X → X be a stochastic matrix such that PX = PUY · F′′X|UY · F, where F′′X|UY is the
stochastic matrix corresponding to P′′UYX. In addition, ∀a ∈ X, if P′X(a) ≤ PX(a), then
F(a|a) = 1, F(b|a) = 0,∀b , a; else F(a|a) = PX(a)P′X(a) ≥
PX(a)
PX(a)+δ/|X| . In conclusion, F has
the following property: ∀a, b ∈ X, if a = b, then 0 ≤ 1 − F(a|a) ≤ δ/|X|
δ/|X|+PX(a) ≤ δPX(a)|X| ; if
a , b, then 0 ≤ F(a|b) ≤ δPX(a)|X| . Let P′UYX be a distribution such that P′UY = PUY and
P′X|UY(x|u, y) =
∑
x′∈X
P′′X|UY(x
′|u, y)F(x|x′).
By construction, P′UY = PUY , P
′
X = PX. Moreover, for any (u, y, x) ∈ U × Y × X,
|P′UYX(u, y, x) − P′′UYX(u, y, x)|
=|PUY(u, y)P′X|UY(x|u, y) − P′′UY(u, y)P′′X|UY(x|u, y)|
≤PUY(u, y)
∑
x′∈X
P′′X|UY(x
′|u, y)∣∣∣F(x|x′) − 1x=x′ ∣∣∣ +∣∣∣∣(PUY(u, y) − P′′UY(u, y))P′′X|UY(x|u, y)∣∣∣∣
≤ δ
mina∈X PX(a)
+
δ
|U||Y| =
Cδ
|U||Y||X| .
Dδ is closed and bounded. By the Heine-Borel Covering Theorem (Theorem 9.7.7
in [27]), Dδ is a compact set, that is, every open cover of it has a finite sub-cover. So,
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we can find a finite sub-cover:
Dδ ⊆
Nδ⋃
t=1
Γ(P(δ,t)UYX), (A.29)
where ∀t ∈ [Nδ], P(δ,t)UY = PUY and P(δ,t)X = PX. For any xn ∈ A1(C) ∩ Ec1(C, n, δ), the type
of (un(i˜(xn)), yn(i˜(xn), j˜(xn)), xn) satisfies:
Pun(i˜(xn)),yn(i˜(xn), j˜(xn)),xn ∈ Dδ.
By Inq. (A.29), there exists t ∈ [Nδ] s.t.
Pun(i˜(xn)),yn(i˜(xn), j˜(xn)),xn ∈ Γ(P(δ,t)UYX),
indicating that (un(i˜(xn)), yn(i˜(xn), j˜(xn)), xn) belongs to T (n,Cδ)(P(δ,t)UYX). For convenience,
let S (C, n, δ, t) denote the following set:
S (C, n, δ, t) =
{
xn : xn ∈ A1(C) ∩ Ec1(C, n, δ),
(un(i˜(xn)), yn(i˜(xn), j˜(xn)), xn) ∈ T (n,Cδ)(P(δ,t)UYX)
}
.
Here, for fixed (C, n, δ), {S (C, n, δ, t)}t∈[Nδ] do not need to be pairwise disjoint. Using the
assumption Inq. (A.28), we know that for any δk, there exists a probability distribution
P(δk ,tk)UYX (tk ∈ [Mδk]) and a subsequence {nk, ˜`} of {nk,`}, such that:
EC(nk, ˜`)[Pn(S (C(nk, ˜`), nk, ˜`, δk, tk))] ≥
α
Nδk
.
Now, we have a sequence of probability distribution {P(δk ,tk)UYX }∞k=1. We can always find
a subsequence of it such that it converges to P∗UYX. Without loss of generality, we can
assume that
lim
k→∞
P(δk ,tk)UYX = P
∗
UYX. (A.30)
Let Z be a random variable such that PUYZ = P∗UYX. Then, by construction
Ed(Y,Z) ≥ D1 + ; Z d= X.
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For each k, apply Lemma 23 Part 2) with constant C = |X|+ |U||Y||X|mina∈X PX(a) , R1 = I(U; X)+
δk, R2 = I(X; Y |U) + δk and distribution P(δk ,tk)UYX . Note that for any C and n,
S (C, n, δk, tk) ⊆ E∗0(C, n, δk, P(δk ,tk)UYX )
Then we have:
I(U; X) + δk ≥ IP(δk ,tk )UYX (U; X) − ξ(δk, P
(δk ,tk)
UYX ); (A.31)
I(X; Y) + 2δk ≥ IP(δk ,tk )UYX (U; X) + IP(δk ,tk )UYX (X; Y |U) − ξ(δk, P
(δk ,tk)
UYX ). (A.32)
By Eq. (A.30) and limk→∞ δk = 0, we have:
lim
k→∞
ξ(δk, P
(δk ,tk)
UYX ) = 0.
Since Inq. (A.31) and Inq. (A.32) hold for any k, let k → ∞ and we have
I(U; X) ≥ I(U; Z),
I(X; Y) ≥ I(U; Z) + I(Z; Y |U).
This contradicts the last condition in Theorem 7.
A.3.3 Proof of Lemma 25
This proof is similar to the proof of Lemma 3 in [23]. Let
A := {(Q˜,HR(Z˜|U˜) − HP(X˜|U˜)) : (U˜, Y˜ , X˜, Z˜) ∈PV,W(Q˜)}
Let (U˜i, Y˜i, X˜i, Z˜i) ∈ PV,W(Q˜i), i = 1, 2 be two arbitrary quadruple of random variables
and choose any α ∈ [0, 1]. Define an random variable T such that T is independent
from (U˜i, Y˜i, X˜i, Z˜i), i = 1, 2 and takes the values 1 and 2 with probabilities α and 1 − α,
respectively. Let U˜0 = (U˜T , T˜ ) and Y˜0 = Y˜T , X˜0 = X˜T and Z˜0 = Z˜T . Then:
U˜0 → Y˜0 → (X˜0, Z˜0),
(Y˜0, X˜0, Z˜0) ∈PV,W .
140
The distribution of Y˜0 is Q˜0 = αQ˜1 + (1 − α)Q˜2. Thus, (U˜0, Y˜0, X˜0, Z˜0) ∈ PV,W(Q˜0). By
the independency of T , for t = 1, 2,
P(X˜T = x|T = t, U˜T = u) = P(X˜t = x|T = t, U˜t = u) = P(X˜t = x|U˜t = u).
Therefore,
HP(X˜0|U˜0)
=
∑
u0
P(U˜0 = u0)
∑
x
PX˜0 |U˜0(x|u0) · log
P(x)
PX˜0 |U˜0(x|u0)
=
∑
u∈U
P(T = 1, U˜T = u)
∑
x
{
P(X˜T = x|T = 1, U˜T = u) · log P(x)
P(X˜T = x|T = 1, U˜T = u)
}
+
∑
u∈U
P(T = 2, U˜T = u)
∑
x
{
P(X˜T = x|T = 2, U˜T = u) · log P(x)
P(X˜T = x|T = 2, U˜T = u)
}
=
∑
u∈U
αPU˜1(u)
∑
x
PX˜1 |U˜1(x|u) · log P(x)PX˜1 |U˜1(x|u)
 +∑
u∈U
(1 − α)PU˜2(u)
∑
x
PX˜2 |U˜1(x|u) · log P(x)PX˜2 |U˜2(x|u)

=αHP(X˜1|U˜1) + (1 − α)HP(X˜2|U˜2).
Similarly,
HR(Z˜0|U˜0) = αHR(Z˜1|U˜1) + (1 − α)HR(Z˜2|U˜2).
This proves that the plane region A is convex, indicating that cl(A ) is also convex.
(The closure of a convex set is also convex. ) Note that TV,W,Q(Q˜) is the lower boundary
of cl(A ). Therefore, for any distributions Q˜1 and Q˜2 and any α ∈ [0, 1], we have
TV,W,Q(αQ˜1) + TV,W,Q((1 − α)Q˜2) ≥ TV,W,Q(Q˜0),
where
Q˜0 = αQ˜1 + (1 − α)Q˜2.
So, TV,W,Q(Q˜) is a convex function of Q˜, and is thus a continuous function of Q˜ (convexity
implies continuity).
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A.3.4 Proof of Proposition 26
The proof is similar to the proof of Proposition 2 in [22].
(1) ⇒ (2). Choose a quadruple (U,Y, X,Z) ∈ PV,W(Q), a δ > 0 and an  > 0. Let
PU denote the marginal distribution of U and let PUY denote the distribution of U and
Y . For n = 1, 2, . . ., writeBn = {yn : (un, yn) ∈ T n,(PUY)}, where un ∈ T n,(PU) is some
fixed sequence. By Definition 20, for any 0 < η < 1 and any  > 0, when n is large
enough,
1
n
log GV,Q(Bn, η) ≤ 1n log GW,Q(Bn, η) + δ.
Since for n large enough and  small enough, we have by Lemma 1 in [23],∣∣∣∣∣∣1n log GV,Q(Bn, η) − I(X; U)
∣∣∣∣∣∣ ≤ δ,∣∣∣∣∣∣1n log GW,Q(Bn, η) − I(Z; U)
∣∣∣∣∣∣ ≤ δ.
This implies that I(U; Z) ≤ I(U; X) + 3δ.
(2)⇒ (3). We use Lemma 3 in [1] to prove it.
Lemma 32 (Lemma 3 [1]) Let SN be the set of all probability N-vectors ~p =
(p1, ..., pN) and let f j(~p), j = 1, ...,K be continuous function on SN . Then, for any
probability measure µ on (the Borel subsets of) SN , there exist K + 1 elements ~pi of SN
and constants αi ≥ 0, i = 1, ...,K + 1 with ∑K+1i=1 αi = 1, such that∫
f j(~p)dµ =
K+1∑
i=1
αi f j(~pi), j = 1, . . . ,K.
The proof is similar to the proof in [1]. Without loss of generality, we suppose that
Y = [N] and |Y| = N. We choose SN as the set of all probability distributions onY. We
can interpret PY |U(·|u) as an element of SN and {PU(u)}u∈U as a Borel measure on SN .
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Consider the following N+1 continuous functions on SN . For ~p = (p(1), ..., p(N)) ∈ SN ,
set
1. f j(~p) = p( j), j = 1, ...,N − 1;
2. fN(~p) = H(X) +
∑
x∈X
∑
y∈Y V(x|y)p(y))·
log
(
log
∑
y∈Y V(x|y)p(y)
)
;
3. fN+1(~p) = H(Z) +
∑
z∈Z
∑
y∈YW(z|y)p(y))·
log
(
log
∑
y∈YW(z|y)p(y)
)
.
Let (U,Y, X,Z) ∈PV,W(Q). Then for j = 1, ...,N − 1∑
u∈U
f j(PY |U(·|u))PU(u) = Q( j).
In addition,
∑
u∈U
fN(PY |U(·|u))PU(u) = I(U; X),∑
u∈U
fN+1(PY |U(·|u))PU(u) = I(U; Z).
Lemma 32 implies that there exists a U∗ with |U∗| ≤ |Y|+2 such that I(U; X) = I(U∗; X)
and I(U; Z) = I(U∗; Z).
(3)⇒ (1). For any 0 < η < 1, δ > 0, we first choose an δ such that:
H2(δ) + δ|Y| = δ/8.
For any n, letB′n ⊆ T n(Q) achieve
min
B⊆T n(Q)
1
n
[log GW,Q(B, η) − log GV,Q(B, η)].
By Theorem 1 in [23], we can select fromB′n a maximal δ- codeBn for the channel V
such that for all n sufficiently large (n > n0(δ, δ/16, η) where n0 is given in Theorem 1
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in [23])
1
n
log GV,Q(Bn, η) ≥|Bn| − I(V,Q) − δ/16 (A.33)
≥1
n
log GV,Q(B′n, η) − δ/8. (A.34)
Here Inq. (A.33) follows from the converse part of the theorem and Inq. (A.34) follows
from the direct part of the theorem.
SinceBn ⊆ B′n,
1
n
log GW,Q(Bn, η) ≤ 1n log GW,Q(B
′
n, η). (A.35)
Let P = Q · V and R = Q ·W. By Lemma 5 in [23], for all large n (depending on η, δ),
1
n
log GV,Q(Bn, η) ≤ 1n
(
HPn(Xˆn) + H(Yˆn|Xˆn)
)
+ δ/8, (A.36)
1
n
log GW,Q(Bn, η) ≥ 1nHRn(Zˆ
n) − δ/8, (A.37)
where the random variables (Yˆn, Xˆn, Zˆn) ∈PnV,W are defined by
Pr(Yˆn = yn) =

Qn(yn)/Qn(Bn), if yn ∈ Bn
0, otherwise.
SinceBn is an δ code for the channel V , from Fano’s inequality, we have:
1
n
H(Yˆn|Xˆn) ≤ 1
n
H2(δ) + δ|Y| ≤ δ/8. (A.38)
By Inq. (4.11) – (4.13) in [23], we know that there exists a distribution Q˜n on Y satisfy-
ing
|Q˜n(y) − Q(y)| ≤ rnn , ∀y ∈ Y,
and a quadruple of random variables (U˜n, Y˜n, X˜n, Z˜n) ∈PV,W(Q˜n) such that:
1
n
HRn(Zˆn) − 1nHPn(Xˆ
n) = HR(Z˜n|U˜n) − HP(X˜n|U˜n). (A.39)
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Combining Inq. (A.34) to (A.39), we know that for all large n (depending on η, δ)
1
n
log GW,Q(B′n, η) −
1
n
log GV,Q(B′n, η)
≥1
n
log GW,Q(Bn, η) −
(
1
n
log GV,Q(Bn, η) + δ/8
)
≥
(
1
n
HRn(Zˆn) − δ/8
)
−
(
1
n
(
HPn(Xˆn) + H(Yˆn|Xˆn)
)
+ δ/8
)
− δ/8
≥1
n
HRn(Zˆn) − 1nHPn(Xˆ
n) − δ/2
=HR(Z˜n|U˜n) − HP(X˜n|U˜n) − δ/2
≥TV,W,Q(Q˜n) − δ/2.
The third statement of the proposition implies that TV,W,Q(Q) ≥ 0. Since ||Q˜n −Q||∞ ≤ rnn ,
combining Lemma 25, for all n sufficiently large,
TV,W,Q(Q˜n) ≥ TV,W,Q(Q) − δ/2 ≥ −δ/2.
Thus, for any 0 < η < 1 and any δ > 0, for all large n (depending on η, δ),
min
B⊆T n(Q)
1
n
[log GW,Q(B, η) − log GV,Q(B, η)] ≥ −δ.
This completes the proof.
A.3.5 Proof of Lemma 27
By Proposition 26, it is equivalent to prove that I(U; Z) ≤ I(U; X) for any (U,Y, X,Z) ∈
PV,W(Q). For any (U,Y, X,Z) ∈ PV,W(Q), let PUYXZ denote its distribution. Let FU |Y
denote the stochastic matrix describing the conditional distribution of U given Y . FY |U
is defined analogously. Then, let (Un,Yn, Xn,Zn) be a quadruple of random variables with
joint distribution PUnYnXnZn = PUnYn PXn |Yn PZn |Yn . Here, PUnYn = PYn PUn |Yn where PYn = Qn
and PUn |Yn = PU |Y . PXn |Yn and PZn |Yn are described by Vn and Wn, respectively. Since
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Vn → V , Wn → W and Qn → Q, we have:
lim
n→∞ PUnYnXn = PUYX; limn→∞ PUnYnZn = PUYZ .
It is easy to check that (Un,Yn, Xn,Zn) ∈PVn,Wn(Qn). Since Wn
Qn Vn, via Proposition
26, I(Un; Zn) ≤ I(Un; Xn). Note that mutual information I(X; Y) is a continuous function
of the distribution of (X,Y). So
I(U; Z) = lim
n→∞ I(Un; Zn) ≤ limn→∞ I(Un; Xn) = I(U; X).
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