ABSTRACT Images obtained from unconstrained environments may be blurred by unknown kernels and affected due to noise. This paper presents a new total variation minimization-based method for blindly deblurring such images. Unlike the alternating optimization-based algorithms, the proposed algorithm adopts a joint estimation strategy to estimate the unknown blurring kernel and the unknown image in an iterative manner, where each iteration performs two separate image denoising subproblems that admit fast implementation. Experiments are performed on multiple synthetic, grayscale, and color images, and the results demonstrate that the proposed method is effective in blind deblurring.
I. INTRODUCTION
Classical image restoration algorithm is dedicated to estimating the true image assuming the knowledge of blur. Several methods solving these problems are available in the literature [1] - [9] , including those based on total variation minimization which have been found especially effective. By contrast, blind deconvolution as an image restoration task tackles a much more challenging problem where both the image and the blurring mechanism are unknown. TVbased image restoration algorithms [10] - [33] have been examined in connection to this type of problem for the blind deconvolution. An approach that turns out to be particularly successful for blind deconvolution is proposed in [10] and improved in [11] , [13] , [15] , [24] , and [27] which is commonly known as the alternating optimization technique. The key idea of these aforementioned alternating optimization techniques is to fix one variable while optimize the other. Besides the relevant TVbased image restoration algorithms, there are many nonblind deconvolution algorithms. The algorithm based on Block Matching 3-D (BM3D) frames shows superiority with respect to the state of the art in the field [36] .
Some researchers also developed an iterative graph-based framework for image restoration based on a new definition of the normalized graph Laplacian methods [34] , [35] and their effectiveness for different restoration problems is proved.
The primary goal of this paper is to develop a new method for blind deconvolution of gray-scale as well as color images. Unlike the alternating-optimization based algorithm (which reduces the problem at hand to alternately performing two standard deblurring subproblems with known blurring kernels), the new method adopts a joint estimation strategy to synchronously estimate both the unknown kernel and unknown image. In this paper, we develop a new technique to optimize both unknowns together rather than fixing one and optimizing the other alternately. To deal with the technical challenges arising from this joint estimation approach, a new local framework was propose to carry out the joint estimation of the unknowns in an iterative manner. In this framework each iteration performs two separate image denoising subproblems which can be carried out efficiently using the techniques in [5] and [9] . Simulation results are presented to demonstrate that the proposed algorithm is capable of blindly deblurring images with considerably improved performance.
II. BACKGROUND AND RELATED WORK A. IMAGE MODEL
We follow [2] to consider the basic image model Au + w = u 0 (1) where A represents an affine map standing for a blurring operator, u 0 denotes an observed noisy image of size n 1 × n 2 , and w is normally distributed additive noise. Assuming noise w is Gaussian white with independent and identically distributed components of zero mean and variance σ 2 . The restoration problem here is to estimate (recover) image u and the blur operator A given the observation u 0 . We stress that because both the blurring operator A and image u are unknown, this is a blind deconvolution problem which makes model (1) nonlinear, thus technically this problem is more challenging than some deblurring problems encountered in reference papers [1] - [9] .
B. TV NORM OF GRAY-SCALE IMAGES
Let u ∈ R n 1 ×n 2 represent a digital gray-scale image. The isotropic total variation ( u TV (I) ) of u is defined by
where
C. RELATED WORK For blurred images with known blurring operator A, the image restoration problem can be treated by solving the unconstrained convex problem [2] , [5] , [6] , [9] 
where · F denotes Frobenius norm of matrix and µ > 0 is regularization parameter that balances the trade-off between removing noise or small details. For blurred images with an unknown blurring mechanism where the blurring operator A in model (1) is replaced by a convolutional kernel a, thus the model becomes
The image blind deconvolution problem has been investigated by many researchers, of particular relevance to the method proposed here are the techniques developed in [13] where the blind deblurring problem is formulated as the optimization problem min u,a
where · BV is the bounded variation TV for image u and blur kernel
denotes the boundary variational TV norm as defined in [13] for image u, and a BV possess the same definition. Equation (6) is then solved by an alternating minimization strategy which starts by fixing kernel a to an initial estimate while minimizing functional F(u, a) with respect to u, then image u is fixed until the optimization result of F(u, a) is obtained with respect to a. The alternating procedure continues until both a and u converge, the convergence property of this algorithm is examined in [15] .
D. FAST GRADIENT-BASED ALGORITHMS FOR EQUATION (4)
To solve equation (4) with a known blurring operator A, there is an especially effective algorithm developed in [5] , [9] based on a fast gradient projection (FGP) algorithm. In this algorithm, the objective function in (4) is expressed as
F is convex and smooth while g(u) = µ u TV l is convex but nonsmooth. Let u k be the image obtained in the kth iteration, the next iterative u k+1 is generated by minimizing the proximal objective function which is quadratic and convex:
where b l and b u are lower and upper bounds to the image (b l = 0 and b u = 255 for 8-bit digital images), and L denotes the Lipschitz constant for ∇f (u), i.e., for any u and v,
Note that the first three terms on the right-hand side of (7) can be combined into a complete square term , hence the solution of the minimization problem, denoted by u k+1 = P L (u k ), can be expressed as
For implementation purposes, the Lipschitz constant L in (8) needs to be calculated. For the present case of f (u), (8) implies that
In equation (9), ''noisy'' image is represented by bk and it can be updated using equation (10) . In this way, the deblurring equation (4) can be solved by iteratively solving a sequence of denoising problem as specified in (9) and (10).
III. NEW ALGORITHM BASED ON JOINT ESTIMATION OF KERNEL AND IMAGE

A. THE SOLUTION METHOD AT A GLANCE
In this section, a novel algorithm is presented based on the TV-based formulation under the assumption that both a and u are unknown in the image model (5)
Traditional optimization approaches use alternating minimization where one of the unknowns is temporarily fixed while the other is being optimized, and the procedure continues in an alternating manner until both the kernel and image estimations converge. The difficulty encountered in a joint estimation method is that allowing both a and u to be unknown variables will make (5) nonlinear and destroy the convexity of function F(u, a) in (12) . To deal with the aforementioned difficulty, we propose to work with (12) locally.
Let u k and a k be the image and kernel obtained from the kth iteration, and we seek to find new estimates of the kernel and image in the form of u = u k + u and a = a k + a where the increments u and a denote small increments of u k and a k , respectively. Namely, u and a are matrices of the same size with u k and a k , whose elements are small in magnitude.
With such constraints on u and a, u = u k + u and a = a k + a will vary in a small vicinity of u k and a k , respectively. Under this assumption, we can write
The above approximation for the last line of (13) is valid because both u and a are small, thus their product can be neglected. In this way, the equation (12) at hand can be simplified to
It is important to note that when both u and a are unknown, equation (14) still remains convex with respect to {u, a}.
For notation simplicity, we will denote x = {u, a} and define a linear operator A k by A k x = a * u k +a k * u. Also, we denote x TV,µ = µ 1 u TV (I) +µ 2 a TV (I) , the equation (14) now becomes
and the minimization of F(x) in (15) is carried out subject to the following constrains:
where β 1 ≥ 0 and β 2 ≥ 0 are two small constants, I u , I a are two defined unit matrices with the same size image u and kernel a. Constrains (16a) and (16f) impose normalization and symmetry conditions on the kernel; (16b) requires that both kernel and image are nonnegative; (16c) and (16d) ensure that the increments u and a are small in magnitude; and (16e) requires image u to be bounded. By replacing F(x) in (15) with an approximate proximal objective function, the problem of minimizing F(x) in (15) is equivalent to separately minimizing two simplified objective functions based on the properties of the Frobnius norm as follows:
and
where b u k and b a k are known quantities in the kth iteration of the algorithm. The derivation details (leading to (17) and (18)) are given in Sec.III.B. Consequently, the blind deblurring problem at hand can be solved by iteratively performing two denoising subproblems:
where 0 ≤ i, j ≤ m. Both equations (19) and (20) are standard image denoising problems to which fast algorithms such as those proposed in [5] and [9] are available.
B. ANALYTICAL DETAILS OF THE PROPOSED ALGORITHM
Below we will provide analytical details of the three key issues involved in the proposed algorithm, namely symmetry property of the kernel, gradient of the first term of F(x) in (15) and derivation of equations (17) and (18) .
1) SYMMETRY OF KERNEL a
For Gaussian lowpass blur, average blur and circularly averaging blur, the kernel matrix a is quadrantally symmetric (actually we assumed a specific symmetric structure for the kernel throughout the paper, but the proposed algorithms can absolutely extend to some other regular type of blur kernels), thus only its upper left part, denoted by a, should be considered as the designed variable because the rest of matrix a can be constructed using a as
where a is assumed to be size M × M with M = 2m + 1.
is obtained by flipping identity matrix I m from left to right.
By the definitions of A k and x (see Sec.III.A.), the adjoint of A k , denoted by A T k , can be found as follows (Assume v is a random image with the same size of u):
−p,−q . To obtain an expression ofâ k , here we assume periodic boundary extension for image and then compute:
Using the equations of (21), (22) and (23), the gradient of h(x) can be computed as following
where variable x is redefined as x = {u,ã}.
3) DERIVATION OF (17) AND (18) Considering the minimization of the proximal objective function of F(x) in (15):
where L is a Lipschitz constant of h(x). It follows that up to a constant the first three terms on the right-hand side of (27) can be combined into a complete square term, i.e.,
then (27) can be written as
Note that the first and third terms of (30) only depend on variable u, while the other two terms only depend on variableã. According to the properties of the Frobenius norm, the minimization of Q(x, x k ) can be accomplished by two separate minimizations, namely
which is identical to (17) , and
which is a simplified version of (18) Input image u 0 , parameters m, L, δ, µ 1 , µ 2 , b l , b u , β 1 and β 2 , and number of iterations N ; set iteration counter k = 0, initial u to be u 0 , and initialã to be the 2nd quadrant submatrix of the δ-matrix of size (2m + 1) × (2m + 1). if k <N then
• Use (26) and (29) to compute and update bã k and b u k .
• Solve problems (31) and (32) to get u k andã k , respectively.
• Set k = k + 1. If k = N , output solution {u k , a k } and terminate, otherwise repeat the loop until the algorithm iteration proceeds to convergence.
end if Output:
Optimal solution {u k , a k }.
C. BLIND DEBLURRING OF COLOR IMAGES
A color image with the size of n 1 × n 2 is represented by u =
}, where u (r) , u (g) and u (b) are the components of u in red (R), green (G) and blue (B) channels, respectively. For color images, the model in (5) still remains valid where a = {a (r) , a (g) , a (b) } and w = {w (r) , w (g) , w (b) }, so model (5) is equivalent to three single-channel models
Blind deblurring a color image is a problem of recovering image from observation u 0 = {u
0 }, where the blurring kernel a is unknown. Based on equation (30) , blind deblurring a color image can be accomplished by solving three convex problems
TV (I) (34) for γ = r, g, b. On problem (34) with (12), it's quite clear that each problems in (34) is identical to a problem of blind deconvolution of an image, hence it can be solved by applying Algorithm 1.
IV. PERFORMANCE EVALUATION
In this section, simulations are presented to illustrate the performance for our algorithm. The performance evaluation was carried out visually (i.e. subjectively) as well as numerically (i.e. objectively) from the improvement in peak-signal-tonoise ratio (PSNR) to structural similarity index measurement (SSIM). Besides these two evaluation standards, the computation efficiency was also studied. All simulations were performed on a Windows7 laptop PC with an Intel(R) Core(TM) i3-4010U Duo CPU P8700@1.70 GHz with 4.0 GB of RAM.
Performance of our algorithm was compared with the alternating optimization based method first developed in the late 1990's and advanced in the early 2000's [10] , [11] , [13] - [15] and the latest algorithm which is proposed in [14] . Algorithm [14] remains to be one of the best (if not the best) methods available for blind deconvolution of still images. As mentioned earlier, state of the art deblurring algorithms such as those in [5] and [9] have been proposed, however the methods in [5] and [9] assume known blurring kernels. In our simulations, algorithm [13] reduces the blind deconvolution problem into two standard (nonblind) deconvolution subproblems, and was carried out using the fast convex programming solver provided by [9] for efficient and accurate solution. In other words, our algorithm was compared with an algorithm that combines the best of the methods of [9] and [13] . For this reason, we shall call it ''[13] + [9] '' method in the rest of this section. The algorithm [33] solved blind deconvolution problem using the quadratic upper-bounded TV as the regularizer. The approximation cuts off the high frequency information and the alternate minimization step resulted in quality degradation and computation, but the performance of algorithm [14] is better than the aforementioned algorithms; it's calculation of PSNR needs to extract some pixels from the edge of the image, and this will lead to some uncertainty to PSNR improvement, so we just made one comparison for gray-scale image Lena because of the uncertain result.
A. BLIND DEBLURRING OF STANDARD GRAY-SCALE IMAGES
For visual examination, the proposed algorithm was applied to standard classic image Lena, which was degraded by original 9 × 9 Gaussian kernel with standard deviation δ, which is 4 and additive Gaussian white noise with standard deviation σ = 10 −3 . The original, blurred, and deblurred images of Lena by the [13] + [9] , [14] and the proposed methods are shown in Fig.1 (a), (b) , (c), (d) and (e). The numerical values of bounds β 1 , β 2 and regularization parameters µ 1 , µ 2 were set to (β 1 , β 2 , µ 1 , µ 2 ) = (2 × 10 −2 , 5 × 10 −3 , 6 × 10 −5 , 3 × 10 −5 ). It is observed that the PSNR has been improved from 23.4520 dB to 27.3840 dB, 28.1110 dB and 29.5081 dB via [13] + [9] , [14] and the proposed method, [14] and (e) deblurred by the proposed algorithm.
respectively. The SSIM is improved from 0.6417 to 0.7656, 0.7654 and 0.8287. The approximate eclipse time for algorithm [13] + [9] is 51.8859s, [14] is 539.4359s and our algorithm is 38.3606s. The original and identified kernels of Gaussian are depicted in Fig.2 . The proposed algorithm is extended to standard gray images Satellite and Cameraman (256 × 256), Boat (512 × 512) with different kernels, where 9 × 9 Gaussian, 7 × 7 average lowpass and 9 × 9 circularly lowpass (also known as disk) blurs and additive Gaussian white noise with standard deviation σ = 10 
B. BLIND DEBLURRING OF NATURAL GRAY-SCALE IMAGES
The natural images Lifebuoy, Axe, Fence, Bird, Flag, Building as depicted in Fig.4 were used to validate the efficiency of the proposed algorithm. The improvement of PSNR, SSIM and the regulated parameters for them are available in TABLE 3, respectively as compared with [13] 
Lifebuoy (240 × 240) is degraded by 9 × 9 Gaussian blurs and additive Gaussian white noise with standard deviation σ = 10 −4 . The bounds β 1 , β 2 and regularization parameters µ 1 , µ 2 were set to (β 1 , β 2 , µ 1 , µ 2 ) = (0.06, 0.002, 4 × 10 −4 , 9 × 10 −4 ) and the compared simulation results are presented in Fig.5 . The L2-error of identified kernels are 0.0046 and 0.0011 using [13] + [9] and our algorithm, respectively, and other parameters are presented in TABLE 3.
C. BLIND DEBLURRING OF SYNTHETIC GRAY-SCALE IMAGES
Synthetic images, Art, Zig and Sun, with the same size of 240×240 in Fig.6 were introduced to test the effectiveness for the proposed algorithm. These three images are degraded by 9 × 9 gaussian, average and disk blurs and additive Gaussian white noise with standard deviation σ = 10 −4 , respectively.
The compared restoration results for the above synthetic image Art are illustrated in Fig.7 and the simulated results for Zig and Sun are presented in TABLE 4.
D. BLIND DEBLURRING OF COLOR IMAGES
Our algorithm was also extended to standard and natural color images. The standard color Baboon and Lena images (256 × 256), and Barbara (512 × 512), are imposed by 11 × 11 Gaussian, Average and Disk blurring kernels and additive Gaussian white noise with σ = 10 −4 . The comparison results for Baboon are shown in Fig.8 .
Three different profiles for L2-error of identified kernels are demonstrated in Fig.9 and three curves present their convergence trend as the iteration proceeds. The simulation results of the below three standard color images about PSNR, SSIM improvements are offered in Table 5 where the superiority of the proposed algorithm over the [13] + [9] method can easily be observed.
We also report some natural color images restoration results, such as Flag, Fence and Lifebuoy, all these three images with the same size of 240×240. As depicted in Fig.10 , each is degraded by a 11 × 11 blurring kernel and additive Gaussian white noise with σ = 10 −4 .
The original, blurred, and deblurred Fence images by the two algorithms are shown in Fig.11 . The PSNR using our algorithm is improved from 15.5430 dB to 24.7198 dB, [13] Comparing the experimental results visually, it is noticed that the proposed algorithm tends to produce images with more detailed information of the textures than [13] + [9] . Except PSNR and SSIM, the detailed information for part of the original and the restored images using two different algorithms are also amplified and demonstrated in Fig.12 .
The achievement of the proposed method and [13] + [9] in the aspect of PSNR, SSIM, L2-error of identified kernel and eclipsed time improvements for these three color natural images are given in Table 6 . It is obvious the proposed algorithm performs better than [13] + [9] method in terms of the edge information protection. The profile of identified kernel's L2-error for natural image Fence depicted in Fig. 13 demonstrated the convergence as the iteration proceeded. These three different identified kernel profiles mean that the restored kernel will enormously approach to the original one as the kernel being optimized step by step and finally reach the optimal solutions.
For different natural color images Fence, Flag and Lifebuoy, the improvement of PSNR and SSIM are listed in 
