ABSTRACT Extraction of brain blood vessels is an important issue for clinical assessment of intracranial vascular diseases. In this paper, the vessel extraction problem is formulated to a connected region classification problem. In processing images, an improved multi-scale filtering method is performed to improve vessel connectivity, and a post-processing step is added to harvest salient vessel candidates (SVC). Then, SVC is decomposed into connected regions and features are calculated and fed into a neural network classifier for training. For extraction, each connected region is individually analyzed using the trained neural network by considering the values of neighboring voxels that belong to its connection. The extraction results demonstrate the validity of the proposed approach.
I. INTRODUCTION
Accurate extraction of brain vessel plays an important role for the staging of many cerebrovascular diseases and their treatment, such as cerebral embolism and arteriosclerosis. These pathologies can cause affected vessel branches to become narrowed, e.g. calcification presents in vessel lumen. Quantitative analysis plays a pivotal role for understanding mechanism of certain disease, assessing the progress, optimal therapy, and follow-up treatment [1] .
However, vascular structure extraction in time-of-flight magnetic resonance angiography (TOF MRA) images poses unique challenges such as varying contrast levels due to similar attenuation coefficients to surrounding tissues, high background signal due to leakage of the stain from vessels, high variance in vessel intensity, and wide size range of vessel radii. In datasets acquired under low contrast dose, strong image artifacts appear close to the arteries and brain tissues are visible within the same range of intensities than vessels.
The purpose of this study is to present an automatic method for segmentation of cerebrovascular structures in 3D MRA images. The proposed method is based on an observation that vessel branches are connective tubular structure, and by calculating the silent features from the connected regions, real
The associate editor coordinating the review of this manuscript and approving it for publication was Cristian A Linte. and false vascular structure could be differentiated. Derivative characteristic of connected component has shown to be effective in dealing with vessel or non-vessel branches. A neural network architecture is adopted to establish a discriminative approach for vessel classification.
This study is organized as follows: a survey on the related work is presented in section II; section III presents the details of the proposed method. Results of the experiments are discussed in section IV, and conclusions and future work will wrap up this study.
II. RELATED WORK
A variety of approaches have been proposed for the segmentation of vasculature in literature [2] . Various segmentation techniques are also introduced in [3] . Some of them were shown to be effective in a limited anatomical region or for a specific patient group, but only very few are capable of segmenting the smallest tubular objects.
One way to perform extraction program is to utilize a multiscale fashion through the analysis of the geometrical structure [4] , [5] . Jerman et al. [6] proposed an enhancement filter based on ratio of multiscale Hessian eigenvalues, which yields a nearly uniform response in all vascular structures to enhance the border between the vascular structures and the background. Yang et al. [7] proposed an improved Frangi's method for preprocessing of coronary artery segmentation VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by adding geometric information obtained from ray-casting in a local sphere, in order to discriminate between the false step-edge responses at heart chamber and the positive vessel responses. Now, such vesselness information for quantifying the likeliness of each voxel to belong to a vascular or nonvascular, is often used for a initialization of other methods such as level-set approach [8] or local entropy approach [9] . Statistical mixture models have been employed in vessel extraction from magnetic resonance angiography images. [10] and [11] have been among the most influential approaches in vessel segmentation, as their works inspired many researchers in this area. The above two works proposed the use of different patterns to extract vessels. Since that time, a large variety of techniques have been explored based on different mixture of probability distributions. For instance, Gao et al. [12] introduced a fast automatic segmentation algorithm based on statistical model and also improved curve evolution for extraction the 3D cerebral vessels from MRA dataset. Roy et al. [13] introduced a Rician Classifier which was based on Rician mixture model with an EM for segmentation. Kandil et al. [14] made fully use of different probability density distributions combined with Markov-Gibbs random field and a geometric deformable model to generate a Bayes classifier. However, the accuracy of those models depending on the capability of the trial probability may be considerably affected due to the imperfect fitting of the observed image histogram. And Bayesian statistical based classification is often used as s processing step of blood vessel segmentation such as [15] and [16] .
Extraction methods using the active contour model have been an active research area, and the research literature have exhibited a large variety of deformable model analysis [17] , [18] . For example, Sun et al. [19] proposed an active contour model using local morphology fitting for vessel segmentation on 2D angiogram images. Tian et al. [20] proposed an active contour model by combing the image intensity distribution and the vessel shape information. Wang et al. [21] utilized both region intensity and boundary information to form a new energy function for extracting cerebral vessel trees. However, active contour models relying on edge or region based indicators may fail to capture all the salient structures. Another major challenge is vascular structures at variable depths of focus, which not only hinders accurate segmentation but also results in quantification errors.
In recent years, deep learning has been attracting much attention from computer vision community, and a variety of convolutional neural networks have been developed to improve the recognition accuracy. They also gained popularity in the field of medical image analysis [22] - [26] . Some network architectures have also been applied to retinal blood vessels segmentation [27] , but only a few have been used in brain vessel extraction. Fu et al. [28] used a deep convolutional neural network for vessel segmentation by identifying each pixel as a vessel or non-vessel. Chen et al. [29] utilized an 8-layer convolutional autoencoder(CAE) with a 16×16×16 voxels cubic window sliding through original and labeled images to obtain input image patches for training and classification. Tetteh et al. [30] proposed a DeepVesselNet by using 2D cross-hair filters instead of 3D filters to perform the vessel extraction task. Meijs and Manniesing [31] proposed a 3D fully convolutional neural network for segmentation of cerebral vasculature of arteries and veins in 4D CT. Chen et al. [32] trained a 3D U-Net to segment cranial vasculature in CTA volume without manual annotation. Phellan et al. [33] used a deep convolutional neural network architecture to automatically segment the brain vessels with the manually annotated bi-dimensional image patches in the axial, coronal, and sagittal directions as input.
The general challenges that all vessel segmentation methods tackle are varying vessel width and changing contrast. Although many methods have been proposed, significant improvement is still a necessity due to the limitations in state-of-the-art methods, especially when dealing with the low contrast and small vessels. For these reasons, we would like an automatic approach to interpret these images, with the capability to obtain as much of the fine details as possible. The highly efficient feature learning of DNN inspires our approach that trains the network with generated features to achieve desirable performance on TOF-MRA images.
In this study, we investigate the feasibility of using an artificial network as a highly effective way of brain vessel extraction. We first operate a preliminary vessel candidate generation stage to harvest volume of interest. Our proposed approach consequently decomposes any 3D silent vessel candidates by a connection operation followed by calculating features from those connected regions. These features are then used to train a neural network classifier to discriminate vessels from their surroundings.
III. METHOLOGY
A comprehensive detail on the vessel enhancement,vessel candidates reservation, feature calculation and classification was performed. The architecture of the proposal is depicted in Figure 1 , and the processing stages are explained in the following subsections.
A. VESSEL CANDIDATE SELECTION
We first applied the multiple scale filtering to images to effectively enhance the vessel tree. The procedure of vessel enhancement was performed by the improved vessel filtering method in order to increase the visibility of small vessels. The robust adaptive filtering scheme handles noise without destroying small structures, and the improved Hessian-based filtering measure considerably improves vessel enhancing quality by deblurring out-of-focus regions through incorporating 3D structure information from the curve trend of vesselness response function.
As the original Hessian-based filtering method suggests [34] , in a 3D image, an ideal tubular structure satisfies the following relationship: where λ 1 , λ 2 and λ 3 are the eigenvalues of Hessian matrix. The symbols λ 2 and λ 3 are determined by the relations between tubular object and the background. Three geometric ratios R A , R B and S are defined as
where R B gets maximum for a blob structure. R A differentiates plane structures from line structures because in the latter situation it will be zero, and S is the measure to distinguish background which will be low because the eigenvalues are small in the background. On the basis of the three parameters, the vesselness function combining those components is defined as follow,
where α, β and c are thresholds of the 3D vesselness function which is used to control the sensitivity of vessel enhancement filter to the parameters R A , R B and S. Based on this theory, the vesselness function (3) can get the maximum value in the case that the spatial scale factor σ approximately equals to the practical size of vessels. In this framework, the vesselness functions corresponding to several scale factors σ of every point in the image are calculated, and the maximum value is attained as, where σ min and σ max is the minimum scale and maximum scale of vessels [34] . However, notice that R B ≈ 0, the second term which includes R B is close to 1. But when R A ≈ 1, the first term which includes R A is not close enough to 1, as the red lines in Figure 2 suggests. Besides, as the vascular structures are enhanced, the other tubular structures in brain MRA volume like nasal soft tissue are also enhanced simultaneously during this process, which certainly increases the difficulty of vascular segmentation. The original Hessian multiscale filter considers only the local geometric feature rather than the global gray-scale information. That is the reason why some pseudo blood vessels and many isolated noise points emerged in the enhanced result. To resolve this issue, and VOLUME 7, 2019 inspired by Yang et al. [35] , an image gray scale factor F is added to the vesselness function. Furthermore, specificallydesigned filters must be considered to filter thin elongated vessels. Therefore, in order to effectively enhance the tubular structure further, we modified the vesselness function, which is defined as:
Specifically,
where I (x,y,z) is the intensity value of the voxel (x,y,z). P max is the maximum gray value of MRA data, τ is the global adaptive threshold of vessel obtained by adaptive iterative threshold method. γ is the smoothness factor of F. The Figure of F is shown in Figure 3 . The parameter τ in F is computed by adapting a iterative threshold method. It calculates the average image gray value and is used to segment the original image into foreground and background. The process is repeated until the threshold value shows no change. This is represented by a mathematical expression as follows.
where L is the number of gray scales, and h k is the number of pixels with gray k. The iteration is continued until
The term F is added to suppress the non-vessels tissues which have tubular shape, especially nasal tissues, noticing that most non-vessel tissues have lower intensity than vessels. According to the curve of operator F(see Figure 3) , the pixels whose gray values are larger than τ can be enhanced further, and pixels whose gray values are smaller than τ will be suppressed. As a result, the pseudo vessel structures and isolated noise points can be eliminated. This will make the filter obtain stronger response at tubular voxels, see blue lines in Figure 2 .
B. GLOBAL FEATURE EXTRACTION
Before entering into details of the features that extracted for the task of classification, we first define a vessel branch connectivity operation from the filtered result. The main purpose of the connection scheme is to decompose the volumetric information into a set of connected components in the vessel candidate space. Our relatively simple connection operation of the 3D data circumvents the usage of 3D voxels directly. This is of particular interest to differentiate between the brain tissues and the real vessels which needs to be preserved. And it not only greatly reduces the computational burden for training and testing, but also more importantly, alleviates the severe lack of sufficient training sample problem, especially in the medical imaging domain.
Next, we will briefly review the different ways in which a vessel branch sample can be represented. Two common represents of a vessel branch sample are by the statistical view and by the structural view. Usually, statistical features such as the number of voxels, value of volume raw data, value of vesselness are used as features for classification and these are enough in some extent to give decent results. But these features fail to completely capture the connectivity information of the vessel signal. This could be very important since it represents the physiological characteristic of brain vessels. To capture the anatomical information contained in the 3D space, there is a need to develop more efficient discriminative features.
Therefore, for accurate and fast classification, we propose to extract features both from the statistical view, and from the derivative view to exploit complementary information brought by these two representations. The complementary information usually related to the essence of nonvascular structure, like the peripheral ear, and is revealed to be a strong feature in the detection of vessels regardless of shape and size. And the experimental results will show how the combination of information from the two views can help improving the effectiveness of the classification system. Five different features are calculated as follows:
(1) N i , the number of voxels in connected region i. Many isolated points exist in the filtered results. The number is the amount of voxels with gray levels that can determine the amount of vessel regions within the volume.
(2) V i , the normalized average filtered value in connected region i. Vesselness value can be used in monitoring the variations of features along with the voxel number which will provide evidence on changes between vascular or nonvascular structure.
(3) M i , the normalized average gray value of original volume in connected region i. The original grayscale value of the histogram represents the distribution of pixel intensities. It provides an assessment of the percentile of the vessels and has been found to be a significant feature.
(4) G i , the normalized average gradient value in connected region i. The G i was found to be a valuable feature in addition to other features. Several studies have indicated that the gradient is a major determinant factor in vessel segmentation.
(5) D i , the normalized average second-order derivative or Laplacian value in connected region i. The D i plays an important role in object measurement, which has been widely used to preserve local neighborhood information and to capture learned data-manifold.
These features, along with the labels(vascular or nonvascular structure), were used to train and test a vessel classifier.
C. VESSEL CLASSIFIER
A multi-layer neural network usually contains an input layer, one or more hidden layers, and an output layer. The input layer just provides information from outside and feeds them into to hidden layer, and no computation is performed in the first layer. The hidden layer performs computation and transfers information from the input nodes to the output nodes; usually, within a two hidden layers network, the first hidden layer learns some simple patterns, and its neurons are not directly connected to the output; while the additional hidden layer learns more complicated patterns in order to enhance the separation capacity of the network. And the last output layer receives values from the last hidden layer and transforms them into the output values.
Given a set of features and a target, a multi layer network can learn the relationship between the features and the target for a classification or regression task. The relationship between the previous observation (y t−1 , y t−2 , . . . , y t−m ) and the future value y t has the following mathematical representation:
where b j (j = 0, 1, 2, . . . , n) is a bias on the jth node, and w i,j (i = 0, 1, 2, . . . , m; j = 0, 1, 2, . . . , n) is the associated weights between layers, n is the number of hidden nodes and m is the number of input nodes. f is the Relu activation function of the hidden layers, usually defined as:
The architecture of the neural network we used has two hidden layers, and each layer has ten nodes. Figure 4 illustrates the features, hidden layers, and predictions (not all of the nodes in the hidden layers are shown). As direct training a neural network for a volumetric object detection problem may currently cause scalability issues when data augmentation is not feasible or often severe lack of sufficient training samples. Those neural networks generally need tremendous amounts of training examples to address the overfitting issue, with respect to the large number of model parameters. Our approach as proposed here can be a valid alternative to use feature vector as input and performs well when limited training data are available.
With feature vectors as input and binary results as output, our task can be categorized as a supervised learning for a two-class classification task. Instead of using the whole 3D volume as input, we used the feature vectors obtained from filtered and labeled results for training and prediction. The reasons for choosing such an architecture using feature vector points instead of images are as follows: 1) vessels have similar tubular structures; 2) each connected region as a feature vector point significantly increases training samples and reduces the neural network scale; 3) computational efficiency and memory saving are considered. The decision allowed us to devise a simple, yet effective, and efficient vessel classification framework.
As obtaining high-quality annotated medical data is challenging due to the fact that it is a tedious and time consuming task, and the manual tracing of objects generally suffers from poor producibility of results. In this work, the ground truth delineations were first created by a semi-automated method and then corrected by two clinical experts.
When the trained model works on an unlabeled example, it would yield two predictions, namely, the likelihood of this connected region is the vascular structure or non-vascular structure. The sum of those output predictions will be 1.0. For example, the prediction on an unlabeled volume might be like the following: 0.05 for brain tissues, 0.95 for vascular structure. The prediction indicates that the given unlabeled example is a 95% probability of vascular structure.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
We evaluate our method using one publicly available MIDAS (http://insight-journal.org/midas/) dataset. Thirty brain TOF MRA images(448× 448×128 in size, with resolution 0.5×0.5×0.8 mm 3 ) were acquired on a 3T unit under standardized protocols. The original images and corresponding labels were randomly separated into two individual sets for unbiased validation and evaluation: 20 datasets for the VOLUME 7, 2019 training set, 10 datasets for the test set (evaluating performance).
A. FILTERING THRESHOLD VALUE SELECTION
For experiments of the filtering method, the considered vesselness parameters have been set to: α = β = 0.5, c = 500, in order to avoid any bias when comparing the proposed method with the vesselness filtering method proposed by Frangi et al. [34] .
We first choose the value of τ for vessel candidates reservation. The vessel candidate selection of the volume data is the significant stage in the proposed approach. Its objective is to characterize the physiological processes underlying the vessel signal behavior, building a reduced 3D volume space of the observed vessel part. This responsibility lies with the knowledge approach, which applies a volume ratio scheme to find the suitable threshold value of τ that best explain the reserved regions.
The initial evidence is the vessel parts account for about 5% of the total head volume(red dot line in figure 5(a) ). And it is also possible to observe a comparison of the ratios of remaining part to the head volume under different values of τ (the blue line in figure 5(a) ). Thus the value which is larger but close to the crosspoint of the two lines will be chosen(the blue arrow). Clearly, τ = 200 is the comparably suitable one. Figure 5(b) shows the MIP image of one volume dataset. Figure 5(c) gives the corresponding reserved part under τ = 200, in which many non-vessel brain tissues exist, which will be removed or detected in the final classification stage. Finally, the result of vessel candidate selection stage is a sequence of connected regions.
B. VESSEL ENHANCEMENT
Another advantage of the suggested filtering technique is an intelligent elongation of small vessel branches, as the robust adaptive filtering scheme handles noise while preserving small structures, which is achieved by taking into account the characteristics of the tangent function curve: when the tangent function value is close to infinity, the exponential function value is close to zero, which impose tubular structure response to capture the appearance of fine vessels. Table 1 shows the number of connected components before and after improvements. In general, the results on improved method has less connected components than the original method, since the filtered results of original Hessian-based method are more noisy and contain more imaging artifacts. Experiments using the proposed filter show an average of 11.57% improvements compared to the original Frangi's method focusing on elongation of small vessel branches. Those figures reveal that the improved vesselness filtering method can be useful to improve the continuity of the extracted vessels.
C. COMPARISON WITH PREVIOUS METHODS
Final segmentation results visualized in 3D are presented in Figure 6 . The maximal intensity projection along the transverse view from the volume is shown in Figure 6(a) . It is possible to observe a comparison of the extraction results in those five methods. Figure 6 (b) shows the result of one deep convolutional neural network(CNN) [28] . It can be observed that the CNN has difficulty in generalizing the fine vascular scenario, which means that the method fails to pick up small salient structures effectively. In other words, the CNN method does not take full advantage of the special information encoded in the vessel volumetric data though they aimed to exploit more powerful volumetric representations across all three spatial dimensions.
It is worth noting that in Figure 6 (c), the convolutional autoencoder method(CAE) [29] can successfully detects the main branchings, meanwhile in some cases smaller branchings at the lowest parts of the vessel tree, have been missed. Compared to existing algorithms, the CAE method for segmentation usually incorrectly labels bright noise regions as vessel and cannot recover very fine vessels which may appear in the final segmentation result. Hence, such method can segment an object well unless the contrast between the object and background are relatively easy to distinguish. Figure 6 (d) depicts extraction result obtained using the fully convolutional neural network(FCN) [31] . When comparing with other methods, the FCN achieved a higher performance on brain vessel segmentation. Nevertheless, the FCN architecture still demonstrates its inability to detect fairly thin VOLUME 7, 2019 branches, which means it cannot handle the case when small thin vessels are blended into the background. Figure 6 (e) provides the segmented result of the U-Net method [32] . The result is better than most of other baseline approaches and is quite close to ours, which shows its efficiency for vessel segmentation. However, there still exists some branches where fine vessel tails are missing.
It can be observed from figure 6(f) that the proposed method improves the detection of narrower vessels and also the connectivity between structures that were isolated when using other methods. Visual inspection on the segmentation results shows that the proposed method produces accurate segmentation on low contrast vessels. This has demonstrated the high segmentation accuracy of the proposed method and its applicability for automatic low contrast blood vessel extraction.
D. EVALUATION EXPERIMENTS
Five similarity measures have been used, namely, sensitivity, specificity, precision, accuracy and the dice similarity coefficient(DSC), which are calculated by using the following equations: 
where, 0 means that there is no similarity and 1 means that there is perfect similarity. We compare our method with several state-of-the-art vessel segmentation methods. The average performance measures are tabulated in Table 2 . Note that the proposed model obtains the best scores than the other methods, which including one deep convolutional neural network method [28] , one convolutional autoencoder method [29] , one fully convolutional neural network method [31] , and one U-net method [32] . Comparative analysis in terms of above performance metrics demonstrate our method yields better performance and is effective for the extraction of brain blood vessels.
The proposed method works well on brain fine vessel extraction. However, there exists one drawback of this method in some cases. When some regions of image 'noise' such as bright lesions which adhere to vascular structure would be incorrectly labeled as vessels due to the quality of image. Figure 7 demonstrates one example of such limitation. Nevertheless, that does not matter much for those regions remained in the final results which can be eliminated manually. Of course, a pre-processing step would help to reduce these false vessels and further improve the method's performance.
V. CONCLUSIONS
We have described an approach considering of multiple scale filtering, vessel connectivity, and deep learning approach for automatic and accurate extraction of brain vessel structures from 3D MRA image data. While it is common to use statistical measures for detecting vessel structure and performing image segmentation in angiography, there are additional features such as geometric shapes having potential effect. The incorporation of additional derivative information in the extraction process demonstrated the intensity insufficient vessel area can be better modeled. Another step of the approach, the introduction of connected region helps in reducing the volume scale, and augmenting the training sample. Moreover, brain tissues connected to larger vessels, impossible to separate in such pattern, makes is very hard to classify, hence should be dealt in a better way. 
