Abstract. The convergence set of a divergent formal power series f (z 0 , . . . , z n ) is the set of all "directions" ξ ∈ P n along which f is convergent. We prove that the pluripolar hull of each compact pluripolar set in P n is F σ and that the union of the pluripolar hulls of a countable collection of compact pluripolar sets in P n is the convergence set of some divergent series f . The convergence sets on Γ := {[1 : z : ψ(z)] : z ∈ C} ⊂ C 2 ⊂ P 2 , where ψ is a transcendental entire holomorphic function, are also studied and we obtain that a subset on Γ is a convergence set in P 2 if and only if it is a countable union of compact projectively convex sets and that the union of a countable collection of convergence sets on Γ is a convergence set.
Introduction
A formal power series f (z) = f (z 0 , z 1 , . . . , z n ) = α a α z α ∈ C[[z 0 , z 1 , . . . , z n ]] with coefficients in C is said to be convergent if it converges absolutely in a neighborhood of the origin in C n+1 . Otherwise we say it diverges. So f converges if and only if there is a number C > 0 such that |a α | ≤ C |α|+1 , for each α ∈ N n+1 . A beautiful classical result of Hartogs (see [8] ), which can also be interpreted as a formal analog of Hartogs' theorem on separate analyticity, states that a series f converges if and only if f z (t) := f (z 0 t, z 1 t . . . , z n t), as a series in t, converges for all z ∈ C n+1 . But a divergent power series still may converge in some directions, and this engenders a natural and desirable problem of classfying the convergence sets of divergent power series. The problem was first studied by S.S. Abhyankar and T.T. Moh in [1] , where they showed that a convergence set has Lebesgue measure 0. Since, for z = 0, f z (t) converges if and only if f w (t) converges for all w ∈ C n+1 on the affine line through z, we may identify the set of all z ∈ C n+1 for which f z converges with a subset of P n . The convergence set Conv(f ) of a divergent power series f is defined to be the set of all directions ξ ∈ P n such that f z (t) is convergent for some z ∈ π −1 (ξ), where π : C n+1 \{0} → P n is the natural projection. For the case n = 1, P. Lelong (see [11] ) proved that the convergence set of a divergent series f (z 1 , z 2 ) is an F σ polar set (i.e., a countable union of closed sets of vanishing logarithmic capacity) in P 1 , and moreover, every F σ polar subset of P 1 is contained in the convergence set of a divergent series f (z 1 , z 2 ). The optimal result was later obtained by A. Sathaye (see [19] ) who showed that the class of convergence sets of divergent power series f (z 1 , z 2 ) is precisely the class of F σ polar sets in P 1 . Pérez-Marco (see [15] and the references therein) studied convergence sets for applications to complex dynamics and small divisors where power series appear naturally and the main result there essentially says that convergence sets in C n are pluripolar. To study the collection Conv(P n ) of convergence sets of divergent series in higher dimensions, the class PSH ω (P n ) of ω-plurisubharmonic functions on P n with respect to the form ω := dd c log |Z| on P n was considered in [14] , where the authors proved that Conv(P n ) contains projective hulls of compact pluripolar sets and countable unions of projective varieties, and showed that each convergence set (of divergent power series) is a countable union of projective hulls of compact pluripolar sets. Their main result states that a countable union of closed complete pluripolar sets in P n belongs to Conv(P n ), which generalized the results of P. Lelong (see [11] ), Levenberg and Molzon (see [12] ), and Sathaye (see [19] ). Convergence sets of formal power series f (z, t) = ∞ n=0 f n (z)t n with f n (z) holomorphic on a domain Ω ⊂ C was studied in [2] . The authors obtained a characterization of the convergence sets in Ω, which says that a subset of C is a convergence set if and only if it is σ-convex. We get some idea of [2] to study the convergence sets on Γ (see section 6) .
In this paper, we consider the class PSH ω (P n ) where ω is the form mentioned above. Our aim here is to describe the convergence sets of formal power series with coefficeints being homogeneous polynomials. The following are the precise contents of this paper.
In section 2, we introduce the relative ω-plurisubharmonic extremal functions in P n in terms of ω-plurisubharmonic functions, gather some useful properties of them and use them to obatin a characterization of the pluripolar hull of a plurippolar set in P n (see Theorem 2.19 and Theorem 2.21).
Property J in P n is defined by means of homogeneous polynomials in section 3. We establish a useful formula (see Proposition 3.3) σ(Z, s, K) = log Q K,Z (exp(−s)), which is motivated by [10, Theorem 5.1.6(i)] and [21, Proposition 2.10] . This formula gives an interpretation of the pluripolar hull of a plurippolar set in P n in terms of homogeneous polynomials and hence implies that the pluripolar hull of each compact pluripolar set in P n is F σ (see Theorem 3.4). We further establish the connection of Property J, the complete pluripolar sets and the relative ω-plurisubharmonic extremal functions (see Theorem 3.7).
In section 4, we study convergence sets in P n and prove that the union of the pluripolar hulls of a countable collection of compact pluripolar sets in P n belongs to Conv(P n ) (see Theorem 4.5) . This is the main result of this paper.
Convergence sets in C n is studied in section 5, where we consider the formal power series of the type
where P j are polynomials with deg P j ≤ j. The convergence set Conv(g) of a divergent power series g(t, z) is defined to be the set of z ∈ C n for which g(t, z) converges as a series of t, which was also considered in [14] with the result that a countable union of closed complete pluripolar sets is a convergennce set in C n . We obtain that a countable union of the pluripolar hulls of compact pluripolar sets in C n is a convergence set in C n (see Theorem 5.4) .
In section 6, we consider convergence sets on Γ :
with a transcendental entire holomorphic function ψ. We prove that a subset on Γ is a convergence set in P n if and only if it is a countable union of compact projectively convex sets (see Theorem 6.8), which implies that the union of a countable collection of convergence sets on Γ is a convergence set on Γ (see Corollary 6.9).
The relative ω-plurisubharmonic extremal functions
It follows from the maximum principle that there are no globally defined non-constant plurisubharmonic functions on P n . However, for a fixed positive closed form ω of bidegree (1, 1), the class PSH ω (P n ) of ω-plurisubharmonic functions on P n , to be defined below, serves as a substitute of plurisubharmonic functions. The complete pluripolar sets on P n can be defined in terms of ω-plurisubharmonic functions. We introduce the relative ω-plurisubharmonic extremal functions on P n , as a substitute of the extremal functions in the local theory (see [4] ).
We fix a Kähler form
. Note that ω is the Fubini-Study form on P n (see, e.g., [6, p. 30] ).
For convenience the function ϕ ≡ −∞ is considered to be both plurisubharmonic and ω-plurisubharmonic.
Remark. (a) Equivalently, an upper semicontinuous function ϕ from Ω to R ∪ {−∞} is called ω-plurisubharmonic if dd c ϕ + ω ≥ 0 (see, e.g., [7] ). (b) Observe that ϕ : Ω → R ∪ {−∞} is ω-plurisubharmonic if for each open set U ⊂ Ω on which there is a C ∞ function ψ with dd c ψ = ω the function ϕ + ψ is plurisubharmonic on U. To see this, let us assume that ψ, ψ 1 ∈ C ∞ (U) satisfy dd c ψ = ω and dd c ψ 1 = ω and that ϕ + ψ is plurisubharmonic on U. Then dd c (ψ 1 − ψ) = 0 and hence ψ 1 − ψ is pluriharmonic on U. It follows that ϕ + ψ 1 = (ϕ + ψ) + (ψ 1 − ψ) is plurisubharmonic.
Denote by PSH ω (Ω) the family of ω-plurisubharmonic functions on Ω. For a homogeneous polynomial p, the function Z → log(|p(Z)| 1/ deg p /|Z|) is a prototypical function in PSH ω (P n ). Suppose that ℓ(Z) := a 0 Z 0 + · · ·+ a n Z n is a linear form and V is an open subset of U ℓ := {Z ∈ P n : ℓ(Z) = 0}. Then a function ϕ on V is ω-plurisubharmonic if and only if the function ϕ(Z) + log(|Z|/|ℓ(Z)|) is plurisubharmonic. Moreover, a function ϕ on Ω ⊂ P n belongs to PSH ω (Ω) if and only if the function ϕ(Z) + log(|Z|/|ℓ(Z)|) is plurisubharmonic on Ω ∩ U ℓ for each linear form ℓ.
Definition 2.2.
A subset E of P n is said to be a pluripolar set in P n if there is a function ϕ ∈ PSH ω (P n ), ϕ ≡ −∞, such that E ⊂ {ϕ = −∞}. A subset K of P n is said to be a complete pluripolar set in P n if there is a non-constant function ϕ ∈ PSH ω (P n ) such that
Remark. The above definition does not depend on ω; replacing ω by cω with c > 0 leads to an equivalent definition. In fact, a subset E of P n is a (complete) pluripolar set in P n if and only if the set U ∩ E is a (complete) pluripolar set in U for each affine open set U(see, e.g., [14] ). Definition 2.3. The pluripolar hull (see, e.g., [13] ) of a pluripolar set E in P n is the intersection of all complete pluripolar sets in P n that contain E, and is denoted by E * , i.e.,
where the intersection is taken over all ω-plurisubharmonic functions ϕ on P n that are −∞ on E.
Remark. Notice first that E ⊂ E * . For the case n = 1, E * = E. Indeed, since E is polar in P n , there exists a G δ polar set F such that E ⊂ F . Let Z / ∈ E. By Deny's Theorem (see [5, p. 524] ), F \{Z} is a complete polar set. It follows that there is a fucntion ϕ ∈ PSH ω (P 1 ) such that F \{Z} = {ϕ = −∞}. Hence, ϕ(Z) > −∞, which implies Z / ∈ E * . Thus E * ⊂ E, as required.
n , Z ∈ P n , and s ≥ 0, the relative ω-plurisubharmonic extremal function with respect to the set E and the parameter s is defined by
where χ E is the characteristic function of E. Note that σ(Z, 0, E) = 0.
Remark. The relative ω-plurisubharmonic extremal function σ(Z, s, E) defined above differs from the relative ω-plurisubharmonic extremal function in [7] and the plurisubharmonic measure in [3, 18] in that it involves a parameter s. Note that σ(Z, s, E) depends on s in a nonlinear way, i.e., σ(Z, s, E) = sσ(Z, 1, E). In [7] , the authors considered σ(Z, s, E) for the special case s = 1. On the other hand, it is meaningless to involve the parameter s in the corresponding definition in [18] , since there the plurisubharmonic measure ω(z, E) was defined in terms of functions belonging to PSH(C n ), which is a convex cone in the sence that if α, β are nonnegative numbers and if u, v ∈ PSH(C n ) then αu + βv ∈ PSH(C n ), and therefore would satisfy ω(z, s, E) = sω(z, 1, E).
For F ⊂ C n , z ∈ C n , and s > 0, the relative extremal function with respect to the set F and the parameter s is defined by
Let ι : C n → P n be defined by
Then ι embeds C n into P n and identifies C n with the affine open set
Note that σ(ι(z), s, ι(F )) = σ(z, s, F ). For E ⊂ P n , let σ * (Z, s, E) denote the upper semicontinuous regularization of σ(Z, s, E) with respect to Z. Then σ * (Z, s, E) is ω-plurisubharmonic in Z, which is a straightforward consequence of the analogous local result for sequences of plurisubharmonic functions (see, e.g., [10, 7] ).
Proposition 2.7 is a direct consequence of the definition.
Proof. It is enough to prove that σ
which implies that
Letting ε → 0, we obtain that ϕ(Z) − δ ≤ σ * (Z, s, E ∪ P ) for Z ∈ P n \ W with W := {ψ = −∞}. Note that W has Lebesgue measure zero. It follows that, for each Z ∈ P n ,
, which completes the proof.
Definition 2.9. (see, e.g., [10] ) Let F be a subset of C n and let ζ ∈ C n . Then F is non-plurithin (or non-thin for the case n = 1) at ζ if ζ ∈ F \ {ζ} and if, for each plurisubharmonic function u defined on a neighborhood of ζ,
Otherwise we say that F is plurithin (or thin for the case n = 1) at ζ.
Remark. Let u be a plurisubharmonic function on a neighborhood of ζ ∈ C n . We certainly have lim sup z→ζ u(z) = u(ζ). It follows that a set F is non-plurithin at each point of its interior. In particular, an open set is non-plurithin at each point of itself.
For E ⊂ P n , let
Then the negligible set (see, e.g., [10] ) G is pluripolar. Since σ * (Z, s, E) ≤ −sχ E\G , we have
Thus by Proposition 2.8,
Denote by E
• the interior of E.
Proof. It suffices to show that σ
As an example we now give explicit formulae for σ * (z, s, ρB), where z ∈ C n , B = {z ∈ C n : |z| ≤ 1}, and ρB = {z ∈ C n : |z| ≤ ρ}. It is an immediate consequence of the definition that σ * (z, 0, F ) = 0 for each subset F of C n . By Proposition 2.10, σ * (z, s, F ) = −s for each point z at which the interior F
• is non-plurithin. Thus σ * (z, s, ρB) = −s for |z| ≤ ρ. So it suffices to calculate σ * (z, s, ρB) for s > 0 and |z| > ρ.
Example 2.12. Let s > 0 be a fixed positive number and consider
Then the function u(z) is given by
where λ = λ(ρ, s) is the unique number in the interval (log ρ, ∞) that satisfies the equation
1 + e 2λ = (
Proof. Notice first that u(z) ∈ PSH(C n ) and for all z ∈ C n ,
Since u(z) = −s + (1/2) log(1 + ρ 2 ) on {|z| = ρ}, and since the Siciak's extremal function of ρB is log + (|z|/ρ) (see [10, p. 185] ), it follows that
Moreover, since the set ρB is "radial", the function u is radial. Set
Since u(z) is plurisubharmonic, the function v(t) is increasing and convex (see [16, p. 45] ). Therefore, v is the greatest convex function that does not exceed the function w(t), where
Both µ 1 and µ 2 are increasing and convex, so w(t) is increasing; but w(t) is not necessarily convex.
is convex, and therefore v(t) = w(t) = µ 2 (t).
We now consider the case s < (1/2) log(
It follows that there is a unique point t 0 ∈ (log ρ, ∞) such that µ(t 0 ) = 0. Thus
Since w ′ (t) = 1 on (log ρ, t 0 ) and w ′ (t) < 1 on (t 0 , ∞), it follows that w is not convex on (log ρ, ∞). Consider the function
which is the slope of the line segment from (log ρ, µ 2 (log ρ)) to (t, µ 1 (t)). Since τ (t 0 ) = 1 = lim t→∞ τ (t), and since τ (t) < 1 for t > t 0 , we see that τ (t) must attain its minimum at some λ > t 0 . Now τ (λ) is necessarily equal to µ ′ 1 (λ), and hence the strict convexity of µ 1 implies the uniqueness of λ. Since τ (λ) = µ ′ 1 (λ), the unique number λ is determined by (4) . Consequently, the function v(t) is given by
In summary, combining the two cases, we obtain
where λ satisfies (4). The proof of (3) is complete. This gives explicit formulae for σ * (z, s, ρB) because it is equal to u(z) − (1/2) log(1 + |z| 2 ).
Remark. By the above implicit expression of the unique number λ(ρ, s) which depends on ρ and s, we obtain that
Hence λ(ρ, s) is increasing with respect to ρ, i.e., λ(ρ 1 , s) < λ(ρ 2 , s) if ρ 1 < ρ 2 .
Proposition 2.13. If {E j } is an ascending sequence of subsets in
Proof. By Proposition 2.8, σ * (Z, s, E j ) = 0 if E j is pluripolar. Thus we may assume that E 1 is not pluripolar. The deceasing sequence {σ * (Z, s, E j )} of ω-plurisubharmonic functions has an ω-plurisubharmonic limit lim j→∞ σ
Then G is pluripolar . Note that ϕ = −s on E \ G, which implies that
Therefore, lim j→∞ σ * (Z, s, E j ) = σ * (Z, s, E). This completes the proof.
Proposition 2.14. If {K j } is a descending sequence of compact subsets in
Proof. Noting that lim j→∞ σ(Z, s, K j ) exists and that lim j→∞ σ(Z, s,
n : ϕ(Z) < −s + ε} for sufficiently large j. Thus, for such values of j,
Remark. (a) For Proposition 2.13, we do not know whether σ(Z, s, E j ) decreases towards σ(Z, s, E) when n ≥ 2, but we have the following Proposition 2.15 for the case n = 1.
(b) For Proposition 2.14, the following Example 2.16 implies that lim j→∞ σ * (Z, s,
Proposition 2.15. Let {E j } be an ascending sequence of subsets of P 1 , and let
Proof. If Z ∈ E, then there exists some j 0 such that Z ∈ E j for each j > j 0 , and hence lim j→∞ σ(Z, s, E j ) = σ(Z, s, E) = −s. Now suppose that Z / ∈ E. It is enough to show that lim j→∞ σ(Z, s, E j ) ≤ σ(Z, s, E). Put
Then G is polar. We claim that
In fact, by Proposition 2.7, we have σ(
as required. On the other hand, we have that σ(0, s, {0}) = −s and σ(z, s, {0}) ≤ 0. For z = 0, let ϕ(z) := log |z| − (1/2) log(1 + |z| 2 ). Then ϕ ∈ PSH ω (P n ), ϕ ≤ 0 on P n and ϕ(0) = −∞. Given 0 < δ < 1, we have δϕ ∈ PSH ω (P n ),
which implies that δϕ(z) ≤ σ(z, s, {0}). Letting δ → 0 yields 0 ≤ σ(z, s, {0}) for z = 0. Hence, σ(z, s, {0}) = 0, for z = 0, −s, for z = 0. This implies σ * (z, s, {0}) = 0. Therefore,
As a function of s, σ(Z, s, E) has the following property.
Proposition 2.17. For fixed Z, E, σ(Z, s, E) is a decreasing, concave function of s.
Proof. Fixing Z and E, it follows straightforwardly from the definition that σ(Z,
it follows that
Letting ε → 0 yields that
Therefore, σ(Z, s, E) is concave in s.
Proposition 2.18. Let E be a subset of P n and let Z ∈ P n \ E. Then σ(Z, s, E) = 0 for each s > 0 if and only if there is a positive number τ such that σ(Z, s, E) ≥ −τ for each s > 0.
Proof. It suffices to show the sufficiency. Let τ > 0 be such that σ(Z, s, E) ≥ −τ for each s > 0. Let ε > 0 be given. Set α = (τ + ε)/ε. Since σ(Z, αs, E) ≥ −τ , we see that there is a function ϕ ∈ PSH ω (P n ) such that ϕ ≤ −αsχ E and ϕ(Z) > −τ − ε.
It follows that σ(Z, s, E) > −ε. Letting ε → 0 yields that σ(Z, s, E) ≥ 0, which completes the proof.
Set E (0) := {Z ∈ P n : σ(Z, s, E) = 0 for each s > 0}.
Theorem 2.19. Let E be a pluripolar set in P n . Then E (0) is the complement of E * .
Proof. Suppose that Z / ∈ E * . Then there exists a function ϕ ∈ PSH ω (P n ) such that ϕ ≤ 0, ϕ| E = −∞, and ϕ(Z) > −∞.
Let s, ε > 0 be given. Choose δ ∈ (0, 1) so that δϕ(Z) > −ε. Note that δϕ ∈ PSH ω (P n ) and δϕ ≤ −sχ E , which implies that σ(Z, s, E) > −ε. Letting ε → 0 yields that σ(Z, s, E) = 0. This means that Z ∈ E (0) .
Conversely, assume that Z ∈ E (0) . Then σ(Z, 2 j , E) = 0 for each j ∈ N. It follows that there is a sequence of functions {ϕ j } ⊂ PSH ω (P n ) with ϕ j ≤ −2 j χ E and ϕ j (Z) > −1.
Thus Z / ∈ E * , which completes the proof.
The following Corollary can be derived immediately from Proposition 2.5 and Theorem 2.19.
be a sequence of pluripolar sets in P n . Then
Proof. Suppose that Z ∈ E * . By Theorem 2.19 there is an s 0 > 0 such that β := −σ(Z, s 0 , E) > 0. Let µ = s 0 /β. We now show that σ(Z, s, E) ≤ β − s/µ for each s > 0, which implies that Z ∈ E µ,β . If s ≤ s 0 , then σ(Z, s, E) ≤ 0 = β − s 0 /µ ≤ β − s/µ. Now we assume that s > s 0 . Set λ = s 0 /s. By the concavity of σ(Z, s, E) we have
Thus σ(Z, s, E) < β − s/µ, which means Z ∈ E µ,β . Hence E * ⊂ ∪ µ>0 E µ,∞ Conversely, assume that Z ∈ E µ,β for some µ, β. Then σ(Z, s, E) ≤ β − s/µ, which implies that σ(Z, s, E) < 0 for large enough s. Hence, Z ∈ E * by Theorem 2.19. Therefore, ∪ µ>0 E µ,∞ ⊂ E * . This completes the proof.
, and
3. Property J in P n Let π : C n+1 \{0} → P n denote the standard projection mapping that maps a point z = (z 0 , z 1 , ..., z n ) ∈ C n+1 to its corresponding homogeneous coordinates π(z) = [z] = [z 0 :
or, equivalently, z j Z k = z k Z j , for j, k = 0, . . . , n. Denote by H(C n+1 ) the family of all functions u ∈ PSH(C n+1 ) which are non-negative homogeneous, i.e., which satisfies u(γz) = |γ|u(z) for all γ ∈ C and z ∈ C n+1 . Let H (C n+1 ) denote the set of all homogeneous polynomials (including the zero polynomial) in n + 1 variables z 0 , z 1 , . . . , z n with complex coefficients. For k ≥ 0, let H k (C n+1 ) denote the set of homogeneous polynomials p ∈ H (C n+1 ) such that p = 0 or p is homogeneous of degree k. So each H k (C n+1 ) is a C-vector space and
is independent of the choice of the representative z and is a well-defined function on P n . Furthermore, if m, k > 0 and
Property J defined in [14] for a set in C n is the very property one uses to prove that the set is a convergence set. We now introduce Property J in P n , which will be used to establish a connection between the union of the pluripolar hulls of a countable collections of compact pluripolar sets and a convergence set in P n (see Theorem 4.5).
Definition 3.1. A subset E of P n is said to have Property J (in P n ) with respect to a point X ∈ P n \ E if there is a sequence {p j } ⊂ H (C n+1 ) and 0 < η < 1 such that
The set E is said to have Property J if E has Property J with respect to each X ∈ P n \ E.
There is a one to one correspondence between PSH ω (P n ) and H(C n+1 ). Given h(z) ∈ H(C n+1 ) and Z = π(z), the function ϕ(Z) := log h(z) − log |z| belongs to PSH ω (P n ), and h → ϕ is a bijection from H(C n+1 ) to PSH ω (P n ). By [10, Theorem 5.1.6(i)] or [21, Proposition 2.10] we have the following Lemma.
Proposition 3.3. Let K be a compact set in P n and Z ∈ P n . For 0 < t ≤ 1, define
Then σ(Z, s, K) = log Q K,Z (e −s ).
Proof. For each p ∈ H (C n+1 ) with p ≤ 1, p K ≤ e −s , we see that
Thus log Q K,Z (e −s ) ≤ σ(Z, s, K).
In order to obtain the reversed inequality, it suffices to show that ϕ(Z) ≤ log Q K,Z (e −s ) for each ϕ ∈ PSH ω (P n ) with ϕ ≤ −sχ K . Let ϕ be such a function with ϕ(Z) > σ(Z, s, K)−ε for arbitrary ε > 0. By the approximation theorem (see [7, Theorem 8 .1]), there exists a sequence {ϕ j } in C ∞ ∩ PSH ω (P n )} such that ϕ j > −∞ and ϕ j decreases towards ϕ. In view of the Hartogs Lemma (see, e.g., [10, Theorem 2.9.18 ]) applied in P n and in the open set Ω = {Z ∈ P n : ϕ(Z) < −s + ε}, we have ϕ j ≤ ε on P n and ϕ j ≤ −s + 2ε on K for all sufficiently large j. And since
it follows from Lemma 3.2 that
Thus there exists a p ∈ H (C n+1 ) with p ≤ e −ε on P n and p ≤ e −s on K such that
Letting ε → 0 yields that log Q K,Z (e −s ) ≥ σ(Z, s, K), which completes the proof.
Remark. Proposition 3.3 establishes a useful formula σ(Z, s, K) = log Q K,Z (e −s ) which is motivated by [9, Proposition 4.2] . Consider a compact pluripolar set K ⊂ P n , by Proposition 3.3,
or, equivalently,
We now prove that
For convenience, let us denote by L the set on the right side of (9) . We see immediately that L ⊂ K µ,β . Conversely, assume that p ∈ H (C n+1 ) is a nonzero homogeneous polynomial and Z ∈ K µ,β . Setting p = M and p K /M = t, we obtain that p/M = 1 and p/M K = t, and hence
K , and therefore Z ∈ L. We have proved that K µ,β ⊂ L, as desired.
Theorem 3.4. For each compact pluripolar set K in P n , the pluripolar hull K * is an F σ set.
Proof. By Proposition 3.3, for each m ∈ N,
that is,
where the intersection is taken over all 0 < t ≤ 1 and all homogeneous polynomials p ∈ H (C n+1 ) with p ≤ 1, p K ≤ t. Since the set {Z ∈ P n : p(Z) ≤ e m t 1/m } is closed for each p and each t, we see that K (m) is compact for each m. Therefore, by Theorem 2.21,
Proposition 3.5. Let K be a compact set in P n and let X ∈ P n \ K. Then K has Property J with respect to X if and only if σ(X, s, K) = 0 for each s > 0.
Proof. Fix s > 0. Suppose that K has Property J with respect to X. Then there is a sequence {p j } ⊂ H (C n+1 ) and 0 < η < 1 such that
which implies that Q K,X (e −s ) > η. By Proposition 3.3 and Proposition 2.18, σ(X, s, K) = 0 for each s > 0.
Conversely, given 0 < η < 1, assume that σ(X, s, K) = 0 for each s > 0. Then we have σ(X, j log 2, K) = 0 for each j ∈ N. By Proposition 3.3, Q K,X (2 −j ) = 1. It follows that there exists a sequence {p j } ⊂ H (C n+1 ) with p j ≤ 1 and
which implies that K has Property J with respect to X.
Corollary 3.6. Let K be a compact set of P n and let X ∈ P n \ K. Then K has Property J with respect to X if and only if for each 0 < η < 1 and each ε > 0, there is a polynomial q ∈ H (C n+1 ) such that
Proof. Let 0 < η < 1 and ε > 0 be given. By Proposition 3.3 and Proposition 3.5, K has Property J with respect to X if and only if Q K,X (ε) = 1 for each ε which means that there exists a q ∈ H (C n+1 ) with q ≤ 1 and q K ≤ ε such that
as required. Proof. That (a) ⇔ (c) follows from Proposition 3.5. Now we prove that (b) ⇒ (a). In fact, suppose (b) holds. Let X ∈ P n \ K. Given 0 < η < 1 and ε > 0. Since K is a complete pluripolar set, there exists ϕ ∈ PSH ω (P n ) such that ϕ ≤ 0 on P n , {ϕ = −∞} = K, and ϕ(X) = log η. By the approximation theorem (see [7, Theorem 8 .1]), there exists a sequence {ϕ j } ⊂ PSH ω (P n ) ∩ C ∞ with ϕ j ≤ 0 on P n , −∞ < ϕ j < − log j on K such that ϕ j (X) ≥ log η + ε/j. By Lemma 3.2 there is a p j ∈ H (C n+1 ) with p j ≤ e ϕ j ≤ 1, and
Hence,
which implies that K has Property J with respect to X ∈ P n \ K. Since X ∈ P n \ K is arbitrary, we conclude that K has Property J.
Then it suffices to show that (c) ⇒ (b). Let X ∈ P n \ K be arbitrary. Suppose that (c) holds. Then X ∈ K (0) and hence X does not belong to the pluripolar hull K * of K by Theorem 2.19. Thus K * = K. A Theorem of Zeriahi (see [22] ) states that if a pluripolar set F is both F σ and G δ , and if F * = F , then F is a complete pluripolar set. Note that K, as a compact subset of P n , is both F σ and G δ . It follows that K is a complete pluripolar set, which completes the proof.
Convergence sets in
] the ring of formal power series of n + 1 variables z 0 , z 1 , . . . , z n with complex coefficients. Let f be such a formal power series with
where α ∈ N n+1 . The series f is said to converge if it converges absolutely in a neighborhood of the origin in C n+1 . Otherwise we say it diverges. So f converges if and only if there is a number C > 0 such that |a α | ≤ C |α|+1 for each α ∈ N n+1 . When f diverges, f may converge in some directions. The convergence set of f , denoted by Conv(f ), is the set of Z ∈ P n for which f z (t) := f (z 0 t, z 1 t, . . . , z n t), as a series of one variable t, converges (absolutely in some neighborhood of 0) for some (and hence all) z = (z 0 , z 1 , . . . , z n ) ∈ π −1 (Z). This is well-defined since, when z = 0, f z (t) converges if and only if f cz (t) converges for all c ∈ C \ {0}. Thus the series f converges if and only if Conv(f ) = P n .
Definition 4.1. A subset E ⊂ P n is said to be a convergence set in P n if E = Conv(f ) for some divergent power series f . Equivalently, E is a convergence set if E = P n and
Denote by Conv(P n ) the collection of all convergence sets in P n :
] be a divergent series. Since
we see that Conv(f ) = {Z ∈ P n : sup
In fact, we have the following lemma (see [19] ).
and only if there exists a countable family F of non-constant homogeneous polynomials in
Proof. Suppose that E 1 , E 2 , . . . , E m ∈ Conv(P n ). Then Lemma 4.2 implies that there are countable families F 1 , F 2 , . . . , F m , of non-constant homogeneous polynomials such that
It follows that
, by Proposition 2.4 and Theorem 2.21 we have
It follows that K * = (K (m) ) * . By Theorem 2.19 we obtain
as required.
Then E k is a compact pluripolar set in P n and by Theorem 2.21,
Assume that X ∈ P n \ K and k ≥ 1. Then X / ∈ K * j and hence X ∈ K (0) j for each j. By Corollary 2.20 and Proposition 4.4, X ∈ E
j , which implies that E k has Property J with respect to X by Proposition 3.5. For given 0 < η < 1, by Corollary 3.6 there is a homogeneous polynomial p ∈ H (C n+1 ) such that
where β = a/b < 1 is a rational number with a, b being coprime positive integers so that
we have deg q = deg p = d, and
The penultimate step is by the Cauchy-Schwarz inequality. It follows that
To summarize, there is an h X ∈ H (C n+1 ) such that
Enumerate the countable sequence {h kj } to obtain a single sequence {p ℓ } and choose m ℓ so that deg p m ℓ ℓ is increasing. Set q ℓ := p m l ℓ and let f := q ℓ . Then the convergence set of f is given by
By Lemma 4.2, K is a convergence set in P n .
Convergence sets in C n
Let C{z} be the ring of all power series g(z) ∈ C[[z]], where z = (z 1 , . . . , z n ), that are absolutely convergent in a neighborhood of the origin in C n . For k ≥ 0, let P k (C n ) denote the family of polynomials of degree at most k in n variables z 1 , . . . , z n with complex coefficients in C. By convention the zero polynomial is considered to have degree −1. For P ∈ P k (C n ) with k > 0 and a subset F of C n , we set
Note that if P ∈ P k (C n ) and m is a positive integer, then P m (z) km = P (z) k . A Borel subset F of C n is said to be pluripolar (polar when n = 1) if for each point z ∈ F there is a plurisubharmonic function u, u ≡ −∞, defined in a connected neighborhood U of z in C n such that u = −∞ on F ∩ U. A set W ⊂ C n is said to be a complete pluripolar set if there is a non-constant plurisubharmonic function u defined on C n such that W = {z ∈ C n : u(z) = −∞}. Let Λ n be the set of series g(t, z) =
] with P j ∈ P j (C n ). Since we have the convention that the degree of the zero polynomial is −1, the polynomials P j are allowed to be 0. For g ∈ Λ n , let Conv(g) be the set of z ∈ C n for which g(t, z) converges as a series of one variable t:
By Hartog's theorem (see [8] ), Conv(g) = C n if and only if g ∈ C{t, z 1 , . . . , z n }, where C{t, z 1 , . . . , z n } denote the set of convergent series in n + 1 variables t, z 1 , . . . , z n . Definition 5.1. A subset F of C n is said to be a convergence set in C n if F = Conv(g) for some divergent power series g ∈ Λ n .
Denote by Conv(C n ) the collection of all convergence sets in C n :
Note that if z ∈ Conv(g) for a divergent series g, it does not follow that λz ∈ Conv(g) for each λ ∈ C, and therefore π(Conv(g)) in general is not a convergence set in P n−1 . We have the following lemma which is analogous to Lemma 4.2.
Lemma 5.2. Suppose that F C n . Then F ∈ Conv(C n ) if and only if there exists a sequence {k j } ⊂ N and a sequence {P j } of polynomials with P j ∈ P k j (C n ) for all j such that
Note that ι :
for j ≥ 0, and p j (ι(z)) = P j (z) j for j ≥ 1. It follows from Lemma 4.2 and Lemma 5.2 that
Consequently, we have the following proposition.
Remark. It was shown in [14] that for a convergence set F in C n , the set ι(F ) may or may not be a convergence set in P n .
Let W be a compact pluripolar subset of C n . Then the pluripolar hull of W is given by
, where
By Proposition 2.5 and Theorem 4.5, and in view of (11), we have Theorem 5.4. The union of the pluripolar hulls of a countable collection of closed pluripolar sets in C n is a convergence set in C n .
Convergence sets on Γ
We fix a non-polynomial entire holomorphic function ψ(z) on the complex plane, say ψ(z) = e z . Denote by Γ the image under the embedding C 2 → P 2 of the graph of ψ:
For a subset S of C, let Γ(S) := {[1 : z : ψ(z)] ∈ P 2 : z ∈ S}. Obviously, every subset of Γ is Γ(S) for some S ⊂ C.
In this section we obtain a characterization of subsets of Γ which are convergence sets in P 2 . Such a set is called a convergence set on Γ. Observe that a convergence set on Γ is necessarily a convergence set in C 2 . The main idea of this section is motivated by [9, Theorem 9.2] and some tools we use here to obtain the main result of this section come from [2] . Definition 6.1. (see, e.g., [9] ) The projective hullK of a compact set K ⊂ P n is the set of all points Z ∈ P n for which there exists a constant C = C Z > 0 such that
for all homogeneous polynomials p ∈ H (C n+1 ). A compact set K ⊂ P n is said to be projectively convex ifK = K.
Note that each algebraic variety in P n is projectively convex. In particular, each finite set is projectively convex (see, e.g., [14] ).
Remark. (a)
The projective hull of a compact set K ⊂ P n defined above is equivalent to that in [9, p. 607] because for k ≥ 1, the set H 0 (P n , O(k)) of global holomorphic sections of the line bundle O(k) is canonically identified with the set H (C n+1 ) of homogeneous polynomials of degree k. We caution that the above definition for projective hulls differs substantially from that ofX h (the h in the subscript stands for "homogeneous") in [20, p. 116 ] in that the above definition contains a constant C while the definition in [20] requires that C = 1. For instance, for X = {(z, 0) : z ∈ C, |z| ≤ 1} ⊂ C 2 ⊂ P 2 , the projective hullX (in C 2 ) is {(z, 0) : z ∈ C}, while theX h in [20] equals X. (b) For a compact pluripolar set K in P n , by (9) we have 
Corollary 6.3. Let {K j } be an ascending sequence of projectively convex, compact, pluripolar sets in P n such that
Definition 6.4. The polynomial hullW of a compact set W ⊂ C n is the set of all points z ∈ C n such that
for all polynomials p ∈ P(C n ). A compact set W ∈ C n is said to be polynomially convex ifW = W . 
Since D is connected, it follows that D ⊂ W 1 or W 2 , and hence U ⊂D ⊂W 1 ∪W 2 . Therefore, the polynomial hull of W 1 ∪ W 2 is contained inW 1 ∪W 2 .
By [9, Theorem 9.2], which depends on a deep theorem in [17] , we have the following Lemma.
Lemma 6.6. Let W be a compact subset in C, the set Γ(W ) is projectively convex in P 2 if and only if W is polynomially convex in C.
For r > 0 and S ⊂ C, we define the r-neighborhood N r (S) of S by N r (S) = {z ∈ C : |z − s| < r for some s ∈ S}, and denote d(z, S) the Euclidean distance between the point z and the set S. Let G k = ∪ k j=1 L kj , and F k = ∪ k j=1 K kj . Then G k ⊂ G k+1 and by Proposition 6.5, F k =G k for each k. Hence F k ⊂ F k+1 and F k , as the polynomial hull of G k , is polynomially convex.
Suppose that z ∈ F . Let j be the least integer such that z ∈ W j . If j = 1, then z ∈ W 1 = F 1 . Assume j > 1 and choose k ≥ j so that d(z, ∪
This completes the proof of (12) .
Making use of (17) and (20), we obtain that d(z, Q) ≥ d(S, Q) − d(z, S)
and hence z / ∈ N 1/(3M ) (Q). This, together with z ∈ V M = N 1/(3M ) (S ∪ Q), implies that
. This completes the proof of (14) .
Since ∪ Letting k → ∞ yields that z ∈ ∪ m j=1 W j ⊂ F , which is a contradiction, as desired. Theorem 6.8. E ⊂ Γ is a convergence set if and only if E = ∪ ∞ j=1 E j , where E j is compact and projectively convex for each j.
Proof. Suppose that E ⊂ Γ is a convergence set and E = Conv(f ) with f = ∞ m=1 h m , where h m ∈ H m (C 3 ). Then E = ∪ ∞ j=1 E j , where E j := Γ(W j ), with W j := {z ∈ C : h m (1, z, ψ(z)) ≤ j, ∀ m}.
Since W j is compact and polynomially convex in C for each j, by Lemma 6.6, it follows that each E j is compact and projectively convex in P 2 . Conversely, suppose that E = ∪ ∞ j=1 E j , where E j are compact and projectively convex. For a fixed positive integer j, let W j be the subset of C with E j = Γ(W j ). By Lemma 6.6, W j is compact and polynomially convex in C. Let F = ∪ ∞ j=1 W j . By Proposition 6.7, there exists an ascending sequence {F j } of compact and polynomially convex sets such that F = ∪ Remark. We know that the infinite intersection of a countable collection of convergence sets is not necessarily a convergence set (see [14, Proposition 4.15] ). We do not know whether the union of a countable collection of convergence sets is necessarily a convergence set. However, by Theorem 6.8, we have the following Corollary 6.9. The union of a countable collection of convergence sets on Γ is a convergence set on Γ.
