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Ch a pte r  i
INTRODUCTION
1.1 B ac k g r o u n d
Fundamental contributions to international trade tlieory in the last two decades greatly enhanced 
its ability to predict tlie industrial restructuring and tlie patterns of trade tliat followed trade liberalisation 
between countries, Tlie introduction of the theories of economies of scale (Krugman, 1979), 
transportation costs (Krugman, 1980) and the location of production activities (Krugman, 1991b), into the 
new international trade tlieoiy resuscitated the theoretical and empirical works of economic geographers 
and regional economists (von Tliünen, 1842; Pottier, 1963; Paelinck and Nijkanip, 1975). Tlie core- 
periphery model (Krugman, 1991b) used two types of regions (a central, core, industrialised area and an 
agricultural, peripheral, resource area) to introduce the theory of economic geography and the endogenous 
location of manufacturing activity through the forces of agglomeration and dispersion. This model found 
that trade liberahsation encourages supplier and final goods producers to seek common geographic 
production locations close to central markets to achieve pecuniary agglomerate advantages in production 
(Kiugman and Venables, 1996). Theoretical results using a model with tiiese two types of regions found 
diversified agglomerate outcomes are possible imder conditions of both perfect and imperfect labour 
mobility (Ludema and Wooton, 1997; Forslid and Wooton, 1999). In a fiirilrer application of this two- 
region, core-periphery model, the Heckscher-Ohlin von-Thünen model foimd that a country’s 
characteristics of location and resource endowments and its factor and transport intensity of commodities 
determined its spatial production activity (Venables and Limao, 2002). These theoretical results from a 
core-periphery model have established a rigorous basis for understanding and predicting effects of trade 
liberalisation between countries.
The empirical literature (Brülhart and Torstensson, 1996) accompanying tliis theoretical 
international trade literature has used industry concentration measures to examine tlie type of industries 
tliat will locate in central, industrialised regions. Relative and absolute concentration measures have been 
developed to determine whether industry location is determined by comparative advantage and 
specialisation or by economies of scale (Uaaland etMi, 1999). Forslid et a l, (1999) develop an absolute 
concentration measure to predict industiy behaviour by its characteristics. Midelfart et. al, (2000) use the 
location-Gini (ascending order Q< LG{j< 0.5) to measure the changing industry concentrations in the 
European Union (EU). This empirical research has shown the strong, home-market effects for core region 
industries that need economies of scale, forward and backward linkages, skilled labour inputs, and high 
expenditure shares (Haaland et. al., 1999; Davis and Weinstein, 1998, 1999; Forslid et. ai., 1999; 
Midelfart et. a l, 2000). The importance of industry characteristics interacting with country characteristics 
has been empirically verified (Midelfart el a l, 2000).
In all, these empirical results have demonstrated the fundamental validity of the new international 
trade theory based on a model with two types of countries. These results show that industrial 
concentration in both core and periphery countries is either increasing or decreasing because of trade 
liberalisation. This conclusion implies, then, that agglomeration and dispersion forces have been at work 
among the economic regions within each country to produce the observed effects at the national level.
1.2 Research  M otivation  and  Objective
However, the empirical literature is absent of any analysis of the effects of trade liberalisation on 
regional manufacturing location within the regions within a country. The new economic geography theory 
argues the importance of industry concentration in the economic development of a countiy (Krugman and 
Venables, 1995). Yet, there has been no analysis of the effect of integration on the production structures 
and manufacturing locations, at the regional levels within the EU member-nations, in the face of declining 
barriers to trade and trade costs. Neither has there been an analysis of the effects of the endogenous forces 
on the micro-economic variables, such as wages, wage convergence, gross investment, and the costs of 
production.
The objective of this dissertation is to empirically examine the forces of agglomeration and 
dispersion inherent in the core periphery theory (Krugman, 1991b) at the regional level within EU 
member states and specifically analyse trade liberalisation effects in Spain.
1.2.1 The Core-Adjacent-Periphery (CAP) Model
Although much attention in the literature (Venables, 1994) focuses on the theory of agglomerates, 
agglomerate growth, and agglomerate stability, no empirical research has undertaken the task of defining 
and identifying the core regions in the EU. Agglomeration forces^ work within a geographic area where 
cumulative causation creates accumulation (Venables, 1994), This dissertation introduces the concept of 
an agglomerate to define such a geographic area: a region with one or more large urban population 
areas with industrial complexes. An agglomerate is similar to Krugman’s (1991a) description of a home 
market, which has finite geographic size where economic general equilibrium effects dictate agglomerate 
industrial composition. Industry relocation could thus lead to a regional process of internal differentiation 
and structural change among several agglomerates within a country.
The core periphery model with two types of regions needs to be expanded to include a third 
region type, in order to develop a national regional model. This dissertation extends the core-periphery 
model to include an ‘adjacent’ region by using a synthesis of von Thiinen’s (1823) concentric circle 
theory and the theoretical nomenclature used by regional economists to describe national region types 
(Paelinck and Nijkamp, 1975). In concentric circle theory the core region serves as the centre region and
 ^ The word agglomerate has its origin in the Latin word agglomeratus, the past participle o f agglomerare, which means to heap 
up, join, to gather into a ball, mass or cluster (Merriam-Webster’s Collegiate Dictionary (lOf'/ed), Merriam-Webster Inc., 2000).
the peripheiy region is located in the second concentric circle around the centre. However, between tliese 
two extremes is an ‘adjacent’ region, located in tlie first concentric circle -  tlie ‘in-between’ region -  that 
borders on the core and periphery regions. Tins adjaeent region enables an empirical analysis to reveal 
whether the industry expansion in a core region will accommodate those industries requiring strong 
forward and backward linkages and the benefits of pecuniary agglomerate advantage and a high final 
demand bias.
Von Thiinen’s (1823) concentric circle theory postulates that the transportation cost of market 
access reduces the level of sales revenues in direct relation to the distance between the location of 
production activity and the core region. Tlierefore, the further production activity is located away from 
tlie core region, the lower income and wages received will be. Concentric circle tlieory assumes that 
production activity is located in rings aroimd tlie core region. Regional economists have classified 
national regions in tliese concentric circles, around a core region, as adjacent and periphery, based on 
their geograpliic distance from the core (Paelinck and Nijkamp, 1975). The national regional model 
developed in this dissertation is a synthesis of tliese two schools of thought and creates a framework for 
tlie analysis of agglomeration and dispersion forces.
The national three-region CAP model will fill the empirical gap by creating a framework witliin 
wliicli tlie theoretical effects of agglomeration and dispersion forces can be measured within national 
borders. With a clear categorisation of region types and the identification of adjoining regions, an 
empirical analysis can examine convergence or divergence of industry structures over time. Using the 
CAP model, one regional industiy concentration ratio measures both relative and absolute concentration, 
as well as measures the effects of agglomeration and dispersion forces between region types.
This tliree-region model is called the core, adjacent, periphery (CAP) model.
1,2.2 CAP Analysis of the European Union
The identification of regions of EU member countries allows them to be categorised for 
determining the centres of manufacturing location. Tliis allows an exact identification of tlie EU 
géographie core regions, adjacent regions, and their periphery. Furtliermore, it pennits an empirical 
examination of von Thiinen’s concentric circle tlieory of an inverse relationship between income and 
distance from the centre.
The adjacent region allows for an expansion of industry witli strong mutual interdependencies 
leading to the clustering of upstream and downstream industries in core and adjacent regions. The CAP 
model will allow us to identify the extent to which supplier and final goods producing industries cluster in 
adjoining regions (Krugman and Venables, 1996), and whether industiy has become regionally more or 
less concentrated (Krugman, 1991a). The CAP model enables such an examination and higlilights the 
importance of adjacent regions as buttresses for core agglomerates.
1.2,3 CAP Analysis of Spain
The choice of Spain as the country to which to apply the national regional model is motivated by 
four reasons.
First, Spain has been classified in the literature (Kragman and Venables, 1990) as an EU 
geographic periphery region subject to agglomeration forces from the EU geograpliic core. The objective 
of trade liberalisation policy is to catalyse economic development in national regions like Spain with self- 
sustainmg manufacturing activities tliat reduce the export of regional unemployment. The new 
international trade and economic geography theories argue tliat a geographic periphery country should 
attract firms because of its favourable wage cost differential and high return on capital investment. A 
viable self-sufficient economy in Spain depends on the competition effect outweighing the home market 
effect of the geographic core. Spain therefore is of interest since tlie regional model reveals the micro- 
economic behaviour of firms to retain or become more cost efficient and competitive. Spain seives as an 
example of entrepreneurial behaviour in tlie face of trade liberalisation for a countiy relatively new in the 
EU.
Second, Midelfart et. at., (2000) have foimd a greater spatial distribution of European 
manufacturing in the late 1980s and early 1990s. The autliors suggest that a possible reason for this 
greater dispersion is due to the increased manufacturing concentration in the soutliem European countries. 
A l increase in tlie overall level of hidustry concentration in Spain might explain the greater spatial 
distribution of European manufacturing. If industry concentration has increased in Spain, then an 
exanimation of changes in industry location in Spanish regions is valuable because it will reveal tlie 
location choice and characteristics of the new firms entering Spanish mdustrial sectors.
Third, trade liberalisation seeks to encourage mdustrial convergence between border regions 
(Krugman and Venables, 1996). Because Spanish regions border in die north on France and in the west on 
Portugal, a regional model analysis of Spain can assess the extent to which there has been a convergence 
or divergence hi mdustrial structures and factor prices between these foreign region types (Krugman and 
Venables, 1996). Using the CAP model we will be able to examhie whedier trade liberalisation has 
stimulated convergence or divergence of industry structures among border periphery regions in adjoining 
foreign. It fiirther allows for an examination of the contribution of agglomeration or dispersion forces to 
equalishig factor prices between these region types.
Fourth, witii tiiree types of regions, die CAP model can identify multi-agglomerate production 
stiTictures within a country. If several regional agglomerates are identified, then an analysis would show 
the clustering behaviour and location of supplier and final goods producers. If production structures 
between agglomerates have become more shnilar, then factor proportions have possibly become more 
shiiilar due to perfect domestic labour mobility. Such a development would imply income convergence 
between regional core regions, but also would enhance the ability to predict the export industries of
regional agglomerates. An application of tlie CAP model to Spain would discover whetlier such regional 
effects from EU trade liberalisation are present.
1,3 Su m m ar y  o f  Resu lts
1.3.1 The Classification of CAP Regions for the European Union
Tlie CAP model identified and classified region types as core, adjacent and periphery and their 
geographic location, according to a Eurostat population density definition of an urban agglomerate; five 
hundred people per square kilometre. The categorisation of the regions reveals 72 core regions, 69 
adjacent regions, 68 periphery regions, and 13 island periphery regions in the fifteen-member country EU. 
Within the EU, tlie geographic centre is an uninterrupted series of core regions stretching fiom the west 
coast in tlie UK, tlirough the Benelux and western Germany, to the nortliern regions of Italy. Several 
separate core regions exist at the edge of the EU, to tlie north, south, and west of its geographic centre.
The demographic analysis of EU CAP classification revealed net population relocation among 
regions of 5.8 million people between 1987 and 1989. Of this number, 5.1 million people relocated to 
core regions. Only the extreme periphery regions in the EU noith and south experienced a population 
outflow. Population increased in most periphery regions, possibly due to new viable and profitable 
manufacturing activities tliat create new employment opportunities. This is a favourable outcome for the 
objectives of the new regional economic policy proposed by tlie Delores Committee (1989). At tliat time, 
fear was expressed tliat trade liberalisation would result in an export of unemployment from the periphery 
regions (Doyle, 1989).
Tlie demographic evidence suggests a marginal population out migration in only two countries, 
Spain and Italy. Tliis out migration is very marginal considering the total population size of these two 
countries. Tliis outcome provides initial proof of tlie ‘imperfect [intematioiial] labour mobility’ 
assiunption in the EU, as theorised by Ludema and Wooton (1997), supporting a divergent production 
outcome in the EU.
The economic data supports tlie concentric circle theory. Tliere exists a significant difference in 
the levels of average per capita hicome in tlie CAP regions. The Tukey-Kramer test statistic for 
differences in means substantiated tlie significance of the hicome differences between regions. A positive 
correlation exits between income levels and regions types. The levels of per capita income are higiiest in 
the core regions and lowest hi the island periphery regions. The data suggests a strong convergence 
between income levels in the periphery regions, fiirther evidence pointing to the creation of new 
employment opportunities in the periphery regions.
1.3.2 Results from the CAP Model Applied to Spain
Trade fiberalisation resulted in a decline in the number of firms in several industries: purification 
and distribution of water, food beverage and tobacco, and manufacturing of jewellery and musical
iiistnuiieiits. Net declines occurred in the engineering sector; quarrying and mining of energy materials, 
fabricated metal products, and other transportation.
A nmnber of industries have relocated between regions. The industry branch quarrying and 
mining of non-energy materials experienced a relocation of firms to the southern periphery regions, 
suggesting Heckscher-Olihn comparative advantage. In the fabricated metal products branch, relocation 
occurred to lire core and the adjacent regions, possibly for reasons of internal and external economies of 
scale, while in the wearing apparel branch firms relocated to all three types of regions. In general, tlie 
periphery regions experienced a net increase in the number of firms in the branches extraction and 
processing, engmeering, and other manufacturing.
Trade liberalisation resulted in the entry of new firms in industiy branches and industrial sectors, 
hi general, all industry sectors experienced entry of new firms. However, there was not a uniform 
distribution of new fimis over die regions of the CAP clusters. Firms do not automatically cluster in die 
core regions. It appears that die industrial structure -  initial ‘low’ or ‘high’ shares -  in regions determines, 
to a large extent, whether new firms locate in the core, adjacent, or periphery regions (Kiugman and 
Venables, 1996). The regional model revealed the recomposition of industry in the core and adjacent 
regions in one of the CAP clusters, starting from ‘low’ initial levels of concentiation. The recomposition 
consisted of a significant increase of new finns in die supplier industries. This development suggests an 
active regional industrial policy of attracting supplier industries, and stimulating the process of 
cumulative causation.
Industry relocation changed regional industry shares. Regions with initial ‘high’ or ‘low’ industry 
shares experienced a significant increase of new finns. This result is contrary to die outcome of Midelfart 
et. at (2002) for industry location in the EU. This analysis suggests that both intermediate and final good 
producing firms relocated primarily to core and adjacent regions witii initial ‘high’ industry shares. A 
number of adjacent regions witii initial relative high share positions retained these positions and 
experienced growtii. This means diat the process of agglomeration is occurring not only in core regions, 
but also in their adjacent regions, suggesting a convergence of industry structure between the core and 
adjacent regions thereby revealing a strong economic geography effect. In die four periphery regions of 
Asturias, Andalucia, Extremadura, and Murcia industry shares increased starting from ‘low’ initial levels 
signalling fector accumulation for industrial development.
The greater similarity between the core and adjacent regions due to the location of new firms and 
manufacturing labour is supported by die findings of the Krugman’s (1991a) industry index of regional 
similarity or diversity. The statistical measurements reveal a convergence of regional industiy structures 
ill die CAP clusters after economic integration. The strength of the competition effect attributed to this 
growth of new firms in the adjacent regions significandy increasing industry structure similarity between 
diese two region types. The competition effect also resulted in a greater similarity in industrial structures
between adjacent and periphery regions. Finally, die analysis reveals there is a duplication of production 
structures in geographically separated regions. The production structure in Spain is polyceiitric.
The new regional laboiir-land concentration ratio verifies the polyceiitric production structure. 
Tlie characteristics of the measurements are such that it meets die two requirements of; one, measuring 
industry concentiation per region, and two, providing a clear cut-off point between absolute and relative 
concentration. Tliese two cliamcteristics make it the concentration measure of choice. The location-Gini, 
LGij measures industry concentration per region, but cannot distinguish between relative and absolute 
concentration. The Amiti (1997) and Forslid (1999) relative and absolute measurements are countiy and 
not region specific.
In 1997, fourteen of the twenty-three industries showed absolute concentration values. Of diese 
fourteen industries, seven increased their absolute concentration, five dispersed industries became 
concentrated, and three industries showed a marginal decline in absolute concentration. The remaining 
nine industries showed relative concentration values. Of these, diree absolutely concentrated industries 
became more dispersed, widi die remaining six industries showing some positive and negative declines in 
their relative concentration values.
The regional labour-land concentration ratio suggests that on average industries experiencing 
absolute concentration are located in die core agglomerates and are characterised by low to medium final 
demand bias indicating strong economic geography home market effects, as found by Davis and 
Weinstein (1999). Industries with relative concentration ratios are located in core and adjacent regions 
and are characterised as industries in the dispersed -  more/less -  dispersed categories. On average, these 
industries show a medium to high final demand bias indicating die need for proximity to liigli domestic 
expenditures. Tliese industries show a greater dispersion across die CAP clusters suggesting regional 
specialisation in production for domestic consumption.
The outcomes of die labour-land concentration ratio reinforce the industiy index analysis of 
greater similarity in production structures between core and adjacent regions. It suggests die development 
of economic districts where economic stmctures transcend region boundaries. Multiple economic districts 
within die CAP clusters would lead to the deduction that diese industries have commodities with high 
demand elasticities and high transport intensities dependent on intra and mtcr-industry inputs.
Spatial correlation analysis found the core regions in Spain to exert a strong home market effect 
as predicted by Kmgman (1991b), Tliese regions attracted die largest number of new firms and 
manufacturing labour. Tliese events confirm the theory of economic geography, resulting in relatively 
higher wage and salary disbursements. Economies of scale in the core regions increased due to the 
relatively high levels of gross investment in manufacturing activity. Theory suggests an increase in new 
firms increases the supply of new product variety tiiereby reducing imported products bearhig 
transportation costs. This results m a declhie in the price index in die core and increases real wages 
(Krugman, 1991b).
8Trade liberalisation had its most significant effect on structural adjustment in the adjacent 
regions. Tliese adjacent regions experienced a relatively larger readjustment in the nmnber of new firms 
versus the core regions. The data reveals a reversal in the total number of finns between the core and 
adjacent regions. Although the core acted as an attraction region, stimulating the process of 
agglomeration, the competition effect in the adjacent regions, created a strong convergence of the 
microeconomic vaiiables, such as average number of employees per firm, average wages per employee, 
average wage cost per firm, average gross investment per firm, and average gross investment per 
employee.
Tlie periphery regions experienced tlie relatively highest level of gross investment and Ingli 
average gross investment per employee. The rates of change in these two variables exceeded those of the 
respective core regions, attesting to the profitability of new investments in these regions (Venables, 
2000). Firms in tlie periphery expanded plant capacity to create economies of scale, and became relatively 
more capital intensive to enhance their competitive position. Although tlie periphery regions saw a 
decline in total manufacturing employment, there was a strong convergence with the core in average 
employee per firm indicating a greater similarity in the production structure, Tlie growth of average 
wages exceeded tliat in the core regions, but remained relatively lower in absolute terms.
1.3.3 The CAP Model Applied to the Spanish, Portuguese, and French Border Regions
The analysis of trade liberalisation on border periphery regions reveals two sets of results; tlie 
first of these pertains to industry structures, and the second, concerns economic growth in the border 
regions.
First, die development of industry structures hi the two sets of Spanish border regions contiguous 
to Portugal and France is imequai. Industry structures between the French and Spanish border regions 
show a marginal divergence. Industry structures between Spain and Portugal show a stronger 
convergence with the Portuguese border regions tlian with the regions in their own CAP cluster of 
Madrid.
Second, home market and competition effects are evident in tlie foreign border peripheiy regions. 
Increases in the number of new finns and tlie inflow of manufacturing labour in the Portuguese and 
French border regions exceeded those in Spain, which experienced a strong decline in tliese regions. This 
resulted in relative liigher levels of wage disbursements in foreign border regions. Capital investment in 
tlie Portuguese core region was comparable to that of tlie three French adjacent regions. This resulted in a 
strong convergence in regional average gross hiveshnent per firm. Production structures converged 
between these regions as evidenced by average nimiber of manufacturing employees per firm, and tlie 
average wage costs per fimi. There was, however, no convergence of average wage per employee 
between the Spanish and Poituguese border peripheiy regions. Absolute wage levels in the Portuguese 
regions remained lower than the Spanish and French regions. However, there is significant convergence
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of average wage per employee between the Spanish and French adjacent regions suggesting Stolper- 
Samuelson factor-price equalisation effects.
1.4 Org a n isa tio n  o f  th e  t h e s is
The remaining diesis consists of six chapters, with appendices. Chapter 2 presents a review of the 
current literature of international trade tlieory, and an empirical literature review of published research in 
tlie field of tlie new economic geography. Chapter 3 defines the concepts and terms of economic 
integration used in the thesis. Chapter 4 contains the mathematical derivation of the CAP model, the 
identification and classification of tlie regions in tlie member states of tlie EU, and the demographic and 
economic facts fiom tliat classification that demonstrates tlie applicability of the tliree-region CAP model. 
Chapter 5 uses the CAP model for Spain to analyse tlie changes in firm location in the regions, die 
changes in regional industry shares, the changes in manufacturing employment in die regions, the 
industry similarity/diversity analysis, and changes in regional industry concentration using the new 
labour-land relative and absolute concentration ratio. Chapter 6 estimates die strengtii of agglomeration 
and dispersion forces between die CAP clusters of the Spanish regions using die spatial correlation 
coefficient. A similar analysis is imdertaken for the Spanish, French, and Portuguese border peripheiy  ^
regions. Finally, Chapter 7 draws conclusions about the use of the CAP model to analyse the regional 
effects wifliin a country fi-om trade liberalisation.
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CHAPTER 2 
Literature  R eview
2.1 Th eo r etica l  L iterature  R eview
2.1.1 Introduction
International trade tlieory describes tlie economic forces that determine the nature of exchange 
between sovereign nations. Tliere are three main bodies of theoretical thought that explain the nature of 
exchange that is actually observed in the real world. The three themes are comparative advantage, the 
‘new’ trade theory, and the ‘new’ economic geography. Each theme identifies a particular economic 
force. The driving forces miderlying the theory of comparative advantage are perfect competition and the 
exogenous differences between sovereign countries resulting in /«tcr-industry trade. In the ‘new’ trade 
theory, the underlying driving force is imperfect competition and its unique characteristic of internal 
returns to scale that explains mfra-industiy trade. Finally, tlie ‘new’ economic geography theme of 
international trade is based on endogenous differences between production locations due to trade costs, 
and examines the forces of agglomeration.
2.1.2 Comparative Advantage
In international trade theoiy tlie term comparative advantage means the ability to produce a 
product whose opportunity cost of production in terms of otlier goods is lower in one country than in the 
otlier countiy^ The theme of comparative advantage is found in tlie trade models of Ricardo, and 
Heckscher-Ohlin. In tlie Ricardo model trade arises because of relative differences in teclinology. In the 
Heckscher-Ohlin (H-0) model the source of trade is based on relative differences in endowments of 
factors of production. In botii models tliere are exogenous differences on the supply-side that create 
comparative advantage.
2 .L2J Ricardian Trade Model
In the Ricardian model, trade between nations is based on differences in technology for a given 
state of tlie art. The model assumes two countries {A and B) two products {X and F); and one factor of 
production -  labour (L). Labour requirements and costs are constant. It also assumes perfect competition 
so tliat labour is paid its value marginal product. In autarky each country produces both goods, with the 
relative prices of goods (Fx) and {Py) determined by tlieir relative imit labour requirements or labour 
productivity^ Trade occurs because of the relative price differences between the two coimtries in autarky.
Tlie pattern of trade is determined by differences hi labour productivity. If the per unit labour 
requirements in the production of good (A) in coimtry (ri) are lower than the per unit labour requirements 
ill the production of good (X) in country (B), then tlie price of good (A) will be lower in country {A), and 
country (A) will have a comparative advantage in the production of good (A), In this case, country {A)
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will export good (A) to coimtry (B). Similarly, if coimtry (S) has a comparative advantage in the 
production of good (F), good (F) will be exported to country (A). The result of tlie opening up of trade 
between the countiies is tliat relative prices will be equalised, and each coimtry will now specialise in die 
production of the good in which it has a relative comparative advantage. In general, the gains of trade are 
twofold: one, total world output increases due to specialisation in production by botii countries; and two, 
consumers in both countries have a wider choice of products.
The Ricardian model of trade is unable to explain some aspects of trade, and is therefore limited 
in its predictive powers. One, it predicts complete specialisation even though die real world is 
characterised by many countries producing a similar good. Two, die model does not consider the effects 
of trade on die domestic distribution of income. Three, diere is no allowance for differences in resource 
endowments as a reason for trade. Four, the model is based on the assmnptioii of perfect competition, 
diereby neglecting economies of scale as a cause of trade. These issues will be addressed in subsequent 
models of international trade,
l .L l  2 7 .2 2  Heckscher -  Ohlin Trade Model
The Heckscher - Ohlin model of international trade addresses die issue of trade based on relative 
differences in resource endowments. It postulates that a country will export die commodity whose 
production requires the intensive use of die nation’s relatively abundant and cheap factor of production, 
and import the commodity whose production requires the intensive use of die nation’s relatively scarce 
and expensive factor. The model is a supply-side model because it isolates die differences in relative 
hictor endowments among nations as die determinant of comparative advantage and international trade.
Hie Heckscher-Ohlin model is based on a number of simplifying assumptions. The model 
assumes two countries, two products, and two factors of production (2 x 2 x 2). It assumes perfect 
competition and constant returns to scale in production in both countries. Tastes and technology are die 
same in both countries, with labour being perfectly mobile witiiin countries but not between countries. 
Tlie same respective commodities in each country are labour {L) and capital intensive {K). There are no 
transport costs, tariffs, or other obstructions to trade. There is full employment in both countries, as well 
as incomplete specialisation in production.
The model explains comparative advantage and states that the pretrade differences in relative 
prices between two countries are due to relative factor abundance. In autarky relative factor prices differ 
between countries. The factor abimdant product in the respective countries will have the lower price and 
be traded. As trade is opened commodity prices are equalised. The Stolper-Samuelson theorem argues 
tiiat trade will change factor prices between countries. An increase in the relative price of the tradable 
commodity will iiicre^e die demand for the abundant factor input and decrease the demand for the scarce 
factor. This results in an increase in the return to the abundant factor, and a lower return to the scarce 
factor in both countries, thereby dianging income distribution. Trade will dius reduce the pretrade
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difference in factor rewards in the two countries, and eventually bring about factor price equalisation. 
Once relative commodity prices are equalised, relative fector prices will also be equalised between tlie 
two countries.
A drawback of the Heckscher-Ohlin model is its assumption of perfect competition and constant 
returns to scale. This limits tlie model’s predictive ability widi respect to mfer-industry trade where 
capital-intensive products are exchanged for labour intensive products. It consists of an exchange of 
manuftictured for agricultural products and thus reflects comparative advantage. Krugman and Obstfeld 
(2002) observe that the Heckscher-Ohlin model fails to explain the real pattern of international trade. An 
important shortcoming of the model is its failure to incorporate transportation costs. In reality, a 
considerable sliaie of world trade occurs between higliiy industrialised countries widi relatively similar 
factor endowments. Tlie Heckscher-Ohlin model fails to explain trade in differentiated products produced 
under conditions of imperfect competition and economies of scale. Tliis requires a new theoretical model 
of international trade.
2,1.3 The New International Trade Theory
The new international trade theory assumes a world with imperfectly competitive market 
structures. Hie market structures are characterised by monopolistic competition and oligopoly. The key 
feature that distinguishes oligopoly from monopolistic competition is that in the former the actions of one 
firm have a direct impact on those of the other. Tliere are two main forms of ohgopolistic competition; 
pure and differentiated oligopolies. Pure oligopoly consists of rivalry between a few firms in an industry 
that produce a standardized product. Examples of such products include; ‘steel, aluminium, lead, copper, 
cement, rayon, fuel oil, plywood, tm cans, newsprint, explosives, and industrial alcohol.’ A differentiated 
oligopoly is characterized by an industry with a few firms that dominate the market for a differentiated 
product. Examples of products from such industries are; ‘automobiles, toothpaste, cereal, cigarettes, TV 
sets, electric razors, computers, fami implements, refrigerators, air conditioners, soft drinks, soap, and 
beer’ (Thompson and Fonnby, 1993).
Pure oligopolistic competition with a standardised (liomogenous) product is also known as 
Cournot competition. Duopoly refers to two firms A and B competing in an oligopolistic market. A 
Cournot duopoly is a quantity setting oligopoly where each finn detemiiiies its own profit-maximising 
level of output. Now, assume tlie two firms sell a homogenous product, have identical production costs, 
and divide the market equally. This means both firms face an identical demand for their product such that 
their average revenue, marginal revenue, average total cost, and marginal cost curves are identical. Both 
firms maximise profits where marginal cost equals marginal revenue. This means botli firms chaige an 
identical price for their product. Each finn has half of the industry demand.
If one finn B increases production, its own product price declines and the demand curve facing 
firm A shifts to left for every price-output combination. If finn A wants to sell the original fixed quantity.
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it has to lower its price. Finn A faces lower demand and marginal revenue cui'ves for eveiy price-output 
combination. The ultimate result in the market is, lower product prices and a lower optimum level of 
output. To avoid this sub-optimal outcome, each firm must be convinced about the behaviour of its rival. 
In the initial situation, each finn is maximising profits with the understanding tliat the rival firm is 
committed to producmg the current level of output.
A differentiated oligopoly is characterised by a few firms producing imperfect substitutes. 
Bertrand duopoly is a price-setting oligopoly where each firm sets a profit-maximizing price with the 
belief that the price set by its rival is fixed. Assume price is higher than tlie equality of marginal revenue 
and marginal cost. Now, if firm A believes the price set by its rival B is fixed, then finn A can lower its 
price marginally below its rival and attract a larger maiket share. Hie reaction of firm B will be to lower 
its price and undercut the price of its rival. This process of undercutting each other will continue until the 
price is bid down to tlie point where tliere are zero profits.
Monopolistic competition is distinguished from oligopolistic market competition because it is 
characterised by many sellers, and focuses on product differentiation, price competition, and non-price 
competition in the form of product performance features, quality and service. A differentiated product is 
one whose attributes differ from competing products in satisfying a similar consumer need. Differentiated 
products provide the consumer witli a variety of products to choose from. Many countries in the 
industrialised world have similar industries operating in markets characterised by imperfect and 
oligopolistic competition. Countries trade in these products to satisfy consumers’ insatiable desire for 
variety. This results in international trade in similar products also known as /n^ra-industiy trade. The new 
international trade theoiy is one of «««-comparative advantage. Hie ‘new’ tlieorj  ^ was introduced and 
subsequently developed by Krugman (1979, 1980, and 1981).
2.1.3.1 Imperfect Competition and Economies o f Scale
A drawback of the Heckscher-Ohlin model of international trade is the assumption of perfect 
competition and constant returns to scale teclinology. This limits its predictive accuracy as an 
international trade model. The model fails to explain trade between countries in similar manufactured 
products. This deficiency in international trade theoiy was eliminated by Krugman (1979), who showed 
that international trade in similar products can be generated through economies of scale in manufacturing. 
The autlior assimies a product market structure of Chamberlin monopolistic competition in a two-country 
world with identical tastes and technologies. The model has one factor of production -  labour. This factor 
is being used at less than minimum economies of scale (MES) because of the size of tlie product market. 
Hie force driving the new trade model is economies of scale rather than factor endowments.
The Krugman (1979) model suggests tluee ways of increasing market size: an increase in the 
labour force, international trade, and labour migration. In autarky an increase in the labour force will 
result in an increase in both the number of firms, /?, and the number of products, x, produced. The welfare
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effects of tliis growüi are twofold; one, it increases real wages; and two; it increases consumer choice 
since die number of products increases.
The opening of trade -  at zero transportation costs -  between two countries witli identical tastes 
and technologies results in an increase in the scale of production, the number of products available, and 
welfare. Since there are no barriers to trade, tlie effect of trade is die same as if each country experiences 
an increase in its labour force. Wage rates and product prices remain the same after trade. Tlie important 
difference from the Heckscher-Ohlin model is, that in this case, economies of scale give rise to trade.
Third, if labour is perfectly mobile, and there are positive barriers to trade, migration will be 
induced by liiglier real wages and die desire for enhanced consiuner choice. The region to which labour 
will migrate will be detemiined by die distribution of die population, initial economic conditions such as 
wages and prices, and the historical presence of increasing returns. This conclusion lays the foimdation 
for ‘cumulative causation’ and the forces of agglomeration.
The model points out diat under conditions of Chamberlin monopolistic competition economies 
of scale create a reason for international trade. International trade means larger markets and foreign 
demmid allowing die ftill exploitation of economies of scale. Krugman (1979) notes, ‘the effects of trade 
are similar to those of labour force growdi and regional agglomeration.’ The model demonstrates that 
Ricardian international difference in technology or Heckscher-Oldin relative factor endowments are not 
necessary for trade to occur.
2J.3.2 Internal Returns to Scale and Transportation Costs
hi a subsequent paper, Krugman (1980) extends his formal development of a trade model with 
economies of scale by introducing transportation costs. The introduction of transport and trade costs into 
die tiieory of international trade contributed to making trade theory more realistic since diese costs were 
assmned away in the Heckscher-Ohlin model. Transportation costs changes die previous outcome that 
wages remain constant. With the opening of trade, transportation costs lead to higher wages in the country 
with die largest population density. Tlie reason for this development is that transportation costs make it 
more attractive for production to be located near die largest market. In die larger market a ft on will be 
able to realise both (i) economies of scale, and (ii) minimize transport costs.
The author introduces the concept of the ‘home market’  ^ and defines it as a geographic location 
with a relatively Inglier population distribution, higher wages, and a liigher relative demand for products. 
The development process of a home market is derived from a number of assumptions. Krugman (1980) 
assimies the existence of two symmetrical countries -  Home and Foreign -  with respect to their size, 
labour force, number of firms, products produced, demand functions, wages, prices, and output. The
 ^ Alhed Marsliall (1920) lias explained why Üie home nmrket is attractive. It provides external economies o f scale, a pooled 
market for skilled workers, the supply of industry specific inputs, and tecluiological spillover effects.
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assumption of equally sized labour forces is relaxed to study the process of die home market creation. The 
economic effect of a relative increase in the Home market’s labour force is an increase in the number of 
firms, a rise in production levels, an increase in nominal wages, a rise in product diversification, and 
lower product prices resulting in higher real wages in the Home countiy. The reduction in Home prices 
increases tlie elasticitj^ of substitution for Home products. Home becomes the larger market witli a liigher 
population, wages, and demand.
The introduction of transport costs between the two countries affects trade and production of a 
particular product. Transport costs mean that the price of Home imports for a similar product from 
Foreign will bear transportation cost raising the relative Home import price of that product. If the demand 
elasticity of substitution in die Home market between die domestic and the imported product is zero, then 
Home will specialize in the production of that particular good and export it to Foreign, If on the odier 
hand, Foreign can offset the transportation cost of her exported product to Home through increased 
economies of scale, diereby reducing die export price, bodi countries may end up producing that product 
depending on the Home elasticity of substitution for product variety. In tliis case, incomplete 
specialisation will occur in both coimtries.
Krugman (1980) has shown how die decision to trade will become a choice involving a trade-off 
between transportation costs and the need for economies of scale. The possibility of incomplete 
specialization, and hence diversified production, will be higher, die liigher are transportation costs and the 
lower the need for economies of scale. Finally, with incomplete specialisation, both countries will trade 
all classes of manufacturers. However, the countiy with die largest domestic demand for a particular 
product will be die net exporter of that product. Incomplete specialisation results in high levels of intra- 
industry trade between countries.
Having established the fact that trade in similar products can occur under conditions of imperfect 
competition, with economies of scale, and transportation costs, Kmgnian (1981a) makes three 
observations about die current pattern of world trade. First, there is substantial trade between countries 
widi similar factor endowments. Second, international trade consists of exchange of similar products i,e, 
is /ri^ra-industiy. Third, the expansion of world trade since die end of WWII has not resulted in ‘sizeable 
reallocation of resources or income distribution effects’ .
The author develops a model that assumes imperfect competition, product differentiation, and 
unexploited economies of scale in production to explain these tiiree obseivations about real world trade. 
The model assumes no transportation costs and allows the author to examine the conditions under which 
countries with similar endowments engage in intm-industry trade, and why coimtries widi dissimilar 
endowments engage in traditional Heckscher-Olilin /wtcr-industry type trade.
To examine the first two observations, Krugman (1981a) uses die Grubel-Lloyd index of intra- 
iiidustry trade in combination with a factor proportions similarity index.
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1 = 1 - ^
where X^ - represents tlie exports of a countiy in industry and M* represents the imports in tliat industry. 
The value of the Grubel-Lloyd index will be luiity if there is balanced trade between each industry, and 
zero if there is complete international speciahsation. Krugman defines a fiictor proportionality index^ z as:
z  =  1 z  =  [0,1]
The value of the factor proportions index will be unity (z = 1) if iactor proportions between coimtries are 
identical, and zero (z -  0) if they are completely dissimilar.
In answer to die first observation, tliat tliere is substantial trade between countries with similar 
factor endowments, Krugman’s model shows tliat ‘tlie ratio of trade to income is independent of factor 
proportions’. In other words, economies of scale and comparative advantage both generate trade. 
Krugman’s second observation, that international trade is mtra-industiy in nature, is answered by the fact 
tliat if the Grubel-Lloyd mtm-industry trade index and the factor proportions index are bodi equal to unity 
(7 = z = 1), tlien trade is completely balanced between industries. In this case, the pattern of trade is infra- 
industry and generated by identical factor proportions in industries of both countries. If, on the other 
hand, both indices show a value equal to zero, then trade is not balanced between industries, indicating 
specialisation and trade based on factor proportion dissimilarities between industries,
Kingman’s third observation addresses the welfare effects of trade. Wlietlier or not factors gain 
from trade will depend on individual utility, wages, prices, and the number of substitutable products. The 
author notes that the welfare effect is determined by a distribution effect and a market size effect,
Fii’st, die model shows that factor price equalisation occurs. Real wages in industries engaging in 
iKtra-iiidustry trade will remain constant in terras of their own industiy. However, in terms of industries 
where trade is based on comparative advantage, tlieii real wage may decline if it is an abimdant factor 
industiy. Tliis is caused by product price increases in that industry. These products enter the domestic 
price index that rises, causing real wages in mtra-industry trade type industries to decline. The reverse 
will hold true if it is a scarce fector industry.
Second, the market size effect refers to the increased number of products available whereby 
consumer choice is enhanced. The welfare effect will benefit tlie abundant factor. However, it is not clear
 ^ill a two country world consisting o f a ‘Home’ and ‘Foreign’ the industry size in Home is given m L } = 2 - z ,  and L3 = z, while 
in tlie Foreign country relative industry size is given by = z and L\ = 2 - z  .
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whetlier tlie scarce factor will be better off. To determine tliis the author looks at tlie elasticity of
substitution between products.
Tlie elasticity of substitution is determined by the degree of product differentiation. However, the 
degree of product differentiation reflects similarity or dissimilarity in factor proportions. If countries have 
similar factor proportions whereby products can be substantially differentiated, tlien both the abimdant 
and tlie scarce factor will gain from trade. On the other hand, if products are not sufficiently differentiated 
-  indicated by a high elasticity of substitution -  then factor proportion aie not similar enough, and 
whether the scarce factor gains will depend on tlie critical value that determines whetlier trade is of the 
intro- or mfcr-industiy type. Finally, tufm-industiy trade results in lower levels of resource allocation and 
economic dismptions.
The importance of tlie Krugman (1979, 1980, 1981a) papers is tlieir significant contribution not 
only to the theory of international trade, but also in tlieir expository contribution to understanding the 
patterns of world trade. These patterns can now be explained by traditional theories of comparative 
advantage witli constant retunis to scale teclniology, as well as the new trade theory based on increasing 
retiuns to scale technology. However, Krugman has also introduced the concept of the home market as a 
geograpliic location for production, consumption, and export of products. This opens tlie door to the new 
theory of economic geography in the international trade literature.
2.1.4 The New Economic Geography
The traditional theory of international trade neglected the location of production and assumed that 
trade occurred between two points in space. Hie new economic geography tlieory, however, introduces 
production location by identilying the economic parameters that detemiine tlie location of production and 
the development of industrial structures. Krugman (1991b) introduces the new economic geography 
theory through the core periphery rnodef with production location as its centr al theme.
2.1.4.1 Kriigman’s (1991b) Basic Core periphery Model
A complete mathematical formulation of tlie Basic Core Periphery Model is presented in 
Appendix 2A for this chapter. Briefly, the model assmnes that a sovereign country consists of two 
regions. Each region has two sectors of production activity - agriculture and manufacturing. Hie 
agricultural sector is one of perfect competition, producing a homogenous product under constant returns 
to scale teclniology. The sector employs agricultural labourers who aie immobile between sectors. Hie 
unit labour requirement in agriculture is one. Hie manufacturing sector is characterised by imperfect 
competition, product differentiation, and increasing returns to scale technology. Manufacturing activity is 
located in both regions and employs iiiterregionally mobile manufacturing workers.
The Genlre-peripliery model was first introduced into regional economics by Pottier (1963). It was subsequently used by 
Friedmann (1966, 1972)
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111 tîie long nui, labour is interested in wages, and will migrate to tlie region that offers tlie higher 
real wage. If labour migration leads to a similar supply of agricultural and manufacturing labour in both 
regions, real wages will converge. In this case, a diversified production structure emerges with production 
occurring in both regions. However, if labour migration results in a concentration of die manufacturing 
labour force in one region, die real wages will diverge between regions. Under diis scenario, a ‘core 
periphery’ production structure emerges widi manufacturing production occurring in die region with the 
highest population.
Kiugman (1991b) notes that labour migration will initially have an ambiguous effect on the 
movement of relative wages because of opposing forces in die short run.
The first force is the home market effect. The region with the larger labour force population (L) 
will be the larger market, have the higher concentration of finns («), and will have the higher level of 
wages (w) and income (f). A higher concentration of firms means a larger choice of ‘variety’ of 
manufactured products. Increased competition in the home market reduces prices.
Tlie second force is die price index effect diat reinforces die home market effect since overall 
prices m die home market will decline as more firms (u) enter to produce for the local market. A price 
index measures the cost of a basket of goods in a particular geograpliic area. It includes imported goods. 
The larger the propoition of domestically produced goods to imported goods, the lower will be price 
index since fewer products include transport costs. Lower prices result in increased consumer surplus and 
welfare.
The third force is the competition effect. This refers to die increased competition for customers by 
die growing nmiiber of firms (u) in the home market. Price competition in the face of rising nominal 
wages puts downward pressure on profit margins until the breakeven point is reached. Since firms in the 
home market cannot force a lower nominal wage on labour to avoid this outcome, they elect to shut down 
and relocate to the periphery region to profit from die nominal wage differential. The competition effect is 
a dispersion force.
hi the short rvui, the home market effect and die price index effect outweigh the competition 
effect since the ‘real wage effect ' will cause real wages to rise in the core and decline in the periphery. 
The higher real wage is an incentive for manufacturing labour to migrate to die core region. As long as 
the real wage difference between regions persists the migration incentive will remain in favour of the 
home market, and a core periphery structure will develop. The incentive for manufacturing labour to 
migrate will be removed when the real wage differential is reduced. This can only come about dirough 
increases in (L) and (n) in the peripheiy regions, or through a reduction in real wages in die home market.
Krugman (1991b) identifies three parameters diat will detemiine which of the above forces 
dominate in the long ran and whedier die system moves to convergence or divergence. The three 
parameters are: ‘the share of expenditure on manufactured goods, p; the elasticity of substitution among 
products, cf; and the fraction of goods shipped diat arrives, t ’. Tliree labour demand / supply scenarios are
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developed under dnee varying transport cost values, t. The iiigh transport cost case, r  — 0.5; low transport 
costs T — 0,75; and medium transport costs t  — 0.6. The demand for labour is measured by the relative 
real wage rate: where = w- / . Tlie supply of labour is measured by Li I The results
are depicted in Figure 2.1. In equilibrium at point A, manufecturing labour is equally distributed between 
tlie two regions so diat Lj = L 2 and ‘ ^  situation of diversified production prevails, and the
system is in equilibrium.
F i g u r e  2.1 
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Source: Wooten (2001) based on Krugman (1991b), Figure 1.
Line (I) in Figure 2.1 illustrates the case of liigh agglomeration forces. At low trade costs, any 
movement from equilibrium at point A indicates an uneven distribution of the manufacturing labour force. 
In the case where Li > L2, at point D to the right of equilibrium, die home market effect and die price 
effect will generate agglomeration forces resulting m a core periphery outcome with manufacturing 
concentration in region 1. Hie same forces will generate manufacturing concentration in region 2, had the 
initial labour shares been reversed, £ 2  > L; The outcome is agglomeration and a core periphery structure 
of production.
In the case of high trade costs, line (II), if manufacturmg labour, and hence firms, relocate to the 
region widi die lower share of die manufacturing labour force, the competition effect will prevail, diereby 
equalising real wages in die two regions. High transportation costs leads to a diversified outcome with 
production concentration in bodi regions. The competition effect prevails when firms with low 
substitution elasticities, and high levels of unexploited economies of scale, move to compete in the region 
widi die lower share of the manufacturing labour force. These firms service the core firom the periphery 
regions, hi die long rim, as more firms relocate, they provide a comiter balance to agglomeration forces.
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Finally, line (III) in Figure 2.1 illustrates the case of multiple equilibria. Points B and C are 
equilibria where real wages between die regions are in equilibrium, but relative manufacturing labour 
force shares differ. Both points indicate diat it is possible to have wage convergence between regions with 
different labour force shares, and hence manufacturing concentration. However, the equilibria B and C are 
not stable. Over the range of die curve BA and AC, the competition effect, wage convergence, and a 
diverse production structure dominate. Beyond points C and B the home market and price index effects 
lead to a core periphery outcome at the point where Li ^  L or L2 ~ L. la subsequent years, die Kragmaii’s 
(1991b) core periphery model was normalised.
2. L4.2 Normalising the Equations o f  the Core periphery? Model
Fujita, Krugman, and Venables (1999) have normalised the core periphery model (Krugman, 
1991b), and use it to illustrate how it can be employed to explain variations on the basic core periphery 
theme. These variations are found in the literature in die works of Kiugman and Venables (1995), die 
writings of Puga (1996), Puga and Venables (1996), and the contribution of Forslid and Wooton (1999). 
Hie authors develop a common language, terms, and definitions to allow a thorough discussion of die 
range of issues found in the ‘new economic geography’ The nomialised equations and die core periphery 
model are presented in detail in Appendix 2B of diis chapter.
Tlie significance of the new economic geography model lies in die identification of die economic 
forces diat detennine die endogenous location of manufacturmg production. It complements the existing 
theoretical literature in allowing a better prediction of the pattern of trade between countries once a 
countiy’s geographic location, resource endowments, manufacturing structures, and the costs of market 
access (tr ade costs) have been identified. Hie core periphery model, however, assumes perfect mobility of 
manufacturing labour between die regions. This assumption will always lead to a divergent production 
outcome. Subsequent dieoretical literature examines the economic forces that militate against a core 
periphery outcome and ensure a diversified agglomeration production structure.
2.1.4.3 Diversified Agglomeration
Hie core periphery model illustrates how die home market effect and die price index effect lead to 
agglomei-ation and a concentrated production structure. In the model, the only countervailing force to 
agglomeration is provided by die competition effect. If strong enough, this effect leads to a diversified 
production outcome and a convergence of wages between the regions. Hie forces militating against an 
agglomerate outcome are; general equilibrium effects, wage differentials, less than perfect labour 
mobility, and comparative advantage.
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(a) General Equilibrium Effects
Krugman and Venables (1990) explore the consequences of trade cost reductions on a small 
economy in a geographic core periphery setting. The authors assume a large market (the geographic core 
consisting of countries) and a small market (a periphery country) witli high initial trade costs. A reduction 
m trade costs has five initial effects on the small economy. First, since tlie larger economy has more 
finns, there is an incentive for firms to relocate to the larger economy (liome market effect). Second, 
firms in the smaller economy experience a decline in profits, and consmiiers a rise in prices. Third, 
production in the small economy will rise because of its access to a larger market. There is a reduction in 
net imports. Fourth, as trade costs come down, tlie price of imports from the larger economy decline. 
Since tlie small economy is a net importer of manufacturers, its domestic prices will also decline. Fifth, a 
decline in domestic and imported prices results in a gain in consmner surplus in the periphery coimtry. It 
leaves producer surplus at zero because of free entry and exit. Social welfare increases. In the limit, as 
trade costs continue to fall, firms relocate to tlie larger economy, and supply the peripheiy from the core. 
Under these assumptions and conditions a core periphery outcome is obtained.
The authors examine the effects of two separate general equilibrium forces on the stmcture of 
production. First, they consider the effect on prices by assuming that transport costs of agricultural 
products are no longer zero. Instead, tliere are positive transport cost between the periphery and tlie core. 
The periphery has a larger agricultmal sector than the core, so tliat the core becomes an importer of 
agricultiual products. Transport costs make agricultural products more expensive in the core than the 
periphery. This raises the cost of living in the core vis-à-vis tlie periphery and is translated into higher 
manufacturmg wages tliat puts the core at a relative cost disadvantage. Since tliere will always be 
transport costs between the core and periphery, the lower production costs in the periphery will attract 
films. The outcome will be a divergent production structure and a convergence of mcomes. The 
competition effect dominates.
The second general equilibrium effect tliat can change the core periphery outcome is tlie 
assumption tliat the supply of manufiicturing labour is less than perfectly elastic in die core. Krugman and 
Venables (1990) further assume tliat factor endowments in the two economies are identical. As trade costs 
are reduced firms and manufacturing labour relocate from the periphery to the core. This reduces the 
factor endowment ratio in the periphery resulting in a larger share of the labour force employed in 
agriculture. Initially, tlie periphery region experiences a decline in manufacturing output, and a 
deterioration of its net import position.
The rising manufacturing labour costs in the core results in a wage discrepancy between tlie two 
regions. T ie wage difference and lower production costs in the peripheiy attract finns. Production in the 
peripheiy is increased resulting in a higher level of exports to tlie core and a reduction in net imports. The 
competition effect leads to a U-shaped production curve at some intermediate level of transport costs. As 
transport costs continue to decline, production continues to relocate to the periphery, outjiut continues to
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increase, and a trade balance results when all trade costs are removed. The result is a divergent production 
structure and a convergence of wages between the regions. The general equilibrium effect works against 
concentration of production and an agglomerate outcome.
(b) Wage Differential
Antliony Venables (1994) remarks tliat tlie core periphery model (Kingman, 1991b) only considers 
the home market effect and its corresponding growtli in demand as manufacturing labour and firms 
relocate to the core. The author observes that the core periphery model does not allow for the effect of 
‘cumulative causation’. This refers to the initial location of industry and the desire of films to cluster i.e. 
to locate where other similar type firms are located. As firms locate where other have located before 
them, a clustering process develops, generating industry interdependencies and high levels of demand, 
hiitial locations of production activity are caused by historical economic development or what Krugman 
(199Id) has called ‘historical accident’. Firms want to locate close to large markets. T ie markets are 
largest where other firms have clustered. Relocation to tliese industrial clusters brings the advantage of 
the Marshallian triad of economic benefits; a generous qualified labour supply, a supply of intermediate 
products, and teclinological spillovers.
Venables (1994) argues that cmiiulative causation creates linkages between firms and industries 
that act as an attraction force^ for other firms. T ie autlior argues that three types of linkages are created; 
one, a demand linkage; two, a cost linkage, and three, an input-output linkage. Each of the three linkages 
individually or in combination contributes to the forces of agglomeration. T ie demand linkage is created 
by labour mobility tliat leads to agglomeration. Market size is a positive function of tiie number of firms 
and manufacturing labour. T ie cost linkage is caused by tecluiologicai externalities that result in lower 
input costs and hence production costs. The input-output linkage is caused by industry interdependencies. 
Wlien industries use their own output as intermediate inputs, production stnictures create dependencies. 
The desire to be close to intermediate supplier industries creates agglomeration forces. In tlie latter case, 
both demand and cost linkages lead to industry concentration.
hi a world characterised by imperfect competition and the need for intermediate inputs, 
agglomeration of industry will depend on tliree factors; one, the size of lUiexploited economies of scale, 
two, tlie need for input-output linkages, and three, the size of trade (transportation) costs. Venables notes 
that tliere is some critical trade cost value, t, for a firm or industry that will cause it to relocate resulting in 
agglomeration, industry concentration, and a core periphery production structure. The process is 
illustrated in Figure 2.2.
 ^Attraction theory o f growth centres was developed by regional economists who posited that inpnt-output analysis describes tire 
tedmical linkages between economic activities and is essentially demand-oriented. See Klaassen (1972), who argued that 
attraction forces between economic activities are formed by the existence o f transportation and communication costs. Total 
transportation and communication costs of a certain activity, located in a certain region, are composed o f input and output costs. 
Attraction theory describes the process o f industry concentration.
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In Figure 2.2, the ratio of the number of firms in each region is measured on the vertical axis. The 
level of trade costs is measured on the horizontal axis. The author assumes identical tastes, technology , 
and endowments between the two regions. In equilibrium, relative prices and wages are identical. 
Initially, there is a diversified production structure with the number of firms equally divided between the 
two regions, = «2 . Venables (1994) assumes that intermediate and final goods producers are located in 
each region, but that this distribution is not symmetric. Region one could produce intermediate goods 
demanded in region 2, and vice versa This means that /«/ra-industry- trade is occurring between the 
regions.
At high trade costs (> 2.5) the system is stable with a diversified equilibrium, W/ = «2 - In the 
intermediate range o f trade costs (1.85 -  2.5), industry could have relocated entirely to either region 1 or 
to region 2. This means a stable agglomeration in whichever regicm industry locates. In this range there is 
also an unstable equilibrium Any reduction in trade costs over this range will cause relocation. As trade 
costs drop below 1.85 there are two stable equilibria; point X, with industry concentrated in region 2, and 
an unstable diversified structure. The unstable diversified equilibrium is the result of the needs and 
behaviour of individual firms. There is some level of transport costs where individual firms, with given 
demand elasticities and input-output needs, relocate. The model does not indicate to which region 
industry will move causing an agglomerate outcome. The contribution that Venables (1994) makes to the 
core periphery model is the recognition that agglomeration is driven by the dependenee of industiy on 
intra- and / or inter industry intermediate inputs. This need, combined with inereasing returns to scale, 
magnifies agglomeration forces.
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Venables (1994), however, points out tliat in a general equilibrium context with wages 
endogenously determined, industry relocation will create a cost differential between regions that will
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dampen or even eliminate the forces of agglomeration. Agglomeration will be characterised by wage 
differentials between regions, Tliis is illustrated in Figure 2.2. At zero and veiy high trade costs the 
system is stable, and equilibrium is characterised by ni ^  There is full-employment, an equal division 
of the niunber of firms each producing a differentiated product, and an equal demand for labour. Wages 
and prices are identical in both regions.
hi tlie intermediate range, cost differentials between tlie two regions result in an unstable 
equilibrium up to point B, and two stable equihbria at A and C. At A, industry has concentrated in region 
2, with no production in region 1. Venables notes that these results indicate that at zero trade costs 
industiy location is determined by the supply of factors of production. At very Iiigh trade costs the home 
market effect plus the need (demand) for input-output structures dominate. At inteimediate levels 
agglomeration forces dominate creating cost differentials since the region that gains industry will 
experience a real wage increase, wliile the region tliat loses industiy experiences a real wage decline.
The significance of the Venables (1994) paper lies in the fact that he introduces the operation of 
the cumulative causation theme in the home market. Cumulative causation brings with it demand, cost, 
and input-output linkages tliat feed agglomeration forces. Agglomeration forces create wage differentials 
and general equilibrium effects that militate against agglomeration. Finally, the autlior introduces tlie 
theme of the lack of labour mobility between regions that can result in a diversified outcome.
fc) Labour Immobility
The models discussed so %r (Krugman, 1991b: Kiugman and Venables, 1990; Venables, 1994) 
have assumed free mobility of manufacturing labour between the regions that lead to agglomerate 
outcomes. Tie theme of labour immobility between regions and its effect on die endogenous location of 
manufacturing activity is considered in the papers of Krugman and Venables (1995), Kaigman and 
Venables (1996), and Ludema and Wooton (1997). The theme of these papers is that less than perfect 
labour mobility will lead to a diversified agglomerate outcome.
Krugman and Venables (1995) consider the effect of labour immobility between countries and 
regions on the forces of agglomeration. The framework is a general equilibriiun core periphery model. 
The authors focus on the input-output structural relationship between industries as die driving force of 
agglomeration instead of the demand linkages of the basic core periphery model. The model considers die 
fact diat some countries have a larger industrial base dian odiers. A larger industrial base implies a larger 
final goods-producing sector and a larger supplier goods industry. The latter means lower prices of 
intermediate inputs. As trade costs are reduced, the country becomes attractive for final goods producers 
because of die larger supplier industry and lower input prices. This, in turn, also makes die country more 
attractive for intermediate good suppliers. Agglomeration forces lead to manufacturing concentration in 
die larger country i.e. core country.
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Production concentration in the core results in tlie de-industrialisation of the periphery  ^ countries. 
Real wages rise in the core country and decline in tlie periphery country, creating a cost differential with 
lower wages in the periphery. The process initially leads to a divergence in production structures and 
wages. As transportation costs continue to decline, the lower wages in the periphery make it attractive for 
finns to relocate. The lower transportation costs remove the disadvantage of being close to final markets 
and the accompanying forward and backward linkages, hidustry relocation results in a re-industrialisation 
of the periphery and a convergence of real wages. The model emphasises the role of lower transportation 
costs and the need for input-output structures. The model reinforces the work of Venables (1994) and 
illustrates tlie inevitable diversified agglomerate outcome driven by lower production and transportation 
costs in the face of labour immobility.
Kragman and Venables (1996) examine tlie importance of industry agglomerations and input- 
output structures tliat result in regional specialisation in production.^ They note that the basic core 
periphery model, based on imperfect competition, focused on the need for internal returns to scale as a 
force driving agglomeration. Tie introduction of input-output structures in industrial production brings 
witli it the pecuniary benefits of external economies of scale. High trade barriers prevent complete 
industry specialisation in a core resulting in a diversified production structure witii incomplete 
specialisation. T ie model is characterised by imperfect competition, and consists of two coimtries with 
similar resources, teclniology, and tastes. Each country has an industrial base producing botli 
intermediates and final goods. Labour is immobile between coimtries, and requires adjustment time 
between domestic industries. Since labour is not assumed to be instantaneously mobile between 
industries, there is a domestic wage difference.
Tie model assumes the two countries are symmetric, as are the two industries. Both intra- and 
mtcr-industry trade is present with m/m-industry trade exceeding mfcr-industiy trade in both countries. 
With high barriers to trade, each country will maintain its industry stmcture producing botli intermediate 
and final goods for domestic consumption. Tie industries remain symmetric.
Witli the reduction of trade barriers a recomposition of industrial structures in tlie two countries 
occurs. The authors note that the country with the ^initial stronger position’ in either the intermediate 
goods industiy or the final goods producing industry will tend to attract firms in that industry. This starts 
tlie ‘ciuiiulative causation’ process in the particular industry.
‘Producers o f final goods will find that the country with the larger industry supports o larger base o f intermediate producers, lowering their costs sufficiently to enable them to 
export to other markets. Producers o f intermediate goods will find that it is to their 
advantage to concentrate production near the large final goods industry. '
® The Krugman and Venables (1996) paper reflects the theme of tîie Tinbergen (1961; 1964) -  Bos (1964) systems for general 
location analysis.
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The result is tliat industries will cluster, and the composition of industrial structures within the two 
coimtries will change. Tlie autliors argue that if industries are initially distributed very unequally between 
the two countries, relocation results in self-reinforcing concentration and complete specialisation.
hi their model, agglomeration occurs if the strength of mtra-indiistry input-output linkages 
exceeds that of mrcr-industry linkages. This point confirms the Venables (1994) conclusion tliat 
agglomeration forces will be stronger tlie higher tlie need for input-output structures, cost and demand 
linkages. Tlie range of critical values for transportation costs over which agglomeration forces will be 
strong, will be larger, the higher the share of i«tra-industry inputs, and the lower the elasticity of demand. 
Given that trade costs remain positive but not prohibitive (the intermediate range), a multiple-agglomerate 
outcome is possible with changed industrial structures. Complete specialisation will enliance inter- 
industry trade at die expense of mfra-industry trade.
Ludema and Wooton (1997) illustrate diat a diversified agglomerate outcome is possible by 
changing the labour mobility assumption in die core periphery model. It has been demonstrated 
(Venables, 1994; Kiugman and Venables, 1996) that diversified agglomerate outcomes are possible imder 
the assumptions of complete and incomplete labour mobility. Ludema and Wooton (1997) examine die 
outcomes of the Krugman (1991b) core peripheiy model by assuming labour is imperfectiy mobile. All 
assumptions of die basic core periphery model remain the same. The authors relax the perfect labour 
mobility assumption and assume diat labour lias locational living preferences diat mitigate their relocation 
desires. They demonstrate that ‘imperfect labour mobility’ will reduce die forces of agglomeration and 
result in higher wage differentials between die regions within a geographic area. The reduction of barriers 
to trade leads to die dynamics of an initial reduction in ‘diversification, partial agglomeration, and a 
return to diversification.’
Their model leads to the estimation of three labour supply schedules; relatively inelastic, perfectly 
elastic, and one with an elasticity value lying between these two extremes. In Figure 2.3, the labour 
supply schedules, LL, are superimposed on the labour demand schedules, KK. Relative real wages aie 
measured on the vertical axis, and die distribution of die labour force on die horizontal axis.
The uniform distribution of labour preferences is shown by die relatively inelastic labour supply curve, 
LLi. Labour is hesitant (not perfectly inelastic) to relocate. It is the case of labour immobility. No amount 
of compensation will mduce these workers to migrate. All odier preferences exceed die wage preference. 
The perfecdy elastic labour supply curve, LL4, indicates worker locational indifferences between the two 
countries. Labour is perfecdy mobile. There is no locational preference trade-off. Labour responds to die 
liigher real wage as in the Kingman (1991b) model. The case of ‘imperfect labour mobility’ is shown by 
LL2 . In diis case, labour is willing to consider relocating if the wage incentive is such diat it minimizes or 
offsets the preference opportunity cost loss.
The slopes of the demand schedules reflect the level of transportation costs. At very high 
transportation costs the demand schedule slopes downward and there is a divergent outcome with wage
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convergence. As trade costs decline the demand schedule slopes upward, and with perfect labour 
mobility, ZX.#, the system moves to a core peripheiy outcome. This outcome will always occur as long as 
the labour demand curve is steeper than the labour supply curve. The contribution of the authors is found 
in the situation where the supply schedule, LL2 , is steeper than the demand schedule KKj. Any movement 
away from equilibrium to the right along the demand schedule creates an excess demand (EE") and 
(E'E") for labour that will not be satisfied because o f labour preference intransigence. This means that the 
forces driving agglomeration, such as the home market effect’ and cumulative causation’ do not get an 
opportunity to develop. The result will be a diversified production structure.
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The authors consider a second case where labour becomes more mobile and further integration 
reduces trade costs. Greater labour mobility means that the labour schedule LL2  will become more elastic 
and rotate downwards to the right to IJ.3 . As trade liberalisation further reduces trade costs, the demand 
schedule KK3  also becomes more elastic and rotates in the same direction Complete free trade and labour 
mobility is indicated by the horizontal line LL4  = KK 4 . The line ah indicates the effect of trade cost 
reductions on the demand schedule, causing it to rotate from negative to positive. As trade costs decline 
and labour becomes more mobile, there may be a range of trade costs where the labour demand schedule 
beeomes steeper than the labour supply schedule, such as LL3. In this case, agglomeration forces are 
positive and are reinforced by the relocation of the most mobile workers. A partial agglomerated 
equilibrium’ develops.
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As tiade costs decline, tlie demand schedule KK3 becomes more elastic, so tliat as it rotates 
downward in the direction of KK4 (shown by c), tlie supply schedule LL3 becomes steeper, and excess 
demand develops, thereby weakening agglomeration tendencies. Strong worker preferences result in a re­
migration to the region of origin. The long-mn effect of greater trade liberalisation, assuming labour 
becomes more mobile is; one, a diversified outcome, followed by two, a partial agglomeration, and tliree, 
a return to diversification as trade costs are eliminated.
(d) Comparative Advantage
Traditional international trade theory considered differences in teclinological and resource 
endowments as the bases for trade. Given tlie new trade theory and the new economic geography models 
of trade, die question arises as to the current relevance of these theories, Krugman and Venables (1990) 
address this issue in a core periphery framework. The authors modify the original model by introducing 
two factors of production so diat the two countiies differ in market size and factor endowments. Tliey 
further assume that die periphery is relatively labour abundant, with a comparative advantage in labour 
intensive manufacturing. Tliey examine how comparative advantage in manufacturing interacts with 
lower trade costs and market access.
Their simulation results show diat an initial reduction in trade barriers will cause the production 
of manufacturing output to decline. This is not an unexpected result, as finns, in a fonnerly segmented 
market, need to reorganise under die competitive pressures from market expansion. Agglomeration forces 
develop and the country becomes a net importer. Tliis outcome is contrary to the predictions of the factor 
endowment model. As trade costs continue to decline, exports increase with a U-shape production 
outcome. At even lower trade costs, the periphery becomes a net exporter of manufactured goods, 
conform the prediction of die Heckscher-Olilin model. So there appears to be an intermediate range of 
trade costs over which die peripheiy is a net importer. At a certain level of trade costs, the initial 
agglomeration forces reverse themselves and die competition effect dominates. There exists an initial 
wage difference between the periphery and die core due to comparative advantage. This wage difference 
increases as agglomeration forces dominate over the intermediate range of trade costs. However, as trade 
barriers continue to fall diere will be wage convergence in the limit. The model suggests that initial 
reductions in trade barriers are accompanied by structural adjustments in the peripheiy. More impoitantly, 
the periphery does not experience de-industrialisation. Comparative advantage creates a diversified 
outcome with real wage equalisation as trade barriers are reduced to zero.
Forslid and Wooton (1999) develop a formal model to examine die role of traditional trade theory 
in a framework of imperfect competition, economies of scale, and location dieoiy. Tlieir objective is to 
study the extent to wliich comparative advantage creates a counteiweight to agglomeration forces thereby 
contributing to a diversified production outcome. Tlie analysis is developed in a Kiugman (1991b) core 
periphery model with two modifications in the original assumptions. The authors assume all product
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varieties are mutually exclusive and that production costs differ between countiies for all variety of 
products. These cost differences arise from comparative advantage due to production teclniology or factor 
abundance. Second, the assumption of an mnnobile agricultural labour force is removed. The forces of 
agglomeration will not depopulate a region because of the imperfect mobility of manufacturing labour 
(Ludema and Wooton, 1997). Tliese assumptions provide a diversified production structure within which 
the forces of competitive advantage can be studied. Witli no barriers to trade, relative wages between the 
two countries will differ. The country witli tlie lowest opportunity cost of producing a common product 
variety will have the higher relative wage rate. Relative wages will be unity when each region produces 
tlie same niunber of products and tlieir labour force is equalised.
Hie dynamics of their model rests on the fact tliat with free trade i.e. no barriers to trade, 
agglomeration forces cease to operate. Tlie system is stable. Tlie movement of labour to the higher wage 
region will cause nominal wages to decline - an incentive for labour to relocate to its region of origin. If 
agglomeration forces are absent, industry locates according to comparative advantage and efficiency in 
production. Tlie simulation results of tlieir model revealed that when trade barriers are lowered, there 
conies a ‘break’ point when industiy and manufacturing labour, dependent on comparative advantage, 
will relocate from the core to the peripheiy. At high trade costs, there is a diversified structure with 
manufactuiing producing for local markets. At inteimediate trade costs, agglomeration forces dominate 
and tlie system becomes unstable. At very low trade costs, comparative advantage dominates completely 
resulting in a diversified structure. Tliis result is significant for peripheral regions since it dispels initial 
apprehensions of die EU Commission of tlie de-industrialisation of periphery regions (Doyle, 1988, 
Delores, 1989).
To summarise, the significant contribution of the new economic geography tlieoiy to the theory 
of international trade is the identification of the endogenous economic forces tliat determine a diversified 
or agglomerate production stmcture. The literature has shown tliat there are economic forces tliat militate 
against an agglomerate outcome. Tlie literature has also shown that traditional comparative advantage 
theory and the new trade theory, combined, play a prominent role in the new economic geography tlieoiy  ^
in determining the endogenous location of manufacturing production. Venables and Limao (1999) use the 
themes of comparative advantage, and economic geography, to describe tlie forces detennining 
international speciahsation in production.
2.1.5 A Heckscher-Olilin-von Thünen Model of International Specialisation.
Venables and Limao (2002) examine how distance and transportation costs detemiine the volume 
of trade, the pattern of trade, industry structure, factor prices, and tlie level of income across countries. 
Their theoretical model is based on the contributions to location theory by von Thünen (1826), and to 
international trade tlieory by Heckscher-Ohlin. The von Thünen model consists of a central location and a 
number of more remote locations where producers, located at progressively greater distances from the
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centre, receive lower prices for their products delivered to the centre, and pay more for products received 
from the ceiitie. Tire Heckscher-Ohlin factor abundance theory assumes tliat locations can have a variety 
of fixed factor endowments used in the production of goods that determines a product’s factor intensity. 
The autliors note that, ‘Combining tliese tiaditions gives outcomes determined by the interaction of two 
types of countiy characteristics witli two types of conuiiodity characteristics. The comitiy characteristics 
are location and endowments of prhnaiy factors, and tlie commodity characteristics are transportation 
intensity and factor intensity.’^
The trade model developed by Venables and Limao (2002) assumes a world characterised by 
perfect competition with a constant returns to scale teclniology. The model assumes a central 
manufacturing location at the country level. This central location is defined as having, ‘(a) one good (or 
composite of goods) tliat is exported...(b) the central location imports all other tradable goods, and (c) all 
other locations can be aiTanged on a line going tlirough the centre.’ Tlie manufactured product exported 
by the central region can be used for final consumption and as an inteimediate good in production. 
Countries located away from tlie central country are endowed with two immobile factors of production -  
capital and labour. The model assumes three tradable goods, X, Y and Z. Good X  is produced and exported 
from die centre, while goods Y and Z are produced in other countries and imported by the centre. The 
price of good X  in the centre is miity and acts as the numeraire. Income in the centre is fixed in terms of 
good X. Tlie model further assumes tliere is ‘no interaction between economies on either side of tliis point 
[0, the central location].’  ^ AH tradable goods are subject to transportation costs. Consumers in each 
country consume all three products.
Venables and Limao (2002) introduce distance and transport costs into the Heckscher-Ohlin 
world by assuming that all production activity is located on a radius extending fi’om a central location. 
These production locations are ‘non-connected‘ countries where tlie ‘relative endowments do not vaiy too 
much.’ Countries are located in zones, with the size of each zone determined by supply and demand for 
goods being produced. Since tradables aie subject to ‘ice-berg’ type transportation costs, prices on goods 
exported from the central location will rise exponentially with distance, as will the price of imports by the 
centre. The authors assume tliat labour is concentrated in tlie centre and declines in niunbers, as 
production activity is located at a further distance from the centre. The reverse is true for capital, as 
labour endowments decline capital endowments increase.
The tluee products in the model are characterised by factor and transport intensity. Factor 
intensity refers to share of labour and capital used in the production of the good. Transport intensity refers 
to transport costs of intermediaries used in production, and the transport costs of market access to the 
centre. The location of production is determined by tlie location where a firm can minimise resource costs 
per unit sold, which includes reducing ‘transport cost per unit value added.’ All products are assumed to
Venables and Limao (2002), p. 2
Thave a combination of transport and factor intensity. Good X  is labour intensive with low transport 
intensity. It is produces and exported by the centre. Good /  is higlily labour intensive with a high 
transport intensity, and good Z is capital intensive witir low transport intensity. Both products are 
produced in countries that radiate outward from the centre.
Given these assumptions, Venables and Limao (2002) show that production location of transport 
intensive goods will be close to the central country. Hie production of good Y, which has a high transport 
intensity and a high labour factor intensity -  specialisation in production -  will be produced in a location 
very close to the centre. The centre imports this product. As we move away from the centre along the 
radius of production locations, the endowment ratios change. Hiere will be countries tliat produce both 
goods Y  and Z. There will come a point along tlie radius where it becomes miprofitabie for countries to 
export good Y to the centre since the share of transport costs per unit value added (transport intensity) 
increases production costs tliat exceed the price obtained for good Y at tlie centre. These countries will 
continue to produce good Y  for domestic consumption, but not for export.
As endowments change in the locations across the radius moving outward from the centre, capital 
becomes relatively more abundant. This allows the production of good Z to grow across countries and 
reach a point where good Z is exported to the centre because of its low transport intensity and high capital 
factor share. There is a range of countries in tlie Heckscher-Ohlin world that show incomplete 
specialisation in production, yet export botli products. However, as we move across this range away from 
the centre, countries in this range will begin to show a different production structure and pattern of trade 
due to the transport and factor intensities of tlie goods being produced. Incomplete specialisation remains, 
regardless of distance. However, the production structure of output can change as we move fruther out 
from die centre. In some cases only one product is exported because tlie transport intensity makes 
exporting the otlier good miprofitabie. At subsequent locations, fruther removed from the centre, 
countries become self-sufficient in the production of all tluee goods. Venables and Limao (2002) point 
out tliat ‘transport costs aie more important relative to factor endowments the greater is tlie difference in 
factor intensities between tlie two products, and the higher are the elasticities of substitution between 
primary factors.’^
hi the Heckscher-Olilin world of two products, -  goods 7 and Z -  and two inputs, capital and 
labour, as capital becomes more abundant its factor price will rise and that of laboiu decline. The authors 
show that real wages (incomes) decline, as production activities are located at a greater distance from the 
centre. Hiis reduction in real wages is due to the higher share of transport costs in the value of trade at 
fruther distances. Venables and Limao (2002) point out that as transport costs decline, the locations of 
goods production may change because of their transport and factor intensities. The autliors show tliat
” Ibid., p.4. Brackets inserted by die author. 
p.l3
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transport cost reductions have a negative effect on real wages in locations close to centre, but a positive 
effect on real wages in more remote locations causing real income to increase there.
The model developed by Venables and Limao (2002) introduces transport cost to allow the model 
to make better predictions about industry structure, factor income, and tlie resulting pattern of trade. Tliey 
draw three important conclusions. First, tliat in order to be able predict tlie structure of production and the 
pattern of trade a model must consider a country’s geographic location, tlie factor endowment of tlie 
countiy, and both the factor and transport intensity of tlie product. Second, transportation costs aie the 
cause of real income disparity between the centre and more remote regions. Reductions in transportation 
costs induce supply changes. These supply changes affect prices, and, depending on botli factor and 
transport intensity, altering the terms of trade between the regions. Real incomes are reduced in regions 
close to the centre, but rise in more remote regions. Third, remote regions are attractive for tlie location of 
new industry since tlieir factor prices have already discounted distance. The authors write; ‘Choice of 
location depends on botli tlie factor intensity and the transport intensity of tlie new activity ,^ compared to 
tliese intensities in existing industries.’
In a companion paper, Venables (2000) examines the optimal location of capital in a Heckscher- 
Ohlin -  von Thünen model (Venables and Limao, 2002). The objective of tlie paper is to answer the 
question, ‘Wliere does industrial capital locate?’ The model differs from Venables and Limao (2002) in 
that this paper focuses on sector specific factors and the mobility of factors of production. In this model, 
Venables assumes countries are endowed widi the factors capital, labour, and land. Each countiy 
produces two goods -  manufacturers and agriculture. The production of these goods requires labour, and 
the specific inputs land for agriculture, and capital in manufacturing. Capital is internationally mobile 
while labour and land are not internationally mobile. However, labour is intersectorally mobile within a 
countiy. All goods produced are subject to trade costs.
As in Venables and Limao (2002), trade costs create exponential price frmctions embodying 
distance. In a world of perfect competition drese prices equal die marginal cost of production. Prices, 
production teclmology, and comitry endowments determine the production stmcture in a countiy, and the 
returns to factors of production in the form of wages w, land rent v, and die retmm to mobile capital r. 
These variables determine income in die respective countries.
Since countries are assumed to have different endowments, and since labour is assumed to be 
intersectorally mobile widiin countries, the employment stmcture within countries can vary between high 
levels of manufacturing employment or high levels of agricultural employment. A country with a 
relatively higher endowment in capital has a higher share of employment in manufacturing, wliiie a 
countiy with a high endowment of land has a liigher share of employment in agricultural production. As 
in Venables and Limao (2002), ‘die effect of distance from the centre on the stmcture of production is 
given by die difference in transport intensities of die products in the two sectors.’ Factor prices vary 
across countries because of the transport intensities of their products. Tlie author shows that nominal
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wages and return to land is a declining function of distance from the centre, wliile the return to capital 
could be positive.
To answer the question of where capital locates, Venables (2000) sketches two cases on the 
assumption that endowments of land and capital are unifonn across countries. The cases explore the 
return to capital as a fonction of tlie geograpliic centrality of a countiy . Case one, assmnes tlie transport 
intensity of rnanufocturing products to exceed tliat of agricultural products. Since industries witli high 
transport intensity have been proven to locate close to tlie centre, the return on capital, land, and labour 
will be lower in more remote locations. The existing capital will move from the remote locations and 
relocate to tlie centre. The remote locations lose manufacturmg activity and increase agricultural 
production. There will be a divergence in wages between the geographic locations since agriculture is 
transport intensive.
In case two, tlie transport intensity of agriculture is assumed to exceed that of manufacturing. Tlie 
capital stock relocates from tlie centre to tlie more remote comitries, and because wages are low in these 
countries the return to capital will rise. If countries close to the centre now undertake agricultural 
production, wages and tlie return to land increases in these coimtries, while tlie return to capital declines. 
There will be a convergence of wages between countries, with remote countries specialising in 
manufacturmg. So, Hie answer to the question Venables posed, is diat capital flows to die regions with 
transport intensive products.
Venables (2000) considers the case where the capital stock is given for countries along die radius 
from the centre, and asks the question, “Wliere will [additional or new investment] locate?’ In case one, 
capital flows into countries close to die centre, wages are bid up, and die return to capital and land 
declines. Manufacturing production is increased in these comitries, agricultural production declines, and 
the demand for intermediates from the centre rise. In case two, the reverse occurs. If new capital flows 
into remote regions where initial returns to capital are high, the new inflow will reduce the rate of return 
to capital, manufacturing production in remote regions will expand, with die higher demand for labour 
driving up wages in remote regions. Wages converge with the centre. Finally, Venables (2000) notes, diat 
there are countries along die radius at intennediate locations between the centre and remote coimtries 
where the returns on capital are at a level (interior maximum) between these two extremes. New capital 
will first flow to diese comitries. Foreign investment will flow to a subset of coimtries close to the centre 
depending on the relative transport intensity of their sectors.
Venables (2000) shows, that when comparing the optimal allocation of capital to the free market 
equilibrium allocation, for both case one and two scenarios, more capital will be allocated to the remote 
regions than die central ones. The author experiments widi intermediate regions diat differ in their 
locations and endowments relative to the centre. He finds an optimum allocation of capital in diese 
countiies will increase wages and the rate of return more than in other regions. The reason for this is 
twofold: one, they are relatively poorer thereby raising the value of capital; and two, ‘die terms of trade
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effect is more important the larger are capital imports; giving a country a low initial endowment will tend 
to malce imported capital a lager share of tlie overall capital stock, enabling the countiy to benefit more 
from the terms of trade.’ Put differently, the capital inflow reduces returns to specific factors and raises 
die wage; the smaller die amoiuit of specific factors by a country, the large will be its overall income 
gain.’
2.1.6 Conclusion of the Theoretical Literature Review
The distinguishing contributions to the dieory of trade that have made the patterns of trade more 
predictable have been; the introduction of imperfect competition, internal and external economies of 
scale, die role of transportation costs, die similarity or diversity in factor proportions in determining intra- 
ox mrer-industiy trade, home markets, the geographical location and distribution of production activity, 
distance, and the transport intensity of products. Tliese contributions have not diminished the importance 
of the role of traditional comparative advantage, be it Ricardian teclinological advantage or Heckscher- 
Olilin resource abundance. The combination of these theories contributes to the ability of international 
trade dieory to explain the real world patterns of trade.
hiternational trade dieoiy has incorporated economic geography and the endogenous location of 
production. The relocation of firms, and even entire industries, is set in motion by die forces of 
agglomeration and dispersion in response to reductions in tiade barriers and transportation costs. The new 
dieory of international trade has resuscitated the theory of economic geography. The Heckscher-Ohlin- 
von Thünen model recognises die substance of regional growth dieoiy as developed by die classical 
regional economists. The Venables and Limao (2002) and Venables (2000) modes apply to disconnected 
countries located in zones on a radius extending from a manufacturing intensive core country. The theme 
of their model is that incomes decline the greater die distance of production activity from the centre 
because of die discounted transport intensity of products.
. Tlie forces of agglomeration and dispersion inlierent in die two-coinitiy core peripheiy model are 
applicable to multi-country models, such as the models of Fujita, Krugman, and Venables (1999). The 
dieory behind these models is applicable at the national regional levels. The development of a national 
multi-regional model would explain agglomeration, dispersion, and real income effects within the 
geographic confines of national borders. Such a model is usefid since die economic shock of trade 
liberalisation initially impacts manufacturing production activity at die national regional level. The new 
economic geography theory is concerned with die endogenous location of industry. If die new trade 
theory purports to identify the geographic location of production activity, diereby increasing die 
predictability of the patterns of trade, income, and welfare, dieii a dieoretical micro-regional framework 
must be developed to track the changes in die domestic location of production due to economic policy.
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2.2 EM PIRICAL L i t e r a t u r e  R e v i e w
2.2.1 Introduction
The empirical literature is silent on the theoretical validity of the Krugman model at the European 
regional level. There is a lack of research on the spatial distribution, location, and concentration of 
production activities at the regional level witlim countries, or at the regional level within the new multi- 
regional geography of Europe. Research on production location, and its distribution throughout Europe 
has focused more on production location and relocation on a national level in the EU Member states, tlian 
on its regional concentration and dispersion. A summary overview of the empirical work done on tlie 
measures of industry concentration and their application to the United States and Europe is set out below.
2.2.2 Location Quota
In his analysis of the American Manufacturing Belt, Meyer (1983) used a measurement statistic 
called a Tocatioii quota’ to measure urban manufacturing specialisation in production. His location 
quota was computed as follows:
LQ = (CM,/CMj.)/(NM ,/NM j.) (2.1)
where CMi and CMj are respectively a city’s employment in industry and total manufacturing 
employment T, and NM,- and NMt are respectively die national employment in industry /, and the total T 
manufacturing employment. The ratio {CMi / CMt) is a measurement of the share of industry i in the total 
of manufacturing employment in a city. The ratio {NMj / NMt) is a measurement of the total national 
share of manufecturing employment in industiy i.
Tlie location quota allowed Meyer to identify industrial specialisation in die urban agglomerates 
of the manufacturing belt. Meyer found a strong positive relationship to exist in an agglomerate between 
specialisation in consumer durable production and specialisation in supplier industries. Meyer stresses 
that backward (upstream) and forward (doivnstream) demand linkages developed, which contributed to 
regional industrialisation and agglomerate specialisation. Efficiencies in transportation and 
communication residted in relocation of intermediate and final consmner durable goods producers to 
larger market areas.
2.2.3 The Cumulated Tocation-Gini’ coefficient
In an empirical study of industiy location in die US, Krugman (1991a) uses the Tocation-Gini 
coefficient’ to measure manufacturing and manufacturing employment in die individual U.S. States, His
Meyer, Op. Cit., Table 5.
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study had a twofold objective; to determine first, how localised U.S. industry is, and second, which 
industries are higlily concentrated. Hie Tocation-Gini coefficient’ requires the construction of a number 
of ratios required for the construction of the ‘Tocation-Gini coefficient’.
The first ratio is region y’s share of employment e in industry /. The ratio is calculated as 
follows:
RS; =RJ‘l N f  (2.2)
where IÇ  is tlie total number of manufecturing labourers in industry i employed in region j, and N[' is
total national employment in industry /. The second ratio RS‘f ‘" is region f s  share of total regional
manufacturing employment {me) in total national manufacturing employment. The ratio is calculated as 
follows:
(2.3)
where i?“®is total manufacturing employment {me) in region j ,  and is total national manufacturmg
employment. Hie third ratio, LC y , is the ‘location coefficient’. The ‘location coefficient’ used by
Krugman (1991a) is the inverse of Meyers’ (1983) ‘location quota’, and is required to rank the regions. 
The ratio uses equations (2.2) and (2.3).
= ( ) « “ / ) » " )  (2.4)
The value of the ‘location coefficient’ is such tlmt 0 < LC^. > 1. The value of tlie LC.j coefficient
is then used to rank -  in descending order -  each region, and its respective percentage employment share 
per industry, as well as its percentage share in total national manufacturing. The cumulated value of
i?S'"'®can be symbolised by C{RSf^)  and that of RS-j by C{RS-j ) . The cumulated variables sum to 1.
The cumulated values are then used to create a (ciunulative) ‘locational Gini coefficient’ for a specific 
industry.
To calculate the locational Gini coefficients, we use the ratio presented by Jacobson and 
Andréosso-0’Callaghan (1996). The ratio [using our symbolism] is defined as follows:
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C (iG „) = ____________   (2.5)
where C(XG^ ) is the value of the Tocation-Gini coefficient’, {LGy) for industry i in region j, with the 
symbol C indicating that the Tocation-Gini’ is measured with the cumulated values of tlie two respective 
variables. In the numerator, the term C(RS'J') represents the cumulated value of region f s  shares of
employment in industry i. In the denominator, the tenu C { R S f )  represents the cumulated value of
region f s  share of national manufacturmg employment. The values of the ‘Tocation-Gini coefficient” 
that are calculated witli equation (2,5) are tlien used to construct tlie Lorenz curve (See Chapter 2, 
Appendix 2C). Hie Tocation-Gini’ is a relative measure of regional industry concentration since it relates 
the regions’ shares of employment in industry i to the size of tlie regions’ share in total national 
manufacturmg employment.
The (cumulative) ‘location-Gini coefficient’ for an industiy can have a value between 0.0 and 0.5. 
An industry tliat is not localised, but is simply spread out in proportion to overall employment, will have 
an index of 0. An industry that is concentrated in one region with a small share of overall employment 
will have an index value close to 0.5. These two limits on the values of the Tocation-Gini coefficient’ are 
the direct result of using the ‘location coefficient’ to rank the regions in descending order. By cumulating 
tliese values, tlie addition of tlie last region will result in the cmnulated series to sum to 1. The last region 
added will have tlie highest industry concentration. This can be proven using the ‘location coefficient’ in 
equation (2.4).
Hie percentage values of botli and RSy are less than 1, If tlie value of the denominator is
sufficiently large relative to the numerator, the value of the ‘location coefficient’ will become small 
taking on a value between 0 and 1. The value of tlie ‘location coefficient’ closest to zero will be the last 
value added in tlie cumulating process resulting in the cmnulative values to sum to 1. A low value of the 
‘location coefficient’ means tliat tlie percentage employment share of industry i in region j  substantially 
exceeds the percentage share of region f s  share in total national manufacturing. In other words, the 
regional manufacturing labour force is dominated by employment in a given industiy concentrated in that 
region. The proof that the highest value, 0.5, of tlie ‘locational Gini coefficient’ indicates regional 
industry concentration lies in the fact that tlie cumulated values of the two variables of the last region botli 
equal 1. Wlien these values are substituted in equation (2.5), tlie ‘location-Gini coefficient’ will have a 
value of 0.5 (See Chapter 2, Appendix 2C, equation 2C.3).
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The results of Krugmaii’s’ (1991a, pp. 129 -  131) study point out tliat many industries in the 
United States are indeed highly concentrated geographically, such as the automotive industry in Detroit;” 
Motor vehicles & equipment with an =0.303, at the NACE 3 classification level (371).
The industries that are the most higWy concentrated are the textile and textile-related industries. Krugman 
foimd: weaving mills and syntlietics have an LG 222,ga,sc,nc ”  0.477 ; weaving mills and cotton have an
=0.443; yam and Hiread nulls have an LG22s ^ m c , g a , s c finally, textile 
finishing, except wool have an LG22g^sc,nc,ri =0.410 . All of the textile and textile-related industries are 
located in adjoining states along the Eastern U.S. coast. Finally, the industry with tlie highest 
concentration is the reclaimed rubber industiy  ^witli an jw =0.5. Tliis industiy is concentrated
in geograpliically separated states in the West, Mid-West, and Eastern U.S.
2.2.4 The Non-Ciimulated ‘Location-Gini’ Coefficient
Bmlliart and Torstensson (1996) have used non-cumiilated Tocation-Gini coefficients’ in order to 
‘capture the degree of concentration and dispersion of the EU industrial sectors,”  ^ Their constmction of 
the ‘location-Gini coefficient’ differs from that used by Krugman (1991a), in that they do not calculate a 
‘location coefficient’, do not rank the regions under consideration in descending order, and tlierefore, do 
not cumulate the variables (See Chapter 2, Appendix 2C, Table 2C.1). Instead, tliey calculate regional 
industry employment shares and regional employment shares in national manufacturing employment as in 
equations (2.2) and (2.3). The value of these ratios, wMch all have values less tlian 1, is then substituted 
in a ^non-cumidated' version of the ‘location-Gini coefficient’ ratio tliat is defined as follows:
RSf! + R ST
Tlie ‘location-Gini coefficients’ calculated with equation (2.6) will have values in the range of 0 
to 1. A value of 0.0, means that the ratio iiS J '«0.0 (is veiy small), and «1.0(is
significantly laiger). For example, if  tlie regional sliaie of employment in industry i is 1%, and the 
region’s sliare in total national manufacturing employment is 90%, then LG^ = 0.011 « 0.0. The value of
LG y «1.0 when the opposite holds RS-J «1.0 and RSJ^ «0.0. Using the same share values in the 
reverse order, the value of LGy = 0.998 «1.0 indicating tliat industry / is highly concentrated in region /.
” G4 = Georgia; SC = South Carolina; hfC ~ Nortli Carolina; RI = Rliode Island; WY= Wyoming; WI -  Wisconsin; 
and, IFF = West Virginia.
Brillhart and Torstensson, Op. Cit., p. 14
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A value close to 1 indicates a liigli degree of manufacturing concentration or m/er-industry specialisation. 
A value close to 0 indicates tliat a sector is not localised, but as Krugman has noted, is spread out in line 
with total manufacturing employment.
Tills calculation method has the practical property tliat it provides a cut-off value below which 
industiy cannot be considered concentrated. A value of = 0.5 means that RSy ~ RSj ’^ , whereas a
0.5 < LG,y < 1 suggests that RS-j > RSy‘^  and we can readily identify industry concentration, and
revealed regional comparative advantage. Finally, the non-cumtdative 'location-Gini coefficient’ ranks 
the regions in tlie same order as the cumidotive Tocation-Gini coefficient’, A disadvantage of die latter 
method is that it fails to provide a cut-off pomt for the identification of industrial comparative advantage 
on a regional basis. The former allows for the ranking of regions according to the degree of comparative 
advantage, and their changing specialisation overtime.
2.2.5 Economic Geography and Industry Concentration
Brillhart and Torstensson (1996) developed a theoretical model where the level of international 
trade depends on economic geography, and specifically, on the location and concentration of 
manufacturing activity. Their theory consists of four hypotiieses, of which two relate to industry 
concentration, and two to m^ro-industiy trade. Each hypothesis expresses a relationship between two 
variables. Each of tliese relationsliips can be graphed, Tlie four graphs are illustrated in Figure 2.4. The 
two hypodieses relating to industry concentration are portrayed in quadrants (I) and (II). The two 
hypotheses relating to m^ra-industry trade are depicted in quadrants (III) and (IV).
Figuiœ2.4
In t e g r a t io n ,  C o n c e n t r a t io n , E c o n o m ie s  o f  S c a l e , a n d  In t r a -In d u s t r y  T r a d e
’tc
(fV )
Source: Author’s diagram based on tlic tlieorelical model o f  BrüUiart and Torstensson (1996)
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Industry Concentration
In quadrant (I) we find Hypotliesis (1). A quadratic relationsliip exits between industry 
concentration, XGy, and decreasing trade costs, 7'C. There is a range of declining trade costs RF  that will 
induce firms to disperse and thus reduce industry concentration. However, as trade costs decline beyond 
this point, F, mdustry concentration increases.
Hypotliesis (2) is found in quadrant (II). Tliere exists a positive relationship between industi-y 
concentration ZGy in the core, and die degree of economics of scale, ES. The more concentrated industry 
becomes in the core, the liigher will be the required degree of economies of scale
Intra-Industry Trade
hi quadiant (III), we depict Hypotiiesis (4). A negative relationsliip exists between increases in 
m('m-iiidustry trade, IIT, and die degree of economies of scale, ES. /«^ra-industry trade between countries 
is driven by the locational degree of available economies of scale.
Ill quadrant (IV), the relationsliip of Hypothesis (3) is illustrated with a quadratic fLuiction to 
depict die stages of economic integration. There is a range of declining trade costs, SF, in the initial stage 
of economic integration over which WrWndustry trade increases. As trade costs decline beyond point F, 
furthering economic integration, i/î^ra-industry trade declines.
Theory o f  the Model
High trade costs result in a concentration of industry such as point A in quadrant (I). Industiy 
concentration occius in the core, witii a given degree of economies of scale, eso. High industry 
concentration is associated with a low level of economic integration, B, and a given level of intra-industry 
trade, 1q, as described by die rectangle y45CD.
Industiy concentration in the core declmes, gi, as the costs of market access are reduced. Over the 
range AE, industries with intermediate trade costs, and requiring low degrees of economies of scale, es\, 
will begin to disperse away from die core in die early stage of economic integration, BF. The dispersion 
of these industries results in a higher level, /%, of /«/ra-industry trade between comitries. This intermediate 
cost scenario is represented by the rectangle EFGH.
Industries dependent on a liigh level of economies of scale, es2, with low trade costs, will tend to 
concentrate in the core, gz, as die costs of trade continue to decline over the range FI. Lower trade costs 
beyond the intermediate range are indicative of increased economic integration, FJ, and result in a lower 
level of znira-industry trade, h- Tlie low cost scenario is represented by the rectangle IJKL.
Finally, Tliere is an inverse relation between economies of scale and the elasticity of demand. A 
high demand elasticity implies a low level of unexploited economies of scale i.e. die finn is operating 
close to its minimum efiSciency scale (MES). A high product demand elasticity means a fairly elastic 
demand curve tangent to die MES point of operations. A low demand elasticity implies a high level of
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uiiexploited economies of scale suggesting that the firm is operating high on its average cost cui*ve to the 
left of MES. Tins inverse relationship implies that products of highly concentrated industries will have a 
high demand elasticity and low levels of unexploited economies of scale. Firm with a low demand 
elasticity and liigh levels of unexploited economies of scale will be more dispersed.
Empirical Evidence
In their empirical analysis, Brülhart and Torstensson (1996) borrow and develop variables for the 
estimation of their hypothesis concerning industry location and those concerning intra-industry trade. To 
deteiinine the geographic core of the coimtries in their sample they use a ‘centrality-index’ coefficient 
derived from the ‘peripherality-index’ developed by Keeble et a l (1986). Tliis measure needs to be 
estimated because tlieir tiieory relates tlie degree of industry concentration to the core i.e. the 'centre' of 
the EU custom union. The authors calculate the non-cumulated value of the ‘location-Gini coefficient’ as 
defined in equation (2.6) as a measure of manufacturing concentration in die countries of their sample. 
The ‘Giiii’ coefficient is estimated using manufacturing employment data for eighteen industries in eleven 
EU coimtries. Tlie measures for economies of scale are taken from Pratten (1988) who had ranked 
industries 'in the order of importance of economies of scale for spreading development costs and for 
production costs’. Tlie size of the firm, the type of product, and tlie length of tlie production runs 
deteraiined die degree of economies of scale. The audiors used this variable as a proxy for ‘internal 
economies of scale’.
To test die hypothesis of a positive relationship between industry concentration and economies of 
scale, manufacturing industries were ranked in descending order according to die ‘Gini’ coefficient. Once 
ranked, each industiy was associated widi a number that reflected the Tanking value’ found by Pratten 
(1988) for each industry’s degree of economies of scale. The audiors used die Spearman rank statistic to 
test for the correlation between the ranked variables. The value of this statistic was 0.69, which is 
statistically significant at the 1% level. This lead die authors to conclude that there was a positive 
relationship between the ranked ‘Gini’ coefficients and the respective ranked economies of scale (1RS) 
values found by Pratten (1988).
Tlie next step was to determine whether industries requiring a high degree of economies of scale 
are located in die core. This issue was determined by calculating the Pearson correlation coefficient 
between the calculated values of the ‘centrality-index’ and a coimtry’s employment share in a given 
industry -  the location-Giiii coefficient. Tlie value of tiiis statistic was interpreted as an indicator of 
‘locational bias’ towards the core (central countries). A high value indicated a strong locational bias 
towards the centre since a country’s employment share in that industry was relatively higher than in 
periphery countries. Hie statistic was calculated for 1980 and 1990 to detect changing values over time 
and then compared to the industry economies of scale rankings.
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Tlie authors found a rank correlation of 0.63 between industry economies of scale rankings and 
the locational bias coefficient. Hie correlation was found to be significant at the 1% level, indicating that 
industries witli liigh levels of economies of scale are ‘located in the central EU countries’. Finally, tlie 
autliors found a strong correlation between industry concentration and their location in the ‘central EU 
countries’. The more dependent industries are on scale economies, the more they are located in the core. 
These empirical results supported their two theorems of industry concentration.
Hie second set of hypothesis concerns the relationsliip between mrra-industry trade (7/7’), an 
industiy’s dependence on economies of scale, and the reduction in trade costs. The model hypothesised 
that zw/ra-industiy trade will decline as its dependence on a particular degree of economies of scale 
increased. To examine this issue, the authors relied on the work of Pratten (1988) and the OECD (1987). 
Both of these sources provided evidence of an inverse relationship between intra-mdustry trade and the 
degree of economies of scale. Pratten (1988) found tliat ‘industries wiüi high and intermediate economies 
of scale exliibit consistently lower zriira-industry trade than industries with low scale economies’. The 
OECD (1987) data showed that ‘scale intensive industries.... display consistently and significantly lower 
zri/ra-industry trade than the average’. This evidence (Brülhart and Torstensson, 1996, Table 3) supports 
the theory of their model.
The same data also suggests a reversal in zn/m-industry trade patterns since WWII due to the 
relocation of industries dependent on Mgli degrees of economies of scale. Hie authors find that in the 
early years of tlie EU customs union there was a dispersion of industries to the EU periphery countries. 
This trend, however, reversed itself in the 1980s, witli a contraction of industry concentration in the 
periphery countries. The lowering of high Non-Tariff Barriers (NTBs), and hence trade costs, resulted in 
the relocation to the central coimtries of industries dependent on high internal returns to scale {1RS), tlius 
reducing IIT. Hie reduction in ITT  is the result of the presence of upstream and downstream industries in 
the core, reducing tlie need for dependence on trade.
The audiors conclude that industries requiring a liigli degree of internal returns to scale will locate 
in the centre. The periphery countries will speciaUse in manufacturing activities requiring very low or no 
economies of scale, and non-manufacturing activity such as the service industry. Their theoretical and 
empirical results lead to the conclusion tiiat these regions would experience de-industrialisation and an 
elimination of zM/ra-industry trade. Hie audiors admit that a disadvantage of dieir empirical estimations is 
their assimiption that economies of scale across industries remain constant over time. There is no current 
data available on ‘changes in minimmn efficient plant scales’.
A final obseivation on the location-Gini coefficient is in order. The location-Gini coefficient is a 
statistic that measures relative concentration. In the Brülhart and Torstensson (1996) model, die statistic 
measures die relative concentration of manufacturing labour per industry and per countiy. However, we 
may question the role of the location-Gini coefficient as a relative measure of labour-intensive industries. 
Aldiough diere may be a relative abundance of labour in a particular industry in a given country, there
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may also be a relatively greater concentration of the respective number finns in that industry. Since there 
are a large number of finns, it would not necessarily mean that die industry is labour intensive. A capital- 
intensive industry may have clustered, and because of the relative size of its concentration, may result in a 
relatively Ingher number of manufacturing employees in die industiy. A concentration measure reflecting 
an industry's capital/labour ratio might be more infonnative and should be given some consideration. 
Nevertheless, Brülhart and Torstensson (1996) have taken die first empirical step in examining die 
detenninants that explain changes in industiy concentration.
2,2,6 Economic Geography: Relative and Absolute Industry Concentration
Haaland, Kind, Midedart-Knarvik, and Torstensson (1999) recognise the three themes in die new 
international trade theory that constitute the forces of industry concentration, hi the Heckscher-Ohlin 
model, concentration occurs through comparative advantage originating from relative resource 
endowments diat leads to specialisation in production. The new trade tlieoiy attributes concentration to 
increasing returns to scale and demand density. The new economic geography focuses on agglomeration 
due to the clustering of industries. Tlie authors emphasise the need to develop a statistic that measures 
concentration attributable to the above elements of trade tiieory. They recognise the empirical limitation 
of Brülhart and Torstensson's (1996) use of the Tocatioii-Gini coefficient’ as a concentration measure
Theory
Haaland et a l (1999) pmpose two measures of mdustry concentration; relative and absolute 
concentration. The authors dieorise that ‘an mdustry is relatively concentrated if it differs from the 
average spread of production between comitries; it has a high degree of absolute concentration if it is 
unevenly distributed between the countries .They  theorise that country size plays an important role m 
die choice of concentration measure. If countries are of identical size, then die values of relative and 
absolute concentration will be the same. If countries differ in size, diese values will diverge. They furdier 
postulate that ‘liigli relative concentration of an industry implies a high degree of comitry specialisation 
[and comparative advantage], while diis is not necessarily the case when there is high absolute 
concentration.’'^ '^  The reason for the disthiction in the industry concentration measures is to be able to 
make better predictions with respect to die tiieory of comparative advantage, the new trade tiieoiy, and the 
new economic geography. The tiieories of comparative advantage and specialisation relies on relative 
concentration of industry, while scale economies, mrra-industry trade, and agglomeration is measured by 
absolute concentration. The authors propose to miravel Brülhart and Torstensson’s (1996) dual finiction 
of the locatioiial-Gini coefficient.
Haaland et a l (1999) use Amiti’s (1997) formulation of die relative concentmtion index.
Torstensson e tn /.. Op. Cit., p. 2
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(2 .7)
where % is the share of production in industry / carried out in country j ,  Sj is country y’s share in total 
production, and c is the population number of countries. The index is known as a relative measure 
because the share of industry employment is related to the size of tlie coimtry’s share in total EU 
manufacturing employment. A liigh value for the relative concentration index indicates greater industry 
specialisation. A value of >1.0 indicates that industry i is more concentrated than the average 
industry.
The index of absolute concentration is defined and constructed in die following manner:
(2 .8)
The statistical measure in equation (2.8) does not adjust for country size.^  ^ It is significant to point out 
that both die relative and absolute measures of concentradon refer to individual industries /, and do not 
indicate countiy location j. Tlie authors focus on two measures of industry concentration and set out to 
empirically examine the determinants of diese two concentration ratios.
The Theoretical Model
The objective of the study of Haaland et al. (1999) is to identify the detenninants of die relative 
and the absolute industry concentration measures. They postulate diat the relative concentration ratio 
mdicates industries widi comparative advantage, while the absolute concentration indicates industries 
with economies of scale. Tlie authors specify the following dieoretical model for relative industry 
concentration diat captures die tliree forces of industry concentration.
= rz + P^LAB, + + pfFECDIF, + p^EXPENf + P^SCEC, + + p^NTB, (2.9)
The forces of die traditional Heckscher-Ohlin theory indicating different relative factor intensities 
resulting in production specialisation and concentration are captured by the variables LABt and HCAPi 
Tlie variable LAB\ measures relative labour intensities in the different industries, and the variable HCAPi
'"7W.,p.2Ibid., p. 3. Haaland et ai. (1999) point out that industry size can be measured by ‘production (output), value 
added, or employment.
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measures relative human capital intensities in industry z. Hie variable TECD1F\ captures Ricardian 
relative differences in technology between industries. Relative teclmology differences give rise to 
‘comparative advantage and specialisation’ in production leading to industry concentration. Hie new
trade theory is captured by tlie two variables relative expenditure EXPENf as a proxy for the ‘home- 
market’ effect and demand density, and the variable SCECi measuring economies of scale. Industries 
dependent on a high degree of economies of scale tend to be more concentrated (Brülhart and 
Torstensson, 1996). Hie two variables input-output (10) linkages between industries, and non-tariff 
barriers, NTBs, capture the new economic geography forces. Input-output structures are important for die 
clustering behaviour of firms encouraging die forces of agglomeration, and hence, industry concentration. 
Hie variable NTBi represents trade costs for industries, die authors theorise a positive relationship 
between lowering of trade costs and mdustry concentration.
Empirical Estimations
The empirical results consist of calculating the relative- and absolute concentration ratios, and 
estimating dieir theoretical model. For die two period mider consideration, 1985 and 1992, the relative 
concentration index has shown the most change in die ranking of industries, suggesting that the forces of 
comparative advantage cause concentration. The absolute concentration index has indicated little or no 
change in the ranking of some industries, from which the authors conclude that these industries are 
localised in large countries. They also find that some industries are concentrated in relative terms, but not 
in absolute terms, leading to the conclusion ‘that some small countries are specialised in these 
industries,
Relative Concentration
Haaland et al. (1999) estimated the detenninants of the relative concentration ratio, equation (2.9) 
using OLS and 2SLS. The strongest regression results were found for 1992 and 1985 ushig OLS log- 
estimations. Hie 1992 estimations are found in equation (2.9a) and die 1985 estimates in equation (2.9b). 
The calculated r-values are presented in brackets below the estimated coefficients.
s!^= -h0063 + 0.06lS.LABj +0.0886.ffCH^ -0.00259ZECD/F) 4-0.7454.E%REN^ -  0.1618
(-1 .486) (1.902) (2.517) (-0 .046) (8.927) (-2.041)
+0.0521TO, + 0.019 JV7B; (2.9a)
(0.871) (0.210)
=0.89 =0.86 n = 35 d f  = 21
Ibid., p. 16
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The 1985 estimations;
S f  =-2.0061-0.0104 T/tRf +0.1401 ATCAP, + 0.00785TECD/p; + 0 . 7 6 9 8 -  0.1293 ACEQ 
(-1 .690) (-0267) (1.868) (0.104) (6.104) (-1 .056)
+ 0.067 JOf -  0.0422 .NTEf (2.9b)
(0.678) (-0.246)
R" = 0.76 R " = 0.69 « = 35 d f  = 27
The estimated equations of tlie Haaland ei a t  (1999) model reveal different results for the two 
years under consideration. The 1985 estimations of equation (2.9b) have the wrong signs on tlie labour 
LAB\ and economies of scale SCEC\ coefficients. Only two of the mdependent variables are significant in
explaining die variation in the relative concentration ratio. The relative expenditure EXPENf coefficient 
is significant at die 1% level, and die coefficient on the human capital HCAPi coefficient is significant at 
10%.
A test of the same structural equation (2.9a) for 1992 showed results that are more promising. 
Estimated coefficients on diree of the independent variables are significant. The relative expenditure 
EXPENf coefficient is significant at die 1% level, the coefficient on the human capital HCAP\ coefficient
is significant at 1% level, and die labour LAB\ coefficient is significant at the 10% level. Although the 
sign on die economies of scale SCEC\ coefficient is negative (i.e. contrary to expectations), the coefficient 
is significant at die 10% level. Hie remaining variables in die specified equation for relative concentration 
aie insignificant.
The estimated equation for 1992 has a correlation coefficient of R^ =0.89, and an adjusted
correlation coefficient of R^ =0.86 as compared to the 1985 test results of respectively R^ =0.76 and
R ^  = 0.69. The audiors contribute die improvement in the test estimates to die effects of economic 
integration. The significance of the labour coefficient in die 1992 estimate suggests that die ‘degree of 
labour intensity’ lias become more significant in explahiing the variations in the relative concentration 
measure. The authors conclude ‘that the completion of the internal market has allowed for increased 
specialisation in accordance with comparative advantage in labour intensive products’. The model shows 
diat the relative concentration ratio is determined by Heckscher-Ohlin relative fiictor endowments and by 
die size of the - liome-niarket an element of the new trade dieoiy. Hie coefficients of variables unskilled- 
and skilled labour, and expenditure are all significant.
Relative Industry Concentration Model
Hie dynamics of the relative concentration model of Haaland et a l (1999) is captured below in 
Figure 2.5.
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F igure 2 .5  
Relative Industry  C oncentration
I(II) (II
(IV)
Source: Author's diagram based on the work of Haaland et aL (1999)
The piositive relationship between relative concentration and the localisation of expenditure is 
presented in quadrant (I). Quadrant (IV) represents the cumulative causation relationship between 
population density and expenditure. Industry locates where the market is largest and the market is largest 
where manufacturing and manufacturing labour is located. This represents the Heckscher-Ohlin theme of 
comparative advantage, and demand. The inverse relationship between economies of scale and the 
relative concentration ration is found in quadrant (II). This characterises the authors’ new trade theory and 
economic geogr^hy finding of a negative relationship between unexploited economies of scale and 
manufacturing concentration. The higher the unexploited economies of scale the more dispersed an 
industry will be. Finally, quadrant (III) illustrates the reduction in unexploited etxMiomies of scale and the 
quantity o f manufacturing labour. There is a negative relationship between unexploited economies of 
scale and the level of manufacturing employment. Reductions in unexploited economies of scale are 
realized by expanding employment and output.
The empirical results o f the model indicate low relative ccmcentration, So, for industries with high 
levels o f unexploited economies o f scale, eso, in areas with low expenditure, expo, and a small 
manufacturing labour force, /«. This situation is represented by the rectangle ABCD. With the reduction 
of trade barriers, industries specialising in labour intensive products will become relatively concentrated 
in areas with an abundance of labour and a high localisation of expenditures. Increased competition in the 
centre reduces unexploited economies of scale and increases the elasticity o f demand. This development 
is shown by triangle EBXjH. These findings are supported by Brülhart and Torstensson (1996) whose 
model shows the inverse relationship between the levels of economies of scale and the elasticity of 
demand
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Absolute Concentration
To explain tlie cross-sectoral variation in absolute concentiation in industry /, the empirical model 
was modified to tlie form;
S f  + /3,EXPENf + fS^SCEC, + (2.10)
The independent variables in this specification are the same as in equation (2.9) except for tlie 
construction of the expenditure variable EXPENf that is now measured in absolute terms instead of 
relative temis. The most promising estimated results of equation (2.10) were the log-transfonned 2SLS- 
estimation. The estimated equation for 1992 is given as equation (2.10a), and for 1985 as equation 
(2.10b).
S f  -^0.7428 + 1 . 3 9 6 6 - 0 . 0 5 2 l-5'CÆC,. +0.0285.70, + 40,0437.M ’B,. (2.10a)
(3.059) (11.697) (2.699) (2.244) (2 .111)
7$^  =0.81 =0.79 n = 35 d f  ^30
and for 1985
S f  = 1.1596 -i- 1.5431.EÆ?EAr/  ^ -  0.0245 ECECf + 0.0303 70, + 0.0203 -NTB  ^ (2.10b)
(3.292) (9,514) (0.353) (1.894). (0.793)
7^2=0.73 =0.69 77 = 35 4/‘ = 30
Tlie estimated equations show tliat a change in economic structure has occurred between 1985 
and 1992. The 1985 estimate indicates that non-tariff barrier, and economies of scale were not significant. 
The latter coefficient also has the wrong sign, Tlie estimated equation for 1992 shows significant results. 
The estimated coefficients are all significant. Tlie constant term and expenditure coefficients are 
significant at tlie 1% level, while the remaining coefficients are significant at the 5% level. Tlie economy 
of scale variable again has the wrong sign.
Tlie autliors provide an explanation for the divergence of this empirical result fi*om their theory, 
but also point out that tlieir results may be consistent with the tlieoretical literature. First, there exists a 
possible measurement error. The argument is made that the 1980s data used to measure economies of 
scale have become outdated and may not reflect the changes in teclmology and production teclmiques. 
Secondly, the autliors point out that their economy of scale measurement is defined as ‘tlie elasticitj^ of 
average costs witli regard to ouqmt.’ If an industry produces a level of ouqiut on the high portion of its 
average cost curve, the industry would be characterised by ‘luiexploited scale properties’. Should tliis be
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Üie case, then their model indicates tliat an industiy will be less concentrated the higher tlie level of 
unexploited economies of scale. The negative sign of die coefficient would then be acceptable.
Ttiird, die audiors introduce the work of Amiti (1998) who argues that in a world of imperfect 
competition there is an interaction between demand elasticities and trade costs. This presents two 
opposing forces. Industries whose products face a high elasticity of demand (and low scale economies) 
will be attracted to die larger market to avoid die extra burden of trade costs. On the other hand, an 
industry may be attracted to the smaller market due to relatively lower factor prices and production costs. 
In this case, firms with unexploited economies of scale may locate in the smaller market if trade costs are 
veiy low. The authors conclude diat diis theorj^ would be consistent widi their estimated results of the 
economies of scale variable.
The results would also be consistent widi the theory presented by Brülhart and Torstensson 
(1996). Industries with a low elasticity of demand and a high degree of unexploited economies of scale 
would tend to relocate away from the core as trade costs are reduced. In Figure 2.6, these tjqies of 
industries would fall in the range AE  in quadrant (I). It remains unclear why the autiiors did not estimate 
their model with a re-specification of the economies of scale variable. Amiti (1997), and Brülhart and 
Torstensson (1996) have suggested average firm size as a proxy for economies of scale.
The Model
The Haaland et al. (1999) model is graphed in Figure 2.6. The audiors found a strong positive 
correlation to exist between absolute concentration, and the localisation of expenditures, EXPEN^. The 
model is distinguished from the relative concentration model by the empirical significance of the input- 
output, 70i, and the non-tariff barrier, N1E[, variables. Tie empirical evidence supports the dieoiy  ^ that 
industries diat are dependent on input-output linkages, will tend to cluster. Higli trade costs can be 
reduced tlirough industrial agglomeration. The force driving this agglomeration is the pecuniaiy 
advantage of external economies of scale provided by strong input-output linkages. The empirical 
evidence supports die theory that industries that are dependent on input-output linkages, will tend to 
cluster. High trade costs can be reduced tlnough industrial agglomeration. T ie force driving this 
agglomeration is the pecuniary advantage of external economies of scale provided by strong input-output 
linkages.
hi Figure 2.6, die rectangle EFGH shows diat in die face of higli trade costs, industries will 
agglomerate in the core. Tiese industries have a low level of unexploited economies of scale and are 
dependent on strong input-output structures for external economies of scale. Industries with low trade 
costs and high-unexploited economies of scale are less dependent on strong input-output structures and 
will show a lower level of absolute concentration. These industries will be dispersed away from die core. 
Tiis situation is shown by rectangle in Figure 2.6.
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F ig u re  2.6  
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Source: Author’s diagram based on the work of Haaland et ai, (1999)
Strong input-output linkages are characteristic o f absolute concentration in the core, in a market 
characterised by imperfect competition and economies of scale, product differentiation creates high 
demand elasticities and low levels of unexploitcd economies of scale. Industries located in the core arc 
dependent on input-output structures to internalise the pecuniary advantages o f external economies of 
scale. On the other hand, industries with trade costs, low demand elasticities and high levels of 
unexploited econcxnies of scale are less dependent on strong input-output structures and will exhibit a 
lower level of absolute eoncentration.
Conclusions
The authors, Haaland et al. (1999), conclude that localisation of expenditure is the most important 
determining variable on industrial ccmcentration, and has become more important because of economic 
integration be it relative- or absolute. The empirical results indicate that the measure o f relative industiy 
concentration supports the traditional theory of comparative advantage. The measure of absolute industry 
concentration supports the determining forces o f both the new trade theory and economic geography. The 
model has indicated that the expenditure variable is significant thereby providing evidence for the role of 
the ‘home-market’. The economic geography forces o f industry localisation are supported by the positive 
influence of input-output structures and trade cost reductions contribution to agglomeration. The 
measurement of economies of scale issue remains open for future research. However, the theoretical 
reasoning surrounding the empirical results o f this variable are supported by the model o f Brülhart and 
Torstensson (1996).
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2.2.7 Industry Characteristics, Comparative Advantage, and Industry Concentration
The research of Haaland et a l  (1999) revealed that relative industiy concentiation resulted from 
traditional Heckscher-Ohlin comparative advantage. Absolute industry concentration was determined by 
pecimiaiy agglomerative forces arising from strong input-output linkages and high trade costs, as 
predicted by die new economic geography trade tlieoiy. Forslid, Haaland, and Midelfart-Knarvik (1999) 
continue this line of research. Tlie author’s objective is to twofold. First, to identify individual industry 
characteristics that determine their concentration. Concentration occurs because of; one, strong intra- 
industiy linkages and increasing returns to scale, and, two, comparative advantage and the need to 
specialise. Second, to examine whetlier tlie reduction in trade barriers tlirough economic integration has 
resulted in an increased level of overall industry concentration.
Forslid et aL, (1999) argue that industrial agglomeration is the result of ‘self-reinforcing backward 
and forward linkages... [that result] horn a combination of increasing returns to scale, trade costs, and tlie 
fact tliat films are linked via tlieir input-output matiices.’ Intra-industry linkages consist of the 
dependencies between upstream (supplier) and downstream (final goods) industries that provide 
pecuniary externalities or external economies of scale. The dependencies embody the forward and 
backward linkages that form the input-output structures between industries. Tlie forward linkage is the 
supply relationship from intermediate supplier industries to final goods producing industries. The 
backward link is demand by final goods-producers for intermediate inputs from supplier industries. This 
intra-industry dependency forms the basis for agglomeration forces in markets characterised by imperfect 
competition and economies of scale. Tlie consequence of trade barrier reductions is a possible relocation 
of both upstream and downstream industries to areas with initial levels of industiy concentration 
(Kragman and Venables, 1996).
Forslid et al., (1999) recognise tlie existence of two conflicting economic forces in pre-integrated 
Europe. The first is the desire to reap tlie pecuniary benefits of agglomeration. Tlie second is the market 
segmentation effect of high trade costs resulting in liigh product prices and excess production capacity. In 
a pre-integrated Europe, industries developed in segmented markets. High trade barriers and domestic 
market paucity resulted in unexploited economies of scale. Upstream and downstream industries were 
geographically separated with high intra-industry trade costs. Nerb (1988) has itemised the trade barriers 
as; ‘administrative barriers (customs), frontier delays and costs, differences in VAT and excise taxes, 
standards and regulations, transport market regulations, public purchase of goods, implementation of EC 
law, capital market restrictions and other barriers.’ In their study, Forshd et a l, (1999) consider tluee 
types of trade costs ‘transport costs, tariffs, and export taxes’ in tlieir simulation model. The authors note 
tliat high trade costs make it less attractive to export products. This view is supported by an EC survey, 
wliich finds that high distribution and import costs dampen export incentives. Barriers to trade work in the 
direction of less concentration.
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The autliors theorise tliat with high trade costs, firms are locked in geograplhc space. Trade cost 
reductions create an incentive for firms to relocate. Relocation of particular finns in different industry 
sectors occurs for a number of reasons; the desire to exploit internal economies of scale, die need for 
strong input-output linkages to reap external economies of scale, die need to eliminate decreasing returns 
to scale, and die desire to specialise in production through the forces of comparative advantage. As trade 
costs are reduced, individual finns in different industrial sectors respond for their own reasons by either 
agglomerating in the centre or relocating away from the centre depending on the required levels of 
economies of scale. Forslid et al, (1999) dieorise that as trade costs come down, some industries will 
locate to the centre, and as trade costs continue to decline, other industries may relocate away from the 
centre.
Industry Concentration Measurement
Forslid et a l (1999) develop a ‘summary index’ of concentration in order to study the effects of 
greater integration on agglomeration tendencies in specific industries. To tliis end, they construct a 
statistic to measure the value of absolute industrial concentration for an individual industry i.
(2 . 11)
where .S',y = represents the value of die share of ‘production in industry i taking place in region
/, with N  representing the niunber of regions (4) in Europe.’ The s t a t i s t i c i s  the average value of so
that the measure of absolute concentration C\ is the standard deviation of the distribution of 5’ÿ where i'y; < 
1. A high value of diis statistical measure, Q  > 1, means a high concentration of industry /.
Tlie industiy concentration measure of Forslid et al. (1999) is different from Amiti’s (1997) 
relative concentration S f  measure in equation (2.7). The difference is found in die fact that Amiti (1997) 
relates a countiy’s share of production in industry i to the country’s share of production in total 
production. Tliese countiy shares can vary in value size and are dius not constant. Forslid et a l (1999) 
relate die regional share of production in industry i to die industry’s average industry share of the regions. 
Since the sum of the industry share per region must equal to one, the average industry share value for all 
industries across all the regions will be the same. i.e. a constant value. The concentration measure is not 
related to country size.
The absolute concentration coefficient, Q, proposed by Forslid et a l (1999), is more akhi to 
Amiti’s (1997) formulation of the absolute concentration coefficient. Both authors use a country’s 
regional share of industry i ’s production (employment) as a variable in their calculation, Sy . The Forslid
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e( a l (1999) metliod adjusts the calculation with a constant value across all regions. Tlieir method 
calculates die concentration measure for each industry as a deviation from a constant average so that each 
industry’s measure is a relative deviation from an industry’s national mean. Since the mean values are all 
identical, the industry concentration measures are individual standard deviations from a constant mean 
value.
Tlie significant difference between the concentration measure of Forslid et al. (1999) and that of 
Amiti (1997) is that the Forslid et aL (1999) model uses one measurement to capture the three forces 
determinmg industry concentration. The initial location of industiy clusters, die relative requirements of 
comparative advantage, economies of scale, and intra-industry linkages in the face of declining trade 
costs determine the degree of industiy concentration. The inverse relationship between economies of 
scale and demand elasticity is also true for this model.
Empirical Estimations
The simulations’^  of Forslid ei at. (1999) reveal two major results with respect to changes in 
patterns of production and location for two industrial sectors. The first group consists of the industrial 
sectors: chemicals, machinery, transport equipment, and metals, which are strongly dependent on 
economies of scale and intra-industry linkages. The second group is comprised of: wood products, food 
products, textiles, and leather products. This latter cluster of industries appears to be predominantly 
dependent on the forces of comparative advantage and specialisation. The relevant statistics for these two 
groups of industries are presented in Appendix 2C, Chapter 2, Table 2C.1.
Tlie simulation results for tlie first group of industries indicate tliat the levels of regional 
production activity remain relatively constant as trade costs are reduced. This suggests a stable 
polyceiitric production structure. The forces behind this ‘strong agglomeration tendency’ in large markets 
is the dependence of these industries on high levels of increasing returns to scale, and the need for strong 
input-output linkages. For example, tlie chemical industry shows tlie need for high (above average) levels 
of returns to scale, above average levels of input shares from its and other intermediate industries, and a 
need for skilled labour. The data indicates that the chemical, machinery, transport, and metal industries all 
have high scale elasticities, show varying dependencies on mput-output structures, and are dependent on a 
skilled labour force.
Tlie transport and metals industries show an above average need for both unskilled and skilled 
labour. Tlie simulation results indicate tliat a reduction in trade costs will cause tiiese industries to 
increase tlieir concentration in the core, increasing tiie relative wages rates in tliese regions. The authors 
find that as trade costs are fiutiier reduced, general equilibrium effects of relative factor price increases
Forslid et al., (1999), have used a geographic cluster of national administrative regions, which include the non-EU countries of 
Switzerland, Iceland, imd Norway. Excluding these regions the European Nortli consists of Finland, Sweden, (Iceland and
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will result in those industries dependent on unskilled labour to relocate to peripheral regions for 
comparative advantage. The metal industry is a case in point, with a relatively lower return to scale 
elasticity, and a relatively higher dependence on unskilled labour. Although the data does not show a 
strict one-to-one relationship between the variables, the general results of the economic forces driving the 
behaviour o f these industries in the simulation analysis are captured in Figure 2.7.
F ig u r e  2 .7
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Source: Author’s diagram based on the simulation model of Forslid el aL, ( 1999)
The inverted U-curve showing die quadratic relationship ABD between absolute concentration C, 
and high, intermediate, and low trade costs are presented in panel (a). This represents the new geography 
theme of international trade. The positive relationship NM between the need for high levels of economies 
of scale and the tendency to concentrate in tl% centre is presented in panel (b). The line OR, in panel (c) 
illustrates the positive relationship between the need for high levels of internal returns to scale, and the 
strong need for input-output structures. The new trade theory of imperfect competition and economies of 
scale is captured by the relationships in panels (b) and (c). Finally, the traditional Heckscher-Ohlin theory 
of competitive advantage through relative resource abundance is shown in panel (d). There exists an 
inverse relationship between relative wages and the relative supply of unskilled to skilled labour ratio. 
Relative wages are higher in the core (C), and lower in the periphery (P).
At initial relatively high concentration levels, Co, and high trade costs, specific industries 
requiring high levels of economies o f scale, intra-industry linkages, and unskilled / skilled labour are 
located at point E on the outer limit o f the centre regions. As trade costs decline, existing firms and new
Norway); the EU South consists of Greece. Italy, Portugal, and Spain; the EU West is Belgium, the Netherlands. 
Ireland. France, and the UK; and Central Europe consists of Austria. Denmark, and Germany (Switzerland).
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entrants into tlie iiidusti’y will agglomerate in tire centre to exploit internal retiiras to scale and 
strengtlien tlieir input-ontput relationship to ioi. The effects of agglomeration raise relative wages in the 
centre regions to coi. There is a range of intermediate costs tliat retains industries in the centre regions. 
The authors have found that as trade costs decline furtlier, some industries such as metals, will relocate 
away from tlie core to the periphery. These industries are characterised by lower internal economies of 
scale, but dependent on a relatively higher unskilled to skilled labour ratio. At low levels of trade costs, J, 
industries are driven by comparative advantage to regions with an abimdance of luiskilled labour and 
lower relative wages, C02, tliereby reducing geographical concentration.
These simulated results appear to contradict die finding of Brülhart and Torstensson (1996) who 
find the opposite results. These autliors conclude tliat a reduction in trade costs will cause industries 
requiring high levels of economies of scale to increase their concentration in central coimtries. This point 
of view also finds support in tJie work of Haaland et aL (1999, p.8). Tlie autliors dieorise, supported by 
empirical estimates, that ‘...even though degree of scale economies have an ambiguous impact on relative 
concentration, it does suggest diat industries characterised by significant economies of scale will be 
absolutely more concentrated than others’. Tlie seeming contradiction is due to the absence of relative 
factor price effects in their respective models.
Tlie second industry cluster consists of wood products, food products, textiles, and leather. The 
simulation shows diat these industries will undergo a changing pattern of production as trade costs are 
lowered. These industries are characterised by low levels of economies of scale, a relatively high level of 
iiitennediate inputs, and a strong dependence on unskilled labour. The authors find that widi low trade 
costs these industries will relocate from initial high concentrations in the centre and become increasingly 
more concentrated in the periphery. The removal of impediments to trade will cause these industries to 
relocate and concentrate to take advantage of strong ‘intra-industry linkages’ and regions with an 
abundance of low cost unskilled labour to realise dieir competitive advantage position. Tlie dynamics of 
die economic forces for diese industries is shown in Figure 2.8.
The line A 'D ' in panel (a) represents the negative relationship between absolute industry 
concentration Q  and trade cost reductions. In panel (b) the line N'M ' is relatively inelastic since diese 
industries have low economies of scale elasticities. The data reveals a negative relationship between 
economies of scale of input-output structures. Hie line PQ in panel (c) expresses diis relationship. The 
relative wage and labour ratios are slioivn in panel (d).
At high levels of trade costs, these industries are concentrated in the core at co, facing a high 
relative wage ratio, m,. Tlie low level of economies of scale and input-output structures are shown 
respectively by es^ and Ioq. As trade costs are reduced, these industries will relocate away from the core to 
die periphery because of their need for relatively higli levels of input-output structures and large 
quantities of unskilled labour. These industries are relatively labour intensive.
■'m
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F ig u r e  2 .8
WOOD. Food , Textiles, and Leather Industries
(d)(a)
D
KS
High Low TC 2.4
Source: Author’s diagram based on the simulation analysis of Forslid el aL. (1999)
The production of textiles is expected to relocate from Austria, Denmark, and Germany, to the 
EU West, but especially to Greece, Italy, Portugal, and Spain. These countries are characterised by strong 
intra-industry linkages, and low labour costs. The leather industry is also expected to agglomerate in the 
aforementioned southern EU countries, due to their comparative advantage in labour-intensive 
production. The loss of Government subsidies in the North will cause the wood products sector to relocate 
throughout the other EU regions. The authors are of the opinion that manufacturing industries with high 
levels of economies of scale have reached their concentration peak. Industries, requiring low levels of 
economies o f scale, and dependent on comparative advantage, will continue to relocate and cluster as 
trade cost are further reduced.
llte  Overall Concentration Measurement
As a final exercise, Forslid et al. (1999) attempt to answer the Krugman and Venables (1995) 
question of whether, ‘All manufacturing activities (will] tend to concentrate in the core, with de­
industrialisation of the periphery ?’’* To answer this question, Forslid constructs an ‘overall' industrial 
concentration’ index.
(2 . 12)
Ibid. p. 18
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where, hj the share of total maniifactxirmg production in region /, with N
representing the (4) geographic clusters of national regions in Europe. A value of jSf > 1 indicates a high 
level of industry concentration. A comparison of the values of this coefficient for two different time 
periods will indicate whether increased concentration has occurred. As argued above, to determine 
whetlier country /, either a core, and / or periphery countiy has experienced an increase or decrease in 
industry concentration, we would have to examine the individual values of tlie country’s squared 
deviation from the mean.
Simulation Model Conclusions
The simulation results per sector show that, for intermediate trade costs, agglomeration forces 
dominate, aitiioiigh the ‘trade off between inter-industry linkages and general equilibrium factor price 
effects’ will determine the region in which this occurs. For low trade costs, the forces of comparative 
advantage dominate. When considering the simulation results of general equilibrium effects, Forslid ei aL 
(1999) conclude that further economic integration may not necessarily result in increased industrial 
concentration to the extent that peripheral regions would suffer a decline in welfare. ‘On die contrary, 
when we are close to free trade, all regions, apart from Europe Central, gain from fiirdier integration in 
our simulations.’’^  The results of Forslid et al (1999) simulation sustain the view of multi-agglomerate 
production structures.
2.2,8 Economic Geography and Regional Production Structure: An Empirical Investigation
Davis and Weinstein (1998) empirically assess the concept of die ‘home market effect’ 
(Krugman, 1980). The home market effect distinguishes the Heckscher-Ohlin comparative advantage 
trade model from tliat of the new economic geography model. Tliey pose the question, ‘Can unusually 
strong demand for a good in a country lead diat countiy to export the good?’ In a compaiative advantage 
model die answer would be negative, but in an economic geography model, with economies of scale and 
trade costs, the answer would positive.
Tlie authors build on the assumptions of the Krugman (1980) and observe that with incomplete 
specialisation bodi countries have identical demand patterns and produce the same number of varieties 
resulting a zero trade balance. The author note that die Kiugman (1980) model suggests ‘that the 
predictions of the production structure, ceteris paribus ’ should be centred around an even distribution of 
the industries across countries.’ Any deviations from this evenly distributed production structure must 
then be explained by idiosyncratic demand. Idiosyncratic demand measures ‘the extent to which die 
relative demand for a good within an industry differs from that of the rest of the world.’ The authors wish
V W .p .  23
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to identify the components of this idiosyncratic demand, which has a magmfying effect on production 
thereby causing production structures to diverge.
To test the existence of the home market effect the authors develop a measiue of ‘unusual strong 
demand’ for output of an industry called idiosyncratic demand, and combine this with a gravity measure 
to ‘derive industry specific parameters on the dissipation of demand across space.’ This construct allows 
for the inclusion of demand in other geograpMc regions, and is thus an indicator of ‘market access.’ This 
introduces the cross-country effects of demand.
Methodolog)>
Davis and Weinstein (1998) consider tliree levels of product aggregation: varieties, goods, and 
industries. Product variety is inherent to the economic geography model where economies of scale are 
important. A good is defined as ‘ a collection of a large number of varieties produced under monopolistic 
competition.’ Goods exliibit increasing returns to scale in production. At die goods level the autiiors make 
a distinction between tlie Heckscher-Ohlin compaiative advantage model, and tlie economic geography 
model. In the former, a good is theorised as being a homogenous product, while in tlie latter it is a 
heterogeneous product. Finally, an industty ‘consists of a collection of goods produced using a common 
technology.’ This definition of industry is similar for both the comparative advantage model and the 
increasmg returns model, hi the Heckscher-Ohlin model the collection of industiy goods are Leontief 
input coefficients, while hi the economic geography model ‘all varieties of all goods witihii an industry 
use hiputs in fixed proportions.
The autiiors develop the following model for tlieir empirical analysis, where n is an index of 
mdustries, g is an index of goods, and c is an index of countries. The symbol W stands for the world witli 
ROW  referring to the rest of tiie world (excluding country c). The total output of good g for industry n in 
countiy c is represented by , and tliat for tiie rest of the world by X . The vector of endowments
for country c is represented by . Tlie symbol O is the inverse of the technology  ^matrix, and O ” is the
row corresponding to tiie g ’ good in industry n. These symbols provide the basic elements to construct 
the Heckscher-Ohlin model of goods production that determines the structure of industry in a comitry. 
This model is defined as:
(2 .13)
Empirically, mdustry is defined as 3 digit ISIC data, while goods are defined 4 digit ISIC data.
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The authors define, Q„ as ‘the n’th row of an inverse technology matrix for industry output where the 
coefficients indicate average inputs at the equilibrium scale per variety...[and]...G" as the number of 
products in mdustry n. ’ The output of industry n in coimtry c is defined as:
=  (2 , 14)
g=\
The authors assume a ‘square’ Heckscher-Ohlin model for all countries with identical Leontief 
production technologies (equation 2.13). This model determines a country’s industrial structure and 
production, but reveals notliing about the composition of production ‘across tlie goods witliin an industry’ 
(equation 2.14), T ie autliors conclude that within a country, resource constraints become specific to each 
industry, because of the assumption that all varieties are produced with an identical factor input mix, and 
the Leontief assumption of identical production technologies. Since resources are allocated in the same 
proportion across tlie goods of all industries, domestic demand is such, that each country produces ‘base 
level’ of goods in a particular industry. Idiosyncratic demand for a countiy’s products will cause output to 
exceed this ‘base level’ of goods, and gives rise to Krugman’s (1980) home market effects. It is this 
demand that results in Krugman’s intra-industry specialisation.
To develop an equation capturing both tliese demand components, Davis and Weinstein (1998) 
define the following terms; D"" represents a variable that defines tlie demand within a country for a
product produced in many domestic locations; D“ is a variable defining domestic derived demand that
producers in different locations^* face for their product; and, defines the foreign derived demand.
An output share is defined as; and represents the share of industry g ’s output in the total
~  D"'domestic output of industry n. A  demand share is defined as; = - ^ ,  and represents derived domestic
The gravity model is embedded in tlie variable D'g . T ie  gravity model at tlie mdustry level is specified as;
Ink)-^+nn{ONPfiNP,.)+y/hi{DISTj+tj^ .^
where T ’‘. is the volume o f trade in industry n  between countries c and c GNPc is the GNP o f country c, DlSTcc' is tlie distance 
between c and c ’. The parameters to be estimated are <p, X, yr. and 17. where r? is normally distributed error term. The autliors use 
tlie estimated coefficient on file distance variable tliat measures ‘tlie degree to which distance causes the demand for a product to
decline.’ Then derived demand for local production is defined by, and world demand given by
lake foreign demand into consideration so tliat ‘redistribution o f world demand does not change 
aggregate world demand, the autliors require tliat,’ k" = ■
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demand for good g as a share of total derived demand for the goods produced by mdustry n. The autliors 
define SHAREl  ^ , which represents the ‘coimtry’s base level of production for each good in an
industry...[and]... /Di?ODiïïW“ wliich measures ‘die extent of idiosyncratic derived
demand.’
The demand for a good g from industry n in country c is specified as follows:
(2 .15)
where die variable IDEODEM measures ‘die extent to which die relative demand for a good witiiiii an 
industry differs from that in the rest of the world.
Davis and Weinstein (1998) postulate, that if endowments matter at tlie four-digit goods level, 
tiien the Heckscher-Ohlin comparative advantage model of goods production can be inserted in equation 
(2.15) as follows:
= a "  + (2 . 16)
or
+ A'SKMRg;'" +  (2.16a)
The estimate of allows die authors to distinguish between tiiree hypotheses. One, ‘in a 
frictioidess world (comparative advantage or increasing returns), the location of demand does not matter 
for the pattern of production, so we would predict fh. ~  0 ...[two]...when there are frictions to trade, 
demand and production are correlated even in a world of comparative advantage, reaching exactly one- 
for-one when die frictions force autarky. However, production does not rise in a more than one-for-one 
mamier. Accordingly, if we find p2 e[0,l], we conclude that we are in a world of comparative advantage 
with transport costs. Finally, in the world of economic geography, we do expect die more than one-for- 
one response, hence P2 > I
Outcomes
First, the estimated gravity equation showed positive results. The coefficients had the expected 
signs and were significant for all industries. The distance coefficient was negative and significant. A one 
percent increase in distance reduced trade by one percent.
Davis and Weinstein (1998), Op. Cit., p. 18
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Second, the estimated distance coefficient was used to develop a new measure of idiosyncratic 
demand. Tlie authors found ‘tliat accounting for geography causes large changes in the demand deviation 
variable for small countries^ far more frequently than for large countries.’ This leads them to conclude 
that it is more important for small economies to be located near large markets than larger economies.
Tliird, equation (2.16) was estimated using four-digit data. The results revealed an estimated 
coefficient value on tlie IDEODEM variable tliat exceeded unity, indicating tlie presence of a home 
market effect. The authors found that if the ‘derived demand deviation rises by 1 percent, then output 
rises by 1.6 percent.’ Tliey conclude that production in home markets responds by more than a one-for- 
one factor to idiosyncratic demand.
Fourtli, when estimating tlie effects of derived demand deviation for each individual four-digit 
sector, Davis and Weinstein (1998) fomid tliat ‘half of the sectors had coefficients on IDEODEM that are 
larger than imity, and of these eleven are significantly greater than unity.’ Tliis result suggests that some 
industries have constant returns to scale while others have increasing returns proving tlie presence of tlie 
home market effect.
Fiftli, the industry-pooled estimation '^^ revealed that more ‘than half of the industries exhibited 
home market effects’ with four of the estimated coefficients being significantly larger than unity. 
Furtliermore, for fifty percent of tlie sectors witliin these industries the coefficient on IDEODEM exceeds 
unity. Davis and Weinstein (1998) are led to accept tlie tiieory of economic geography, since the evidence 
shows that most of the sectors^^ exhibit home market effects.
Sixth, the authors provide a summaiy on the importance of economic geography in OECD 
production. They examine the ‘relative sizes of the sectors for which P2 is greater than miity.’ At tiie four­
digit product level of 50 sectors, the sectors with IDEODEM estimates greater than unity, ‘account for 
64% of total output.’ At the three-digit mdustry level that encompasses all manufacturing output in 22 
countries, ‘50% of all manufacturing production is governed by economic geography.’
Davis and Weinstein (1998) conclude tliat ‘sectors that appear to have home market effects 
account for a majority of maiiulacturrag output....[and]...economic geography matters for international 
specialisation.’^ ® They also conclude that ‘comparative advantage matters.... [since]... one-third to one- 
half of OECD manufacturing output seems to be governed by simple comparative advantage. However, 
increasing returns also play a vital role in the particular foim known as economic geography.
There are twenty-two countries in the data set, Australia, Belgium/Luxemboiug, Canada, Finland, France, Germany, Italy, 
Japan, Netlierlands, Norway, Sweden, UK and US. These thirteen countries provided data at the three and four-digit level, th e  
remaining nine comitries provided data at the tliree-digit level. Tliese were: Austria, Demiiark, Greece, Ireland, N ew  Zeeland, 
Portugal, Siiaiii, Turkey, and Yugoslavia.
The four-digit data was pooled witli each tluee digit-industry, witli the coefficient on IDEODEM being allowed to vary across 
tluee-digit industries.
The sectors were: radio, television and communication equipment, electrical appliances and house-wares, and motor veliicles.
Davis and Weinstem (1998), OP, Cit., p.36 
p.38
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In a companion paper, Davis and Weinstein (1999), use a compacter version of their model to 
examine the production structure across regions within a country. Tie model does not include the gravity 
equation. Tiey postulate that economic geography could be very important for the production structure 
across regions due to the lower interregional trade costs, and the high degree of interregional factor 
mobility witliin a countiy. Tie autliors theorise tliat a countiy may have a diversified regional production 
structure in the absence of tiade costs with only interregional transport costs. Larger regions are attractive 
for industry location because of demand and supply linkages, as well as pecuniary agglomeration 
advantage. Wages are higher and prices lower in these regions making diem attractive for labour 
migration at tlie expense of the ‘hinterland’.
Davis and Weinstein (1999) applied their model to a sample of regions in Japan to examine the 
importance of economic geography in determining regional production structures. The empirical evidence 
revealed that in sectors using low-skilled labour, diere was no evidence of economic geography effects. 
However, economic geography effects were significantly present in the sectors using liigh-skilled labour.
The analysis revealed mixed results with the respect to the estimated coefficients^* on 
IDEODEM. Of die nineteen industries, six showed a negative coefficient (p2 < 1)- The six industries are: 
apparel, furniture, petrol and coal products, stone, clay and glass, fabricated metal, and general 
macliiiiery. Of tliese six, die estimated negative coefficients for two only industries -  apparel and 
furniture -  are significant at the five percent level. T ie remaining four estimates are insignificant. Four 
industries -  printing, rubber, leadier and leather products, and other manufacturing -  revealed estimates 
for p2 E[0,1]. Only the estimate for die printing industry was significant at the five percent level 
supporting die hypothesis of comparative advantage with transport costs for the industry.
Economic geography was revealed to be statistically significant for nine of the nineteen 
manufacturing sectors. The eight sectors diat showed a p2 > 1 are: ‘liunber, transportation equipment, iron 
and steel, electrical machinery, chemicals, precision instnmients, nonferrous metals, textiles, and paper 
and pulp.’ It must me noted that the estimate for lumber (P2 = 1.0622) was marginally larger dian unity. 
The empirical results support die presence and importance of home market effect for these industries. 
They locate in large regions and are dependent on increasing returns to scale.
The authors provide two reasons for the strengtii of economic geography at die regional level. 
One, lower trade costs within a comitry means Tower implicit protection for production in die relatively 
smaller markets.’ Two, die high factor mobility witiiin a country ‘reinforces the economic geography 
effects, relieving scarcities in regions fiivoinable on economic geography groinids for production of 
particular goods.’ T ie authors conclude by pointing out diat if international trade costs are reduced to the 
level of interregional trade costs, ‘dieii quite a substantial international restructuring of industry may be in 
the offing.’
Davis and Weinstein (1999), Table 6, p. 400. The authors used three-digit industry data for 19 industries across 47 prefectures.
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2.2.9 Location of European Industry
The objective of the study by Midelfart et.al, (2000), is to study the changes in industry location 
in Europe between the years 1970 and 1997. To this end, the authors use a number of statistical methods 
to assess tlie changes in industry location. First, die Krugman (1991a) industry index is used to determine 
whedier die economic structures between countries have become more similar or less similar. Second, 
they develop an Industry Characteristic Bias {ICB) measurement to determine in what type of industries 
coimtries are specialising. Third, the Tocation Ghii’ coefficient is employed to examine which industries 
are becoming more concentrated. The authors also develop a Country Characteristic Bias (CCB) 
measurement to determine whedier ‘particular types of industries are concentrated in particular tyiies of 
countries.’ Fourth, die study seeks to identify the underlying forces that deteniiine industiy location 
patterns. To this end, the authors specify a regression model wherein industry and countiy characteristics 
are allowed to interact in order to measure and explain these industry location patterns. All measurements 
are at die EU country level. The sample consisted of fourteen EU countries. Luxembourg was excluded 
from die analysis.
Industry Index
Tlie industiy index measurement allowed die audiors to address and answer two questions: How 
specialised are countries? How similar are die industrial structures of different countries?
To answer the first question, Midelfart et.al, (2000), calculated four year country averages for 
1970/73, 1980/83, 1988/91 and 1994/97, using the variable gross value of manufacturing output. The data 
revealed a decline in value for ten countries between 1970/73 and 1980/83, indicating diat production 
locations became more similar. However, form 1980/83 the average values showed a rising trend, for all 
countries except die Nedierlands, indicatnig greater divergence, and therefore an increase in 
specialisation, The authors consider two possible reasons for this divergence in production structures; 
one, liigli initial shares in an industry, and two, ‘differential change.’ A country with a high initial share in 
a given industry will show diverge if the industry is growing fast. Differential change refers to ‘coimtries 
moving in and out of industries.’ Tiie authors estimate that more than 80% is due to differential change, 
and 20% due ‘to amplification of mitial differences.’
The answer to the second question is obtained by examining bilateral index values between 
countries. The autiiors found diat ‘of die 91 distinct pairs, 71 exliibit increasing difference between 
1980/83 and 1994/97,’ and conclude that, ‘die vast majority of countries experienced a growing 
difference between their industrial structure and that of their EU partners. ’ Tliis leads the autiiors to 
examine the characteristics of industries in different countries.
64
Industry Characteristic Bias (ÎCB)
The answer to tlie question, ‘Wliat are tlie characteristics of industries located in each country?’ is 
found through the construction of the industry Characteristic Bias measurement. Tliis measurement 
identifies industry characteristics^^ and allows the authors to study how the characteristics in each 
couiitiy^’s industry structure have changed over time. The mdustiy characteristic bias for each 
characteristic in country i is given by;
= (2.17)
where, vf is the share of sector k in the total production activity of coimtry i, and the set of industry
characteristics. The autliors found ‘the mdustrial structures of France, Germany, and Great Britain are 
characterised by higli returns to scale, high technology, and a relatively high educated workforce. Tliis is 
distinctly different from Greece, and Portugal, which are biased towards industries with low returns to 
scale, low teclmology and a workforce witli relatively little education, tliat have a high final demand bias 
and a low share of non-manual workers...Portugal’s and Greece’s industrial compositions are 
significantly more similar to each otiier than they are to that of Spain,...and Spain has industry witli 
higher returns to scale and higher technology than Portugal and Greece.^ *^ ’ The autliors conclude tliat there 
exist significant cross-country differences of industry characteristics.
‘Location Gini ’ Coefficient
Midelfiirt et.ai (2000), found a marginal decline in the concentration of the overall 
manufacturing sector. They reconcile this with tlieir findings of greater country specialisation by noting 
that countries are not equal in size, and that individual industries have a much more varied development 
pattern than do coimtries. Tlie authors group industries by their levels and changes in concentration. There 
are four main categories: a) concentrated industries that have remained concentrated over time (CC); b) 
concentrated industries tliat have become less concentrated (CD); 3) dispersed industries tliat have 
become more concentrated over time (DC); and, 4) dispersed industries that have stayed dispersed (DD). 
The remaining industries are classified as residual.
Tliere are six concentrated (CC) industiies: Motor Vehicles, Motor Cycles, Aircraft, Electrical 
Apparatus, Chemical Products NEC, and Petroleum Products. The six industries tliat were concentrated 
and have shown some dispersion (CD) are: Beverages, Tobacco, Office & Computing Machinery,
Industry characteristics examined: economies o f scale, teclmology levels, R&D intensity, capital intensity, share o f labour, skill 
intensity, higher skills intensity, intra-industry linkages, inter-industry linkages, final demand bias, sales to industry, and 
industrial growth. (Midelfart er.a/.,2000). Box 2.2, p. 13 
(Midelfart ef.o/.,2000), p. 16
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Macliinery & Equipment, Radio-TV & Communication, and Professional Instalments. The dispersed 
industries that have become more concentrated (DC) are: Textiles, Wearing Apparel, Leather and 
Products, Furniture, and Transport Equipment NEC. Finally, tlie dispersed industries tiiat have stayed 
dispersed (DD) are: Food, Wood Products, paper & products. Printing and Publishing, Metal Products, 
Non-Metallic Minerals NEC, and Shipbuilding.
Midelfart ei.al (2000), have examined die characteristics of concentrated and dispersed 
industries. The (CC) industries aie characterised by: high increasing returns to scale, high/medium 
teclmology need, and high/medium final demand bias.^  ^ Three of the six industries -  Motor Vehicles, 
Aircraft, Chemicals -  use a ‘high share of intermediates from dieir own sector, while most use little 
agricultural inputs.’ The (CD) mdustries are characterised by ‘lower increasing returns to scale, less 
reliant on intra-industry linkages, but slightly more reliant on inter-industry linkages, have a higher skill 
intensity, and less significant final demand bias.’ These industries have experienced rapid growth in the 
last diirty years. The (DC) industries are characterised by ‘low increasing returns to scale, low 
teclmology, a high share of agricultural inputs, and low skill intensity.’ Tliese industries have grown 
relatively slowly. Finally, tlie (DD) industries are low technology witli all, except Transport Equipment, 
using high levels of agricultural inputs.
Country Characteristic Bias (CCB)
The country characteristic bias is a measure that examines tlie relationship between countiy 
characteristics and industry concentration. It provides an answer to the question: ‘Are particulai' types of 
industries concentrated in particular types of countries?’ The answer to this question contributes to the 
understanding of industry location. Tlie measure is constmcted as follows:
C C B '(O ^ E c f(O z , (2.18)
where, s f  is the share of country i in the total activity of industry k, and Zi refer to the country 
characteristics.^’^  Hie measure CCB^ summarises tlie country characteristics for each industry.
The authors foimd, that industries that are characterised by ‘high technology, high-medium 
retimis to scale, and capital intensive, tend to locate in the core countries,’ such as industries classified as 
(CQ  and (CD). Industries that were initially dispersed, such as (DC) and (DD), showed a bias towards 
the periphery regions. Tlie autliors also found, that, ‘over time, (CC) and (CD) industries have started to 
move out of the core,..[while]...dispersed industries (DD) and (DC), have moved toward locations with
Percentage o f sales to domestic consumers and exports.
Country characteristics are tlie following: market potential, capital labour ration, average manufacturing wage, relative wages, 
researchers and scientists, education, agricultural production, regional aid, and total state aid (Midelfart e t.a l,2000), Box 3.1, 
p.25
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Mgher market po ten t ia l .S im i la r  results were found for die wage CCB. Wages are highly correlated 
widi core comitries. However, ‘the country bias of low and medium return to scale industries... .favoured 
die low wage economies rather dian peripheral coimtries.’
When considering a country’s endowment of researchers, the audiors foimd a difference between 
die low-tech industries in die {DC) and {DD) groups. The {DD) industries showed a bias towards 
comitries widi an abundance of researchers, since these locations also provide access to natural resources. 
Finally, industries characterised by low and high capital labour ratios are ‘biased towards similar 
locations, widi high market potential, high wages, and a large number of researchers.’ The authors 
conclude that ‘capital intensity is not likely to be a driving force behind the choice of location’ because of 
die high degree of capital mobility widiin die EU.
Spatial Separation Index
The spatial separation index is developed by Midelfart et. al, (2000) to study the geographic 
distance between die concentration of individual industries and the comitries in which they are located. 
Tlie index is constructed as follows:
(2.19)
‘where, <5,y is a measure of the distance between i and j,  s- is the share of industry k  in location i, and C is 
a constant. For a given location i, ^ j { S j S ÿ )  is the average distance to other production in industry k. 
The first summation adds this over all locations i, weighted by their share in the industry, .çf. The 
mterpretation of J], is therefore a productiomweighted sum of all the bilateral distances
beriveen locations. This measure is zero if all production occurs in a single place, and increases the 
spatially separated is production.
Midelfart et.al.^ (2000), found different concentration patterns over time, which are reflected in an 
inverse-U shape for manufacturing as a whole. Between 1970/73 and 1982/85, tliere was an increase in 
spatial sepaiation that levelled out in tlie mid 1980s, and declined after EU economic integration. The 
spatial separation that occurred during the 1970 was ‘of far greater magnitude than the clustering that 
took place in the 1990s.’ Furthermore, ‘the spatial distribution of European manufacturing appears to be 
largely driven by developments in Southern Europe (and possibly Ireland).’ Hie authors found that EU 
manufacturing dispersed when the Southern European countries increased their manufacturing share
Midelfart ct.aC  (2000), p.25.
p.28
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between 1970/73 and 1982/85. Tliis trend continued during the 1980s, but was reversed as the Southern 
European share in total EU manufacturing started to decline marginally. This contributed to the iiierease 
in spatial clustering in the 1990s.
The authors found some significant developments. First, the high tech industries that are tire least 
separated tliroughout the entire time period, started to move out of central regions. The five liigh tech 
industries that moved out of tlie eentral regions and separated geographieally were: Drugs and Medicines, 
Office and Computing, radio-TV and Communication, Electrical Apparatus NEC, and Professional 
histiumeiits. Aircraft moved to the core. These industries also became less geograpliically concentrated. 
Second, ‘high returns to scale and high capital intensity industries are initially more spatially separated 
than liigh tech industries, and exliibit a similar pattern to manufacturing as a whole -  increasing 
separation in the 1970s and 1980s followed by increasing clustering in the 1990s.’
Tliird, between 1970/73 and 1994/97 the ‘trend towards dispersion is reflected in 29 out of 36 
industries, hi contrast, over die same period only 23 out of 36 industries report declining Gini coefficients 
of concentration.’ The spatial separation measure reinforces the findings of a dispersion of EU 
manufacturing activity. Foiuth, in general ‘industries with declining Gini coefficients are found to be 
spatially separating, and vice versa.’ This, however, does not hold true for a number of industries that 
became more concentrated during 1970/73 and 1994/97. Tliese industries aie: Textiles, Wearing Apparel, 
Rubber Products, Motor Veliicles, and Motor Cycles & Bicycles. The audiors’ note diat these industries 
also became more spatially separated suggesting ‘increased concentration in a smaller number of 
countries at the same time as they see a break-up of tians-national clusters in central Europe.’
Midelfart et.al., (2000), conclude that up to die late 1980s, industries became more dispersed. 
This trend seems to have reversed itself after EU 1992. ‘Tlie aggregate picture masks substantial changes 
in the location of individual industries. Dividing industries into groups according to their concentration, 
we see diat of diose industries that were initially concentrated, a group -  largely consisting of high returns 
to scale industries -  have remained concentrated; odiers, including some relatively liigh tech, liigh skill, 
fast growhig industries, have become more dispersed. Of those industries that were initially dispersed, the 
slower growing and less skilled labour intensive ones have become concentrated in low wage and low 
skill abundant economies.
Econometric Analysis
Midelfart et.al., (2000),have found, tliat tlie pattern of industry location across the different EU 
countries is determined the by mteraction of industry and countiy characteristics. To explain tliese 
patterns the authors specify a regression equation that includes four country and six industry
33 Ibid., p. 30
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characteristics. The choice of variables is motivated by the fact that drey ‘are emphasised by tlieoiy,’ and 
‘they all have a significant effect at some point in the time period under consideration.’
T a b l e  2 .1  
In t e r a c t io n  V a r ia b l e s
CouNm ï C h a r a c te r i s t i c In d u str y  C haractbristic
y = i Market Potential Sales to industry, % o f output
;  =  2 Market Potential Intermediate goods, % of total costs
J - 3 Market Potential Economies of scale
Factor Abundance Factor Intensity
j - 4 Agricultural production % GDP Agricultural input, % of total costs
J - 5 Secondary and Mglier education % GDP Non-manual workers relative to manual
J = à Researchers and Scientists % labour force R&D share in value added
Source: Midelfart et. a /.,(2000), p. 32
The interaction variables are meant by Midelfart et.al., (2000), to capture ‘comparative 
advantage’ and ‘new economic geography effects.’ The choice of interaction variables is motivated as 
follows. The variable (/ ~ 1) captures the backward linkage; (/ = 2) captmes the forward linkage; (/ = 3) 
captures the idea that scale intensive industries locate in ‘relatively central locations. ’ Tlie structure of 
employment is captured in the variables j  = 3, 4, 5. Hie variable (/ = 4) is an exogenous measure of 
agricultural abundance; the vai iabies (/ = 5) captures the skilled labour intensity of die sector; and (J = 6) 
dieoretically capture the interaction between an industry’s capital endowments and a country’s capital 
intensity.
The model’s specified and estimated forms are given as follows: 
hi(^f ) = ah\{pop .) + p\n{man )^ + (2.20)
‘where sf is the share of industry k in country z; popi is the share of EU population living in country /;
marii is die share of total EU manufacturing located in country i; y[/]i is the level of die jth  comitiy 
characteristic in country r; z[/]’‘ is the industry k  value of the industry characteristic paired with countiy 
characteristic j. Finally, a, f3, f3[/], y[/], k[/], are coefficients.’ The estimated model is the expanded 
equation:
hi(5-f ) = c -K% hx{pop. ) + p  ln(rau«. ) + z l j f  -  -  p {j\K { j]y lj\ (2.21)
where, c is a constant term; a In (pqpj and In {mani) capture the country size effect; the terms in the 
summation -  k[/'], y[/] and PD'] -  capture the interaction effects between industry and countiy 
eharacteristics.
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R e su lts
Midellùrt et.aL, (2000), found the estimated coefficients on the two country size variables to be 
significant and show the correct positive sign^ *’. The country and industry characteristics show negative 
coefficient values, as was expected. The authors focussed on the results of the PD] coefficients, ‘which 
measure tlie effects of tlie interactions and capture the sensitivity  ^ of location patterns to the various 
comitry and industry characteristics.’ They report the following main conclusions.
First, backward linkages (/ = 1) are becoming more important over time as a determinant of 
location. ‘Industries that sell a high share of output to industiy, are, other things equal, increasingly likely 
to locate in countries witli liigh market potential.’
Second, forward linkages ij — 2) are becoming more important. ‘Industries which are heavily 
dependent on intermediate goods are comnig to locate in central regions with good access to intermediate 
suppliers.’
Third, the coefficient on the interaction vaiiable market potential and economies of scale D 3), 
is declining. ‘Theory predicts that the forces pulling increasing returns to scale industries into central 
locations are strongest at the ‘intermediate’ levels of transport costs.’ Tlie declinmg value of this 
coefficient over time suggests that trade barriers ‘have fallen below intermediate values.’ Tliis result 
suggests that ‘liigh increasing returns industries became better able to serve markets from less central 
locations.’
Fourth, the interaction variable agricultural production as a share of agricultural costs, {j = 4), 
shows veiy low significance values over time and becomes significant at the 10% level in 1997. This 
suggests the growing attahunent of comparative advantage in agricultural production.
Fifth, the highly significant value of the coefficient on die interaction variable, education level of 
the population / non-manual workers relative to manual workers, {j = 5), suggests the ‘importance of a 
skilled labour force in attracting skilled labour intensive industries.’
Sixth, die strong interaction between researchers in the labour force and R&D intensity, indicates 
‘die increasing importance of die supply of researchers in determining the location of high teclmology 
industries.’
2.2.10 Conclusion Empirical Literature Review
The empirical literature has focussed on changes in industry concentration in the EU, OECD, and 
Japan as a consequence of die reduction of barriers to trade and transportation costs. Industry 
concentration measures, such as, the ‘location Gini’ (Kiugman, 1991a; Biülliart and Torstensson, 1996; 
Midelfart e l aL, 2000) have siiccessfidly identified the geographical location of industry. The relative and 
absolute concentration measures (Amid, 1997; Haaland e l ai, 1999; Forslid et al, 1999) were found to
36 The coefficients on In {man) were fomid to be close to unity.
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distinguish between traditional compaiative advantage location, and location reflecting the new trade 
theory of economies of scale. Concentration measures were developed to examine industry concentration 
as function of industry characteristics to -explain tlie types of industries and geographic destination of their 
relocation as trade barriers are reduced.
The empirical results suggest tliat industries with high demand elasticities, the need for large 
potential markets, low unexploited levels of economies of scale, the need for input-output structures, 
(forward and backward linkages), skilled labour inputs, and liigli transport intensities locate in or very 
close to the core countries (Midelfart et. al, 2000). Industries with low demand elasticities, a high level of 
imexploited economies of scale, a medium to low need for input-output stnicturcs, a proportionally lower 
slciiled to unskilled labom requh ement, and low transport intensities tend to move out of core countries 
and service the larger markets from a mores distant location.
Tlie empirical results provide evidence for the role of the home market (Haaland el. al, 1999; 
Forslid et. al, 1999, Midelfeit, et ah, 2000) and identify industiy types that locate in core countries and 
produce for domestic and foreign consumption (Davis and Weinstein, 1998). Strong economic geography 
effects were foimd in large Japanese prefectures where low transport costs and perfect labour mobility 
reinforced agglomeration forces (Davis and Weinstein, 1999). hi the EU countries, the lowering of 
banieis to trade resulted in tlie industiy structures becoming more diverse and specialised due 
predominantly to countries moving in and out of industries, and less to initial high industry shares 
(Midelfart et. al, 2000). Finally, European manufacturing industry experienced increased dispersion in 
the 1980’s due to increased manufacturing share in Southern Europe.
Although tlie empirical research of Midelfart ei.al{2 m 2 ) into the economic geography effeets of 
trade liberalisation lias traversed the realm of simulations (Forslid et.al, 1999) m deteimining the future 
EU geographic locations of manufacturing activity, there remains a gap in the empirical research tliat 
needs to be addiessed.
The empirical research has focused on tlie development of concentration measures to identify 
industries types witli characteristics tliat are central market oriented based on resource endowment and/or 
economic geography needs (Haaland et.al, \999; Forslid et.al, 1999; Midelfart et.al, 2000). These 
studies conclude that changes in tlie index of industiy structures between countries and changes in 
industiy concentration ratios reflect the workings of agglomeration and dispersion forces inherent in the 
theory of tlie core periphery model of the new economic geography trade tlieory. In all cases, tlie analysis 
was conducted at the country level. Core countries are identified as central coimtries witli large domestic 
expenditure levels.
The gap in tlie empirical literature is tlie absence of research examhiing the effects of 
^gglomeiation and dispersion forces at the national micro-regional levels. Tlic empirical research at tlie 
countiy level has concentrated on national aggregate information to study the convergence or divergence 
of industiy stiuctuies and industry concentration. These nietliods measure the movement of firms.
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industries, and manufacturing labour at tlie national level. However, these variables tell only half the story 
of the effects of trade liberalisation. The omission in the research is an examination of trade liberalisation 
effects on changes in manufacturing wages between countries, changes in the costs of production in 
industries, and changes in capital investments to create economies of scale in production.
To close tliis gap in tlie empirical literature, this study develops a national regional model that 
measures and captures the full effects of agglomeration and dispersion forces at die local regional level 
where production activity is located. To accomplish diis, the core periphery model is modified to a three - 
region model that can be extended to a multi-region model. Within the framework of this model, the 
theoretical agglomeration and dispersion forces, diat drive die core periphery model, can be analysed at 
the national regional level. Tlie foundations for tliis three-region model are laid in the following eliaptcr.
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The total size of die labour force in both regions is A F L -  TL. In terms of shares A f  L — 1, making the 
agricultural labour supply equal to A  = I wliich is distributed evenly over die two regions so that A ~ 
(1 -  ti)/2 . Agricultural labour is immobile between regions.
Cost o f  Production
The agricultural industry is one of perfect competition. It produces under conditions of constant returns to 
scale. Each agricultural worker produces one unit of output and is paid its value marginal product. The 
model assumes agricultural products are freely traded without transport costs. This makes the price of 
agi'icultural products and the wage of agricultural labour die same in botii regions, so diat Pp, = wa = 1 is 
die numeraire.
Tlie total cost of producing an individual manufactured good i is expressed by the following cost 
flmction:
L. -  a  + (2A.4)
where L? is the quantity of labour employed in the production of good the coefficient a represents total 
fixed cost, yS represents a constant marginal cost, and qt is the quantity of good i produced. Each firm 
produces one product facing an elasticity of demand equal to o. Each region has die same teclmology in 
manufacturing production. Maiiufectured goods face the Samuelson ‘ice-berg’ form of transportation 
costs. If a product variety is exported from region 1 to region 2, part of each unit melts away during 
transport with only a fraction 1/x arriving at its final destination. It is the cost of market access and 
represents distance. Kiugman (1980) notes diat die price of a manufactured product is equal to die 
producer price P,. Since both regions produce manufactured goods, die price of an exported good includes 
cost, insurance, and freight (c.i./) so diat consimiers in both regions pay (P,r) for imported goods. We 
assume r  constant for all modes of transport and all varieties of products.
Profit Maximising Behaviour by Firms
A film’s profit k in region 1 is defined as total revenue pi, qi minus total costs Li. The profit-maximismg 
equation for a representative fimi in region 1 and region 2 is given as:
1^ =(Pi9'i)-(« + >^i)H
2^ =(P2 2^)-((^  + A^ 2M
A firm will set its market price with a mark-up over marginal cost or its wage rate. The price set by the 
firm that consmners face in regions 1 and region 2 is given as:
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where, respectively, /?w, is marginal cost, and o /(o -  1) is the monopoly mark-up. Tliese two equations 
are used to compare the relative prices and wages in tlie two regions. The relative ratios are given by
= ^  (2A.6)P2 w.
Optimum Levels o f  Firm Output
hi tlie long run, with free entiy and exit of firms, profits of a representative firm in region 1 are driven to 
zero so that dTti = 0. Tlie profit maximising equation for a representative firm maximising output subject 
to a cost constraint is given by:
Setting revenues equal to costs gives:
Pi 9; +
wliich upon rearranging becomes:
q f p ^ -  !3w )^ = mv  ^ (2A.7)
Rearranging equation (2A.7) for qi and substituting the results of equation (2A.5) gives the following 
equation for tlie optimum level of output of an individual firm in region 1 :
a _ a{a -1 )
Pi
=7------— _ = (2A.8)
A similar* equation is developed for region 2:
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a{<y - 1)
Equation (2A.8) indicates that the optimum level of output per firm in each region is identical.
Number o f  Goods Produced
To determine the number of goods produced rii we make use of the fidl employment level of output, 
which for region 1 is defined as:
1=1
The maximum number of manufactured product varieties in region 1 is obtained by rearranging the 
equation, substituting for pqi from equation (2A.8), and solving for nj. A  similar procedure is used to 
calculate the maximum number of product varieties « 2  for region 2.
«I a + jSq^ acr
^2 -    =  —a  + ^ 2
or for the entire coimtiy:
Ln. = ----a a
To show that the niunber of goods produced in each region is proportional to the number of workers we 
obtain the ratio:
Ï - Ï  <“ ■»»
This equation shows that, in equilibrium, the number of firms is proportional to the full-employment 
number of workers in each region. Since each firm produces a single product variety, the variety of 
products supplied is proportional to tlie number of manufacturing workers. A proportional increase in
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maiiufactming workers will therefore increase the vaiiety of goods available to the consumer in equal 
propoition. The increased supply of product variety and firms, in either region, occurs without an increase 
in the scale of production, and without a change in the price maik-up over marginal cost.
Short-Run and Long-Run Equilibrium
In the short-iun, the distribution of agricultural and manufacturing labour is given. The model has 
assumed that manufacturing labom* is mobile between the regions, and that manufactming labour will 
move to die region with the higher real wage. Labour migration can have two effects; first, if labom 
migration leads to a similar supply of agiicultmal and manufactming labom* in both regions, real wages 
wiU converge. Second, if labom migration results in a concentration of the manufactming labom force in 
one region, the real wages will diverge between regions.
Demand
The manufactming composite index indicates diat consumers have a preference for ‘love of variety’. 
Demand for an individual product by a consmiier in region 1 for a product fiom region 1 is given by
Shuilarly, demand for a product fiom region 2 in region 1 is given by:
'12
Pi
T
where x < 1 and represents the cost o f ti anspoit to region 1. With positive tr ansport costs, the price of an 
hnported good will always exceed its domestic substitute. The relative demand in both regions for a 
domestic and imported product is expressed by the ratios:
'12
'22
-21
P lf
P2
P2^
N-cr w,r
;
\-<T
(2A.10)
Pi J
WoT
Equilibrium Income and Expenditures
Total manufactming labom income in either region is the product of total wages paid to manufactming 
labom* times the full employment number of labourers. There aie no savings and no taxes so that total
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manufacturing income is spent on the consumption of manufacturers. This relationship is expressed in the 
following equation:
L = u 
wL=^Y.Ci/=i
where wL is the value of total labour income in tlie two regions and the tenu is the value of
consumption expenditmes on all varieties of manufactured products. Each region has its own expenditure 
function. Assuming no exchange of goods between the regions their respective expenditure functions will 
be:
^2 A  ~ ^ lP 2^2
With the exchange of goods between regions, the expenditure function of both regions will include 
imported goods. Let zu  represent relative expenditure in region 1 on home products to that of foreign 
products and zi2 the relative expenditur e of region 2 on its domestic and foreign products. Then,
1^2 -
p^T
1^2 A  P2 2
h . W
vA  2
/  \-(crU)' W^ T
V^2 2
(2A.11)
(2 .12)
The equation shows that relative expenditure by either regions will be detennined, ceteris paribus, by the 
relative size of the number of varieties produced, and hence the relative number of firms.
Total income in region 1 is determined by total spending of its manufacturing labour* on region 1 
products plus the spending by manufacturing labour in region 2 on region 1 products. Total income in 
region 2 is determined in a shnilar* manner. These relationships are expressed as follows:
ITj Lj — u
W2L2 = u
A + '12 A
1 +  Zj A
(2A.13)
(2A.14)
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Total income in each region depends on the distribution of manufactuihig labour and their respective 
wages. Given that tlie wage rate of agricultural labour is the numeraire, the total income equation for 
region 1 and region 2 becomes:
(2A.15)
(2A.16)
Krugman (1991b) points out that tlie set of equations (2A.11) -  (2A.16) is a system tliat determines 
nominal wages Wj and W2 in botli regions.
The respective price index of manufactur ers for consumers in region 1 and region 2 is given by 
the price index equations:
Pi =
A
\
/ + (1 “  f ) ^ 2
(2A.17)
(2A.18)
where f  -L ^ I ju is the shar e of the manufacturing labour force in region 1. The price index equation can 
be refonnulated given that + L2 = lso  that A  = 1 - A , and both Li and L2 < 1 .
i ,  (w, +^2
(2A.17a)
(2A.18a)
The price hidex equations nicely reveal the regional price effects of an increase in a region’s share of the 
manufacturing labour* force. In equilibrium, relative wages ar e the same in both regions. Transport costs 
are positive but constant. A migration of manufacturing labour* from region 2 to region 1 results in a 
decline of the A , while A  increases.
Real wages a); in either region are defined by the following two equations:
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=WiPf" (2A.19)
6)2 = ^ 2^ "  ' (2A.20)
so that a decline in the price index m region I causes real wages to rise in region 1. A price increase in 
region 2 , due to the aforementioned labour migration from to region 1 , will result in a rise in the price 
mdex P2, and thus a decline in real wages in that region.
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CHAPTER 2 A ppendix  2B
FUJiTA, Krugm an , and  Ven a bles’ (1999) n o r m a lised  C ore per iph e r y  m o d e l  
Consumer Behaviour
Consumers maximise then tastes via a Cobb-Douglas utility function for botli manufacturing, and 
agricultui’al products. This utility function is given by:
(2B.1)
where M  is a composite index of manufacturing products, and A represents consumer expenditure on 
agricultural products. The share of consumer expendituie on manufacturing products is given by u, and 
the share of consumer expenditure on agricultural products is give by (1 - /z).
The manufactming aggregate contains a large variety of products nii, and is defined by constant- 
elasticity-of-substitution functions CES. The manufacturing aggregate is defined as:
M
_i=i
(2B.2)
where n represents the total number of varieties produced, and mj the consumption of product / fi om the 
total variety of products available to the consumer fiom the manufacturing aggregate M.
The parameter p is an elasticity measme that represents the consmner’s preference for a particular 
product vaiiety in the basket of manufactming products. This parameter takes on a value such that 
0 < p  < 1. A parameter value of p% 1, means that tlie consumer perceives the attributes of one particular 
product as a near perfect substitute for a competitive product. It implies little or no perceived product 
differentiation. A parameter value of p  % 0, on the other hand, means that the consumer perceives the 
attributes of the product as being highly differentiated from a competitive product.
The elasticity of substitution between any two varieties of manufactmed products is given by o, 
where o = 1/(1 -  p), and the value of o > 1. This implies that p = (o - 1) /o. A liigh elasticity of 
substitution between products reflects a high elasticity of demand, wliile a low elasticity of substitution 
implies a low elasticity of demand, and a higlily differentiated product.
Given consumer income Y and the prices of agricultmal products p f , and manufacturmg 
products p ^ , the consmner has to maxhnise utility in equation (2B.1) subject to budget constraint given 
by:
81
i=l
There are two steps in the budgeting procedure. Hie first step is to choose each manufacturing product nit 
fiom the continuum of products in the manufacturing aggregate so that the consumer minimises the cost 
of attaining M. The consumer mirmnisation problem for manufacturing is formulated as follows:
m in5]pj subject to/=! .m
Up
= M (2B.3)
This consumer minimisation problem results in a first-order condition expressed by the ratio:
m r^ (2B.4)
which is the marginal rate of substitution to price ratios for a given pair of products i, j. This results m the 
expression:
Pj
kP ^  J
Substituting this result into the original budget constraint fiom (2B.2)
M s <
provides.
( p fntj
T i p . )
. j = i
1/p •M (2B.5)
This equation (2B.5) is the compensated demand function for the/ ’ manufactmed product variety.
The expression for niininiising the cost of attainmg M  can now be found. We know that
expendituie on the A  vaiiety is p f  n ij . Substituting this expression in equation (2B.5) we obtain,
( p - l ) / p
M (2B.6)l-i
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where the term on the riglit hand side of the equation represents tlie product of the composite 
manufacturing aggi egate M, and the manufacturing price index. The product of these two variables equals 
the expendituie on manufacturing. Now, substituting p = (o - 1) /o with o = 1/(1 -  p), where o is the 
elasticity of substitution for manufacturing, and letting G denote tire symbol for the manufacturmg price 
mdex, we obtain the followmg expression for the manufacturmg price index:
G M  \i-cr
1= /
(2B.7)
Tliis identity shows that the minimmn cost of any product in the manufacturing goods composite index, 
M, is given by the price index G. A price index represents an expenditure function. By using the 
expression for tlie manufacturing price index in equation (2B.7) and substituting into (2B.5) after the 
necessary exponential substitutions, gives a demand expression for the zw/'’ manufacturing variety:
m,
(  MPj
G M  - G M (2B.8)
step in the consumer choice problem m to maximise utility by optimally aHocating 
mcome between agriculture and manufacturmg products. The consmner must maxhnise
U =M^A^ ^ subject to the constraint GM + p^A = V (2B.9)
The fir st-order maxunisation result provides the uncompensated demand functions for agriculture
(2B.10)
and for each vai iety of manufactm ing m,- the demand expression becomes,
iPjY
- ( (T -1 )G
for j  e [0, ri\ (2B.11)
An indirect utility function can now be obtained fiorn the consumer’s maximisation problem. Substituting 
equations (2B. 10) and (2B. 11) into equation (2B. 1) we obtain.
83
where llie term in the denominator is the cost of living index. A decline of eitlier agricultural
or manufacturing prices will increase consumer utility maximisation.
The indirect utility function (2B.12) can also be used to show the effect on consumer welfare as a 
consequence of an increase in the availability of more manutactui ed product varieties. Assmning that all
manufacturers are supplied at the same price so that p '^  ^ = p^^ the price index in equation (2B.7) 
becomes.
l=i
M  \  l"cr =  P i  « i (2B.13)
G"
This result is important for a number of reasons. First, it shows tliat an hicrease in tlie number of 
varieties available reduces the manufacturing price index, thereby increasing welfare. Second, tlie 
responsiveness of product price depends on the elasticity of substitution between product varieties o. The 
more differentiated product varieties are, the lower will be the value of a, and the larger the reduction in 
the price index as a result of more product varieties behig supphed. Tliird, an increase in substitute 
products -  varieties -  will cause the demand curves for existing varieties to shift downward. This can be 
seen in equation (2B.11). An hicrease in tlie number of varieties, n, reduces the price index and
increases mi. The increased product market competition thr ough the availability of more varieties, causes 
a downwar d shift of the demand cmves for existing products, and reduces tlie sales of these products. 
Fourth, tliis price effect is set in motion by agglomeration forces thr ough tlie clustering of industries.
The income equations of the two regions ar e defined by the following two equations:
(2B.14)
72 = //(I -  2)^2 + —  (2B. 15)
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The price index equations are derived from equations (2B.14) and (2B.15), after substitutions of 
equations (2A.6) and (2A.9), and the condition that D f = , lead to tlie price index equations for
region 1 and region 2, which become;
Gi (2B.16)
G2 ={X{w,Tf-^ (2B.17)
The wage equation for region 1 and region 2 are developed from equations (2B.16) and (2B.17). 
Each equation is expanded to incorporate tlie other region’s price index and the cost of tr ansportation. The 
resulting wage equations are as follows;
A  (2B.18)
W2 ^{YyGf-^D-^ - r Y ^ G t^ f^  (2B.19)
The real wage equations are derived from equations (2B.18) and (2B.19). Since the price of 
agricultmal products is assmned to be the numerahe in this normalized model, such that / /  = 1, tlie 
agricultmal price variable is elimhiated from tlie real wage equations. The real wage equations are then 
defined as;
(jUj = (2B.20)
(U2=WzG/ (2B.21)
The normalised core periphery model is defined by equations (2B.14) to (2B.21), and consists of eight 
equations and eight endogenous variables.
85
Chapter  2 Appendix  2c
Krugman *s Locational Gini Coefficient
The ‘locational Gini coefficient’ is a statistical ineasmement used to construct a Lorenz curve. A 
Lorenz curve correlates the cumulative percentage value of any two variables. Krugman (1991a) 
describes how a locational Gini coefficient is calculated. To measure the concentration of production 
activity in a region, Kr ugman measures the relationship between the cumulative percentage value of a 
region’s share of manufacturing employment, and the cumulative percentage value of a region’s share of 
employment in a given industry i. The measurement procedures to reproduce the calculations in Table 
2C.1 consist of six steps.
T a b l e  2C .1
L o c a t i o n a l  G in i C o e ffic ien -i';  R a n k in g  in  As c e n d in g  O iu > er
Region C(7G,,y) L G tj
(1) (2) (3) (4) (5) (6) (7) (8)
Ri 0.2 0.5 LCi = = 0.2 /0.5 = 0.4 0.2 0.5 0.714 0.714
A 0.4 0.4 LC2 = = 0.4/0.4 = 1.0 0.6 0.9 0.600 0.500
R3 0.4 0.1 LC3 = /RSf^^ =0.4/0.!=  4,0 1.0 1.0 0.500 0.200
Step 1 Step 2 ______ Step 3 Step 4
The three regions R\ for (/ = 1,2, and 3) are listed in column (1). A region’s share of 
manufacturing employment symbolised by is foimd hr colmnn (2). In column (3) we find a
regions share of employment in industry i, symbolised by RS^^^. Column (4) is tire calculated location 
coefficient used to rank the regions in either ascending or descending order. In colmnns (5) and (6) we 
find the cumulated values of the respected shares in ascending order. In columns (7) we find the 
cumulated ‘location Gioi’ coefficient calculated accordhig to equation (2C.2). Finally, column (8) shows 
tire calculated values of the location Gini based on the values in columns (2) and (3). The steps in tlie 
calculation of the above values are given below.
S t e p I
The first step consists of two parts; a) to calculate region f s  shar e of total manufactming employment as a 
percent of total national manufacturing employment, ; and, b) to calculate region f s  share of
employment m mdustry i as a percent of total employment hi hidustiy i, RS\‘^ f ■ The respective values of 
these two variables that Krugman uses in his example ar e listed in columns (2) and (3) of Table 2C. 1.
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STEP 2
The second step requires the calculation of the location coefficient. The location coefficient is measur ed 
witli the ratio;
(2C.1)
The numerical value of this ratio is then used by Kiugman to rank the regions. The values of tlie location 
coefficients are found in column (4) of Table 2C.1.
STEP 3
Step three in Krugman’s example, ranks the regions in ascending order, and adds the percentage values of 
the respective variables. The cumulative values of the two variables ar e listed in columns (5) and (6), and 
respectively sum to unity. This calculation makes use of tlie data in columns (2) and (3) of Table 1C. 1.
Step 4
Krugman’s (1991a, p.56) fourth step plots the cumulated values from columns (5) and (6) on the vertical 
and horizontal axis of Figur e 2C. 1, which is reproduced below.
F ig u r e  2C. 1
0.9
0.5
0.6O 0.2
Source: Knigman (1990), Geograpfiy and Trade, p.56
The cumulative percentage value of a region’s share of manufacturing employment, C {RSf '^^), 
is measured on the horizontal axis, while the cumulative percentage value of a region’s share of 
employment in the widget industry, , is measured on the vertical axis.
The figure tells us that 20% of tlie country’s manufacturing employment foimd in region 1, 
represents 50% of employment in the widget industry. The next 40% of manufacturing employment, 
found in region 2, represent tlie next 40% of employment in the widget industiy. The final 40% of
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matiufactuiing employment is located in region 3, and is only 10% of total employment in the widget 
industry. The cwved line OP represents tlie relationship between the cumulative percentage values of 
these two vaiiabies. These calculations indicate that employment in the widget industiy is largest in 
region 1, and that region 1 has a concentration of widget mdustiy production activity.
STEPS
To calculate the locational Gini coefficients, we use the ratio presented by Jacobson and 
Andi'éosso-O’Callaghan (1996). The ratio [using our symbolism] is defined as follows:
C {LG,j ) -  +
The calculation of the locational Gini coefficient makes use of the cumulative percentage values of the 
variables listed in columns (5) and (6) of Table 2C.1. The estimates of this ratio are listed in column (7) 
of Table 2C.1. The region with the higliest percentage of regional employment in the widget industiy 
relative to the region’s percentage share of total manufacturing employment will have, by definition 
(Krugman, 1991a), the higliest locational Gini coefficient value, and thus the highest concentration of that 
industry.
STEP 6
Our estimates show that region 1 has the highest concentration with a C(LG,y) = 0.714, and
region 3 the lowest C{LGf j ) ~  0.500. This outcome is contrary to Kingman’s (1991a, p.56) intended
illustration. ‘An industiy tliat was not localised at all, but simply spread out in proportion to overall 
employment, would have an index of 0; one that is concentrated almost entirely hr a region with small 
overall employment would have an index close to 0.5’,
However, if  we use the non-cumulated value of equation (2C.2), and use the data in columns (2) 
and (3), we obtain the same region rankings as if  we used the cumulated values. Figure 2C. 1 is a mirror 
image of the Lorenz curve when regions are ranked in descending order. This is illustrated in the 
following Table 2C.2.
In the following example, the six steps perfonned in calculating the values in Table 2C.2 are the 
same as before. The values of the locational Gini coefficients that form the Lorenz curve ar e obtained by 
ranking the values of the location coefficient lq in descending order as is illustrated in column (4) of 
Table 2C.2. A high location coefficient means a relatively low share of regional employment in a given 
industry, while a low value of the location coefficient means a relatively large share of regional 
employment in an industry.
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In Kingman’s example, region 3 has a low shaie of regional employment in tlie widget industry, 
but a relatively higher shm^ e of regional manufacturing employment, resulting m a high value of the 
location coefficient, region 1, on the other hand, has a high share of regional employment in the widget 
industry, and a relatively lower shar e of regional manufacturing employment, resulting in a low value of 
the location coefficient. The location coefficient relates regional industry employment to the size of 
overall regional employment.
T able 2C.2
LOCATIONAL Gini C o e ff ic ie n t:  R an k in g  in D escending  O r d e r
Region
LCi C{RSf^^) C{RSj‘^ '^>) L G u
(1) (2) (3) (4) (5) (6) (7) (8)
R3 0.4 0.1 LC3 = = 0.4 /0 .1 = 4.0 0.4 0.1 0.200 0.200
R2 0.4 0.4 LC2 = !RS^^  ^= 0.4 /0.4 = 1.0 0.8 0.5 0.385 0.500
Ri 0.2 0.5 LCi = = 0.2/0.5 = 0.4 1.0 1.0 0.500 0.714
Ranking the regions in descending order by locational coefficient results in a set of different 
percentage cumulative values of the variables than if the regions were ranked in ascending order. A plot 
of these values, as demonstrated in Figme 2C.2, results in a Lorenz curve and the respective values of the 
cumulative locational Gini coefficients C{LG^ j)  with a possible minhnum value of 0, and a maxhnum
value of 0.5. These values can only be obtained when fire locational Gini coefficient is calculated using 
the percentage cumulative values of the two variables, based on descending ranking order of the location 
coefficient.
C(/V5f'^) FIGÜRE2C.:
0
0.5
0.8 10.1 O 0.4
Source: Autlior’s own construction usiiig Krugman data
89
The Lorenz curve of Figme 2C.2, illustrates that the first 40% of manufactming employment, 
located in region 3, represents 10% of total employment in the widget industry. The next 40% of 
manufactming employment is located in region 2, and represents 40% of total employment in tlie widget 
industry. The final 20% of total national manufacturing employment found in region 3, and represents 
50% of employment in the widget industiy in a given country. This region has the lowest location 
coefficient and the highest concentiation of the widget mdustiy in the countiy.
The value of the cmnulative locational Gini coefficient is calculated to be:
C iR S lf)  1 1C{LGi, ) = ------------------  :.......... - 7 -  = -= -  = 0.5 (2C.3)[C{RSlf)  + C (RS f’”^ )] 1 + 1 2
This indicates tliat the higliest concentration of widget production is found in the region with a 
location Gini value equal to 0.500.
Tlie locational Gini coefficient can also be calculated using original data in columns (2) and (3). 
Tlie results are illustrated in column (8) of Table 2C.2. As in Table 20.1, this method avoids the tlnee 
steps of calculating the value of the location coefficient, ranking the data in descending order, and 
calculating the percentage cmnulative values of the two variables. The procedme used m colmnn (8), 
calculates location Gini-values that allow for the ‘post facto’ ranking of the regions in descending order 
based on the estimated regional Gini-concentration values. The range of the locational Gini coefficients 
measmed in this way is such that 0 < LG, y < 1.
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CHAPTERS 
DEFINING AND CLASSIFYING THE REGIONS
3.1 INTRODUCTION
The objective of this chapter is threefold; fiist, to develop a regional nomenclatme as developed 
by regional economists; second, to define the term ‘an agglomerate’ as the central place of production 
concentration; and thh d, to categorise and classify national regions in each of the EU countries.
3.2 A NOMENCLATURE FOR NATIONAL REGIONS
In past studies by regional economists, countries were divided into national regions (Paelinck and 
Nijkamp, 1975). In these studies, regions were geographical areas of unequal size whose boundaries are 
determined either by their geography or by an administrative area. In this dissertation, we will adopt this 
nomenclature and apply it to the core peripheiy model.
A region has a vector of measurable and quantifiable characteiistics such as natural resour ce 
endowments, population demographics, industrial structures, infirastiucture, institutions, villages, towns, 
cities and metropolises. Not all national regions are equally endowed with elements in this vector of 
characteristics. The disparate attributes of tlie regions reflect the evolution of economic activity due to 
geography, location, historical economic development, and entrepreneurial behaviour. National regions 
may be r anked on the basis of the quantitative values of tlieu variables thereby providing a portr ait of the 
range of economic (manufacturing) activity as it is dispersed (or concentrated) over the national regions.
Regional economists have traditionally distinguished between two classes of regions, 
administrative and programming (Paelinck and Nijkamp, 1975). The level of economic activity in an 
administrative region can cause it to be classified mto one of four categories -  polarised, contiguous, 
periphery, and natural. A progr amming region is a combination of one or more administrative regions.
3.2.1 Administrative Region
A country is politically defined by its national borders, as are its provinces, regions, and counties. 
An administrative region is an area defined by political and/or administrative boundaries. Political 
boundaries are national borders, while admiitistrative boundaries are regional borders separating regions 
within a nation. An administrative region defines an individually chcumscribed geographic area with an 
economic structure. An administrative region’s economic structure may not always be confined witliin its 
administrative boundaries. Intersectoral linkages may create input-output relationships of an economic 
structure to extend beyond a single administrative boundary into an adjoining administrative region, thus 
creating intenegional economic linkages.
Admirristrative regions are significant since they serve as a starting point for government 
intervention and planning. Economic policy aimed at a specific administr ative region may have no effect 
on that region if  the intersectoral and interregional linkages are not clearly identified (Paelinck and
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Nijkamp, 1975). In the EU, regional policy measures througli the European Reconstruction and 
Development Fund (ERDF) aim at the administr ative region and its counties.
3.2.2 Programming Region
A programming region consists of one or more counties within an administrative region, or a 
combination of adjacent counties in adjoining administrative regions or one or more administrative 
regions in then totality. A programming region is a clearly defined geographic area that is targeted for a 
particular- regional development programme. Its geographic boundaries are defined such that planning 
objectives may be efficiently accomplished.
Programming regions are ‘target regions’ where specific economic policy measiues can sthnulate 
economic growth. An optimal policy for a programming region requir es a clear identification of both the 
economic objective to be attained, and the structure of the regional economy as defined by its input- 
output linkages. Regional input-output structures could differ because of different technological and 
factor endowments. The economic effects of such stimulation should transmit growth to adjoining 
counties and regions, and thus affect industries through their interregional and intersectoral linkages 
(Boudeville, 1963).
3.2.3 Polarised Region
A polarised region is a region ‘... that consists of interdependencies between economic and 
spatial elements’^ .^ The economic environment manifests a high degree of external economies, and 
intersectoral commodity and factor flows. The spatial element refers to traffic, transportation, and 
communications. The degree of polarisation depends on the intensity and integration of all economic 
activity within die region. It can be characterised as being a singular* physical area wiüi an interwoven 
pattern of economic activity between industrial sectors reflecting forward and backwar d linkages. It is the 
spatial integration of interdependent heterogeneous production activities, which can create structmal 
(compositional) inter-industry differences between these types of regions, leading to disparities in tire 
levels o f regional incomes.
Boudeville (1963)^* has argued Üiat a polarised region should satisfy the following three criteria 
of; i), a total population of more than four* million people; ii), an integrated industrial complex; and iii), a 
relatively high volume of exports. Boudeville’s population criterion recognises not only the need for a 
large labour force with pmchasmg power, but also hnposes a boundary on the rninimmn size of a 
polaiised-region.
(Perroux 1955, Boudeville, 1963) in Paelinck and Nijkamp 1975 
In Paelinck and Nijkamp, (1975)
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3.2.4 Contiguous Region
A contiguous region is defined as a region that is adjacent to, and borders on, a polarised region. 
It possesses an economic stmctme drat is dependent on diat of a polarised region. Fiu'thermore, a 
contiguous region is an administrative region with intersectoral and intenegional input-output linkages to 
the polarised region. However, the level of economic activity in the contiguous region is weaker- than that 
in the polarised region (Paelinck and Nijkamp, 1975). Consequentiy, this means, that we cannot assmne 
that regional classification will automatically result m the defining of autonomous core and periphery 
regions. An economic mput-output stnicture does not necessarily have to be confined to one 
administrative region, but can extend to an adjohiing region.
3.2.5 Periphery Region
Regional economists note diat a periphery region is an outlying region and, as its name suggests, 
geograpltically distanced in space fi-om a polarised region. The spatial geograpltic location of a periphery 
region is such that strong intersectoral and interregional economic linkages between it and a polarised 
region are not strongly developed. Kiugman (1980, 1991a, 1991c, 199Id) has described a periphery 
region as ‘a geographic area with a low population density, consisting mainly of farmers, and a small 
share of manufactming laboiu- vis-à-vis tire polarised region.’ However, the European Commission 
(1994) describes peripheiy regions as national border and coastal regions with low levels of economic 
activity. These pre-integrated regions are peripheral because their neighbouring foreign regions have a 
different social, economic, legal, and political system. These differences restrict trade, and limit the 
complete development of interregional demand and supply Ihikages (Krugman and Venables, 1996; 
Hohnes, 1997),
Bihlhart and Torstensson (1996) contend tliat a country's periphery region, such as a coastal 
region or border region, could also be classified as a polarised region since such regions fiinction as trade 
routes witli tire rest of tlie world. Geographic distance, high transportation costs, and barriers to trade 
encourage the development of peripheral coastal polarised regions. Similarly, national mtemal border 
peripheral regions may become polarised regions due to an abundance of natural endowments, economic 
historical development, and qualitative and quantitative barriers to trade. In a pre-integration situation, 
then- economic development is contingent upon then industrial structiue, and trade with foreign regions. 
Therefore, it would thus be erroneous to assrune a priori that all peripheral regions have the 
char acteristics of natmal regions.
3.2.6 Natural Region
A natural region is typified by geographical and physical characteristics such as climate, soil 
conditions, land fertility, height above sea level, and geographic location in space. The economic 
activities associated with natural regions include agriculture, forestry, mining, shipbuilding, and tourism.
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A natural region is relevant for deterrnining the optimal spatial dispersion of agricultur al production, in 
order to minimise the transportation costs of agricultural products. Forestry and mining are fixed natural 
resource endowments, while shipbuilding is located along coastal waterways. A natmal region exhibits 
wide population dispersion with many small urban areas characterised by processing and local 
manufacturing industry and by low per capita income levels.
3.2.7 A Three-Region Classification for National Administrative Regions
Tire ear ly trade hterature (Krugman, 1980, 1981a) concerned itself with trade between countries, 
and emphasised trade effects on the ‘home market’ or the ‘larger market’. This line of theoretical analysis 
o f international tr ade can be equally extended to trade between regions in a large geographic ar ea such as 
the EU. The theory would then apply to interregional trade witli highly populated core regions being the 
‘home markets’.
In this study the regional nomenclature will be as follows: a polarised region will be called a core 
region; and a contiguous region will be known as an adjacent region. The nomenclatm e for the periphery 
region remains the same, and the term periphery includes the natmal regions. This creates a duee-region 
classification of national administrative regions. Tire advantage of this classification lies in the ease with 
which it permits dre international comparison of the intensity of economic activity between comparable 
administrative regions.
3.3 AN AGGLOMERATE
An urban agglomerate is defined as a densely populated urban centre with an industrial complex. 
This definition captures both the regional demand and supply forces, and the pecuniary agglomerate 
advantage of production concentration. A core region denotes, by definition, an administrative geographic 
area with a high population density and a higlr concentration of industrial activity. In this study, an 
agglomerate is defined as a core region with one or more mban agglomerates. Tire term core region is 
therefore synonymous with die term agglomerate and Krugman’s (1991b) home market concept.
In his analytical fiamework of industry concentration, Weber (1909) introduced the concept of 
‘spatial agglomerate economies’ as a determining factor in the location decision of a firm. Agglomerate 
economies arise from the extra reduction in production, transportation, and commrmication costs, due to 
die clustering of intermediate and final goods-producing firms in one location. Transportation and 
communication costs are all costs incurred through frrms’ interaction with their input and output markets. 
These costs can be minimised if  firms cluster, tiiereby creating economies of scale. The new trade 
literature refers to these benefits as ‘pecuniary agglomerate advantage’.
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Lôsch (1954), like Kmgman (1978), has argued for die importance of population density in 
agglomerate formations. He noted that,
‘Spatial agglomerations such as tcfwns are the results of agglomerative forces in both the 
production and the consumption sphere. These agglomerative forces may be of a different nattme, 
for instance economies of scale, external economies, and psychological attraction forces. In this 
wav. the v^ eneral interdenendent location vroblem is closelv linked iw with the analysis of urban
Losch also recognised the relevance of regional non-uniform utilit)  ^ functions. Kiugman (1978), on the 
other hand, assumes a uniform utility function across regions, hr describing and discussing Losch’s 
location theory, Paehnck and Nijkamp (1975) point out that,
‘The existence of agglomerative forces leads to the concentration of different production units in 
one spatial point. This concentration of production is contt'olled by the minimisation oj 
transportation costs within the entire industrial complex. The assumption of agglomeration 
advantages and of minimisation of integrated transportation costs, ... leads to bundles of industrial 
centres and cities, in which a maximum number of different individual production units will be 
located at the same place. In this way, the economic landscape will show areas with a high and a 
low industrial and urban concentration. ’
Losch hnplicitly recognised the importance of backward and forward demand linkages in agglomerate 
formation. As previously stated, his use of the term ‘psychological attraction forces’ indicates individual 
regional locational utility preferences for both management and labour (Ludema and Wooton, 1997). 
Lôsch’s most salient contribution is the explicit recognition of the role of large urban centres, which 
Kiugman refers to as the ‘home market’. In this study, the home market concept is synonymous with both 
that of ‘an agglomerate’ and a core region.
Economic integration can affect the industrial composition of agglomerates and has raised the 
issue of agglomerate stability. Krugman and Venables (1996) have discussed and recognised the 
importance of input-output structures for industrial districts. They conclude that a reduction in barriers 
can result in the relocation of mdustiy. More specifically, they argue that intermediate goods producers 
will relocate to those agglomerates with the highest concentration of their final goods producers. 
Similarly, final goods producers may relocate to industrial complexes where similar' type firms in the 
industry are located. This, however, would not necessarily affect the stability of the agglomerate, but 
mstead, through the intenegional relocation of intennediate and final goods suppliers, it would transform 
tire composition of the industrial complexes. This would result in a higher concentration of a particular 
industry in any given regional agglomerate^^, and can result in complete specialization, thereby changing 
the pattern of inter-agglomerate trade fiom intra to inter industry.
The recomposition of industrial structures does not necessarily imply a core periphery outcome. 
The theoretical literature has proven that industries will not relocate collectively, leaving a region without
The tiieory of regional or agglomerate growtli is based on the Krugman assumptions o f complete labour mobility, urban 
population growth with its purchasing power, uniform consumer utility functions, and shnilar production teclinologies across 
regions.
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an industrial complex. Venables (1994) has pointed out that endogenous forces dampen the incentive to 
agglomerate, however, when agglomeration does occur it is associated witli wage differentials between 
locations. These wage differentials discourage industry concentration and encomage a diversified 
outcome with wage convergence. Ludema and Wooton (1997), and Forslid and Wooton (1999) postulate 
that, ultimately, agglomerates will be stable because of the forces of comparative advantage and the 
imperfect mobility of international labour.
In summary, the definition and identification of regional agglomerates facilitates the examination 
of national manufactming structmes in core regions versus adjacent and periphery regions. Given the 
classification of regions, and the nature of their input-output production structur es, it is not mu’easonable 
to expect that industrial structmes of a given core region will have economic linkages with the less 
developed industrial structmes of adjacent regions. The competition effect could lead to economic growth 
of adjacent regions. However, economic linkages, in the form of manufactming activity, between a core 
region and a periphery region can be expected to be weak due to the transport intensity of manufacturing 
products (Venables and Limao, 2002).
hr the face of economic integration the existerrce of national agglomerates ensmes inter­
agglomerate trade between them. The trade literatme indicates that the core region produces for the local 
market and for export (Boudeville, 1963; Krugman, 1991b, Davis and Weinstein, 1998). However, with 
the removal of trade barriers, manufactmers in the core regions have access to potentially new product 
markets, which, in the first instance, are the densely populated foreign manufactming core regions. In 
addition to this, competition will enhance hnport substitute manufactming in all regional agglomerates 
(Krugman and Venables, 1996). Consequently, the composition of regional manufactming structmes will 
be altered through industry relocation driven by tire need for external and internal economies of scale, the 
dependency on input-output relationships, the need to enhance comparative advantage, and the desire to 
reduce transportation and trade costs (Forslid et al, 1999).
3.4 A NATIONAL REGIONAL CORE, ADJACENT, PERIPHERY (CAP) MODEL
The objective of tlris section is to develop a simple three-region model to classify a coimtry’s 
administr ative regions into core regions, adjacent regions, and periphery regions. The significance of the 
model is threefold. First, it provides a framework for analysing tire forces of agglomeration and 
dispersion at the national regional levels where the shocks of economic integration are initially felt. 
Second, the model can be easily extended to a multi-region CAP model. Third, the CAP model develops 
an alternative industry concentration measmement, apphcable at the regional level. These three issues are 
examined in subsequent chapters.
Tlris section is divided into three parts. The first part focuses on the development of a Core, 
Adjacent, and Peripheiy (CAP) model. The second part defines the mathematical structme behind the 
CAP model. The third part explains the criteria, data, and methodology utilised in classifying tire national
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regions. Tliis classification is then used to identify and examine the distribution of these regions 
thr oughout the geography of the integrated European market. This allows for the identification o f the EU 
geographic core, the individual EU core regions, tire adjacent regions, and the EU geograpltic periphery.
3.4.1 Development of the CAP Model
Tire development of the CAP model employs two traditional themes of regional economics. The 
first, is von Thtinen’s (1842) concentric circle theory of cultivation. The second, is the theoretical 
nomenclature used by regional economists ecnomists to describe region types (Paelinck and Nijkamp, 
1975). The CAP model is a synthesis of these traditional lines of thought. Tire CAP model differs fiom 
the Venables aird Limao’s (2002) Heckscher-Ohlin-von Thtinen model in a rrumber of ways. One, the 
CAP model is a national regional model and not a multi-country model. Two, the CAP model is a 
seanrless geographic world of regions and not of ‘disconnected’ countries. Three, the CAP model 
assumes interregional labour mobility. Four, the CAP model is a fiamework for measuring the 
endogenous forces of economic geography in a world of imperfect competition. The shnilarites that exist 
pertain to; one, the inverse relationship between distance from tire core and the income received for 
production activity; and, two, the appropriate analytical fiamework provided by the CAP model to 
examine the ‘interaction of two types of [region] characteristics with two types of commodity 
characteristics,’
Von Tliiinen’s concentric circle theory of cultivation locates production activity across tirree 
geographic areas consisting of: a populated ur ban area that serves as tire consumption and manufacturing 
core, and a fir st and second ring of regions where agricultmal production is located. Von Thünen 
illustrated that the transportion costs of market access reduce the level of rental incomes, in dir ect r elation 
to the distance between the location of production activity and the core region. The fiufher production 
activity is located away fiom the core region, the lower will be tire level of wages and incomes received."^ ®
hr Diagram 3.1, the concept of administrative regions is superimposed upon Von Thtinen’s 
concentric chcle model. The timer circle A represents the central urban area. Similarly, PqPi and P1P2 
respectively respresent the distance of the first and second rings aroimd the core. This defines the 
concentric cir cles. The urban area A represents an administrative core region. Contiguous to the core 
region is an area whose administrative boundaries are indicated by bcde. This area is an adjacent region 
which encompases, for example, three urban centres, «. This adjacent region falls within the first 
concentric circle ring. Juxtaposed to the adjacent region is a region, abef, which falls in the second 
concentric cir cle ring. Tlris region is a periphery region consisting of two small towns, t. Jointly these 
three regions define the CAP model. Distance fiom the core to the periphery is represented by the radius 
E0P 1P2 .
' Contrary to Venables and Limao (2002), the CAP model assumes all regions are connected.
98
The CAP model is a domestic regional model where all regions are connected. Labour is mobile 
between regions and sectors. Product markets exhibit imperfect competition. Given that manufacturing 
goods are produced with increasing return technology under conditions o f  imperfect competition, the 
CAP model facilitates analysis o f  the forces o f  agglomeration and dispersion. The home market effect, 
and its reinforcng price effect, are the two forces that work themselves out in the core region resulting in 
liigliei real wages. Tlie competition effect, wliich resuslts in firm (industiyO relocation, works itself out in 
the first and/or second rings around the core region. This, however, is contingent upon, what will 
subsequently be referred to as , the firm ’s (industry’s) ‘geographic location m ix’. The geographic location 
mix is defined as the fin n ’s (industry’s) combination o f  bearable transportation costs, unexploited 
economies o f  scale, and the need for input-output structure in relation to its market -  the core region.
D ia g r a m  3.1
R e l a t io n sh ip  B e t w e e n  C o n c e n t r ic  C irc les  a n d  Re g io n s
_Q
Source: Author’s own construct.
The model is significant due to its ability to trace the domestic interregional economic effects o f  
an external shock such as economic integration. The importance o f the adjacent region'” is its distance to 
the core. Since it is geographically closer to the core than the periphery region, this proximity enhances 
the attractiveness o f  the location. Any wage differential, between the core and the adjacent region, 
increases the attractiveness o f  this region for industry location, while retaining profitable access to the 
core region. Centralit>' is the CAP m odel’s primary focuses, however, at the domestic regional level, the 
model allows for the identification o f  one or more national core regions. In addition, it is also readily 
transformed into a multi-region CAP model. The mathematical development o f  the following equations is 
found in Appendix (I) o f  Chapter 3.
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The multi-region CAP model is defined as follows: 42
(:/LP/==<:y n . 0 9 c p  > =  2? (310)M  M
Where, CAPj represents a core, and a cluster o f; adjacent, and peripheiy regions. These region types are 
symbolised by: Cj core, Aj adjacent, Pj peripheiy. Distance from the core is represented by the symbol 8 . 
The expression in brackets states that the distance fiom the core to the peripheiy $cp is greater than the 
distance firom tlie core to the adjacent Oca, and the distance fiom the adjacent to the periphery 6ap is 
gieater than, or equal to the distance fiom the core to the adjacent. The symbol 0  indicates that the 
regions aie non-overlapping.
The multi-region CAP model is called a CAP cluster. The number of first and second ring regions 
around the core agglomerate determines the number of regions in tlie cluster. For example, if a core 
agglomerate is contiguous to one adjacent and one periphery region such that /  = 1 for both Aj and Pj, this 
results in a basic tluee-region CAP cluster. On tlie other hand, if a core region is suiiounded by three 
adjacent regions and two periphery regions, then Aj =3, and Pj = 2, this would provide us with a six- 
region model, with economic interaction occurring between the regions due to their geographic 
proxhnity.
A multi-region countiy Uj can consist of a number of CAPj clusters, each with a varying number 
of regions. An individual country is the sum of its CAPj clusters, expressed as follows:
CAP C A P
U, = Z C â P j  = ' E C j  >^CA ^0Ap) = e> (3-lOa)
J=1 jF=l J=1 j =l
Where, countiy Ui is the sum of it CAPj clusters. For example, Spain has the three CAP clusters of Pias 
Vasco, Madrid, and Cataluna, with each cluster consisting of a different number of regions. This would 
typify a national multi-agglomerate production stmctme.
The multi-region CAP model ceases to exist in two cases. First, when the regions in a country do 
not meet tlie adjacent and/or periphery region criteria; it is entirely possible tliat a countiy consists o f a 
collection of regions where each adjoining region meets the core region criteria. This results in a 
geographic area of contiguous densely populated regions or agglomerates. An example of this would be 
the collection of core regions in the Geiman provinces of Baden-Württemberg and Bayern. Second, the
See sections (d) of Diagrams 2.8 and 2.9 of the Forslid e t  a/.,(1999) paper that pertain to industry relocation, hi tlie analysis 
firms relocate either from die outer core to die inner core or vice-versa and from the core to the periphery. An adjacent region or 
country eliminates this gap,
'‘^ Equation (3.10) is developed from equation (3.9) in Appendix I, Chapter 3. Each CAP cluster is a union of administrative 
regions around a core region that form a non-overlapping collective.
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model is not applicable when a country has no periphery regions. In this instance the adjacent region 
would become the growth region, as would be the case in Belgium.
The core regions within a countiy represent a central geographic location of concentrated 
production activity. These regions attract or disperse economic activity. If the core is an attraction region, 
the agglomeration forces pull economic activity from the adjacent and the peripheiy regions, to the core 
as a result of higher wages. Conversely, if the core is a dispersion region, the competition effect will push 
economic activity in the opposite direction. That is, if die cost of production in die adjacent and peripheiy 
regions is relatively lower than in the core region i.e. a wage differential, the core becomes a dispersion 
region.
The CAP model postulates that the pre-integration regions in the CAP clusters aie not 
symmetrical. In other words, manufacturing is not equally distiibuted over the regions, but instead the 
CAP model indicates a sequentially declining manufacturing concentration from the core to the 
peripheiy. The model also assumes, by definition o f the regions, that the regional concentration of 
agricultural production is the inverse of manufactuiing concentration. This means that agricultural 
imports to the core are subject to transportation costs. This indicates an upward sloping factor input 
supply curve that will eventually mitigate the forces of agglomeration hi the core regions (Krugman and 
Venables, 1990).
The dynamics released by the forces of economic mtegration would initially impact the core 
agglomerates, and from there, they would spread to the lower cost adjacent regions, and into the 
periphery regions. It affects a firm’s (industry’s) geographic location mix. Together with an improved 
domestic infiastmcture, reduced transportation costs, would encourage the relocation of firms away from 
the core that are: i) not dependent on strong input-output structures, ii) and/or have low demand 
elasticities, iii) and/or wish to relocate to lower cost regions, to enliance their comparative advantage 
positioir. hi the case of labotu- intensive mdustries, the hnpact of these dynamics is more pronounced.
3.4.2 Data, Criteria, and Methodology
Data
The sour ce of the data used for the analysis of the EU regions was the Eurostat (1993) publication 
"Portrait o f the Regions\ Vol. 1 -  4. This publication provided the most unifomr data for the EU IS 
Member States. However, the data is not completely uiriform across aU regions for a number of reasons: 
Geiman Unification was completed in October 1990, and Finland, Austria, and Sweden were admitted to 
the EU in 1995. For the former East German Lander, the data was supplemented by infoimation from the 
Euiopean Commission publication, (1994), ‘EC Regional Policies, Competitiveness and Cohesion’, while 
valions Eurostat publications ‘REGIONS - Statistical Yearbook’ have provided missing data for tlie other 
countries. The regions of all Member States have an identification code at the NUTS 1, NUTS 2, and
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NUTS 3 levels.'^  ^Although the regions of Ireland have a NUTS 2 code, the regional data is not published 
on a consistent basis. The same is true for Denmark. This study employs regional data at the NUT 2 level 
for 1989 and 1990.
The publication, "Portrait o f the Regions", provides infoimation on geographic, demograpliic, and 
economic variables. Data pertaining to these variables was available on the provincial, regional, and 
county levels. Each region is subdivided into its counties. The county level provides information on the 
mban areas in each county, and thus the region in its totality. In each administrative NUTS 2 region the 
nmnber of mban centres are classified by total population categories of one hundred thousand or greater, 
fifty thousand or greater, and twenty thousand or gieater. This information facilitates the identification of 
the major urban centres in a region. The mban population density per square kilometre statistic is 
provided for each major city in an administrative region. The regional population statistic- population per 
square kilometre -  is a population density measme for each county in the region, and the region in its 
totality. It includes the population in mban and rmal districts.' '^^
Classification Criteria
In the Labom- Force Smvey of 1998, Emostat'^^ introduced the concept of mbanisation and mban 
aieas for each region. Three types of regions are defined according to their degree of mbanisation. 
Although they have been somewhat modified, this analysis has made use of these definitions. A densely 
populated region is one where one or more mban areas have a population density of more than 500 
people per square kilomètre. The region may also contain other mban areas with a lower population 
density. An intermediate region is one that is composed o f one or more mban areas with a population 
density of more than 100 people per square kilomehe, [but less than 500 per square kilometre, and 
borders on a densely populated r e g i o n ] . A  region with a low population density is characterised as 
having less than 100 people per square kilometre and does not border on an intermediate area. However, 
this analysis will not make use of the Emostat definition of a low population region. Alternatively, any 
region that does not border on a densely populated region, but only on an intennediate region, will be 
referred to as a periphery region. A low population density region, as defined by Emostat, can only be 
assumed to be an island region.
This study uses the following regional definitions for classification purposes. A core region is 
defined as a region with one or more mban areas with a population density greater than 500 people per 
square kilometre. Such an mban area is called an mban agglom era te .The term, adjacent region, refers
NUTS is Eurostat’s acronym for ‘Nomenclature o f Territorial Units for Statistics’.
The author has developed a database containing geographic, demographic, and economic data at the NUTS 1, NUTS 2, and 
NUTS 3 regional classification levels.
Eurostat, Statistics in Focus: Regions, 1998 (4)
Author’s insertion and modification.
Eurostat definition.
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to those regions, which border on core regions, and that have one or more urban areas with a population 
density greater than 100 people, but less than 500 / km^. Finally, a periphery region is a region bordering 
only on an adjacent region or another periphery region. Furtheimore, a peripheiy region can have one or 
more mban areas with a population density greater or less than 100 people per square kilometre.
Methodology
The CAP model has postulated that a core region can be smxounded by a first-ring of adjacent 
regions, and a second-ring of peripheiy regions. The number of adjacent and periphery regions in a 
cluster can vaiy depending on the dispersion and density of mban agglomerates. A CAP cluster j  is 
defined in equation (3.10) as follows:
G4P, =C, = 0  (3.10)j=\ j=\
To obtain a three-region CAP model, this analysis assmnes that / = 1, and rewiite equation (3.10) to 
include the theoretical regional criteria as follows;
CAPi -(p{tipdf)&Cir\y{updf)^A^r\y{upd^)&Pi{OQP >0^^ >(9^) = 0  (3.11)
This expression (3.11) defines a thiee-region CAP model consisting of one core, one adjacent, and one 
periphery region. The hierarchical link between the regions is deteimined by the population density and 
distance criteria. The subscripts i refer to the nmnber of mban aieas in the respective regions.
The classification procedure used the mban population density of cities in the administrative 
regions. The regions were then classified into core, adjacent, and peripheiy based on the mban population 
and the distance criteria. These are listed in Table 3B.1 in the Appendix 3B to Chapter 3. There me six 
types of core regions, fbm types of adjacent regions, fom’ types of peripheiy regions, and fom types of 
island peripheiy regions. The major classifications of core, adjacent, and peripheiy have been 
subcategorised. Tlie region types me identified by the symbols R(x,y), where R refers to region type: C, A, 
P, and IP, X indicates the regions population criterion, and y  represents the number of mban meas in the 
region that meets the required criterion. The classification of methods and tlie symbols used is described 
in detail in Appendix 3B of Chapter 3, as me the regional classification results.
3.5 THE CLASSIFICATION AND DISTRIBUTION OF THE EU REGIONS
The objective of this section is to classify the administrative regions into core, adjacent, and 
peripheiy regions, and to exmnine their distribution thioughout the countries of the EU. The significance 
of the classification of the regions lies in die subsequent ability to identify and compme industry location
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and concentration before and after the complete removal of trade barriers in 1992. Unification encourages 
the former border periphery regions to establish interindustry and interregional economic linkages to 
stimulate their economic development. As such, the creation of an integrated geographic market results in 
a reclassification of the border periphery regions contiguous to foreign core regions.
Tliis section focuses on regional classification, rather than on the comparison of interregional 
industry concentration. The foimer analysis must precede the latter, wliich becomes a topic for 
subsequent research. The analysis in this section yields answers to several key questions. First, how 
many CAP regions are there in each individual member state? The answer to this queiy will reveal the 
number of CAP regions in each country, and the change in the classification of peripheiy regions to 
adjacent regions as a result of unification. Second, this analysis affords us the opportunity to study the 
location and distribution of the regions in geographic space in order to determine the classification of 
regions positioned in the EU geographic periphery. Third, it allows for tlie exact identification of the EU 
geographic core, as well as the independent core agglomerates that signify a multi-agglomerate 
production structure (Krugman, 1991a)
The prelhninaiy stylised facts indicate tliat the fifteen EU member states consist of 81 provinces, 
222 regions, and 874 counties, including the regions of Denmark and heland, but excluding the French 
Dependencies. Tlie mtegrated market has a total of 2,449 urban centres, o f which 355 each have a total 
population greater than 100,000 inhabitmrts, 509 each with a total population greater than 50,000 
inhabitants, and 1,585 with a population greater than 20,000 inhabitants. However, ui’ban areas with a 
population less than 20.000 are not included in the above total.
The results of classifying the national regions into core, adjacent, and peripheiy are found in 
Table 3.1. The periphery regions have been subdivided into continental and island peripheiy regions. The 
Irish and Danish regions are included.
The classification results reveal five salient points. One, Belgium has no peripheiy regions, while 
Denmark is a predominantly peripheral area. Two, Germany has 29 core regions and two periphery 
regions. Tluee, France consists of one core region and 15 peripheiy regions. Four, Greece, heland, 
Austria, Finland and Sweden respectively have only one core region. Five, the counhies with the highest 
relative number of core regions aie the UK, Belgium, the Netherlands, Germany, and Italy. Tliere is some 
change in regional classification after EU integiation in 1992. This consists piimaiily of the change of 
border periphery regions into adjacent regions.
Core regions are agglomerates. These agglomerates are distributed throughout tlie individual EU countries. Identifying their 
location contributes significantly to the analysis o f industry concentration in the EU. Furthermore, it facilitates the EU 
interregional comparison of regional industry structures, concentration, and specialisation.
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T a b le  3.1 
EU 15 R e g io n a l  C la s s i f ic a t io n  1990
( 1) (2) (3) (4) (5) (6) (7)
N Country C A P IP Total
1 Belgium 6 5 112 Demnark 1 3 9 1 14
3 Germany 29 7 2 38
4 Greece 1 2 6 4 13
5 Spain 4 7 5 2 186 Franco 1 5 15 1 22
7 Ireland 1 3 4 8
8 Italy 5 11 2 2 20
9 Luxembourg 1 110 Netlierlands 5 4 3 12
11 Austria 1 1 7 9
12 Portugal 2 2 1 2 7
13 Finland 1 1 3 1 6
14 Sweden 1 1 6 8
15 UK 14 16 5 35
Total 72 69 68 13 222
Source: Author’s own calculation.
To address the issue of how the classification of regions changed after the removal of trade 
barriers, i.e. Europe 1992, a more detailed overview of the regional classification is necessary. Although 
the information in Table 3.1 provides a comprehensive overview of regional classification, Table 3.2 
presents a more detailed view that considers the urban population density criteria. Table 3.2 represents the 
regional classification of a segmented Europe, as was the case before tlie signing of the Maastricht Treaty 
of 1992. The column numbers of Table 3.2 correspond to those of Table 3.1.
Table  3 .2
D etailed E U  15 Region  Classification 1990
( 1 ) (2 ) (3) (4) (5) (6 ) (7)
N  Country C Cl C2 C3 C4 C5 TC A A1 A2 A3 TA PI P2 P3 P4 TP IPl IP2 IP3 IP4 TPI Total
1 Belgium 1 5 6 1 4 5 0 1 1
2 Denmark 1 1 2  1 3 3 6 9 1 1 14
3 Germany 3 12 10 4 29 1 5 1 7 2 2 38
4 Greece 1 1 2 2 1 4 1 6 2  2 4 13
5 Spain 1 1 2 4 2 3 2 7 3 1 1 5 2 2 18
6  France 1 1 2 3 5 12 3 15 1 1 2 2
7 Ireland 1 1 1 2 3 4 4 8
8  Italy 1 2  2 5 7 4 1 1 1 1 2 2 2 2 0
9 Luxembourg 0 1 1 0 1
10 Netlierlands 1 1 1 2 5 4 4 3 3 1 2
11 Austria 1 1 1 1 6  1 7 9
12 Portugal 2 2 1 1 2 1 1 2 2 7
13 Finland 1 1 1 1 1 2 3 1 1 6
14 Sweden 1 1 1 1 2 1 3 6 8
15 UK 1 3  1 1 7  1 14 14 2 16 3 1 1 5 35
Total 9 3 16 17 23 4 72 3 42 17 7 69 36 16 10 6 6 8 8  3 0 2 13 2 2 2
Source: Authors own calculations.
3.5.1 Core Regions
Europe is comprised of seventy-two core regions, varying in population density and number of 
ui'ban aieas. Of these, nme ar e single city core regions (C). Three of these single city core regions are
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located in Geimany. The UK has three multiple city core regions (Cl). There are sixteen core regions 
(C2) with urban areas whose population density exceeds 2,000 people per square kilometre, of which 
twelve are located in Germany. Geimany also has the most (C3) core regions with an mban population 
density that exceeds 1,000 people per square kilometre. A third of the total core region consists of regions 
with urban agglomerates (C4) of 500 or more, but less than 1,000 people per squaie kilometre; seven of 
these are found in the UK, five in Belgimn and four in Geimany. There are four (C5) core regions with 
mban agglomerate whose population density is less tiian 500 people per square kilometre. These 
agglomerates are found in Ireland, Northern heland, Finland, and Sweden.
3.5.2 Adjacent Regions
There aie a total of sixty-nme adjacent regions in the individual countries that foim the first order 
contiguity circle of regions.'^  ^There are three adjacent regions, (A), that smround a core region. This type 
of region is characterised by towns and cities with a veiy low (< 20/km^) population density, where the 
core region attracts all economic activity. For example; in Belgimn, Vlaams-Brabant smrounds Brussels; 
in Germany, the region of Brandenbmg smrounds the core city-region of Berlin; and in Austria, the 
region of Niederosteirech smrounds the region of Vienna. Of the sixty-nine adjacent regions, forty-two 
have mban agglomerates (A I) with a population density between 100 and 499 people per square 
kilometre. The UK dominates this category with fourteen such regions, followed by Italy with seven and 
Belgium with fom. There aie seventeen adjacent regions (A2), with mban centres where the population 
density lies between 50 and 99 people per square kilometre. Finally, the data revealed seven adjacent 
regions (A3) with one or more mban areas, each with population densities less than 50,000.
3.5.3 Periphery Regions
In the geographic region of Emope, there are eighty-one peripheiy regions subdivided into sixty- 
eight continental and thirteen island peripheiy regions. Of the sixty-eight continental peripheiy regions 
(PI) that border on an adjacent region, more than half have mban areas with a population density greater 
than 100, but less 500 people per square kilometre. France dominates this category with twelve such 
regions, followed by Austria with half as many. Of Demnark’s six periphery regions (P2), one or more 
mban centres have a population density exceeding 50, but less than 100 people per square kilometre. Of 
the ten (P3) periphery regions, with an mban population density great than 20 but less than 50 thousand 
people per squar e kilometre, four aie found in Ireland. Finally, the six (P4) peripheiy regions, witli urban 
population densities less than 20 thousand people per squaie kilometre, consist of the two adjacent 
peripheiy regions of Ita-Suomi and Pohjois-Suomi in Northern Finland, the three adjacent peripheral 
regions of Norra Mellansverige, Mellersta Norrland, and Ovre Non land, that stretch mto Northern
The term ‘first-order contiguity’ refers to the first concentric circle around the core region.
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Sweden; and the Scottish Highlands and the Islands in the UK. It is significant to note that in pre­
integrated Emope, France had tire lar gest nmnber of peripheiy regions in the EU Since periphery regions 
are predominantly agricultmal, tliis geographic fact influences France’s bargaining position m the 
Common Agricultmal Policy discussions.
3.5.4 Ishmd Periphery Regions
In total, there ai e thnteen peripheral-island-regions under EU administration. Of these, eight have 
mban centres (IPl) with total populations of 100,000 or more. The second set of peripheral-island- 
regions (IP2) is primarily composed of the Grecian Islands of Voreio Aigaio and Notio Aigaio. O f these 
two, the former has two mban centres with a total population of 50,000 or more, while the latter has only 
one. Finally, both Finland and France have a peripheral island region in the (IP4) category. The French 
island of Corsica has two mban centres, each with a total population less than 20,000. In contrast to this, 
the Fhiish peripheral island region of Aland, on the other hand, which lies halfway between Finland and 
Sweden, does not have an mban centre at all.
3.6 EU GEOGRAPHY POST 1992
Emope 1992 desegmented the Emopean markets by removing non-tariff barriers. Table 3.3 shows 
the reclassification of peripheiy regions into adjacent regions after the removal of these barriers. The 
reclassification pertains to those member state’s peripheral-border-regions that border on foreign core 
regions before the removal of trade baniers.
Ta ble  3.3
D etailed E U  15 Regional  Re -C lassification 1997
(i)  (2 ) (4) (5) (6 ) (7)
N  Country C C l C2 C3 C4 C5 TC A A1 A2 A3 TA PI P2 P3 P4 TP IPl 1P2 1P3 1P4 TIP Total
1 Belgium 1 5 6 1 4 5 1 1
2 Denmark 1 1 2  2 4 3 5 8 1 1 14
3 Germany 3 12 10 4 29 1 5 1 7 2 2 38
4 Greece 1 1 2 2 1 4 1 6 2  2 4 13
5 Spain 1 1 2 4 3 3 2 8 2  1 1 4 2 2 18
6  France 1 1 9 3 1 2 5 3 8 1 1 2 2
7 Ireland 1 I 1 3 4 3 3 8
8  Italy 1 2  2 5 7 4 1 1 1 1 2 2 2 2 0
9 Luxembourg 0 1 1 1
10 Netherlands 1 1 1 2 5 6 6 1 1 1 2
11 Austria 1 1 1 5 6 1  1 2 9
12 Portugal 2 2 1  1 2 1 1 2 2 7
13 Finland 1 1 1 1 1 2 3 1 1 6
14 Sweden 1 1 1 1 2 1 1 3 5 8
15 UK 1 3  1 1 7  1 14 14 2 16 3 1 1 5 35
Total 9 3 16 17 23 4 72 3 58 IS 8 87 20 15 9 6 50 8  3 0 2 13 2 2 2
Source; Author’s own calculations.
Without these tr ade baniers, such periphery regions fall into the first concentric circle of the foreign core 
region, thereby changing their classification to that of an adjacent region by vhtue of the concentric circle
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definition of regions. Then connectivity^® to a foreign core region encourages the spread of economic 
linkages, Tliese regions can now evolve into growth regions, since they provide an expansion path for 
industry wishing to relocate out of the core. Alternatively, the regions become tar get regions for new 
firms wishing to locate close to a core region. Reclassification has resulted in the creation of eighteen 
new adjacent regions, and the elnnrnation of an equal number of periphery regions. Furthermore, the 
number of adjacent regions has increased from sixty-nine to eighty-seven, with the major additions 
occuixmg in the (/II) category.
The major beneficiary of the reclassification has been France, where the status of seven of its 
twelve peripheiy regions changed, as a result of their contiguity to the core regions of Belgium, Spain, 
Germany, and Italy. In tlie other EU member states, the following changes from peripheiy to adjacent 
regions took place, hr Denmark, the region of Sonderjylland became an adjacent region to die German 
core region of Schleswig-Holstein. In Spain, Galicia changed status, since it borders on die Portuguese 
core region of Norte. Similarly, hr Ireland, the region of the Northwest and Donegal now borders on the 
core region of Northern Ireland. In the Netherlands, the two periphery regions of Groningen and Drenthe 
border on the Geiman core region of Weser-Ems. In Austria, integration reduced six peripheiy regions to 
one. Specifically, the Austrian regions of Voralberg, Tirol, Salzburg, and Oberosterreich now border on 
the core regions of the Geiman province of Bayern, and Kamten borders on the Italian core region of 
Friuli-Venezia Giulia. Finally, in Sweden the peripheiy region of Sydsverige borders on and is connected 
by bridge to the Danish core region of Copenhagen. Each of these mstances liighlights the relationsliip 
between tire removal of trade barriers and the reclassification of these regions.
Integration has left the number of core regions, and the number of periphery island-regions, 
unchanged, hi other words, only the number of adjacent regions has been increased. No reclassification of 
regions occuired in Belgium, Luxembourg, Geimany, Greece, Italy, Poitugal, Finland, or the UK. The 
most salient effect of integration and reclassification has been the transformation of the Austrian regions 
fr om peripheiy into adjacent regions. Its significance lies in tlie fact that these regions foim part of the EU 
geograpltic core, which consists primarily of contiguous core regions, with adjacent regions serving as 
buffer regions between them. The reclassification is significant for the analysis of industry relocation and 
the creation of possible new input-output stmctures in the foimer peripheiy regions. It is not unreasonable 
to expect income growth in these newly classified regions.
3.6.1 The Geographical Distribution of the Regions
The second classification issue pertains to the question of how the regions are distributed in 
geographic space. It is of interest to know the location and distr ibution of the regions not only per
Given the similarity in the population density elements m tlie subsets A  and P, as specified by equations (3.4a) and (3,12), a 
periphery region’s connectivity to a core region eliminates tlie distance criterion from tlie equations for these regions. Therefore, 
by virtue o f the similarity in the subset criterion elements, the periphery regions are respectively classified into adjacent regions.
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individual member state, but also for the geographic market in its totality. Tliis is relevant since not all 
border regions aie by definition periphery regions (Brülhart and Torstensson, 1996). In Table 3.4, the 
regions have been categorised according to the criteria of their geograpltic location.
The Single City Regions meet the dual criteria of: one, official classification, and, two, the 
absence of agricultural employment. The Interior Non-Border /  Coastal Regions are regions that do not 
have a coastline or border on an EU or non-EU State. The Non-Coast Borders on Member EU State are 
those regions without a coastline that border on a pre-integration foreign region. The second group of 
border-regions is tlie Non-Coast: Borders on Non-EU Country. These regions border on the former East 
European Countries. The final group on the EU continent is the Regions with a Coastline. Tlie Island 
Regions are removed from the continent.
Table  3 .4
G eographic D istribution of the Regions
Nr. Country
Interior 
Single Non-border 
City / Coastal 
Regions Regions
Non-Coast Non-Coast 
Borders Borders 
Member Non- EU 
EU State Country
Rep ions witli a Coast-line
Island
Regions
Total
Country
RegionsTotal
Bordering on;
EU StateNon EU States
Euio 15 ( 1 ) (2 ) (3) (4) (3) (6 ) (7) (8 ) (9)
1 Belgium 1 3 7 1 2 1 1
2 Denmark 1 13 1 14
3 Germany 3 17 1 2 6 5 2 1 38
4 Greece 1 1 8 3 4 13
5 Spain 2 3 4 9 4 1 2 18
6  France 1 5 5 3 1 0 5 1 2 2
7 Ireland 1 7 8
8  Italy 1 3 4 13 1 1 2 2 0
9 Luxembourg 1 1 1
10 Netlierlands 1 1 5 6 2 1 2
11 Austria 1 5 7 9
12 Portugal 5 4 2 7
13 Finland 1 4 3 1 6
14 Sweden 8 4 8
15 United kingdom 6 1 1 24 35
Total Regions 15 43 44 2 2 113 2 0 13 13 2 2 2
Average (Y/P) PPS 1990 118.8 103.3 102.5 96.4 87.6 65.8 92.3
Average (Y/P) PPS 1997 120.7 104.6 104.5 1 0 0 . 1 89.7 71.7 95.3
Source'. Authors own calculations.
The significance of this distribution pertains primarily to the border and coastal regions listed in 
columns (3), (4), and (5). Tlie analysis indicates that each of these clusters of border and coastal regions 
contain core, adjacent, and periphery regions. Because a paiticular region may qualify for both 
categorisations, the above distribution contains some double counting. The Non-Coastal: Bordering on a 
Member State group contains eighteen core, and twenty-two adjacent regions respectively. The cluster 
Non-Coastal: Bordering on a Non-EU-Country contains six core regions and five adjacent-regions. 
Finally, the group Regions with a Coastline shows twenty-eight core regions, tlihty-five adjacent regions, 
and fifty periphery regions. These three clusters demonstrate that a region’s geograpltic location does not 
pre-detennine its classification type.
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3.6.2 Urban Agglomerates and the EU Geographic Core
This section examines the concept of the EU geographic core (Krugman and Venables, 1990) and 
answers the question; ‘How many adjoining core regions foim the EU geographic core, and where are 
they located?’
Tlie EU geographic core is fonned by fifty-two of the seventy-two core regions of its member 
states. In addition to lliis, tliere are fomteen individual adjacent regions seiving as buffers between die 
major core clusters. The geographic core stretches in an arc tlirough commentai Europe creating a north -  
south divide. As shown in Table 3.5, it finds its beginning on the Western UK coast, with the cluster of 
adjoining core regions consisting of Menyside, Greater Manchester, and west and south Yorkshire. The 
multiple urban core region of West Midlands is simounded by adjacent regions; however, it leads to the 
largest UK cluster of adjacent core regions with Greater London as its turning point to the South. The 
adjacent region of Kent seives as the UK thorouglifare to the core regions of tlie Emopean continent. On 
the continent, tlie core regions of the Netherlands and Belgimn provide a manufacturing location 
continumn with die manufactming stiuctme in western Geimany.
The only French core region of Ile-De-France is connected in the Noith via Namm' to the Belgian 
cluster of core regions via the geographic location of the French adjacent regions of Picardi and 
Champagne-Aidenne. Although Ile-De-France is an offshoot of die contiguous adjoining geographic core 
regions, it and its smTounding adjacent Noidieastem and Northwestern core regions of the Basin Parisian 
flank the Southern regions of the geographic core. Furtheimore, they seive as a dioroughfare fiom the UK 
to the southwestern German core regions.
The Emopean geographic- core finds its largest concentration in die adjohiing core regions located 
hi die six western, soudiwestem, and southern Geiman provinces. In the west, the cluster of Dutch 
geogiaphic core regions extends mto the German Province of Nordihein-Westfalen, with die core region 
of Düsseldorf as its centre. From Nordrhein-Westfalen, the geograpltic core extends north mto the 
Province of Niedersachsen, and east into the Pro\ince of Hessen. The province of Rheinland-Pfalz 
borders on the two provinces of Saarland and Baden-Württemberg. All the regions in these two provinces 
are adjoining core regions. To the East of Baden-Württemberg lies the southern German Province of 
Bayern, with its cluster of adjoining core regions, which extend to die noithem border of Austria. Of the 
fifty-two core regions that foim the EU geogiaphic core, Germany contributes a geographic continuum of 
twenty-five core regions, which constitutes 48% of the geographic core. Since Düsseldorf, in Germany, is 
a core region with five mban agglomerates each with a population density greater than 2,000 per square 
kilometre, this region is assumed to be the centre of the geographic core.
The conidor of the east - west Austrian adjacent regions of Kamten, Salzbmg, and Tirol, fimction 
as thoroughfaies fiom the eastern and western core regions of Bayern, and the entire geographic core, 
into Noithem Italy. The southern extremity of the EU geogiaphic core is found in the northern regions of 
Italy.
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TABLE 3.5 
THE EU 15 GEOGRAPHIC CORE
d
Core
Reg
Reg.
Pop.
Dens
Nr Tot.
Urb Pop. Y/P 
Ar. Change (PPS)
Y/P
(PPS)
Unemployment
U
(%)
U
{%)
K PROVINCE N Code Regions 1997 1997 90-97 1990 1997 90-97 1990 1997 90-97
K1 NORTH - WEST 1 UK84 Merryside 931 Cl 2166.3 9 -24.6 77 74.6 -2.4 12.6 10.3 -2.3
2 UK82 Greater Manchester 855 Cl 2004.9 10 -12.9 92 93.2 1.2 7.9 7.4 -0.5
K2 YORKSHIRE- 3 UK24 West Yorkshire 898 C3:l 1038.9 6 43.4 95 93.8 -1.2 6.8 7.1 0.3
HUMBERSIDE 4 UK23 South Yorkshire 847 C4:l 838,1 4 10.9 80 75.4 -4.6 9.3 10.4 1.1
5 UK3I Derbyshire, Nottinghamshire 783 Al:2 417.5 13 49.2 92 93.1 1.1 6.1 6.8 0.7
6 UK72 Shropshire, Staffordshire 828 A 1:2 239.1 11 37.2 86 89.0 3.0 4.4 6.1 1.7
K3 WEST - MIDLANDS 7 UK73 West Midlands 774 Cl 2938.8 6 26.1 97 94.4 -2.6 8.4 8.8 0.4
8 UK71 Hereford-Worcs., Warwick 726 Al;2 203.9 9 44.4 89 101.0 12.0 3.8 4.5 0.7
9 UK32 Leic., Noithamptonshire 735 Al:2 312.8 11 60.3 107 105.5 -1.5 4.0 4.2 0.2
K4 WALES 10 UK92 Gwent,Mid-S-W-Glamoran 819 C4:2 16 82 73.9 -8.1 7.2 7.8 0.6
SOUTH-EAST-WEST (UK) II UK61 Avon,Glouch, Wilshire 760 C4:l 282.3 11 101.4 108 114.8 6.8 3.9 5.4 1.5
12 UK52 Berks,Bucks,Oxfords 639 C4:l 362.2 12 95.6 113 126.3 13.3 2.2 4.3 2.1
13 UK5I Bed-.Herfordshire 658 C4:l 547.4 13 49.7 105 104.5 -0.5 2.7 4.7 2.0
14 UK55 Greater Ixtndon 570 C 4489.7 1 316.3 154 145.7 -8.3 6.3 9.5 3.2
15 UK53 Surrey, East-West Sussex 626 C4:l 464.5 18 116.4 101 106.7 5.7 2.4 4.4 2.0
16 UK57 Kent 472 A H 418.8 18 38.2 92 93.7 1.7 3.9 6.3 2.4
K5 NETHERLAND 17 NL32 Noord-Holland 238 C3:5 932.8 22 104.4 118 127.6 9.6 7.4 5.7 -1.7
18 NL33 Zuid-Holland 230 C2:l 1169.1 33 131.8 109 116.7 7.7 7.3 5.2 -2.1
19 NL31 Utrecht 179 C 794.9 12 67.8 95 125.6 30.6 6.2 4.0 -2.2
20 NL22 Gelderland 123 C4:l 379.1 27 87.3 87 100.5 13.5 7.2 4.4 -2.8
21 NL41 Noord Brabant 111 Al:4 468.7 26 122.9 95 114.6 19.6 6.6 4.5 -2.1
K6 BELGIUM 22 BE21 Antwerpen 212 C4 2 570.8 16 39.7 166 169.1 3.1 6.5 7.3 0.8
23 BEI Brussels 252 C 5897.7 1 -12.1 126 138.5 12.5 9.9 13.5 3.6
24 BE23 Oost Vlaanderen 283 C4:3 454.8 17 24.3 100 104.1 4.1 5.5 6.6 1.1
25 BE25 West Vlaanderen 274 C4:l 358.7 14 21.3 107 116.2 9.2 3.7 5.2 1.5
26 BE32 Hainaut 169 C4:2 339.1 17 5.7 78 79.0 1.0 13.1 15.4 2.3
27 FR21 Champagne-Ardenne 287 A2;2 52.8 8 4.0 112 90.1 -21.9 9.3 13.3 4.0
K7 FRANCE 28 FRI He de France 487 C 921.8 37 421.8 166 152.6 -13.4 8.7 10.8 2.1
29 BE35 Namuur 137 A Ll 119.5 3 17.1 83 86.0 3.0 9.9 11.3 1.4
K8 BELGIUM / NETHERLAND 30 BE33 Liege 121 C4 1 263.0 10 17.8 96 98.6 2.6 11 12.2 1.2
31 NL42 Limburg (NL) 110 C4;l 524.4 13 33.1 94 103.1 9.1 7.2 5.7 -1.5
K9 NORDRHEIN- 32 DEAl Düsseldorf 0 C2:5 996.2 42 101.2 124 115.5 -8.5 7.3 9.6 2.3
WESTFALEN 33 DEA2 Koln 40 C2;2 568.8 53 226.1 114 115.3 1.3 6.5 8.3 1.8
34 DEA3 Munster 136 C2:l 376.6 29 162.2 96 96.5 0.5 7.2 8.6 1.4
35 DEA4 Detmold 150 C3;l 313.2 21 191.5 107 102.1 -4.9 5.6 8.4 2.8
36 DEA5 Amsburs 45 C2;3 476.8 40 130.5 105 99.8 -5.2 7.3 9.7 2.4
KIO RHEINLAND-PFALZ 37 DEBl Koblenz 153 C3:l 187.3 6 134.9 95 89.7 -5.3 4.5 6.8 2.3
38 DEB2 Trier 278 C4:l 103.7 1 32.5 89 93.2 4.2 5.1 6.3 1.2
39 DEB3 Rheinessen-Pflaz 287 C2:l 292.2 12 155.1 114 100.9 -13.1 4.3 7.7 3.4
K Il SAARLAND 40 DEC Saarland 348 C4:2 418.0 13 9.3 109 98.3 -10.7 7.2 10.2 3.0
K12 HESSEN 41 DE71 Darmstadt 217 C2:2 497.4 31 212.1 158 164.7 6.7 3.5 6.7 3.2
42 DE73 Kassel 225 C3:l 153.4 7 83.5 104 105.9 1.9 5.8 9.1 3.3
K13 BADEN - WURTEMBURG 43 DEI 1 Stuttgart 392 C2:l 369.4 33 290.1 137 130.5 -6.5 2.7 6.1 3.4
44 DE12 Karlsruhe 284 C2:l 385.3 20 181.9 123 134.1 111 3.7 6.6 2.9
45 DE13 Freiburg 477 C3:l 226.0 17 179.9 109 106.2 -2.8 2.8 6.3 3.5
46 DEM Tubingen 517 C4:l 195.9 13 157 112 110.1 -1.9 2.8 5.7 2.9
KM NIEDERSACHSEN 47 DE91 Braunschweig 246 C3:l 206.2 16 55.7 111 97.6 -13.4 7.8 11.4 3.6
48 DE92 Hannover 250 C2;l 237.5 23 116.3 115 111.4 -3.6 6.8 9.1 2.3
49 DE94 Wesser-Ems 404 C3:3 160.5 23 231.9 93 102.2 9.2 6.6 9.3 2.7
K15 BAYERN 50 DE26 Unterfranken 363 C3:3 1559.0 4 94.7 98 102.1 4.1 3.6 6.5 2.9
51 DE27 Schwaben 555 C3:l 173.8 8 142.6 110 105.4 -4.6 2.8 5.9 3.1
52 DE25 Mittlefranken 452 C2:l 231.7 8 112.7 125 121.3 -3.7 3.8 7.2 3.4
53 DE24 Oberfranken 417 C3 2 154.1 7 58.1 103 106.4 3.4 4.1 7.4 3.3
54 DE23 Oberpiaz 542 C3:l 110.3 6 78.1 94 96.8 2.8 4.6 6.5 1.9
55 DE22 Niederbayem 596 C4:3 112.6 4 106.1 95 101.4 6.4 3.6 5.6 2.0
56 DE21 Oberbayem 620 C2;l 228.0 14 275.7 146 164.7 18.7 2.8 4.8 2.0
57 AT32 Salzburg 759 ALl 71.5 1 29.6 118 122.6 4.6 2.9 3.9 1.0
58 AT33 Tirol 757 A Ll 52.3 1 30.5 107 106.7 -0.3 2.9 5.4 2.5
59 AT21 Kamten 847 A Ll 59.1 2 15.4 85 89.0 4.0 3.9 5.7 1.8
60 1T31 Trentino-Alto Adage 927 A2:2 67.7 3 34.2 135 131.1 -3.9 2.7 4.1 1.4
K16 NORTHERN - ITALY 61 1T33 Friuli-Venezia Giulia 1193 C3 1 151.1 5 -17.8 122 125.1 3.1 5.7 7.0 1.3
62 1T32 Venetio 989 AL6 242.9 26 75.8 117 123.0 6.0 3.9 5.3 1.4
63 IT20 Lombardia 876 C3:l 375.9 52 61.5 135 131.1 -3.9 3.4 6.0 2.6
64 IT ll Piemonte 936 AL5 169.0 30 -65.6 121 116.7 -4.3 6.0 8.6 2.6
65 1T13 Liguria 1015 C4 1 303.8 11 -81.0 116 118.9 2.9 8.5 11.5 3.0
Total o f the Geographic Core Regions 51 844 5640.8 108.4 109.91 5.8 7.4
Total o f CeoRrapbic O se-, & Adiacent 65 1006
Source ; Author's own research. Data from Eurostat.
(C) Brand / October 2003
I l l
In contrast to tlie otiier EU states that form a pait of this geographic core, Italy does not have a 
cluster of adjoining core regions. Instead, noithem Italy contains three core regions, each separated from 
the other by an adjacent region. For instance, in tlie Northeast, the core region of Liguria is separated 
from the core region Lombardia by die adjacent region of Piemonte, while in die northwest the core 
region of Friuli-Venezia Giulia is separated from Lombardia by the adjacent region of Veneto.
It can be concluded that die EU manufactuiing belt consists primarily of the core regions in those 
countries that signed the Treaty of Rome in 1957. Since diat time, the manufacturing belt was extended to 
include the UK, with its densely populated manufacturing regions. As a result of that development, the 
continental manufacturing belt evolved into its cuiTent characteristic banana shape.
Identifying the geographic core is significant because it highlights the EU’s largest population 
density continuum. The new trade theory posits that manufactuiing locates in proximity to its final 
maikets. The classification of the composite core regions of the geographic core allows us to study the 
industrial complexes in these regions. Alterations and developments in dieir size and composition will 
provide key indicators, which can be utilised to assess the degree to wliich economic integration has 
induced manufacturing to relocate to the EU geographic core or to disperse away fiom it (Midelfart el 
al, 2000).
3.6.3 Urban Agglomerates Outside the EU Geographic Core
The EU geogiapliic core creates a north-south divide of the European economic market with 
twenty independent urban agglomerates located in the northern and soutliem regions. The issue of the 
independent agglomerates is meaningful because of the theoiy sunounding their stability. This question 
will be addressed in a subsequent chapter, in which the issue of the changing composition of individual 
industiial complexes due to integration will be examined. The independent agglomerate-regions are listed 
in Table 3.6.
Table 3.6 illustrates that the uiban agglomerates of Bremen, Hamburg, and Berlin lie 
immediately north of the geographic core, as does the mban agglomerate of Kiel in Schleswig-Holstein. 
In Denmark lies tlie core region of Copenhagen, which selves as a conduit to Sweden and its core region 
of Stockholm. The core region of Uusimaa iu Finland with Helsinki as its capital is the most northern EU 
core region. The core regions of Stockholm and Uusimaa are exceptions to the definition of mban 
agglomerates as applied to the other EU regions.
hi the noithem UK, the contiguous core regions of Northmnberland-Tyne & Wear and 
Cleveland- Dmham foim a cluster of core regions quite fai removed from the centre of the geogiaphic 
core. To the noithwest lie the independent core regions of Noithem Ireland, and the East m Ireland, with 
respectively Belfast and Dublin, respectively as their mban agglomerates. The independent agglomerates 
of Madiid, Cataluna, and Pias Vasco in Spain, and Noite and Lisbon in Poitugal are situated in the south
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of tlie EU geographic core. Located to the south -  east are the independent agglomerates of Lazio and 
Campania in Italy; and Attiki in Greece.
In concluding the section on the independent agglomerates, it must be noted that these individual 
agglomerates are of special interest in assessing the changing composition of their manufacturing base, 
employment structur es, and income creation as a consequence of integr ation. Then individual stability is 
largely deteimined by the mobility of their labour force, their manufacturing base, and their comparative 
advantage. Any reduction m the size of the individual industrial complexes will substantiate the theory 
tliat industry is relocating to the geographic core, thereby potentially affecting the stability of the 
independent core regions.
3 .7 Conclusions on  r eg io n a l  g eo g r a ph y
The objective of the foregoing analysis was to harmonise the nomenclatme of the administr ative 
regions to facilitate identification and categorisation of them into a core, adjacent, and periphery region 
fiamework for the individual EU countries. A mathematical model was developed to define core, 
adjacent, and peripheiy regions. The model allowed for the application of the Emostat definition of an 
urban agglomerate to administrative regions. This application facilitates the identification of core regions 
within a country. The identification of the core regions is significant for lire further study of 
agglomerations. The core region, by definition, is a measme of centrality, representing a degree of 
localised geogiaphic mbanisation, and concentrated demand. Since manufactming locates where demand 
is highest, we expect these core regions to show the highest levels of manufactming concentration to 
confonn to the theory tliat the core is an attraction region. The analysis allows us make the following 
conclusions.
First, the administrative regions, in each EU member state, have been classified into economic 
regions tliat conform the CAP model. Not only does this enable an analysis of regions within each 
countiy, but also an analysis of the regions in an integrated geographic market.
Second, the classification allows identification of the geogiaphic location of different region 
types. In particular, it was demonstrated that border and coastal regions are not necessarily periphery 
regions, but can be any type of region in tlie CAP cluster.
Third, by classifying the border-regions, the peripheiy regions that will receive direct economic 
hnpulses fiom the elimination of baniers to trade were identified. Tliis is especially true for periphery 
regions tliat border on foreign core regions. The identification of these regions facilitates the study of the 
degree of hicome convergence or divergence as a result of integration.
Fomth, the classification of administrative regions has allowed for the exact identification of the 
EU geographic core. This geographic core consists of a continumn of core regions -  agglomerates -  that 
creates a clear north -  south divide in the Emopean Union.
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Fifth, the classification has identified the EU geographic periphery regions with their 
independent agglomerates. The significance of identifying these independent agglomerates is that it will 
enable an examination of the stability of their industiial stmctui es.
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CHAPTERS APPENDIX 3A
1. The Mathematics o f the CAP Model
Let U represent any country with a set of urban population density elements updi where / = 1... I. 
This set of population density elements can be represented by:
U=={upd,\ z-1,...,/} (3A.1)
Where i is the uiban population density of a given urban area, and 1 is the total of all mban areas in a 
countiy. It is possible to create thiee proper subsets of U, with the symbols C, A, and P, such that 
C a l l  , A c : U , and P c z U , given the condition that C ^  A ^  P ^ U .  By using the extension theorem of 
set theoiy, specific values of the elements from U can be assigned to the three respective subsets: C, A, 
and P. Let the function (piiipd^ be the criterion for the subset C, such that (p{upd^ e C. Subset C is then 
chaiacterised by the following condition:
(p{upd  ^) e C  updf e U  r\ (p(updi ) Vi (3 A. 2)
Thus each element upd\ in U that satisfies the criterion (p{upd-^  is assigned to tlie subset C. For subset A, 
y(updi) G A, and is characterised by the following equation:
y(updj) G A updf s U  (p{upd^) r\ y{upd^)0çj^ Vi (3A.3)
Equation (3A.3) states that eveiy element upd\^  in U that satisfies the criteria y{upd^ and not the 
criteria (p{updj) will be assigned to the subset A. Finally, the criterion for subset P is the same as for 
subset A since a region that is two regions removed fr om the core can theoretically have the same y{upd\) 
as an adjacent region. However, it is differentiated fr om an adjacent region by its geographic location and 
lies hi the second ring of regions around the core. The distance criterion is incoiporated in equation 
(3A.4) indicating that the distance between the core and adjacent regions. Oca is less than the distance 
between tlie core and die peripheiy regions, Ocp. This also hnplies that the distance between a periphery 
and an adjacent region Oap is less than the distance between the core and periphery regions, such that Oqp 
>  Oa p -
y{updi) G P «-> upd  ^ gU ( p(updf )r^y(updf ){Ocp > Oca ~ Oap) Vi (3A.4)
The extension theorem holds only if  the following conditions are met. If (p(upd-  ^ ->C u  (A u  P) = U, 
y(updi) ~>A w (C u  P) = and y{upd^{Ocp > Oca ^  Oap)~>P u  (C u  ri) = (7, then:
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3 C^AvjP{ecp>OcA^OAp)=^U Vi (3A.5)
and
3 Cr^A r^F(0cp >Oca^ ^ ap) = ^  Vf (3A.6)
The regions are disjoint because of the uiban population density -  and distance criteria assigned to each 
subset of regions. The regions ate individual non-overlapping units bordering on each other in the order 
as given by equation (3 A. 6). The universal set o f regions can be rewiitten as follows;
U = C r ,. Vi (3A.7)
Then one may write,
= C n r ir^P(0cp >^ca^ ^ ap) ^ ^  V/ (3A.8)
For any country, U, the union of its regions is a disjoint universal set. Tlie union of tlie regions is a 
collection of a number of core, adjacent, and periphery regions that are non-overlapping as defined by the 
extension and distance criteria of set theory. This is expressed in the following equation;
This equation states, that for any country U, the union of its administrative regions is equal to the sum of 
its economics regions; core, adjacent, and peripheiy. These regions foim a non-overlapping collective. 
This model serves as a framework to study the dispersion of economic activity within the geographic 
confines of a country.
2. Classifying the Regions
The analysis m this section is based on the CAP model set out in equations (3A.1) - (A3.9). To 
begin the analysis of the economic geography of the EU with the CAP model, this section identifies and 
classifies the core, adjacent, and periphery regions within the individual EU Member states. Regional 
classification is based on a region's urban population density, which complies with the theoretical
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criterion of large market demand. This analysis adopts the Eurostat definition for the size of an urban 
agglomerate and uses it to classify the individual NUTS 2 regions of a countr^ .^
The urban agglomerate definition defines the minimum criterion for the population density value 
of a core region. Once the core regions have been identified, the urban population densities of the 
remaining regions can be deduced. Any adjoining region or first-ring region around the core that does not 
satisfy the primary definition must be an adjacent region. In terms of concentric-circle theory, an adjacent 
region would be called a first-order contiguity region.
A second-order contiguity region is a region in the second circle of regions around a core region 
and is called a periphery region. The geographic spatial distance from the core region to adjacent region 
(^ca) is less than that of the core region to the periphery region, (6^ cp)- Therefore, although the minimum 
urban density value identifies the element in the subset core region, all the elements with a lower value 
are contained in the subset adjacent and periphery regions. The determining criterion for an element to be 
contained in the periphery subset is distance.
Given the criterion for the elements of the subsets of the C, A, P regions, the empirically 
specified values that have previously been defined in Section 3.2 can be substituted in each subset. For 
the core regions from equation (3A.2):
C = {çiupdj ) € C| (p(updj ) > 500} (3A. 10)
Where C represents a core region with an urban agglomerate equal to or greater than 500 people per 
square kilometre.
Similarly, from equation (3A.3) for an adjacent region,
A = {yiupdi ) G A{Oca )| 20 < yiupdj ) < 500} (3A. 11 )
This indicates that a first order contiguous region contains an urban area with a minimum population 
density of 20 but less than 500 people per square kilometre.
The criterion for a peripheiy^ region - a second order contiguous region - is identical to that of an 
adjoining region, but differentiated from it by the distance criterion. From equation (3A.4), it is defined 
as:
P -  {y{updf )  G P{&cA <  ^cp)| 2 0  <  y{updf} <  5 0 0 }  ( 3 A .  1 2 )
Although the criterion for the adjacent region is theoretically identical to that of the periphery region, the 
distinction between the two is determined by geographical distance from the core region. A periphery
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region is, per definition, two regions removed from a core region. It is distinguished from the adjacent 
region by definition and by the distance criterion. The regions are administrative NUTS 2 regions 
categorised into economic regions.
The symbols C, A, and P, represent subsets of regions with one or more urban areas o f a 
specified population density. This classification can be redefined to take into consideration the population 
density, jc, of one or more urban areas in a region, as well as the number of urban areas, y, in the region 
that satisfies the given criterion. The core region can be symbolically used as an example, which applies 
to all regions in the CAP model. Given:
C = ç}(x,y) (3A.13)
Where, C mdicates the type of region as defined by the subset fimction (p, tlie variable x equals die 
subset’s minhnmn population density criterion, and y represents the number of urban areas in the region 
that meet the criterion.
For example, the region of Düsseldorf is classified as (C2:5) where % = 2, and y = 5. This means 
that the core region of Düsseldorf has an urban population density equal to or greater than 2,000 people 
per squaie kilometre (x > 500 = (^{updj). It consists of five urban areas, each of which satisfies, but 
happens to significantly exceed, the criteria for that subset. In the regional notation, there is an inverse 
relation between the increasing values of x and the declining values of (p(upd\) exceeding the criterion for 
that subset. The classification of the regions proceeds in the following manner. If % = 0, the region is 
classified as an official (Emostat) single city core region (C) or monocentric region, with no agiicultural 
production. If% = 1, and y = 0, the core region is symbolised by (Cl) indicating that the region consists of 
a number of contiguous urban areas, with no agricultural production, A core region characterised by 
(C3:2), means two uiban areas with a population density of 1,000 people per squaie kilometre but less 
than 2,000. The symbolism used in the CAP model thus reflects two important characteristics of a region, 
namely, urban population density and the number of uiban agglomerates in the region with a shnilar or 
greater population density. The same notation is used for the adjacent and periphery regions.
3. Economic Integration
Economic integiation has created a new larger geographic market with multiple CAP regions. By 
summing over all the countries in the union equation (3 A.9) becomes:
= (3A.14)
1=1 1=1 J=1 t= l J=1 i=l J=1
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Where, EU  represents the economic union and is the sum of the individual countries Uj where i = 1 . . U, 
and U is the total number of countries in the union. The variable Qj represents they* core region in the 
country; Ay is the / ‘‘adjacent region in the country, and Py the periphery region in the country. The 
condition (&ca < Gcp) holds for all periphery regions in the union.
1 . 2  EU Geographic Core
The EU geographic core is expected to be a continuum of adjoining core regions Q  that stretches through 
the countries of the EU, such that the geographic core is defined as:
GC=\C,jd{i)d{j)  (3A.15)
i
Where, y represents the core region and i the country in which the region is located, subject to the 
condition that i j.
1.3 Calculating Average Values
Let, Rj represent the core, adjacent, and periphery regions, we can find the average values of the variables 
in the characteristic vector by modifying equation (3A. 14) as follows:
tp . j i ( ^ c P > e c A ^ 0 A P )= «  (3A.16)u  C j^\ A J=i r  /= !
Where, E represents the average values for the EU, U represents the total number of countiies in the
union, and C, A, and P the respective number of core, adjacent, and periphery regions found per country
through the regional classification criteria.
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Chapter 3 Appendix 3B
T a b le  3B.1
C l a s s i f i c a t i o n  o f  NUTS 2 R e g io n s  i n t o  C o r e ,  A d j a c e n t ,  P e r ip h e r y ,  a n d  I s l a n d  P e r ip h e r y
D e sc r ip t io n  OF A rea  T yp e s
Co r e
1 C = a single city region
2  Cl = multiple city region with no employment in agriculture
3 Cz = contains one or more urban area’s (UA) with a population density > 2 thousand I km^
4 C3 = contains one or more urban area’s with a population density > 1 thousand / knf
5 C4 = contains one or more urban area’s with a population density > 500 / km^
6  Cs = a single national urban area with a population density (PD) < 500 /  km^
A d ja c e n t
7 A = any adjacent region which completely surrounds a core region
8  Ai = any region adjacent to a core with one or more U A ’s with a PD between 100 -  500 / km^
9 A2  = any region adjacent to a core with one or more U A ’s with a PD between 50 -  99 /  km^
10 A3 = any region adjacent to a core with one or more U A ’s with a PD less than 50 / km^
PERIPHERY
11 Pi -  a region bordering on an adjacent or other periphery with one or more U A ’s with PD >100 / km^
12 P2 = a region bordering on an adjacent or other periphery with one or more UA ’s with PD > 50 /  km^
13 P3 = a region bordering on an adjacent or other periphery with one or more UA ’s with PD > 20 /  km^
14 P4 = a region bordering on an adjacent or other periphery with one or more U A ’s with PD < 2 0 / km^
ISLAND PERIPHERY
15 IPi = a peripheral island region with one or more U A ’s with a PD > 100 /km^
16 IP2 = a peripheral island region with one or more U A ’s with a PD > 50, / km^
17 IP3 = a peripheral island region with one or more U A ’s with a PD between 20 -  49 / km^
18 IP4 = a peripheral island region with one or more U A ’s with a PD < 20 / km^
Source: Author’s own classification scheme.
Table 3B.1 ranks the regions according to the size and number of urban areas. For example, 
Brussels is a C, which indicates it is an official region with an urban area whose size is equal to that of the 
county. Greater Manchester is a Cl, which indicates that it is a multiple urban region with no agricultural 
production. Düsseldorf is a C2;5 indicating that it is a core region containing five urban areas each with a 
population density greater than 2 thousand / km^.
The core region definition is contravened in the case of a C5 core region. In cases where 
autonomous national countries only have one major population agglomerate with a population density 
less than 500,000, it will be symbolised with a C5, such as is the case for Belfast, in Northern Ireland, and 
Dublin in the region called East. An example of an adjacent region completely surrounding the core 
region is the adjacent region of Brandenburg that surrounds the core region, Berlin. It is symbolised by 
A:1 indicating that it contains one urban area with a population density greater than 100 / km^. The 
adjacent region Niederosterreich is an A:2 indicating that the region surrounds a core region, and contains 
one urban area with a population density greater than 50, but less than 100. Niederosterreich (AT 12) is 
the only adjacent region to the core region of Vienna (ATI 3). The terms in brackets are the official NUTS 
2 codes for the regions.
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CHAPTER 4
TESTING THE STRUCTURAL SIGNIFICANCE OF THE CA P MODEL
4.1 Introduction
In Chapter 3, the two-region, core peripheiy model (Krugman, 1991b) was extended to 
include adjacent region types found within a national economy. The resulting three-region CAP model 
was then used to classify these different region types within the fifteen-member countries of the European 
Union.
The objective of this chapter is to test whetlier the CAP extension of the core periphery model to 
tluee regions, with the addition of the adjacent region, provides deeper analytical insights into the effects 
of trade liberalisation fiom the analysis of empirical data.
Tlie first test is an examination of regional data for all of the regions in the Emopean Union to 
detennine whether the regional data confoim to the structure and assumptions of the CAP model. The 
second test is to measuie the statistical significance of the influence of geographic location and the 
structuie of employment on regional per capita income within tlie framework of the CAP model. If 
Euiopean Union regional data reveals the presence of adjacent regions and the regiession analysis 
demonstrates that these regions provide statistically significant explanatory data, then the extension of the 
CAP model is a valid and useful stiuctural refinement of the core-peiipheiy formulation.
This chapter is divided mto two sections. Section 4.2 examines regional demographic and 
economic changes in the European Union ex ante and ex post EU 1992. In Section 4.3 a multiple 
regiession model tests the CAP model as to whether the adjacent region provides statistically significant 
results.
4.2 DEMOGRAPHIC AND ECONOMIC DEVELOPMENTS IN THE EU CAP REGIONS
4.2.1 D em ographic Developm ents
Using the regions in the EU, as classified in Chapter 2, it is possible to examine the labom issue 
raised by Doyle (1989), Krugman (1991b), and Venables (1994) with respect to migration. Doyle (1989) 
expressed concern that trade liberalisation would lead to the migration of populations fiom peripheiy to 
core regions and called for a new regional policy to mitigate these relocations. Krugman (1991b) argues 
labour is perfectly mobile within a country and will relocate from the peripheiy to the core in response to 
employment incentives. Venables (1994), on the otlier hand, argues that the wage differential between the 
core and peripheiy will stimulate the competition effect, thereby attracting labour to the peripheiy. 
Ludema and Wooton (1997) argue that labour is imperfectly mobile between countries. The issue to be 
examined is, whether populations relocate to core regions in response to trade liberalisation as theorised 
by Kingman (1991b).
The EU demographic data for the CAP model in Table 4.1 indicates that, on average, the average 
population densities in the EU CAP regions increased marginally. The core regions have collectively
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experienced a net increase of over five and a half million people. The adjacent regions experienced a net 
total increase of one and a half million people over the same period. Surprisingly the periphery regions 
did not experience a collective net decline in their total population. To the contrary, they experienced a 
net population increase of six hundred and ten thousand people. Only the island periphery regions saw a 
population outflow. The population density data indicates declining population levels on the radius 
extending away from the core supporting the theory of the CAP model.
These results are evidence of the home market and the competition effect on population 
movements (Krugman, 1991b). As is evident in Table 4A.1 (Chapter 4, Appendix 4A), the EU core 
regions attracted the largest population inflows thereby providing preliminary evidence of economic 
geography effects. Population relocation has occurred primarily in the regions within EU geographic 
core. The net population increase in the adjacent regions was approximately one quarter of the increase in 
the core regions. Seventy-nine percent of the total EU adjacent regions experienced population growth. 
The periphery regions also showed an increase in population growth. On balance, seventy percent of the 
EU periphery regions experienced positive population relocation.
Since labour is domestically mobile in pursuit of employment opportunities, relocation of labour 
to national periphery regions implies the development of self-sustaining economic activity and long-term 
income opportunities in these regions. This is a significant development for three reasons. One, it 
provides evidence of the success of the new EU regional policies in preventing the export of 
unemployment (Doyle, 1989). Two, it supports the theory of cumulative causation starting from very low 
initial levels of capital accumulation (Krugman and Venables, 1996). Three, it supports the theories of 
diversified agglomeration (Venables, 1994; Ludema and Wooton, 1997; Forslid and Wooton, 1999).
4.2.2 Economic Developments in the CAP Regions
The new economic geography trade theory assumes that manufacturing will locate where its 
markets are largest, but its markets are largest where population density is highest. The theoiy further 
assumes that per capita incomes are highest in the core regions and declines progressively along the 
radius extending to the periphery. The decline in income is the result of the transport intensity of 
manufactured products (Venables and Limao, 2002). The higher the transport intensity of a product, the 
closer the location of its production will lie to the regional core, and the less manufacturing production 
will occur in the periphery. With the removal of trade barriers, some manufacturing will relocate from the 
periphery to the core resulting in increased unemployment in the periphery regions.
The previous section has illustrated the inverse relationship of population densities and distance 
in the regional CAP model. Given this fact, it is reasonable to expect a positive relationship between the 
levels of per capita income and a region’s CAP classification. This section addresses two questions. First, 
is there a significant difference between the levels of per capita income in the CAP regions, and has
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convergence or divergence of income levels occurred? Second, how has the structur e of employment in 
die CAP regions changed over time?
4.2.2.] Income Differences in the CAP Regions
The average per capita income^^ for the CAP regions are presented in Table 4.1. The EU 15 average per 
capita income value is the mean value of the annual regional per capita income index. The average level 
of per capita income for the entire EU geographic market increased by 3.0% horn 92.3% in 1990 to 
95.3% in 1997. The average levels of per capita income are also reported for the individual CAP regions. 
As expected, the data reveals different levels of average per capita income for die CAP region types. The 
average level of per capita income is highest in the core regions and lowest in the island peripheiy 
regions. This supports the theoiy of a positive relationship between population density and per capita 
income. This outcome is evidence of the concentric chde theory underlying the CAP model.
To answer the question, Ts there a significant difference between the levels of per capita mcome 
in die CAP regions?’ the Tukey-Kramer Procedure^^ was used to deteimine whether the average per 
capita income levels of the CAP regions were significantly different from each other. The Tukey-Kiamer 
Proceduie is a single factor analysis of vaiiance procedure to determine which means, in a set of c means, 
are significantly different fiom each other given unequal sample sizes. In Table 4.1, the average levels of 
per capita incomes have been calculated for four samples of unequal size -  the core, adjacent, and 
peripheiy regions -  for four different time periods. The Tukey-Kiamer procedure peimits a concurrent 
examination of comparison between all pairs of CAP average per capita income means in a given yeai.^^ 
The null hypothesis states that there is no difference among the average per capita income levels in a 
given year. The alternative hypothesis states that not all means aie equal. The test was apphed to the 
average per capita income data in Table 4.1 for each of the yeai s for which values are recorded.
For die data obseivations on each year, the Sum of the Squaies Within {SSW) groups was 
calculated. This allowed a deteimination of the Mean Squaie of the Sum Within {MSW) given that the 
number of levels in each year c = 4, and the total number of regions n = 202. The upper-tail critical value 
Qu fi om the Studentized range distribution with c = 4 degrees of freedom in the numerator, and n -  c = 
202 -  4 = 198 degrees of freedom in the denominator is given to be gy  = 2.37.
The residts of the test are given for c (c ~ l)/2 = 6 pahs of means for a group-to-group 
comparison for each yeai. The analysis shows that in all the group-to-group compaiisons, the absolute 
difference between the average per capita income levels exceed then respective critical range. The one 
exception is in 1995 between the means of the peripheiy region and die island peripheiy regions. In this 
case, the absolute difference between the means (12.2) is maiginally less than the critical range (12.37),
Regional per capita income is an annual indexed variable used to rank and compare the per capita income development of tlie 
regions.
Levine, D. Berenson, M. L., and Stephan, D., (1999), ‘Statistics for Managers (2/ed) Prentice Hall, New Jersey, Chapter 10
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so that the null hypothesis cannot be rejected. This situation changes in the following years. The 
conclusion of the analysis is that the null hypothesis is rejected, and the alternative hypothesis that there 
is a significant difference between the average per capita levels of income in the CAP regions, is 
accepted.
4.2.2.2 Income Convergence Between the CAP Regions
To answer the question whether there is a convergence of per capita income between all the EU 
regions, the measures of central tendency and variation for each of the per capita income series 1990 -  
1997 is calculated. These statistics are listed in Table 4.2 below. A measure for the convergence of per 
capita income is the distribution of the observations around the mean value of a variable. The wider the 
distribution around the mean, the more dispersed and dissimilar are the observations. The smaller the 
distributions around the mean, the more similar are the observations. The most widely used measures of 
distribution around the mean are the standard deviation and the variance of the observations. The smaller 
the standard deviation, the smaller the variance, and the more similar the numerical values of the 
observations will be.
Ta b le  4 .2
M e a su r es  of Ce n tr a l  Te n d e n c y  a n d  V ariation
Ce n t r a l  Te n d e n c y 1990 1995 1996 1997
Mean 92.3 94.9 95.1 95.3
Median 95.0 93.0 92.8 93.8
Mode 95.0 96.0 104.5 1 0 2 . 1
Midhinge 93.5 92.5 92.6 92.1
Interquartile Range 31.0 31.0 28.5 28.2
Midrange 106.5 119.0 118.5 119.8
Skewedness -0.04 0.93 0.85 0 . 8 8
Va r ia t io n
Standard Deviation 28.1 25.7 24.8 24.8
Sample Variance 786.4 658.8 616.7 615.7
Coefficient o f  Variation 30.4 27.1 26.1 26.0
Minimum 30.0 43.0 43.8 42.5
Maximum 183.0 195.0 192.5 197.1
Count 2 0 2 2 0 2 2 0 2 2 0 2
Source: Author’s own calculations
The statistics in Table 4.2 provide some evidence for the convergence of per capita incomes 
between the regions. First, both the standard deviation and the variance are decreasing in each of the 
years under consideration. The change in the variance over the period 1990-1997 is -21.7%. Further 
evidence of convergence is provided by the coefficient of variation that declines by 14.5%. Second, fiom 
1995 to 1997 the value of the interquartile range declined fiom 31.0% to 28.2%. The interquartile range 
consists of 50% of the ordered observations of the variable. Since this value range is declining over the 
years, the statistic suggests that the mid-range of values of 50% of the observations have declined. This 
means that there are more observations within that 50% range with a similar value, and that regional per
The Tukey-Kramer Procedure’s empirical results can be found in Chapter 4, Appendix (4B).
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capita income convergence has taken place. It does not indicate, however, in which CAP regions the 
largest convergence has occurred.
To assess which of the CAP regions have contributed the most to the convergence of per capita 
incomes, the measures of central tendency and variance are calculated for each of the cluster of regions in 
the model. The changes in four of the summary statistics are presented in Table 4.3,
Ta b le  4,3
C h a n g e s  m  M e a s u r e s  o f  C e n t r a l  T e n d e n c y  1990-1997
C o r e A d j a c e n t P e r i p h e r y
ISL
P e r i p h e r y
Interquartile Range 15.7 =1.7 =19.0 =10.80
Standard D eviation =0.9 =4.5 =7.8 =127.7
Sample Variance -47.1 -194 .4 -353.3 -1.2
C oefficient o f  Variation -1.6 -5.7 -10.4 -2.6
Source: Author’s own calculations.
The core region shows an increase of 15.7% in the size of the interquartile range, indicating an 
increase in the diversity of per capita incomes. This increase is offset by the substantial decline in the 
value of the interquartile range of both the periphery (^19.0) and the island periphery (^10.8) regions over 
the period 1990-1997. The largest reduction in the sample variance over this period occurs in the 
periphery (»353.3) and the adjacent (=194.4) regions. This suggests that the largest convergence of per 
capita incomes occurred in the peripheiy regions, followed by the adjacent regions, with a minor 
contribution by the core regions. The change in the relative values of the coefficient of variation supports 
this conclusion.
The empirical evidence suggests that both the EU average level of per capita income and that of 
the individual CAP region types have increased over the period under consideration. Furthermore, it is 
also evident that a difference exists between the average levels of per capita income between the CAP 
regions. However, this difference is declining due to the convergence of per capita income between the 
periphery and the adjacent regions. This convergence of per capita incomes can only be the result of 
increased employment in the periphery regions, and provides a reason for the mitigation of out=migration 
from these regions.
4.2.2.3 The Structure o f Employment in the CAP Regions
The structure of employment is defined as the percentage distribution of the labour force 
employed in agriculture, manufacturing, and services. The regional employment structure for the years 
1990 and 1998 is presented in Table 4.1. In general, the average EU structure of employment changed 
between 1990 and 1998. During this period, there was a relocation of the labour force out of employment 
in the agricultural and industrial sectors and into the service sector. This pattern of relocation is consistent 
for all CAP region types.
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It is also evident, that agricultural employment is lowest in the core regions and highest in the 
island peripheiy regions. Agricultural employment increases with distance from the core. The inverse is 
true for industrial employment. The highest percentage of industrial employment is found in the core 
regions and the lowest in the island periphery regions. The highest share of labour force employment 
exists in the service sector. This evidence supports the new geography trade theory that industry is 
concentrated in the core regions, and agriculture in the periphery regions (Krugman, 1991a, 1991b).
The policy effects of economic integration and the new regionalism are visible in the direction of 
change in the employment structure. The parallel effect of these policies was to restructure regional 
agricultural and industrial employment, Employment in agriculture declined in all CAP regions with the 
smallest decline occurring in the core regions and the largest in the island periphery regions. The 
elimination of barriers to trade resulted in a decline in industrial employment in the EU CAP regions. 
This decline in industrial employment, however, is smallest in the periphery regions. Similarly, the 
increased employment in the service industry is highest in the peripheiy regions, followed closely by the 
island periphery regions. These two developments support the observations that outmigration from the 
peripheiy regions is being mitigated by new employment opportunities primarily in the service industry.
The objective of this section was to examine whether developments in regional demographic and 
economic data could be analysed within the framework of the CAP model at the EU regional level. The 
stylised facts support the economic geography theory. The CAP model reveals the working of 
agglomeration and dispersion forces at the EU regional level. The home market effect has resulted in 
population migration primarily to the EU core regions, as theory predicts (Krugman, 1991b), The 
competition effect is evident in population migration to the adjacent and periphery regions.
Furthermore, per capita income is highest in the core regions and declines sequentially in the 
adjacent and the periphery regions. There is a significant difference in the average levels of per capita 
income between the CAP region types, with some income convergence between the adjacent and 
periphery regions because of the competition effect. The structure of employment in the EU is such that 
manufacturing employment is the highest in the core regions and lowest in the island periphery regions. 
Agricultural employment is lowest in the core regions and increases with distance through the adjacent 
regions to the periphery regions (von Thünen, 1842). The structure of regional employment is changing 
with labour moving out of the agricultural and manufacturing sectors and into the service sector.
Through the inclusion of the adjacent region, the CAP model shows that population density, per 
capita income, and manufacturing employment decline gradually with distance from the core region. 
Agricultural employment increases in regions more distant from the core, as concentrie circle theory 
predicts. The following section specifies a regression equation to capture these effects.
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4.3 A M u l t ip l e  R e g r e s s io n  An a ly sis  o f  t h e  CAP M o d el
The stylised facts show that the CAP model is able to measure changes in demographic and 
economic variables as predicted by the new economic geography theory (Krugman, 1991b). More 
significantly, the CAP model shows the functional importance of the adjacent region in measuring 
agglomeration and dispersion forces between geographic region types. We now want to specify a multiple 
regression equation to test the CAP model by using all the classified EU region types. The empirical 
estimation of this equation, for two periods in time, should reveal both the significance of the CAP model 
for regional income determination, and the effects of trade liberalisation on regional economic structure.
We specify the following equation to captures the quantitative geographic, demographic, and 
economic variables of the CAP model.
YI Pj  =<^(PDj ,UCj , A j , M j , S j ) (4.1)
where {Y/P)j represents the level of per capita income in region j  (J = for all R European regions.
The demographic variable PDj measures the population density per square kilometre for regiony, and UCj 
measures a region’s share of total EU urban areas per square kilometre. The employment structure in 
region j  is measured by the percent of the regional labour force employed in agriculture Aj, manufacturing 
industry Mj^  and the service industry Sj.
The urban concentration measure is constructed in the following manner. The square kilometre 
area of a region is given by the symbol Dp The sum of EU15 regions defines the total geographic area of 
the EU in square kilometres, as represented by;
This expression defines the geographic area of all CAP regions, where j  = 1, and R represents the 
total number of all EU 15 regions. A region’s square kilometre share, R f  of the total EU geographic area 
is given by;
R? =J R
E Py=i
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Itwhere ^  - 1 .  Let the number of urban areas i in region j  be represented by UAp where i > j. The case
y=i
where i = y is a monocentric or a city-region. The total number of urban areas TUAj in region y = 1 is 
defined as:
where / = 1, ... , I, and I  is the total number of all urban areas in region y with a population size larger 
than twenty-thousand people. The total number of urban areas in the EU is then:
t v A , j
j= \ i=\
A region’s urban area or urban density share in the EU total is then given by:
I
y=i (=1
The regional urban concentration ratio UCj per square kilometre is then defined as a region’s EU15 urban 
density share divided by its EU 15 geographic area share:
UC
UA
A region’s urban concentration ratio will be greater than unity if its EU urban density share is 
larger than its EU geography share. Conversely, the ratio will be less than unity if the EU geography 
share exceeds its EU urban area share. The variable UCj is a measure of urbanisation per square 
kilometre, and it is assumed that both the number of urban areas per region, and a region’s circumference 
remain constant. The value of UCj decreases as a region’s distance from a core region increases because 
the urban density share declines as a larger share of a region’s geographic area is devoted to agricultural 
production.
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To capture the geographic effect of CAP region type, three slope dummies are included in the 
specification. The slope dummies are included to capture the effects of the quantitative variables on per 
capita income of each region type. The quantitative and dummy variables combined give the following 
specification;
Y j  -  P \ X \ j  + ^ 2 ^ 2 7  + P 3 R  3 j  +  P a R  A j  +  ^ 5  + < ^ 1 ^ 1  + ^ 2 ^ 2  +  ^ 3  ^ 3  +  A y (4.2)
where Xy ‘s are the quantitative variables for i = for j  regions j =  1, . . . . ,  /?. Ihe effect variables for
the three region types are represented by D, for i = 1,2,3. The variable uj is a normally distributed random 
error term with a zero mean, a constant variance, and is independent. A multiple regression analysis was 
performed on cross-sectional regional data to test equation (4.2) for the two periods 1990 and 1998. The 
estimation results and goodness of fit statistics for both periods are presented in Table 4.4.
T a b l e  4.4
E s t im a t io n s t-STATISTIC Es t i m a t i o n s t-STATISTIC
In d e p e n d e n t  R e g io n a l  Va r i a b l e s 1990 1998
Q u a n t it a t iv e  Va r i a b l e s
Population density PDj 0.0060 2.4347 0.0038 1.8290
Urban concentration ratio UCj -0.9487 -3.9831 -1.2275 -4.6286
Percentage employment in agriculture Aj -0.8850 -4.6473 -2.0078 -6.8986Percentage employment in manufacturing Mj 0.4647 2.9135 -0.1447 -0.6445
Percentage employment in services Sj 0.9139 8.5083 0.4430 2.9813
E f f e c t  D u m m ie s
Core D, 36.2504 4.0221 97.5050 7.2707
Adjacent D2 32.5460 3.7115 86.2112 6.5587
Periphery Di 27.2122 3.1023 79.9699 6.2430
G o o d n e s s  o f  f i t  s t a  t is t ic s
Number o f data observations / sample size n 201 201
Multiple regression coefficient MiP 0.6896 63561
Regression coefficient tP 0.4755 0.4039
Adjusted regression coefficient AtP 0.4513 0.3772
Standard error / 17.980 21.166
Sum o f  the Squared Errors SSE 62397.69 86463.93
Durbin-Watson statistic D W 1.9307 1.7896
Calculated F-statistic F 21.872 16.352
Critical F-value R ' 2.10 2.10
Source: Author’s own research estimation
Methodology
The two data samples have an equal number of observations. The quantitative variables are 
percentages except for the population density variable, which is measured in hundreds. The three 
employment distribution variables sum to unity since they measure employment distribution of the 
regional labour force in agriculture, manufacturing, and services. The effect variables are dummies: one 
for each of the three region types -  core, adjacent, and periphery. Initial regression estimates reveal 
positive residual autocorrelation for both estimation periods. To eliminate the autocorrelation, the
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Newbold (1988) calculation, x = 1 -  DW/2, is used to obtain an estimated value for p. The estimated x 
values for the regression equations are respectively x = 0.3172 in 1990, and x = 0.3469 in 1998. The 
equations were re-estimated to eliminate the autocorrelation effects.
Goodness o f  Fit o f the Estimation
The Goodness of Fit Statistics indicates the 1990 estimate to be the better of the two estimated 
regression equations. In the 1990 equation, 68.9% of the variation in the dependent variable is explained 
by the predictor variables, while the same variables only explain 63.6% of per capita variation in 1998. 
The /-values of the estimated coefficients are all significant at the a = 0.05 level with the exception of the 
manufacturing employment coefficient in 1998, which becomes insignificant. The calculated F- value for 
both regression estimations exceed the critical value; for 1990 F (8,193-8-1) = 2 1 . 8 7  > /A =  2 .O I ,  and for 
1998, F  (8,193-8-1) = 16.35 > F^ = 2.01. Both of the estimated equations are free of residual autocorrelation. 
For the 1990 equation du < 1.9307 < 2, while for 1998, dy < 1.7896 < 2. The variance inflation factor 
( V I F j )  analysis of the explanatory variables used in both equations revealed the absence of correlation 
between them.
Chow Test for Structure
The Chow test measures the pooled equation for structural stability. The joint null hypothesis 
assumes there are no significant difference in the estimated coefficients of the two regression equations. 
The restricted pooled estimation results are presented in Table 4.5.
T a b l e  4 .5
C h o w  T e s t  Re s u l t s  fo r  t h e  Re s t r ic t e d  Po o l e d  d a ta
Q u a n t it a t iv e  Va r i a b l e s A t-Sat.
Population density PDj 0.007 4.525
Urban concentration ratio UCj -1.226 -6.222
Percentage employment in agriculture T -1.493 -9.292Percentage employment in manufacturing Mj 0.206 1.433
Percentage employment in services Sj 0.601 5.907
E f f e c t  D u m m ie s
Core D, 71.821 7.781
Adjacent Dj 62.817 7.002
Periphery Os 57.681 6.538
G o o d n e s s  OF F i t
Number o f data observations / sample size n 404
Multiple regression coefficient MtP 0.7133
Regression coefficient 0.5089
Adjusted regression coefficient a R 0.4977
Standard error o f estimate SSE I8 I42I.2
Calculated F-statistic F 51.3
Critical F-value F^ 2.10
C h o w  Te s t
Restricted pooled data S S E h I8 I42I.2
Unrestricted oiled data SEEu 148861.6
Joint probability J 9
Degrees o f freedom d f 396
Calculated F-statistic F 9.624
Source'. Author’s own calculation.
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For illustrative reasons, the unrestricted pooled estimations can be obtained via the following regression 
equation:
F y  =  +  P \ X i j  +  ^ 2  ( T i G i )  +  ^ 2 ^ 2 y +  / 3  ( ( ^ 1 ^ 2  )  +  P 3 X  3 J  +  f  4 ( ^ 1 ^ 3  )  +  P 4 X  +  y  ^ { G i X  4 )  +
P 5 X 5J + y' 6  (^ 1^5 ) + S^Di + Yy ( Gi Di )  + 5 2 II2 + y'S ) + (^ 3??3 + 7^ 9 (G1D 3 ) + //y
where the variable G; is a dummy variable with a value G/ = 1 for the 1990 pooled observations, and Gy 
= 0 for the 1998 observations. We test the equivalence of the per capita income regression functions for 
the two periods by testing the J  = 9 joint null hypothesis Hq'. yy = 72 = = y? = 0 against the alternative
hypothesis Hj, at least one y, 3^  0 .
This equation was not estimated. Instead, the unrestricted sum of the squared enors SSEjj is 
calculated by adding the sum of the squared residuals from the 1990 and 1998 regression estimations. At 
the a = 0.05 critical value the F- statistic, F  = 9.624, exceeds the critical value = 2.10. This measure of 
the differences in two variances, leads to the rejection of the null hypothesis that the variances of two 
estimates are the identical. Hence, the alternative hypothesis, Hj, is accepted that the estimated 
coefficients are significantly different from zero. This means that a significant structural change has 
occurred in the regional EU economy as the result of trade liberalisation.
E valuation o f  the E stim ated  R egression Equations
The estimated equations support the concentric circle theory as captured in the CAP model. As 
expected, there exists a positive relation between per capita income and population density. We expect 
the value of this coefficient y^y to be close to unity to reflect the one-to-one relationship between per capita 
income and population density in accordance with the home market theory that income will be highest in 
regions with the highest population densities. Adjusting the coefficient value, we obtain Pi = 0.6, 
indicating an unequal proportional increase in per capita income du to a 1 % increase in population 
density. In 1998, the level and the significance of this variable declines to half its 1990 value due to the 
increased strength of the dummy variable that captures the influence of the region types, which are 
defined on a population density basis.
There exists a negative relationship between per capita income and the urban concentration ratio. 
This outcome is contrary to expectations. Economic geography theoiy informs us that incomes are 
highest in regions with a large number of urban areas, such as the core and adjacent regions. The 
outcome, however, suggests that the higher a region’s urban concentration share, the lower will be its 
level of per capita income. This outcome can be explained in two ways. First, since the value of a 
region’s urban concentration share did not change between 1990 and 1998, the negative relationship 
reflects the large population inflows into cities in core and adjacent regions reducing the levels of per
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capita incomes in the urban areas in these regions. This is not an unreasonable explanation, since the per 
capita income variable measures regional income divided by total population -  young and old, employed 
and unemployed. As more families migrate to the cities, the average total level of urban income declines.
Second, the urban concentration measure does not capture urban growth. It simply measures a 
region’s share of EU total urban areas. The total number of urban areas may remain constant, but they 
must have grown to accommodate growing populations. This argument would be consistent with the 
rising average per capita incomes in the core and adjacent regions, as revealed by the stylised facts in 
Table 4.1.
The economic variables reflect the relationship between the structure of employment and the level 
of per capita income. There is an inverse relationship between the level of per capita income and the share 
of the labour force employed in agriculture. The more people employed in agriculture, the lower will be 
regional per capita income. The sign on the estimated coefficient is as expected and supports the 
concentric circle theory. This result is consistent with income determination in the periphery regions. 
However, the coefficient value and the level of significance of the agriculture variable has increased in 
comparison to 1990, suggesting a stronger influence of agricultural employment on per capita income 
determination. This outcome contradicts the findings in the stylised facts.
The estimated coefficients for manufacturing employment and service sector employment are 
significant and have the expected signs for 1990. In 1998, the coefficient on the manufacturing variable 
shows a negative sign and is insignificant. This outcome reflects the declining average share of 
manufacturing employment across the EU regions as found in the stylised facts. Contrary to the evidence 
from the stylised facts, however, is the declining coefficient value and level of significance of service 
sector employment in 1998. The result from earlier analysis gave strong growth indications of this sector.
The coefficients of the estimated slope dummies for the core, adjacent, and periphery regions 
have the correct sign and are significant in both years. However, in 1998, these coefficients more than 
doubled in size, and their /-values strengthened. The increase in values suggests that the characteristics of 
these region types have become more significant after trade liberalisation. The Chow test supports the 
hypothesis of economic structural change between 1990 and 1998. Furthermore, these estimates provide 
strong initial evidence for the concentric circle theory and the inverse relationship between geographic 
location from the core and income determination. The estimations of the coefficient of partial 
determination and the predictive values of the regression equations are found in Appendix (4A) of this 
chapter.
In summarising, the estimated regression equations are initial evidence in support of the CAP 
model and the concentric circle theory. The Chow test provides evidence of regional structural change. 
The influence of these changes is also evident in the partial determination coefficients. However, even 
though the predictive values of the regression equations are reasonably accurate, they do not capture the 
direction of change of the economic variables as found in the stylised facts. Stronger yet, they contradict
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developments in the structure of regional employment by suggesting the movement of labour out of both 
the manufacturing and services sectors into the agricultural sector.
4.4 C o n c l u sio n s
The demographic and economic stylised facts analysis provides sufficient statistical support for 
the theoretical developments in the literature of the new economic geography theory. The inclusion of an 
adjacent region in the CAP model reveals the validity of concentric circle theory in a regional geographic 
model. The stylised facts show the economic geography effects of trade liberalisation. Populations have 
relocated to predominantly core and adjacent regions. The periphery regions saw an average increase in 
their population levels as well. The structure of employment across the EU CAP regions changed, moving 
from agriculture and manufacturing into service sector employment. The outcome of trade liberalisation 
on per capita income development is evident in the regions types of the CAP model. Per capita income is 
highest in the core regions and declines gradually with distance through the adjacent to the periphery 
regions. The stylised facts reveal income convergence between the adjacent and periphery regions as 
evidence of new economic activity in the periphery regions, mitigating the wholesale export of 
unemployment.
The regression equations, however, only capture the positive relationship between region type and 
per capita income, supporting the theory that income declines, as production activity is located further 
away fr om the core regions. The estimated coefficients do not support the findings of the stylised fact 
with respect to the changing structure of employment. This suggests that the model should be re- 
estimated to include interaction variables to measure the interaction between the quantitative variables 
and the effect dummies in the European Union CAP region types, thereby strengthen the findings of the 
stylised facts.
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C H A P T E R  4 TABLE 4A.1 
REGIONAL POPULATION CHANGES 1990 1997
A P P E N D IX  4A
CORE
Pop.
Change
9 0 -9 7
ADJACENT
Pop.
Change
9 0 -9 7
PERIPHERY
Pop.
Change
9 0 -9 7
Brussels C -12 Limburg (B) A 1:3 37 Dessau P l : l -38
Antwerpen C4:2 40 Vlaams-Brabant A 43 Halle P l : l -140
Oost-Vlaanderen C4:3 24 Brabant Wallon A l:l 28 Anatoliki Makedonia, Thraki P2:2 -8
West-Vlaanderen C4:l 21 Luxembourge (B) A l:l 12 Kentriki Makedonia P1:I 51
Hainaut C4:2 6 Namur A l.l 17 Dytiki Makedonia P3:4 9
Liege C4:l 18 BRANDENBURG A:1 -50 Thessalia P2:2 12
Denmark C2:l 148 Giezen A l:4 79 Ipeiros P2:l 32
Stuttgart C2:l 290 MECKLENBURG-Vor. A2:l -166 Dytiki Ellada P2:2 34
Karlsruhe C2:l 182 Luneburg A l:6 180 Asturias P1:I -58
Freiburg C3:I 180 SACHSEN A l:3 -412 Extremadura P3:2 -25
Tubingen C4:l 157 Magdeburg A l:l -20 Andalucia P l:3 56
Oberbayem C2:l 276 THURINGEN A lrl -221 Murcia P2:l 29
Niederbayem C4:3 106 Sterea Ellada A2:l 83 Basse-Normandie P I:I 31
Oberplatz C3;I 78 Peloponnisos A2:2 65 Franche-Comte P l: l 20
Oberfranken C3;2 58 Galicia A l:2 -195 Pays de la Loire PI:1 126
Mittelfranken C2:l 113 Cantabria A l:l -8 Bretagne P l:2 91
Unterfranken C3:3 95 Navarra A2:l 1 Poitou-Charentes P2:4 38
Schwaben C3;l 143 Rioja A2:l -6 Limousin P2:l -7
Berlin C -11 Aragon A3:3 -24 Rhone-Alpes P I:4 316
Bremen C -6 Castillia-Leon A2:l -105 Auvergne P2:l -7
Hamburg C 74 Castillia-La Mancha A3:5 8 Valle d'Aosta P3:l 4
Darmstadt C2:2 212 Comuniaded Valenciana A l:2 20 Calabria P l:3 -81
Kassel C3:l 84 Champagne-Ardenne A2:2 4 Friesland Pl:3 18
Braunschweig C3:l 56 Picardie A l:l 60 Burgenland P3:3 5
Hannover C2:l 116 Haute-Normandie A1:I 50 Steiemark P I:I 21
Weser-Ems C3:3 232 Centre A2:3 88 Algarve P2:l 7
Düsseldorf C2:5 101 Bourgogne A2:2 16 Vali-Suomi P3:l -5
Koln C2;2 226 Nord-Pas-De-Calais A 1:2 43 Ita-Suomi P4:4 -10
Munster C2:l 162 Lorraine A l:2 2 Pohjois-Suomi P4:2 11
Detmold C3:l 192 Alsace A l:2 95 Smaaland Med Oeama P3:4 17
Amsberg C2:3 131 Aquitaine A l:l 106 Vaestsverige P1:I 9
Koblenz C3:I 135 Midi-Pyrenees A l:l 95 Norra Mellansverige P4:3 -14
Trier C4:l 33 Languedoc-Roussi 1 Ion A l:2 166 Mellersta Norrland P4:2 -6
Rheinhessen-Pfalz C2:l 155 Provence-Alpes-Cote d'Azur A l:4 240 OEVRE NORRLAND P4:2 0
Saarland C4:2 9 Piemonte A l:5 -66 Lincolnshire P l : l 28
Schleswig-Holstein C2;l 171 Trentino-Alto Adige A2:2 34 Cornwall, Devon PI:2 51
Attiki C4:l -74 Veneto A l:6 76 Dumff.-Galloway, Strathclyde P I:I -100
Fias Vasco C4:l -99 Emilia-Romagna A l:8 18 Highlands, Islands P4:2 93
Madrid C -6 Toscana A l:6 -34 Grampian P2:l 2
Cataluna C4:l -103 Umbria A2:2 31 Total R qpons - 39
Ceuta y Melilla C2:2 3 Marche A l:3 18 Average « 15.6
lie De France C 422 Abruzzo A l:3 8 Standard Deviation * 6 9 2
Ireland C5.I 157 Molise A2:2 -5 Variance 4782.5
Liguria C4:l -81 Puglia A l:4 19 Coef. Variation « 4.4
Lombardia C3;l 62 Basilicata A2:2 -14 Net Total = 610
Friuli-Venezia Giuli C3:l -18 Luxembourg A l:3 43
Lazio C 4:l 59 Groningen A l:3
Campania C2:I -17 Drenthe A l:3 22
Gelderland C4;l 87 Overijssel A l:3 41
Utrecht C 68 Flevoland A l:l 75
Noord-Holland C3;5 104 Zeeland A l:2 13
Zuid-Holland C2;l 132 Noord-Brabant A l:4 123
Limburg (NL) C4;l 33 Niederosterreich A:2 56
Wien C 60 Kamten A l:l 15
Norte C3:I 101 Oberosterreich A l:l 45
Lisboa e vale do Tej C3:I 8 Salzburg A l:l 30
Uusimaa C5;l 42 Tirol A l: l 31
Stockholm C5:l 68 Voralberg A l:l 14
Cleveland, Durham C4:l 14 Centro (P) A l:3 -12
Northumberland, Ty C2:l 2 Alentejo A3:4 -26
South Yorkshire C4;l Etela-Suomi A3:7 26
(C) Brand / October 2003
TABLE 4A.1
REGIONAL POPULATION CHANGES 1990 - 1997
West Yorkshire C3:l 39 Oestra Mellansverige A3:5 5
Bedfordshire, Hertfc C4:l 41 Sydsverige A1:I 22
Berks., Bucks., Oxfc C4:l 82 Cumbria A2:I 0
Surrey, East-West Si C4:l 99 Humberside A l;l 28
Greater London C 280 North Yorkshire A2:l 12
Avon, Gloucs., Wilb C4:l 89 Derbyshire, Nottinghamshire AI 2 49
West Midlands (Con Cl 27 Leics., Northamptonshire A 1 2 60
Greater Manchester C l -16 EAST ANGLIA A l:3 97
Mereyside Cl -24 Essex A l:l 60
Gwent, Mid-S-W Gi C4:2 114 Hampshire, Isle o f  Wight A 1 2 84
Northem-Ireland C5:l 75 Kent A l:l 38
Total Regions = 72 Dorset, Somerset A 1 2 49
Average = 81.0 Hereford-Worcs., Warwicks. A 1 2 44
Standard Deviation - 94.9 Shropshire, Staffordshire A 1 2 37
Variance * 8997.1 Cheshire A l:l 24
Coef. Variation » 1 2 Lancashire A l:l 33
Net Total = 5833 Clwyd, Dyfed, Gwynedd, Powys AI:1 -68
Bord.-centr.-Fife-Loth.-Tay A I:3 33
Total Regions 79
Average = 19.3
Standard Deviation 83.6
Variance 6986
Coef. Variatkm = 2
Net Total = 1522
Source: Authors own research.
(C) Brand / October 2003
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T a b l e  A .4.2 
P a r t i a l  D e te r m in a t io n  C o e f f ic ie n t s
C o e f f i c i e n t s 1990 1998
Per capita income / population density H i p ,pd 0.0297 0.0170
Per capita income / urban concentration ^Y!P,IK' 0.0760 0.0999
Per capita income / agricultural employment _2^YtP,A 0.1006 0.1978
Per capita income / manufacturing employment '^YIPM 0.0421 0.0021
Per capita income / service sector employment HIP.S 0.2728 0.0440
Per capita income / core dummy GlP,C 0.0773 0.2150
Per capita income / adjacent dummy ' Y^IP.A 0.0666 0.1823
Per capita income / periphery dummy A' y / p j > 0.0475 0.1660
T a b l e  A.4.3 
A c t u a l  a n d  P r e d i c t e d  A v e r a g e  CAP In c o m e s
1990 1998
Actual Predicted Actual Predicted
Core region 106.7 105.3 116.3 114.4
Adjacent region 89.4 92.6 95.1 95.6
Periphery region 78.9 78.2 80.6 81.0
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C h a p t e r  4 A p p e n d ix  (4B )
T a b l e  4A.1  
T u k e y  -  K r a m e r  P r o c e d u r e  
T e st  fo r  M u lt ipl e  C o m p a r iso n  o f  Sa m ple  M ea n s
1990
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 106.7 Absolute Difference 17.3 Absolute Difference 10.5
Sample Size 72 Standard Error o f  Difference 2.88 Standard Error o f  Difference 3.46
Adjacent Critical Range 6.83 Critical Range 8.20
Sample Mean 89.4 Means are different Means are different
Sample Size 79
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 78.9 Absolute Difference 27.80 Absolute Difference 27.80
Sample Size 39 Standard Error o f  Difference 3.51 Standard Error o f  Difference 5.48
Island Periphery Critical Range 8.33 Critical Range 12.98
Sample Mean 61.6 Means are different Means are different
Sample Size 12
MSW 625 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 45.10 Absolute Difference 17.30
Standard Error o f  Difference 5.51 Standard Error o f  Difference 5.84
Critical Range 13.06 Critical Range 13.83
Means are different Means are different
1995
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 110.1 Absolute Difference 18.90 Absolute Difference 10.30
Sample Size 72 Standard Error o f  Difference 2.58 Standard Error o f  Difference 3.09
Adjacent Critical Range 6.11 Critical Range 7.33
Sample Mean 91.2 Means are different Means are different
Sample Size 79
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 80.9 Absolute Difference 29.20 Absolute Difference 22.50
Sample Size 39 Standard Error o f  Difference 3.14 Standard Error o f  Difference 4.90
Island Periphery Critical Range 7.45 Critical Range 11.61
Sample Mean 68.7 Means are different Means are different
Sample Size 12
MSW 500 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.40 Absolute Difference 12.20
Standard Error o f  Difference 4.93 Standard Error o f  Difference 5.22
Critical Range 11.68 Critical Range 12.37
Means are different Means are not different
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1996
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 109.9 Absolute Difference 17.8 Absolute Difference 11.4
Sample Size 72 Standard Error o f  Difference 2.48 Standard Error o f  Difference 2.97
Adjacent Critical Range 5.87 Critical Range 7.05
Sample Mean 92.1 Means are different Means are different
Sample Size 79
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 80.7 Absolute Difference 29.2 Absolute Difference 23.3
Sample Size 39 Standard Error o f  Difference 3.02 Standard Error o f  Difference 4.71
Island Periphery Critical Range 7.16 Critical Range 11.2
Sample Mean 68.8 Means are different Means are different
Sample Size 12
MSW 461.8 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.1 Absolute Difference 11.9
Standard Error o f  Difference 4.74 Standard Error o f  Difference 5.02
Critical Range 11.2 Critical Range 11.9
Means are different Means are different
T u k e y  -  K r a m e r  P r o c e d u r e  
T e st  fo r  M u l t ip l e  C o m p a r is o n  o f  S a m p l e  M e a n s
1997
Core Group 1 to Group 2 Comparison Group 2 to Group 3 Comparison
Sample Mean 110.1 Absolute Difference 17.6 Absolute Difference 12
Sample Size 72 Standard Error o f  Difference 2.47 Standard Error o f  Difference 2.96
Adjacent Critical Range 5.85 Critical Range 7.02
Sample Mean 92.5 Means are different Means are different
Sample Size 79 •
Periphery Group 1 to Group 3 Comparison Group 2 to Group 4 Comparison
Sample Mean 80.5 Absolute Difference 29.6 Absolute Difference 23.9
Sample Size 39 Standard Error o f  Di fference 3.01 Standard Error o f  Difference 4.69
Island Periphery Critical Range 7.13 Critical Range 11.1
Sample Mean 68.6 Means are different Means are different
Sample Size 12
MSW 458.4 Group 1 to Group 4 Comparison Group 3 to Group 4 Comparison
Q Statistic 2.37 Absolute Difference 41.5 Absolute Difference 11.9
Standard Error o f  Difference 4.72 Standard Error o f  Difference 5
Critical Range 11.2 Critical Range 11.8
Means are different Means are different
Source: Analysis uses data from Table 4.1 -  CAP Model Demographic and Economic Statistics. Data used is; ‘CAP Model Average Index 
of Regional Per Capita Income (PPS)’.
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Ch a pter  5
In dustry  Locatio n , Str u c tu r e , and  Concentration  
The  c a p  M o d el  Applied  to  Spain
5.1 Introduction
The objective of this chapter is to initiate an analysis into the workings of the endogenous economic 
mechanisms that comprise the ‘black box’ of the new economic geography model (Baldwin et. ah, 2002). 
This chapter examines the location and concentration of manufacturing industry in Spain in the context of 
the CAP model. In the new economic geography theory (Krugman, 1991b), reductions in trade barriers 
and transportation costs release forces of agglomeration and dispersion that result in the endogenous 
location of manufacturing industry. Theoretically, agglomeration forces combined with perfect 
interregional mobility of labour, results in industry relocation and concentration in the core regions with 
the deindustrialisation of the periphery. This represents a divergent outcome with a relative wage and cost 
differential in favour of the periphery region (Venables, 1994).
The new theoretical trade literature, however, also embraces theoreticians who argue in favour of a 
diversified outcome and wage convergence between regions. Diversified agglomeration is the result of 
general equilibrium effects (Krugman and Venables, 1990), relative wages differentials in favour of the 
periphery (Venables, 1994; Krugman and Venables, 1995), the need for input-output linkages under the 
assumption of labour immobility (Krugman and Venables, 1996), the imperfect interregional mobility of 
labour (Ludema and Wooton, 1997), regional comparative advantage with perfect labour mobility 
(Krugman and Venables, 1990; Forslid and Wooton, 1999), and the transport intensity of products 
(Venables and Limao, 2002). These theories are no less important as an explanation for international 
industrial development, than they are in explaining national regional economic development. Empirical 
studies have supported these theories at the national EU level, but no studies have been undertaken at the 
more disaggregated EU national regional level.
The empirical literature finds that industries requiring a high degree of internal returns to scale will 
locate in the core regions, while firms with a low product demand elasticity and high levels of 
unexploited economies of scale will be more dispersed (Briilhart and Torstensson, 1996). Haaland et. 
a/. ,(1999) have found that the localisation of expenditure in the home market and the need for input- 
output structures are determining criteria for industry concentration. Davis and Weinstein (1998; 1999) 
find that industries with high economies of scale located in the core regions are able to satisfy 
idiosyncratic (export) demand. Forslid et.al., (1999) find that reductions in trade barriers lead industries 
dependent on economies of scale and input-output linkages to relocate to the core regions, while 
industries dependent on the forces of comparative advantage and specialisation locate in the periphery 
regions.
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In a definitive empirical study of changes in industry location, ex ante and ex post EU 1992, 
Midelfart et «/.,(2000) combines industry characteristics with country location. Like Davis and Weinstein 
(1999) in their study of Japanese prefectures, Midelfart e/.ûf/.,(2000) find that industrial structures of 
central countries are characterised by high returns to scale technology and a highly skilled labour force. 
Periphery countries are found to have industries with low returns to scale, low technology, and a less 
skilled labour force. Midelfart e/.«/.,(2000) also combine country characteristics with industry 
characteristics to find that central countries with a highly skilled labour force and high wages attract high 
technology, medium returns to scale, and capital-intensive industries. Periphery countries, on the other 
hand, with low wages attracted industries with low to medium returns to scale.
Midelfart et.aL, (2000) find a growing divergence in the production structure of EU countries 
indicating greater country specialisation. The marginal decline in concentration of the overall 
manufacturing sector and the changing spatial concentration patterns over time, is attributed to the 
increased EU manufacturing shares in the Southern European countries. Finally, Midelfart et. a/.,(2000) 
found strong empirical results that location of industry across the EU is determined by the interaction of 
industry and country characteristics. These results underpin the theory of industry location on the basis of 
comparative advantage and new economic geography forces.
The aim of this chapter is to examine the movement of firms (n) and manufacturing labour (L), set in 
motion by the forces of EU trade liberalisation (reduction in ice-berg transportation costs, x), to bring 
forth the absolute and/or relative concentration of regional manufacturing, in Spain. The analysis is 
conducted at the national regional geographic level in accordance with the framework of the CAP model, 
instead of the more conventional aggregated national core periphery (CP) model. Regional level analysis 
is significant since it allows for an examination of the endogenous forces (black box) of economic 
geography on the choice of firm and industry location at the micro-regional levels.
This chapter consists of six sections. Section 5.2 provides a brief discussion to explain the choice 
of Spain for this analysis. Section 5.3 chronicles the data sources for this analysis. Section 5.4 elucidates 
the changes in the regional number of firms and firm location. Section 5.5 provides an analysis of the 
relocation of manufacturing employment. Section 5.6 uses Krugman’s (1990a) industry index 
measurement to analyse whether Spanish regional industry structures have converged or diverged.
5.2 Industry  Location  in  Spain
Spain is of particular interest for an evaluation of the economic geography effects activated by EU 
trade liberalisation for three reasons.
The first reason concerns its classification as an EU geographic periphery '^^ region by Krugman and 
Venables (1990), who theoretically examine domestic economic development in Spain by means of a
Krugman and Venables (1990) use the EU index o f per capita income as the centrality/periphery criteria.
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trade liberalisation model This model allows agglomeration and dispersion forces to interact with the 
larger EU geographic core. In that sense, the theoretical economic analysis of the behaviour of economic 
agents in Spain -  the manufacturing sector -  serves as a behavioural model of economic agents for 
southern EU geographic periphery regions that are subject to increased foreign competition, i.e. Portugal, 
and Greece. Krugman and Venables (1990) argue that it remains ambiguous whether the pull of the home 
market effect of the geographic core will outweigh the competition effect of the geographic periphery. 
This study seeks to eliminate that ambiguity.
The second reason is that, since trade liberalisation reduces market access costs to transportation 
costs, agglomeration and dispersion forces within Spain will ensure the endogenous location and 
concentration of manufacturing industiy in those Spanish regions whose size and geographical location 
provides access to domestic and foreign core regions (Krugman, 1991b; Davis and Weinstein, 1999). In 
the west, Spanish regions border on Portugal, while in the northeast its regions border on southern France. 
The well-developed infrastructure along the northern Mediterranean coast from Spain to Italy provides a 
low cost market access route to the EU geographic core for the geographically located competitive 
eastern Spanish regions.
Given the southern geographic location of Spain, its resource endowments, and its relative wage 
and cost advantage (Kiugman and Venables, 1990; Venables, 1994) versus the EU geographic core, 
theory and empirical evidence would argue that Spain could expect not only to attract industry with low 
product demand elasticities and high levels of unexploited economies of scale (Krugman, 1991b; Haaland 
et. ah, 1999; Midelfart et. al, 2000), but also industries wishing to take advantage of strong /«/m-industry 
linkages, in regions with an abundance of low cost unskilled labour, to realise their competitive advantage 
position (Krugman and Venables, 1995; 1996; Forslid and Wooton, 1999; Forslid, et. al, 1999; Midelfart 
et. al, 2000).
These theoretical arguments and empirical findings suggest that EU wide economic integration 
would have a significant effect on the regional location of Spanish manufacturing production activity. 
The free interregional mobility of the Spanish labour force, combined with low domestic transportation 
costs, will fuel home market effects through agglomeration forces (Davis and Weinstein, 1999). Spain’s 
geographic periphery status, with its relatively low wages, and abundance of natural resources, will attract 
capital investment due to its relatively higher rate of return versus the geographic core. The competition 
effect leads to higher levels of investment to acquire economies of scale, resulting in capital stock 
accumulation, higher employment levels, higher wages, and a convergent production outcome relative to 
the EU geographic core (Venables, 2000).
The third reason is prompted by the empirical work of Midelfart et. a/., (2000), who found that ‘the 
spatial distribution of European manufacturing appears to be driven by developments in Southern 
Europe.’ The authors find that as Southern European countries increased their share of European 
manufacturing, EU manufacturing became more dispersed during the 1980s and 1990s, which contributed
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to the increased spatial clustering of manufacturing. These outcomes suggest a strong geographic 
competition effect in Spain that outweighs the agglomeration effect of the geographic core. The findings 
also support the self-sufficiency theoiy of Venables and Limao (2002) based on a country’s location, 
endowment of primary factors of production, commodity characteristics of transportation intensity, and 
factor endowments.
5.3 DATA SOURCES AND DATA ORGANISATION
The sources of industry data used in Chapters 5 and 6 of this study are as follows; Eurostat (1993), 
The Structure and Activity o f Industry; Data by Regions 1988/89, Theme 4, Energy and Industry', Eurostat 
(1999), Industry, Trade, and Services, Theme 4, SBS -  Structural Business Statistics (Industry, 
Construction, Trade, and Services), and Eurostat (1999, 2000, and 2001), Regions: Statistical Yearbook. 
The study examines 23 industry branches per region at the NACE 2 digit level. The industrial sectors and 
their industry branches are listed in Appendix 5 A, Table 5A.1, at the end of this chapter.
The following data is available for each industry branch i per regiony; number of units (firms) in 
the industry, w; number of persons employed, Z; gross wages and salaries, w; and, total of investments, K, 
This data allows the calculation of the following variables across regions; average number of employees 
per firm, Z/«; average gross investment per firm, K/n', average gross investment per employee, K/D, 
average wage per employee, w/Z; and, average wage costs per firm, w/n.
The industry structure in Spain is subdivided into the sectors Energy, Extraction and Processing, 
Engineering, and Other Manufacturing as found in the Eurostat (1993) publication. The Structure and 
Activity o f Industry; Data by Regions 1988/89, Theme 4, Energy and Industry. The sector Energy consists 
of the public utility companies, and the extraction and processing of energy materials. The sector 
Extraction and Processing is composed of industries that extract and transform non-energy-producing 
materials. The sector Engineering consists of metal manufacturing industries as well as mechanical, 
electrical and instruments engineering. It represents the supplier firms of intermediate products and forms 
the source for economies of scale through backward linkages for final goods producers. Finally, the sector 
Other Manufacturing includes the final goods supplier industries, and creates forward linkages for the 
intermediate goods producers.
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5.4 REGIONAL CHANGES IN THE NUMBER OF FIRMS, («).
In the new economic geography theory trade liberalisation brings about an endogenous relocation 
of firms and industries (Krugman, 1991b) to larger markets where other industries have located before 
them (Venables, 1994). Empirical research at the country level (Brülhart and Torstensson, 1996; Forslid 
et. al., 1999; Midelfart et. al., 2000) and at the regional level (Davis and Weinstein, 1999) has 
corroborated these theories.
The new economic geography theory of industry location can be applied to the micro-regional 
framework of the CAP model. In this model, trade liberalisation would be expected to increase the 
number of new firms and/or industries in the core agglomerates where firms in similar industries already 
exist (Krugman, 1991b; Venables, 1994; Krugman and Venables, 1996). The core agglomerates in Spain 
are the regions of Pias Vasco, Madrid, and Cataluna. Each of these core regions is accompanied by a set 
of adjacent and peripheiy regions. This allows us to define a CAP cluster as a core region with one or 
more adjacent and periphery regions.
This section examines three issues concerning the entry of new firms. One, which region types 
experienced the largest increase in new firms? Two, how are the new firms distributed over the regions in 
the CAP clusters? Three, how are the new firms distributed sectorally in the CAP clusters? These 
questions are relevant because they address the initial outcomes of trade liberalisation on firm n 
behaviour, relocation and industry growth (Krugman, 1991b). Furthermore, it will reveal the clustering 
behaviour of intermediate and final goods producers in a common region or adjoining regions, thereby 
affecting regional industry composition (Krugman and Venables, 1996).
The question of which region types experienced the largest increase in the location of new firms is 
of interest since it reveals the endogenous outcome of regional industry location through agglomeration 
and dispersion forces. The effect of trade cost reductions on firm relocation in the CAP clusters^^ is 
revealed by the data in Table 5.1. The net growth of industries in the core regions is positive for Cataluna 
and Madrid, and negative for the core region of Pias Vasco. However, the three core regions show an 
absolute increase in new firms in the four industry sectors, with the exception of the Energy sector in Pias 
Vasco. The positive growth of new firms in the core regions of Cataluna {n = 12,840) and Madrid {n = 
6,578) is accompanied by significant increases in their total populations, and hence manufacturing 
employment^^, indicating strong agglomeration effects in the core agglomerates (Krugman’s (1991b). In 
the core agglomerate of Pias Vasco the growth in the number of new firms (« = 1,593) is significantly
The CAP cluster of Cataluna, in the east, experienced the largest increase in the number o f firms in all four industrial sectors. 
The 22,510 new firms in this cluster represent 58% o f all new firms in Spain. In the CAP cluster o f Madrid, 10,837 new firms 
were established, which represents 28% o f the total. In the CAP cluster o f Pias Vasco, there were 3,766 new firms or 10% o f the 
total. Finally, the Island Periphery regions experienced an increase o f 5%, which translates into 1,920 new establishments. All 
three o f the CAP clusters reveal an increase in the number o f firms in their core regions, as well as in their adjacent and periphery 
regions.
See Chapter 4, Table 4.8
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less than the other two agglomerates. The core agglomerates together experienced an increase of 21,011 
new firms.
Within each of the CAP clusters, all of the adjacent regions experienced a significant growth in 
the number of new firms across all industry sectors. The most significant increase occurred in the 
adjacent region of Communidad Valencia {n = 8,734) that borders on the core region of Cataluna in the 
east, followed by the adjacent regions {n = 1,700) surrounding the core region of Pias Vasco in the west, 
and {n = 1,416) in the adjacent regions of Madrid. The border region of Galicia, an ex ante EU 1992 
periphery region in the west, reclassified ex post as an adjacent region, experienced a significant increase 
in new firm establishments in all four industry sectors. The adjacent regions combined experienced an 
increase of 11,850 new firms. The periphery regions experienced an increase of 4,252 new firms.
This outcome suggests agglomeration forces dominate in the core regions, with the competition 
effect dispersing firms to the adjacent and periphery regions. It verifies the concentric circle theory of the 
CAP model that industry concentration declines with distance from the core (Von Thünen, 1823). The 
three CAP clusters represent a diversified agglomeration production structure (Krugman and Venables, 
1996) or what Krugman (1991a) has called a multi-agglomerate production structure.
The second question focuses on how the new firms are distributed over the regions in the CAP 
clusters? This question is significant in determining whether similar industry sectors consistently locate 
similar region types (Midelfart et.al., 2000). If so, then there is a correlation between industry and region 
characteristics that fuel this distribution. The regional distributions of new firms within the relevant CAP 
clusters, over the period 1989 to 1997, are shown in Table 5.2. This analysis does not consider initial 
concentration (clusters) levels of firms in the regions. The data simply presents a distribution of new 
firms over the CAP clusters.
Ta b l e  5.2
T he Regional  D istribution  of N ew  Firms W ithin the C A P clusters
CAP 1 CAP 2 CAP 3 IPR
C A P C A P C A P Can Bal
Energy 83.3 16.7 72.7 9.1 18.2 0.2 98.2 1.6 58.2 41.8
Extraction & Processing 23.8 62.8 13.3 36.1 15.9 48.0 57.3 36.0 6.6 68.2 31.8
Engineering 63.0 25.3 11.7 62.7 13.4 24.0 72.1 22.8 5.1 79.4 20.6
Other Manufacturing 22.5 64.1 13.4 67.9 11.9 20.1 55.6 41.0 3.4 37.9 62.1
CAP 1 = Pias Vasco; CAP 2 = Madrid; CAP 3 -  Cataluna; Can = Canarias; and Bal ~ Baléares 
Source: Author’s own calculations.
In general, the regional distribution of firms within the CAP clusters is not uniform. There is no 
observable consistent pattern across the industry sectors of new firms being attracted to the core regions. 
Only the industry sector Engineering reveals a consistent pattern of new firms establishing themselves in 
the core regions. These industries include: basic metal products, fabricated metal products, machinery 
equipment, office machinery and computers, electrical machinery and apparatus, medical precision 
instruments, motors and trailers, and other transports. Each CAP cluster shows a different pattern. The 
location choice by these firms could be attributed to; a) the desire to ‘cluster’ with other firms in the
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industiy and, b) the particular industry characteristics of these firms, c) a particular characteristic of the 
region. Most of these industries have been found to show strong economic geography effects, relying on 
increasing returns to scale and favouring home market locations (Davis and Weinstein, 1999).
In the CAP cluster of Pias Vasco, there is a proportionately higher distribution of firms to the 
adjacent regions while in the CAP cluster of Madrid there is a relatively higher distribution to the 
periphery^^ {n = 2,843) than the adjacent regions. The CAP cluster of Cataluna also shows a high 
distribution of firms to the adjacent regions, in particular the adjacent region of Commanded Valencia. 
More importantly, however, the data shows that firms in similar industrial sectors will locate in anyone of 
the three region types. This seems to suggest that region characteristics are less important than the 
characteristics of existing industries. The data appears to suggest no correlation between industry and 
region characteristics (Midelfart et. al, 2000).
The distribution patterns of the new entrants may be due to initial ‘high’ or ‘low’ regional 
industry shares (Krugman and Venable, 1996; Midelfart et. al, 2000). Initial ‘high’ or ‘low’ region 
industry shares have been calculated and are listed in Appendix 5A, Table 5A.2, of this chapter. It is 
evident from these calculations, and their changes between 1997 and 1989, that that the core region of 
Cataluna and its adjacent region of Communidad Valencia, in general, have the relative highest levels of 
similar industry shares in Spain. The data in Table 5.2 reveals that more than 90% of new firms in the 
CAP cluster, Cataluna, locate in the core agglomerate and its adjacent regions. The choice of region type 
by these firms could be motivated by the need for intra and inter-industiy linkages, as argued by Paelinck 
and Nijkamp (1975), and proven by Midelfart et. al, (2000), whose research finds the need for strong 
forward and backward linkage between certain industries. This outcome, once again, indicates that the 
home market effect, the competition effect, and cumulative causation influences firm’s location decisions 
(Krugman, 1991b; Venables, 1994). The adjacent region, in accordance with its definition^^, appears to be 
serving its geographic function for the core agglomerate according to concentric circle theory, creating 
potentially strong intersectoral and interregional economic relationships between region types (Paelinck 
and Nijkamp, 1975).
The third question concerns the sectoral distribution of new firms within the CAP clusters. Do 
intermediate and final goods industries cluster, as Krugman and Venables (1996) have argued, in a 
common region to reap pecuniary agglomerate advantages through external and internal returns to scale? 
Insight into this question is gained from the information in Table 5.3 below. First, the data reveals a
The two periphery regions are Extremadura and Andalucia. Extremadura is an inland border region with Portugal 
geographically located on a radius between the core regions o f  Madrid and Lisbon and serves as a trade conduit from Portugal to 
eastern Spain. Andalucia is a southern coastal periphery region. It has three urban areas whose population densities are larger 
than 100 but less 500 people per square kilometre. It has the largest relative number o f  urban areas and total population o f  the 
Spanish regions.
For the definition o f  an adjacent region see Section 3.2.4 o f  this dissertation under Contiguous Region.
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concentration of new firms in the Energy sector in the cluster of Cataluna. Second, both Madrid and 
Cataluna have an approximate equal increase in the sectors Engineering and Other Manufacturing.
T a b le  5.3
T he D is tr ib u tio n  o f  Firm s in I n d u s t r i a l  S e c to r s  W ith in  t h e  CAP c l u s t e r s
CAP 1 CAP 2 CAP 3 IPH
Pias Vasco M adrid C ataluna Can  /  Bal
Energy 0.2 0.2 5.7 5.7
Extraction and Processing 15.7 17.9 12.9 8.2
Engineering 48.4 29.4 26.5 47.2
Other Manufacturing 35.7 52.5 54.9 38.9
Source: Author’s own calculations
Third, the most notable aspect of these calculations is the substantial change (48.4%) in the 
Engineering sector in the CAP cluster of Pias Vasco. Industry development in the CAP cluster of Pias 
Vasco is starting from initial Tow’ industry shares. The Extraction and Processing sector showed a 
comparable rate of change to that of Madrid. However, the Engineering sector experienced the relative 
largest entry of new firms of the three CAP clusters. Combined, these two industrial sectors suggest a 
growth of upstream industries, thereby creating an economic climate for potential agglomeration forces in 
this CAP cluster (Krugman and Venable, 1996).
Fourth, and most important, the outcomes in Table 5.3 also reveal almost equal growth 
proportionality between the industry sectors Engineering and Other Manufacturing in the CAP cluster 
Pias Vasco and the island periphery regions, providing an 80% average of new firms. In the CAP clusters 
Madrid and Cataluna the two sectors show equal growth proportionalities between the sectors providing 
an 81% average of the new firms in the respective clusters. This outcome again underscores what 
Krugman and Venables (1996) have argued, that upstream and downstream industries with mutual 
interdependencies have a tendency to cluster. Mutual industry interdependence means intra and inter­
industry linkages, which conforms to the definition o f an industry complex (Paelinck and Nijkamp, 1975; 
Meyers, 1983). The data in Table 5.3, provide further evidence of dispersed agglomeration in Spain, as 
does the regional industry share data found in Table 5A.2
The analysis of changes industry numbers, (n), has revealed that agglomeration forces compelled 
the largest number of new firms to locate in the core agglomerates. The competition force dispersed the 
remaining firms to the adjacent and periphery regions. The reason for the distribution of firms to specific 
regions needs to be found in the characteristics o f both the firms and the regions in which they located. 
There appears to be a strong location relationship between upstream and downstream industries 
suggesting mutual interdependencies in the form of intra and/or inter-industry linkages.
These preliminary results show the advantage of using the CAP model for regional economic 
geography analysis over the CP model. The CP model only allows industry relocation to either a national 
core or national periphery (Krugman, 1991b). This observation is made crystal clear by the empirical 
work of Forslid et.al., (1999), evidence o f which is diagrammatically presented in Figures 2.8 and 2.9, in
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Chapter 2 of this dissertation. The CAP model allows firm location to a seamless contiguous ‘in-between’ 
region conform von Thünen’s (1823) concentric circle theory.
5.5 M a n u fa c t u r in g  E m p l o y m e n t , (Z)
The empirical analysis of the previous section revealed the significant entry of new firms («) in 
the CAP clusters in response to EU trade liberalisation. The outcome of the previous section showed the 
largest number of new firms located in core agglomerates, there is no uniform distribution of firms over 
the region types in the CAP clusters, similar firms locate in all region types, and intermediate and final 
goods industries locate in common regions. The new economic geography theory argues that labour (Z) is 
interregionally mobile and will migrate to regions in search of higher wages (Krugman, 1991b). The 
restructuring of Spanish industry, post EU 1992, resulted in the exit of firms and the entry of new firms. 
The exit of firms led to regional unemployment and an excess labour supply, while the entry of new firms 
increased the demand for labour. The data pertaining to regional changes in manufacturing employment 
are found in Appendix 5 A, Table 5 A. 3.
This section examines the effects on manufacturing employment of the restructuring of Spanish 
industry. It seeks to answer the following questions. First, in which industrial sectors did the 
rationalization of production generate the largest loss of manufacturing employment? Second, in which 
industrial sectors and industry branches were new employment opportunities created? Third, is there a 
relationship between the entry of new firms into industry branches and the creation of new employment 
opportunities? Fourth, how have regional industry structures changed due to greater trade liberalisation?
5.5.1 Employment Relocation^^
Labour force relocation is revealed through changes in employment positions -  losses and 
creations. We are interested in answering the question, ‘In which industrial sectors did the rationalization 
of production generate the largest loss of manufacturing employment?’ Total employment losses can be 
analysed per industry sector and per CAP cluster. The data reveals a net outflow of labour from the 
Energy and Other Manufacturing sectors, while the Extraction and Processing, and Engineering sectors 
show a net increase in employment creation. An examination of the CAP clusters in Table 5.4 reveals the 
geographic relocation of manufacturing employment.
The term Hoss' refers to a loss o f manufacturing positions in industry branches in particular regions. The term ‘new’ refers to 
new employment opportunities in industry branches in other regions within the CAP cluster. For example, from Table 5A.3, the 
CAP cluster o f Pias Vasco experienced a loss 27,113 jobs in the Energy sector, while 498 new jobs were created in this sector but 
in different regions within the cluster. In this particular cluster the new jobs were created in the adjacent region o f La Rioja. In 
the CAP cluster of Madrid, 5,791 new jobs were created in the core region o f Madrid, 250 in the adjacent region o f Castilla La 
Mancha, and 302 in the periphery region of Andalucia. In the CAP cluster o f Cataluna, 43 new manufacturing jobs were created 
in the Energy sector in the core region o f Cataluna.
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T a b l e  5.4
Reloca tio n  of Manufacturing  Em ployment
CAP 1 CAP 2 CAP 3 IPR TOTAL
Loss N ew Loss N ew LOSS N ew Loss N ew Loss N ew
Energy -27113 498 -14557 6343 -12407 51 -1995 -56072 6892
Extraction and Procès. -8845 6673 -10618 12746 -2035 36059 -323 1532 -21821 57010
Engineering -34064 35005 -22380 54606 -18231 75484 -3187 4682 -77862 169777
Other Manufacturing -42616 14895 -45422 34563 -73750 95026 -9192 8251 -170980 152735
Totals -112638 57071 -92977 108258 -106423 206620 -14697 14465 -326735 386414
(%)
(b) m .
Energy 24.1 0.9 15.7 5.9 11.7 0.02 13.6 17.2 1.8
Extraction and Procès. 7.9 11.7 11.4 11.8 1.9 17.5 2.2.0 10.6 6.7 14.8
Engineering 30.2 61.3 24.1 50.4 17.1 36.5 21.7 32.4 23.8 43.9
Other Manufacturing 37.8 26.1 48.9 31.9 69.3 46.0 62.5 57.0 52.3 39.5
Engineering + O.Man 68.1 87.4 72.9 82.4 86.4 82.5 84.2 89.4 76.2 83.5
Source: Author’s own calculations form the data in Table 5.5. CAP 1 = Pias Vasco, CAP 2 = Madrid, CAP 3 = Cataluna, and 
IPR = island periphery regions. Engineering + O.Man = refer to the industries that can be ‘footloose’.
The largest loss of manufacturing employment occurred in the CAP cluster of Pias Vasco (CAP 
1 ). This cluster experienced a net loss of manufacturing employment that relocated to the CAP clusters of 
Madrid (CAP 2) and Cataluna (CAP 3), both o f which experienced a net increase in manufacturing 
employment. The island periphery regions (IPR) of Canarias and Baléares also experienced a slight net 
outflow of manufacturing labour.
The distribution of employment over the industrial sectors within the CAP clusters reveals some 
interesting developments. Both the Energy and Other Manufacturing sectors experienced an outflow of 
manufacturing employment. The loss of employment in the Energy sector is consistently higher than the 
share o f new jobs created in this industry for all three CAP clusters. The same trend is evident in the 
sector Other Manufacturing where the loss of manufacturing employment exceeds the shares of the newly 
created employment positions. This suggests a net outflow of labour from this industrial sector in the 
three CAP clusters.
Since there was a net creation of new jobs between 1989 and 1997, we assume that this excess 
manufacturing labour has been reabsorbed through the creation of new jobs in the Extraction and 
Processing and Engineering sectors.^® In both industrial sectors, industry size increased in all CAP 
clusters. The share of newly created jobs in this sector more than doubled in all clusters, except in the 
island periphery regions. It appears that the Extraction and Processing -  and especially the Engineering 
sector -  experienced an increase in manufacturing employment. The employment relocation evidence 
across the CAP clusters reinforces an earlier tentative conclusion of multi-agglomerate production 
structures in Spain in and around core regions. More significant, however, are the two industry sectors to 
which employment is relocating. The growth of the intermediate supplier industries. Extraction and 
Processing and Engineering, means a growth in their concentration and levels of production (as suggested 
in the empirical research of Midelfart et. a i, 2000) and the enhanced development of internal and external
This assumption is based on the theory o f  imperfect international labour mobility (Ludema and Wooton, 1997)
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economies of scale (Krugman and Venables, 1996). This leads to the question, “In which region-types are 
employment opportunities in these industries increasing?”
5.5.2 CAP Cluster Redistribution of Employment
The distribution of the newly created employment positions within each CAP cluster is presented 
in Table 5.5 below.
T a b le  5.5
R e g io n a l  D istr ib u tio n  o f  N e w  E m pl o y m e n t  Po sit io n s
CAP 1 CAP 2 CAP 3 IPR
C A P C A P C A P Can Bal.
Energy 100.0 91.3 3.9 4.8 84.3 15.7
Extraction and Processing 100.0 25.9 33.8 40.3 51.1 42.2 6.7 56.6 43.4
Engineering 29.9 59.4 10.7 50.3 20.2 29.5 64.6 30.6 4.8 56.2 43.8
Other Manufacturing 1.5 82.6 15.9 61.3 27.6 I I . 1 43.9 50.7 5.3 48.2 51.8
Source: Author’s own calculations. CAP I = Pias Vasco, CAP 2 = Madrid, CAP 3 = Cataluna, and 
IPR = island periphery regions.
In the CAP cluster Pias Vasco relocation of employment in the Extraction and Processing industry 
occurred across all three region types, but primarily to the four adjacent regions with the largest increase 
occurring in Galicia. The Engineering sector also exhibited a dispersion of new employment over all 
three-region types, with the highest share in the adjacent regions. Although the sector Other 
Manufacturing experienced a net decline in new job creation, the employment opportunities that were 
created are concentrated in the adjacent regions with some relocation to the periphery region of Asturias.
In the periphery region, the Engineering sector benefited from the creation of 3,739 new jobs -  
primarily in the industry branches fabricated metal products, and machinery equipment. In the Other 
Manufacturing sector, the same periphery region enjoyed the creation of 2,368 new jobs -  primarily in 
food beverage and tobacco, and the paper and paper products industries. For the periphery region of 
Asturias the developments in these two industry branches represents the role o f the competition effect 
(Krugman, 1991b), possible creation of new forward and backward linkages (Venables, 1994), and 
capital accumulation starting from Tow’ initial levels to achieve economies o f scale in production 
(Krugman and Venables, 1996).
In the CAP cluster Madrid, only 25.9% of new employment opportunities in the Extraction and 
Processing sector were located in the core region of Madrid. The remaining 74.1% was distributed almost 
equally over the adjacent and periphery regions, with almost the entire 40.3% being located in the 
periphery region of Andalucia, in the industry branch non-metallic. In the Engineering sector, half (50%) 
of new employment opportunities occurred in the core region of Madrid, the home market (Davis and 
Weinstein, 1999), while 20.2% located to the two adjacent regions. It is significant that 29.5% of new 
employment opportunities in Engineering were located in the periphery regions, reflecting the strong 
competition effect. Finally, the core and the adjacent regions of Madrid were the primary beneficiaries of 
new employment opportunities in the Other Manufacturing sector.
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In the CAP cluster of Cataluna, the relocation of employment and the creation of new jobs 
occurred predominantly in the core and its adjacent regions. The 84.3% increase in the Energy sector 
reflects the creation of new jobs in the coke refinery and nuclear energy branch in the core region of 
Cataluna. In the Extraction and Processing sector, new employment opportunities were created almost 
equally between the core region Cataluna (51.1%) and the adjacent region of Communidad Valencia 
(42.2%). The periphery region of Murcia experienced an increase of 6.7%.
In the Engineering sector, the core region of Cataluna enjoyed a substantial relocation of 
employment and entry of firms in the intermediate goods producing industries in which the region 
enjoyed historical high ‘initial’ industry shares (Krugman and Venables, 1996). This is clear evidence of 
the clustering of intermediate goods producing industries and the cumulative causation process of 
agglomeration (Venables, 1994). Cataluna’s two adjacent regions also experienced a combined increase 
of 30.6% new jobs in the Engineering sector, with the largest increase of 15,814 new jobs occurred in the 
adjacent region of Commanded Valencia, and the remaining 7,200 going to Aragon. This dispersion of 
Engineering employment to the two adjacent regions around the core region of Cataluna, suggests the 
possible strong need for mfm-industry linkages (Krugman and Venables, 1995). It is also clear evidence 
of the working of the competition effect (Krugman, 1991b) in the CAP cluster of Cataluna.
In the Other Manufacturing sector, the increase in new employment creation is relatively more 
intense in the adjacent regions than in the core. In the core region of Cataluna 41,733 new employment 
positions were created as opposed to the 48,217 in the adjacent regions. Of the approximate 46,000 new 
jobs created in Commanded Valencia, 34,900 occurred in the industry branch leather and leather 
products, giving the region a high share in that industry. The periphery region of Murcia also experienced 
a substantial increase of employment in the industry branches: -  leather and leather goods (1,897), food 
beverage and tobacco (1,774), and paper and paper products (1,039).
Finally, there was an equal-proportionate increase in the shares of manufacturing employment in 
the Extraction and Processing, and Engineering sectors in the island periphery regions of Canarias and 
Baléares. The increased employment in the sector Other Manufacturing in these regions was primarily 
due to the relocation of labour to the food beverage and tobacco industry in Canarias, and to the leather 
and leather products industry in Baléares.
The analysis of employment redistribution allows us to answer the question, “In which region- 
types are employment opportunities in the Extraction and Processing, and Engineering sectors 
increasing?’ In the CAP cluster of Pias Vasco these industries have located primarily in the adjacent 
regions. In the CAP cluster of Madrid, these industries seem to have concentrated in the core region of 
Madrid with dispersion to the adjacent and periphery regions. In the CAP cluster of Cataluna, these 
industries have located primarily in the core region with strong dispersion to the adjacent regions.
As previously obsei*ved in the industry analysis, new firms {n) in the supplier and final goods 
industries appear to cluster in similar regions. The growth of employment (Z) in the Extraction and
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Processing, and Engineering sectors in the adjacent region of Pias Vasco is accompanied by a strong 
growth in employment in the Other Manufacturing sector. A similar trend is evidenced in the CAP 
clusters of Madrid and Cataluna, as well as the island periphery regions. As mentioned in the previous 
section, new upstream and downstream industries appear to cluster in all region types, although not 
equally. Manufacturing labour migrates to where new firms are locating thereby, contributing to the 
recomposition of regional industry employment structures (Krugman and Venables, 1996).
5.5.3 Regional Industry Shares, Employment, and Economic Districts
This section answers the question: Ts there a relationship between the entry of new firms into 
industry branches and the creation of new employment opportunities?’ There are regions that lost 
industry share, but experienced an increase in employment. The relation between industry share, labour 
demand, and new employment is illustrated in Table 5.6 that shows the industry branches and regions that 
have enjoyed an increase in manufacturing employment.
All regional industiy that experienced increased shares are identified by the symbol L (low), H  
(high), and C (relatively high shares), respectively. The establishment of new firms in a region is 
represented by the symbol N. Regional industries that experienced a reduction in shares but an increased 
demand for labour have no symbols. For example, the adjacent region of La Rioja experienced an 
increased demand for labour in the industry branches electricity gas and steam, and in the purification and 
distribution of water, even though the number of firms in these industry branches declined. Regional 
manufacturing employment is also present in those industry branches that do not have an employment 
figure. Employment declined in these regional industry branches.
The industry share and employment data in Table 5.6 provides tangible evidence of increased 
industry concentration through clustering, and cumulative causation (Venables, 1994; Krugman and 
Venables, 1996). The Extraction and Processing sector and the Engineering sector, show increased 
concentration in regions with initial Tow’ and ‘high’ shares in industry sectors. The strongest effects are 
evidenced in the CAP cluster of Cataluna, in the core and its two adjacent regions. Industrial clustering 
occurred in industries with initial high shares {H), and in industries with extremely high shares (C). The 
same clustering force is evident in the CAP clusters of Madrid, not only in the core agglomerate, but also 
in the periphery region of Andalucia.
The effect of trade liberalisation on a border periphery region is underscored in by the strong 
cumulative causation outcome in the ex ante border periphery region of Galicia in the CAP cluster of Pias 
Vasco. This CAP cluster also has the largest number of industries starting from ‘low’ initial levels in both 
industrial sectors. There is significant employment creation in the regions of this CAP cluster where 
industries experienced a decline in their numbers, such as in the core region of Pias Vasco and the 
adjacent region of Galicia. This outcome suggests merger and consolidation activities of firms in the 
Engineering sector desiring to achieve economies of scale in production.
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Krugman and Venables (1996) have argued that upstream and downstream industries will cluster 
in common locations to achieve external and internal economies of scale. Final goods producers will 
locate in the region that has a large base of intermediate goods producers, and vice versa. ‘A [region] with 
a strong initial position in some industry [sector] may find itself with an advantage that cumulates over 
time.’ The initial evidence in support of this theory was found in the sectoral distribution of new firms 
within the CAP clusters. The current data illustrates these dynamics in five Spanish regions where 
intermediate and final goods producers have found a common location. The border region of Galicia 
shows strong growth of both the Engineering and the Other Manufacturing sectors. In the CAP cluster of 
Madrid these dynamics are apparent in the core agglomerate as well as the adjacent region of Castilla La 
Mancha. The same is true for the core agglomerate of Cataluna and its adjacent region of Communidad 
Valencia.
The clustering of firms in similar industries, in the core agglomerates and their adjacent regions, 
suggest that industrial structures transgress the boundaries of administrative regions thereby creating 
economic regions with strong intra and inter-industry dependencies, as regional economists have argued 
(Paelinck and Nijkamp, 1975). These authors have noted that an adjacent region is an administrative 
region with intersectoral and interregional input-output linkages to the core region. These observations 
are supported by Losch (1954) who writes that input-output structures are not by definition necessarily 
confined to one administrative region, but because of economic linkages, can extend beyond the borders 
of an administrative region to an adjacent region. Krugman (1991a) supports the regional economists’ 
analysis. Economic structures may not simply be confined to an administrative region. Intersectoral and 
interregional linkages determine the size of economic input-output structures, and thus the extent of 
economies of scale. Krugman (1991a) states, ‘There is no reason to suppose that political boundaries 
define the relevant unit over which...external economies apply.’ The evidence seems to suggest that core 
and adjacent regions are creating economic districts within the respective CAP clusters. Adjacent regions 
seem to be development regions allowing the seamless expansion of industrial structures.
The answer to the question, of there being a relationship between the entry of new firms into 
industry branches and the creation of new employment opportunities, appears to be positive. The 
empirical evidence leads to the conclusion that trade liberalisation has stimulated the employment growth 
within the economic districts of the CAP clusters. This is particularly evident in the adjacent regions of 
the core agglomerates Madrid and Cataluna. A similar conclusion can be drawn for the CAP cluster Pias 
Vasco where capital accumulation is in its developments phase. In the CAP clusters^\even industries in 
regions that experienced no industry growth exhibited increased demand for manufacturing labour
See Table 5.8 for examples of the increases in manufacturing employment {L) in regional industries experiencing no new firm 
locations such as industries in the Engineering sector in Pias Vasco, or the Energy and Extraction and Processing sector in the 
adjacent region La Rioja.
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indicating the spatial strength of the competition effect in generating new product and employment 
demand in existing industries
The above conclusion is further supported by the characteristics of many of the industries 
involved in the growth process in Spain. Davis and Weinstein (1999) find strong economic geography 
effects of firms in the Engineering sector in the core agglomerates. Forslid et al, (1999) have found that 
industries in the Extraction and Processing, as well as in the Engineering sector are dependent on 
intermediate inputs and require high economies of scale.^^ Further empirical evidence for this conclusion 
is found in Midelfart et.al, (2000) where the coefficients on interaction variables show that high tech 
industries locate in or near the core agglomerate because of their need for strong forward and backward 
linkages.^^ Similar conclusions are drawn by Henriksen et.al, (2001) in a cross-country study of 
Geimany, France, Italy and the UK for specific industry branches in the Engineering sector. These issues 
need to be verified in a subsequent section of this thesis.
The prelirainaiy outcome of employment relocation analysis is that manufacturing labour 
migrated not only to regions where new firms were being established, but also to those regions where 
existing industries experienced high product demand. Economic geography effects seem to be encouraged 
by low internal domestic trade costs and a mobile interregional and intersectoral labour force that 
reinforced the home market and competition effects (Davis and Weinstein, 1999). Trade liberalisation 
resulted in an apparent recomposition of industrial structures in the agglomerates of the CAP clusters 
(Krugman and Venables, 1996).
The tentative results of industry (») and manufacturing labour (L) analysis support theoretical 
‘black box’ dynamics of the endogenous location of industry. However, the analysis also accentuates the 
analytical value and significance of the framework of the CAP model '^  ^ in a number of ways; a) it clearly 
defines the geographic boundary and the size of core agglomerates; b) it illustrates the working of the 
concentric circle theory that provides an uninterrupted geographic continuum of contiguous regions 
around the core; e) it facilitates the examination of the geographic location aspects of industry 
concentration and/or dispersion; d) it allows for the identification of regions with initial ‘high’ and ‘low’ 
shares of industry concentration; and e) it identifies the CAP clusters as measures of centrality revealing 
multi-agglomerate production outcomes.
The analysis has revealed a relocation of firms and manufacturing employment within the CAP 
clusters, primarily in the core and adjacent regions. It is evident that Spain is characterised by a multi­
agglomerate production structure. It is also apparent that there has been a change in the composition of
Forslid et. a l, (1999). See Chapter 2, Appendix 2B, Table 2B.1.
They also find that Spanish industiy has a need for relatively higher returns to scale and higher technology levels that the 
southern EU countries o f Portugal and Greece.
The framework o f the CAP model differs from the Venables and Limao (2002) model in that the authors assumed 
disconnected zones o f industry location, and the immobility o f labour. The essence o f their theory is applicable to the CAP 
model, such as region and commodity characteristics.
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industry structures within the CAP clusters. We now turn to the fourth question, ‘How have regional 
industry structures changed due to greater trade liberalisation?’ We examine the composition of regional 
production structures to assess whether there has been a convergence or divergence in industry structures 
within and between CAP agglomerates and adjacent regions.
5,6 R e g io n a l  In d u stry  St r u c t u r e s
The theoretical and empirical literature has relegated Spain to the EU geographic periphery 
according to the relative per capita income criteria (Krugman and Venables, 1990). Spain is a geographic 
area, in the southern the EU, which is composed of eighteen diverse regions, possessing a common 
culture, and language. Labour is mobile between industry sectors and regions. Spain has three continental 
core or agglomerate regions, which are of interest, since they represent independent agglomerates and 
therefore, a poly centric or multi-agglomerate production structure. The CAP model permits an economic 
geographic structure to be imposed on the regions. This facilitates the examination of the interregional 
structural economic relationships, and the evolution of these interdependencies, through the forces of 
agglomeration and dispersion unleashed by trade liberalisation.
This study posits, that historical economic development has determined the location of 
manufacturing activities in Spain, before it entered the EU Customs Union in 1986. This assumption is 
supported by the initial empirical analysis of regional industry shares.^^ Manufacturing activities are 
dispersed, albeit unequally, throughout the regions of Spain. The cost of domestic interregional market 
access, to manufacturing, is the transportation cost of traversing geographic distance, given an 
underdeveloped infrastructure. However, barriers to trade, for industries exporting to foreign markets, 
compound this cost. EU 1992 reduced trade barriers and provided reconstruction funds to improve the 
domestic infrastructure (EC Structural Funds (1996). In tandem, these two economic policy measures 
substantially reduced manufacturing trade costs, and significantly modified the competitive playing field.
In light of these developments, this seetion examines the effects of trade liberalisation on the 
composition of industry structures in the Spanish regions before, and after EU 1992. Towards this end, 
Krugman’s (1991a) ‘similarity / diversity index’ is employed to assess these effects. The analysis is 
particularly valuable, since the industry index for 1989 and 1997, will facilitate an appraisal of the extent 
to which regional industry structures in the CAP clusters have converged or diverged over time.
5.6.1 Analysis of Regional Industry Structure: Similarity / Diversity
The industry structure of a region is determined by the type and number of industry branches 
within a region. Krugman’s (1991a) regional industry index is used to compare the increased similarity or
See Table 5A.2
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diversity of industry structures between regions. The industry index is constructed using regional industry 
employment data.
The Krugman industry index is calculated with the following statistic;
/  = (5.1)
where, Sy is the share of industry i in total manufacturing employment in region J { i  ^  j), and is the
regional share of manufacturing employment in the region with which the comparison is made. The 
industry index can take on a value from zero to two such that 0 < /, < 0. In those instances in which the 
industry structure in two regions is the same, i.e. the share of employment in the respective industries is 
identical, the index value will be zero. Similarly, if the industry structures in the two regions are 
completely dissimilar, if the index value will be 2. Based on this method, the index quantifies the 
difference or similarity in regional industry structure, and hence regional specialisation (See Appendix 5B 
of this chapter for the construction method of this index).
The industry index is calculated for the Spanish regions in 1989, and again after economic 
integration in 1997. By comparing these values, the similarities or the differences between industiy 
structures are rendered apparent. Furthermore, this comparison will highlight similarities and differences 
between the core and adjacent regions, and non-adjacent regions ex ante and ex post economic 
integration. A pronounced similarity in industry structures, between non-adjacent regions, suggests a 
polycentric production structure, i.e. regions geographically removed from each other with similar 
industry structures. The significance of a polycentric production structure is, that it implies that ‘increased 
integration [has not been] sufficiently [strong] to destabilise the existing geography of production’ and 
that industry is not concentrated in one geographic location, but instead, is dispersed.
5.6.1.1 Industry Index fo r Spain
The results of the analysis of the regional industry index for the two periods 1989 and 1997 are 
found in Table 5.7. The regions are listed in the left-hand column of the table. The reference regions are 
listed in the top row of the table. To make a comparison of regional values for 1989, one reads from left 
to right. The 1989 values are listed in the upper right hand portion of the matrix. These values indicate 
the similarity or difference in the regional industry structures in Spain during the period of the EU 
customs union before economic integration in 1992. In contrast, the 1997 values are listed in the bottom 
left-hand portion of the matrix. These are the post-economic integration values. In this case, a comparison 
of values between a particular region and its reference region is made by reading from the lower right-
Krugman and Venables, (1996), p.966. Author’s insertion o f brackets.
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hand comer to the left. An index value approaching zero indicates that the industry structures in the 
regions being compared have converged, i.e. evolved to become increasingly similar. However, the 
opposite is true when the index values move towards the value of two at the upper end indicating 
divergence, i.e. complete dissimilarity.
The analysis consists of two steps: first, the regions with the lowest index value are identified and 
examined for the effects of integration on region-pairs. If region-pairs change, then the compositions of 
industry stmctures have changed. Second, the extent to which manufacturing structures within the CAP 
cluster of regions have become more similar will be examined.
The first step in the analysis employs Table 5.7 to identify the region-pairs with the lowest index 
value and thus the most similar industry structure. For example, in 1989 there appears to be a very similar 
industry stmcture between the two non-adjacent periphery regions of Galicia in the northwest and 
Andalucia in the south of Spain. The index indicates a value of 0.44, which is the lowest value for both of 
these regions.
On the other hand, for the periphery region of Asturias, the lowest index value (0.96) is found 
between it and the adjacent region of Castilla Leon. The industry structure between Asturias and the other 
Spanish regions show divergence since the index value exceeds unity. The two geographically separated 
core regions of Madrid and Cataluna show a similarity value of 0.29. Since this is the lowest value for all 
of the Spanish regions, it indicates that their industry structures are very similar. Subsequent to economic 
integration, this value changed to 0.90, which indicates a divergence in their industry structures. This 
implies either a dispersion of existing industries from one of the two regions, or that agglomeration forces 
have been relatively stronger in one of the regions. Furthermore, it indicates that a substantial change has 
occurred in the composition of the industry complex in the two agglomerates. This transformation 
suggests a relocation of and/or entry of supplier and final goods industries.
Table 5.8 lists the pairs of Spanish regions with the lowest index values for the two time periods 
1989 and 1997. The country has been divided into north and south, with Madrid in the middle. When 
comparing those regions that were most similar in 1989 to the region with the most similar industry 
structure in 1997, not one pair of regions remained the same. In other words, industry restructuring after 
integration created new region-pairs.
In 1989, there were five pairs of adjoining regions with varying similarity values in their industry 
structure. The most dissimilar structure existed between the northern periphery region of Asturias and its 
adjacent region of Castilla Leon, while a strong similarity appears to exist between a cluster of the three 
southern periphery regions of Extremadura, Andalucia, and Murcia. The most similar industry structure 
exists between the core regions of Madrid and Cataluna. The remaining region pairs showing similar 
industry structures are geographically separated from each other. For example, the periphery region of 
Galicia in the north is similar to the periphery region of Andalucia in the south, while the southern 
adjacent region of Communidad Valencia is similai* to the northern adjacent region of La Rioja. Aragon is
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similar to Madrid, and not its contiguous core region of Cataluna. Cataluna and its immediate adjacent 
regions of Communidad Valencia and Aragon do not have a similar industry structure. In 1989, there was 
only one core-adjacent region combination with a similar industry structure, namely, the northern regions 
of Pias Vasco and Cantabria.
T a b l e  5 .8  
In d u s t r y  S t r u c t u r e  S im ilar ity
R e f e r e n c e  R e g io n 1989 Index 1997 Index
0 ) (2) (3) (4) (5)
Galicia (P, N) - Andalucia 0.44 Communidad Valencia (A, S) 0.32
Asturias (P, N) - Castilla Leon* 0.96 Murcia (P, S) 0.38
Cantabria (A, N) - Navarra 0.41 Pias Vasco (C, N)* 0.68
Pias Vasco (C, N) - Cantabria* 0.55 Galicia (A, N) 0.50
Navarra (A, N) - Cantabria 0.41 Pias Vasco (C, N)* 0.62
La Rioja (A, N) - Communidad Valencia 0.31 Madrid (C, M) 0.38
Aragon (A, N) - Madrid 0.40 Andalucia (P, S) 0.45
Madrid (C, M) - Cataluna 0.29 La Rioja (A, N) 0.38
Castilla Leon (A, N) - Navarra 0.49 Communidad Valencia (A, S) 0.40
Castilla La Mancha (A, S) - La Rioja 0.32 Murcia (P, S)* 0.47
Extramadura (P, S) - Andalucia* 0.38 Asturias (P, N) 0.48
Cataluna (C, N) - Madrid 0.29 Murcia (P, S) 0.46
Communidad Valencia (A, S) - La Rioja 0.31 Galicia (A, N) 0.32
Baléares (IP, S) - Castilla La Mancha 0.52 Aragon (A, N) 0.48
Andalucia (P, S) - Murcia* 0.36 Aragon (A, N) 0.45
Murcia (P, S) - Andalucia 0.36 Canarias (IP, S)* 0.29
Canarias (IP, S) - Murcia* 0.53 Murcia (P, S)* 0.29
Legend: C = core; A = adjacent; P = periphery; N = North; S = South; M = Middle; and * = adjoining 
Source: Authors own calculations.
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Source: European Commission. Map by Lovell Johns-Whitney.
Due to its connectivity with the core region of Norte in Portugal, Galicia was reclassified as an 
adjacent region in 1997. After integration, the adjacent region of Galicia in the north, and the northern 
periphery region of Asturias, evolved to have industry structures similar to that of the adjacent region of
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Communidad Valencia and the periphery region of Murcia in the south respectively. In the north, the core 
region of Pias Vasco obtained a more similar industry structure to that of its two adjoining-regions of 
Cantabria and Navarra. However, Pias Vasco shows greater similarity with Galicia than it does with its 
immediate adjacent regions. Aragon in the north became more similar to Andalucia and Baléares in the 
south, while the industry structure of Madrid became very similar to that of La Rioja in the north. In the 
south, the two connecting regions of Castilla La Mancha and Murcia show a strong similarity with the 
island periphery region of Canarias in the Northwest.
Based on these findings, the analysis reveals that the industiy structures between regions have 
changed as a result of the forces of economic integration. However, since the effect of integration on the 
industry structures of contiguous regions is under study, it is necessary to examine the changing indexes 
within the framework of the CAP clusters. Doing so will facilitate a determination of whether industry 
structures of adjoining regions have converged or diverged.
5.6.1.2 The Industry Index Within the CAP Framework
The industry index can be used to evaluate the extent to which regions in a CAP cluster have 
converged or diverged. The CAP regions are listed in Table 5.9a. The region eodes are listed in column 
(1). These codes are used in column (6) to indicate regional connectivity according to the CAP model. 
The region codes in columns (3) and (4) refer to the foreign bordering regions. The values of the industry 
index of Table 5.9 for 1989 have been placed in Table 5.9b and those of 1997 in Table 5.9c. These two 
tables reflect the industry structures before and after economic integration in 1992. In Table 5.9d, the size 
of the change in the regional index values between 1989 and 1997 are listed.
The CAP model assumes that a core region functions as an attraction or dispersion region for 
industry. If the core functions as an attraction region, then one would expect a dissimilar industry index 
value between the core and its adjacent and periphery regions. If, on the other hand, the core region 
functions as a dispersion region, then one would expect the industry index values to become more similar. 
The latter would lead to the conclusion that a convergence of industry structures is occurring between 
contiguous regions, specifically between a core and its adjacent region. The index values in Table 5.9b 
and Table 5.9c facilitate a comparison of industry structures within the framework of the CAP model. A 
general comparison of the two tables illustrate that economic integration has eliminated all of the industry 
index values greater than unity. This result suggests a convergence of regional industry structures.
CAP Cluster Pias Vasco
The CAP cluster of Pias Vasco consists of the following core, adjacent, and periphery regions. 
The core region of Pias Vasco is surrounded by three adjacent regions; Cantabria in the west, Navarra in
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T A BLE 5.9
C H A N G ES IN THE IN D U ST R Y  IN DEX OF SIM ILARITY / DIVERSITY
T A B L E  5.9.a
(1) (2) (3 ) (4 ) (5) (6)
SPA IN  17 C A P-R EG IO N S
E S I l 64 G alicia P T l l A l : 2 ES41 ES12 ES21
ES12 65 A sturias P l : l ES13 ES41 E S l l ES21
ES13 66 Cantabria A l : l ES21 ES41 ES12
ES21 67 Pias V asco FR61 C 4 ;l E SI 3 ES41 ES23 ES22
ES22 68 N avarra FR61 A 2:l ES21 ES23 ES24
ES23 69 Rioja A 2;l ES21 ES22 ES24 ES41
ES24 70 Aragon FR62 FR61 A3:3 ES51 ES22 ES23 ES41 ES42 ES52
ES3 71 M adrid C ES41 ES42
ES41 72 C astillia-Leon PT12 P T l l A 2 :l ES3 ES21 ES13 ES23 ES24 ES42 E S l l ES12 ES43
ES42 73 C ast.-La M ancha A3:5 ES3 ES41 ES61 ES62 ES52 ES24 ES43
ES43 74 Extrem adura PT12 P T I4 P3:2 ES41 ES42 ES61 ES3
ES51 75 C ataluna FR62 FR81 C 4 ;l ES24 ES52
ES52 76 C om . V alenciana A l:2 ES51 ES24 ES42 ES62
ES53 77 Baléares (Island) IP 1:2 ES52 ES51
ES61 78 A ndalucia P l;3 ES42 ES3 ES43 ES62
ES62 79 M urcia P2:I ES42 ES3 ES52 ES61 ES51
ES7 81 C anarias (Island) IP 1:2 E S l l ES12
T A B L E  5.9.b
R E G IO N A L IN D U STR Y  SINHLAIOTY IN D E X  1989
E S l l 64 G alicia P T l l P l:2 0.51 1.03 1.01
ES12 65 A sturias P l : l 1.00 0.96 1.03 1.09
ES13 66 C antabria A l : l 0.54 0.51 1.00
ES21 67 Pias Vasco FR61 C 4:l 0.55 1.00 0.94 0.66
ES22 68 N avarra FR61 A 2:l 0.66 0.59 0.42
ES23 69 Rioja A 2:l 0.94 0.59 0.66 0.63
ES24 70 A ragon FR62 FR61 A3:3 0.45 0.42 0.66 0.51 0.70 0.65
ES3 71 M adrid C 0.64 0.79
ES41 72 C astillia-Leon PT12 P T l l A 2 :l 0.64 1.00 0.51 0.63 0.51 0.63 0.51 0.96 0.74
ES42 73 C ast.-La M ancha A3:5 0.79 0.63 0.45 0.49 0.45 0.70 0.45
ES43 74 Extrem adura PT12 PT14 P3:2 0.74 0.45 0.38 0.92
ES51 75 C ataluna FR62 FR81 C 4:l 0.45 0.61
ES52 76 Com . V alenciana AI : 2 0.61 0.65 0.45 0.57
ES53 77 Baléares (Island) IP1:2 0.58 1.02
ES61 78 A ndalucia P l:3 0.45 0.75 0.38 0.36
ES62 79 M urcia P 2 :l 0.49 0.80 0.57 0.36 0.85
ES7 81 C anarias (Island) IP 1:2 0.57 1.17
T A B L E  5.9.C
R E O W N A L  IN D U STR Y  SIM ILA R ITY  IN D EX  1997 ^
E S l l 64 G alicia P T l l A l : 2 0.41 0.49 0.50
ES12 65 A sturias P l : l 0.78 0.72 0.49 0.63
ES13 66 Cantabria A H 0.68 0.93 0.78
ES21 67 Pias Vasco FR61 C 4:l 0.68 0.69 0.53 0.62
ES22 68 N avarra FR61 A 2:l 0.62 0.64 0.85
ES23 69 Rioja A 2 :l 0.53 0.64 0.67 0.70
ES24 70 Aragon FR62 FR61 A3:3 0.69 0.85 0.67 0.75 0.49 0.66
ES3 71 M adrid C 0.56 0.57
ES41 72 C astillia-Leon PT12 P T l l A 2 :l 0.56 0.69 0.93 0.70 0.75 0.78 0.41 0.72 0.84
ES42 73 C ast.-La M ancha A3:5 0.57 0.78 0.70 0.47 0.40 0.49 0.63
ES43 74 Extrem adura PT12 PT14 P3:2 0.84 0.63 0.62 0.73
ES51 75 C ataluna FR62 FR81 C 4 :l 0.69 0.91
ES52 76 Com . V alenciana A l : 2 0.91 0.66 0.68 0.70
ES53 77 Baleares (Island) IP1:2 0.59 0.88
ES61 78 A ndalucia P l:3 0.70 0.91 0.62 0.54
ES62 79 M urcia P2:I 0.47 0.67 0.70 0.54 0.46
ES7 81 C anarias (Island) IP 1:2 0.46 0.60
(C) Brand /October 2003 1 / 2
TABLE 5.9
C H A N G ES IN THE IN D U ST R Y  IN DEX OF SIMILARITY / DIVERSITY
__________________________________T A B L E  5.9.d ____________________________________
CHANGES IN INDUSTRIAL REGIONAL STRUCTURES 1989 - 1997
E S l l 64 G alicia P T l l A l : 2 -0.10 -0.54 -0.51
ES12 65 A sturias P l : l -0.21 -0.25 -0.54 -0.46
ES13 66 Cantabria A l : l 0 .14 0.42 -0.21
ES21 67 Pias Vasco FR61 C 4:l 0.13 -0.30 -0.40 -0.04
ES22 68 N avarra FR61 A 2;l -0.04 0.05 0.43
ES23 69 Rioja A 2 :l -0.40 0.05 0.01 0.07
ES24 70 A ragon FR62 FR61 A3:3 0.24 0.43 0.01 0.23 -0.21 0.00
ES3 71 M adrid C -0.08 -0.22
ES41 72 Castillia-Leon PT12 P T l l A 2 ;l -0.08 -0.30 0.42 0.07 0.23 0.15 -0.10 -0.25 0.11
ES42 73 C ast.-La M ancha A3:5 -0.22 0.15 0.25 -0.02 -0.05 -0.21 0.18
ES43 74 Extrem adura PT12 PT14 P3:2 0.11 0.18 0.24 -0.19
ES51 75 C ataluna FR62 FR81 C 4 :l 0.24 0.29
ES52 76 Com . V alenciana A l : 2 0.29 0.00 0.23 0.13
ES53 77 Baleares (Island) IP1:2 0.01 -0.15
ES6I 78 A ndalucia P l:3 0.25 0.16 0.24 0.18
ES62 79 M urcia P 2 :l -0.02 -0.13 0.13 0.17 -0.39
ES7 81 C anarias (Island) IP 1:2 -0.11 -0.57
Source: Author's own research
(C) Brand /October 2003 2 / 2
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the south, and La Rioja in the east. The periphery regions belonging to this cluster are Asturias and 
Galicia in the west.
The industry structure between Pias Vasco and its adjacent regions of La Rioja, and Navarra have 
converged, as has the index value between Pias Vasco and Castilla Leon. In contrast to this, there was a 
divergence in industry structure between Pias Vasco and its adjacent region of Cantabria. There is also a 
significant convergence between Pias Vaseo and its periphery region of Asturias. Specifically, the index 
value changed from 1,09 in 1989 to 0.63 in 1997. With the exception of Cantabria, the regions in the CAP 
cluster of Pias Vasco demonstrated a convergence in their industry stmctures. Furthermore, the adjacent 
regions of Pias Vasco showed a stronger convergence with their core region than with the adjoining 
regions of a different CAP cluster. In this case, there was a marginal divergence of structures.
For example; La Rioja and Aragon remained almost constant at 0.66 in 1989 and 0.67 in 1997; La 
Rioja showed a divergence from Castilla Leon from 0.63 in 1989 to 0.67 in 1997. There was a divergence 
between adjacent region of Navarra and Aragon from 0.42 in 1989 to 0.85 in 1997. The periphery region 
of Asturias exhibited a pronounced strong reversal in its industry stmcture with four regions; Asturias -  
Cantabria from 1.0 to 0.78; Asturias -  Castilla Leon from 0.96 to 0.72; Asturias -  Galicia from 1.03 to 
0.49; and finally, Asturias -  Pias Vasco from 1.09 to 0.63.
Finally, in this cluster the ex ante periphery region of Galicia displays a significant convergence 
of industry stmcture with its periphery region of Asturias, as well as with its core region of Pias Vasco 
between 1989 and 1997. (Galicia -  Asturias from 1.03 to 0.49, and Galicia -  Pias Vasco from 1.01 to 
0.50). There is also some convergence between the adjoining region of Castilla Leon, which belongs to 
the Madrid cluster. This strong convergence of industry structure in Galicia with the other regions in its 
cluster can to a large extent, be explained by its geographic border position with the Portuguese core 
region of Norte. In fact, this development is a prime example of the operation of the dispersion effect in a 
border region, due to trade liberalisation with a foreign core region (Kmgman and Venables, 1996)
CAP Cluster Cataluna
The CAP cluster of Cataluna is composed of the following adjacent regions: Aragon in the west 
and Communidad Valencia in the south. In addition to these adjacent regions, the periphery region of 
Murcia belongs to this cluster.
The index values reveal that the core region of Cataluna diverged in industiy structure from both 
its adjacent regions. Specifically, it became more dissimilar from Aragon, increasing from 0.45 in 1989 to 
0.69 in 1997, and for Communidad Valencia from 0.61 in 1989 to 0.91 in 1997. In contrast, the industry 
structure between Aragon and Communidad Valencia remained constant. This consistency is 
demonstrated by the similarity in index values, changing from 0.65 in 1989 to 0.66 in 1997. However, it 
showed a divergence in industry structure with all other contiguous regions. Similarly, the industry 
stmcture of Aragon diverged from all its adjoining regions in 1997, with the exception of Castilla La-
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Mancha where the change from 0.70 in 1989, to 0.49 in 1997 indicates that a convergence occurred 
between these two regions.
It is of interest to note that the periphery region of Murcia displayed a relatively strong 
convergence with its core region of Cataluna. In fact, the index value changed from 0.85 in 1989, to 0.46 
in 1997. Murcia, on the other hand, exhibited a growing dissimilarity with the adjoining regions of 
Castilla La-Mancha and Andalucia, both belonging to the CAP cluster of Madrid. Based on these 
findings, we can conclude that agglomeration forces dominated between the core region of Cataluna and 
its adjacent regions. This divergence of industry structures between the core and its adjacent regions, 
from that of 1989 indicates a recomposition of industry structures in these regions. In addition to this, we 
can conclude that the competition effect was strong between Cataluna and its periphery region of Murcia. 
It must be noted that some convergence occurred between Murcia and the core region of Madrid.
CAP Cluster of Madrid
The CAP cluster of Madrid consists of four regions. The two large adjacent regions of Castilla 
Leon and Castilla La Mancha surround the core region of Madrid. Contiguous to these adjacent regions 
are the two periphery regions of Andalucia and Extremadura.
A comparison of the index values reveals that the industry structures between Madrid and its two 
adjacent regions became nearly identical (respectively 0.56 and 0.57). Of the two adjacent regions, 
Castilla La Mancha experienced the most significant change. On the other hand there is a strong 
divergence of industrial structures between Madrid and its two periphery regions of Extremadura and 
Andalucia. The subsequent analysis of changes industry concentration should reveal the cause of this 
structural change. Andalucia, however, does show a strong historical affinity with the periphery region of 
Murcia. The industry structures converged marginally from 0.49 in 1989, to 0.47 in 1997.
5.6.1.3 Conclusions on Industry Structure
This analysis sheds light on the fact that trade liberalisation influenced the (re) location of firms 
(«) and employment {L) within the CAP clusters that altered the industry structures between regions. The 
outcomes for the CAP clusters of Pias Vasco and Madrid reveal a dispersion of industry, which led to a 
convergence of industrial structures with their respective core and adjacent regions. In contrast to the 
manner in which these CAP clusters evolved, the CAP cluster of Cataluna witnessed a divergence in 
industrial structure between the core and adjacent regions.
In those instances in which core and adjacent regions became more similar, it can be concluded 
that either; firms within industries dispersed to regions that already possessed an initial level of a 
particular industiy (Forslid et.al, 1999), new firms entered into existing industries (clustering) because of 
economic profits (Krugman, 1991b), and/or new industries located in new regions, such as office 
machinery and computers in the adjacent region of Navarra, and new industries in the Energy sector
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locating in the core region of Madrid. In the case of Cataluna, it must be concluded that agglomeration 
forces dominated in industry relocation because of its ex post divergent industrial structure versus its 
adjacent regions (Krugman, 1991b). Given Cataluna’s favourable geographic distance from the EU 
geographic core, this development in Cataluna could be evidence of regional industry specialisation 
(Krugman and Venables, 1996).
In 1989, Spain counted five periphery regions of which only one, Andalucia, showed an ex post 
divergence in industiy structure with its core region while the remaining regions experienced a 
convergence. The periphery regions of Andalucia, Extremadura, and Murcia all show an ex post divergent 
production structure from their adjoining regions. Forslid and Wooton, (1999), and Forslid et a i, (1999) 
have argued that this divergence could be caused by the location of industries seeking comparative 
advantage, or as Venables (2000) would argue, industries with low demand elasticities, and low transport 
intensities seeking a high return on capital investments. Only the two northwestern periphery regions of 
Asturias and Galicia experienced a convergence of industry structures with all of their adjoining regions. 
These two regions experienced the largest swings from dissimilarity to similarity.
The explanation for the magnitude of these swings is two pronged. To begin with, the border 
periphery region of Galicia enjoyed the complete benefits of trade liberalisation with the Portuguese core 
region of Norte. The removal of trade barriers between countries encouraged industrial growth in Galicia 
(Krugman and Venables, 1996). In addition to this, the improvement of road infrastructure, from Galicia 
along the northern Spanish coast benefited the geographic location of Asturias as a conduit between 
Galicia^^ and the core region of Pias Vasco. This development is informative, since it reflects the working 
of trade liberalisation and domestic infrastructure improvements. This case exemplifies the fact that the 
competition effect dispersed industries to take advantage of the wage differential favouring the periphery 
regions (Venables, 1994).
Finally, the three CAP clusters verify the historical existence of a divergent multi-agglomerate 
production structure in Spain where trade liberalisation served as a catalyst for strong convergent industry 
developments between core and adjacent regions. The polycentric structure of Spain is evidenced by the 
duplication of northern industry structures in the southern regions of Extremadura, Commanded Valencia, 
Andalucia, and Baléares. This implies that industries have relocated, but are not highly localised, and that 
trade liberalisation did not destabilise the original centres of production (Krugman and Venables, 1996). 
Trade liberalisation did, however, result in a recomposition of industry structures and industry 
concentration.
The region o f Galicia on the west coast has four airfields; two in the urban area La Corunna, and two in the urban area Vigo. 
Both urban areas have Atlantic coast harbours. The core region o f Pias Vasco has two airfields.
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5.7 I n d u s t r y  C o n c e n t r a t i o n
Trade liberalisation induces a relocation of manufacturing concentration (Krugman and Venable, 
1996). The empirical literature uses the location-Gini to measure the concentration of manufacturing 
activity (Krugman, 1991a; Brülhart and Torstensson, 1996; Midelfart et. al, 2000). The empirical 
literature also suggests that one single concentration measure, such as the location-Gini, does not capture 
the difference in size between countries (Haaland et. al, 1999), and point to the need for relative and 
absolute concentration measurements, such as those developed by Amiti (1997) and Forslid (1999). 
Relative concentration indicates comparative advantage and specialisation in production, while economic 
geography agglomeration effects are measured by absolute concentration (Haaland et. al, 1999; Forslid, 
et.al 1999). The relative and absolute industry concentration measures apply to industry at the country 
level, and not the regional level.
This study examines industry concentration at the regional level and therefore needs a 
measurement that identifies the region in which an industry is concentrated. The location-Gini satisfies 
this requirement. However, the disadvantage of the location-Gini is that it is a relative measurement and 
simply measures comparative advantage. This section has three objectives; one, to examine industry 
concentration with the use of the location-Gini; two, to illustrate the disadvantage of the relative and 
absolute concentration measurements at the regional level; and, three to develop a new regional absolute 
and relative concentration measure. This is a new measure in economic geography that singularly 
measures both absolute and relative concentration by relating regional manufacturing employment per 
industry to the region’s geographic size.
5.7.1 The Manufacturing Employment Location-Gini.
The manufacturing employment location Gini^^ is a measure of industry concentration and/or 
dispersion. This ratio measures the concentration of industry i in the j  regions of a country. The ratio is 
defined and calculated as follows;
RSI'LG„=  ------------------------------------------------------  (5.2)" (RS;‘ +RS'f‘')
where, RSfJ is the region’s share of national employment in industry i, and RS'"" is the region’s share of 
national manufacturing employment. The values of these ratio’s are such that 0 < RS-j < 1 , 0 ^  RS'”^ < 1
so that 0 < LGij < 1,, with 2  = 1 and 2  = 1. A value of LGy = 0.5 means that ( RSy -  RS"’^  )
the region’s share of employment in industry i equals the region’s share of total national manufacturing
The choice o f this ratio is discussed in Appendix 2A o f Chapter 2.
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employment, whereas 0.5 < LGy < 1 means that RS-J > RSJ^. An increase in the value of an LGij-
coefficient over time means a regional increase in manufacturing employment in industry i . .
The location-Gini is a concentration measure that relates a region’s share of employment in 
industry / to a region’s share in total manufacturing employment. It is therefore a measure of relative 
concentration and, as such, a measure o f comparative advantage and specialisation (Haaland et. a i, 
1999). The location-Gini addresses two questions regarding the effects of trade liberalisation. First, which 
industries have been affected by an interregional relocation and concentration of firms and manufacturing 
employment? Second, has industry become more concentrated or more dispersed?
The location-Gini coefficients were estimated using regional manufacturing employment data. 
Estimates of the location-Gini coefficients per industry sector for 1989 and 1997 can be found in Table 
5A.4 (Chapter 5, Appendix 5A). The regions are ranked in descending order according to the location- 
Gini value for industry i  in each region j .  In Table 5.10, a summary is provided of those industries 
showing a change in concentration according to whether the employment location-Gini increased, 
decreased or remained constant.
T a b l e  5 .10
Em ploym ent Location  G in i: Changes in Industry  C oncentration  1997 and  1989
1997 1989 1997 1989
Increased Concentration (CC) Decreased Concentration (CLC)
Quarrying and Mining Energy Materials 0.953 0.940 Basic Metal products 0.858 0.888
Leather & Leather Products 0.809 0.665 Office Machinery & Computers 0.781 0.867
Wearing Apparel 0.785 0.731 Coke, refinery, & Nuclear 0.762 0.908
Electricity, Gas and Steam 0.781 0.751 Purification and Distribution o f Water 0.747 0.765
Other Transport 0.775 0.766 Machinery & Equipment 0.693 0.711
Motors and Trailers 0.747 0.690 Fabricated Metal Products 0.686 0.699
Medical Precision Instruments 0.723 0.670 Textiles 0.685 0.729
Food, Beverage & Tobacco 0.711 0.695 Manufacture o f Jewellery & Music Instr. 0.658 0.680
Electrical Machinery & Apparat. 0.690 0.651 Rubber and Plastics 0.638 0.657
Wood products 0.688 0.636
Non-Metallic Minerals 0.662 0.659 No Change in Concentration (NC)
Chemicals & Man Made Fibres 0.643 0.630 Quarrying & Mining Non-Energy Materials 0.762 0.762
Paper & Paper Products 0.707 0.707
Source: Author’s own calculations taken from Table 5B.4, Chapter 5, Appendix 5B. CC =  increased concentration; CLC = 
concentrated becoming less concentrated; NC  = no change in concentration
The estimations show that industry concentration increased in twelve industries, declined in nine, 
and remained unchanged in two. Employment relocation affects the comparative advantage position of 
industries in specific regions within the CAP clusters. In Table 5.11, regions with the highest employment 
location-Gini are categorised into their CAP clusters revealing the changing relative regional 
concentration of industry between 1997 and 1989. The analysis reveals that the relative concentration of  
industry changed regions in nine of the twelve industries. Average industry concentration has increased in 
the CAP clusters o f Madrid and Cataluna, but declined in the CAP cluster of Pias Vasco. These results 
verify the relocation of employment outcomes of the previous section. The data also shows a dispersion 
of industry across different region types, and verifies the multi-agglomerate production outcome found in 
the industry index analysis.
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The appeal of the location-Gini method of measuring relative industry concentration is that it 
ranks industries per region, and allows for an analysis of regional changes in employment concentration. 
However, the location-Gini does not distinguish between absolute and relative concentration. The relative 
concentration value of a location-Gini coefficient is defined as a value in the range 0.5 < LGÿ < 1. A 
coefficient value Ly = 0.5 means that the share of regional manufacturing employment equals the regions 
share of employment in a particular industry. The calculation method does not allow for an objective 
demarcation of relative and absolute values in the range 0.5 < LGy < 1.
In concluding, the employment location-Gini is a measure of relative concentration, but only 
reveals a region’s comparative advantage in manufacturing employment in a particular industry. The 
industry concentration outcomes support the conclusions of the industry index analysis that core and 
adjacent regions appear to have become more similar in their industry structure through the dispersion of 
particular industries. The disadvantage h f  the location Gini is that it provides no information about the 
absolute concentration of industry.
5.7.2 Relative and Absolute Industry Concentration
The results of the location-Gini measurements support the findings of the industry index analysis 
that a polycentric production structuie exists in the core clusters of the Spanish regions. The advantage of 
the location-Gini coefficient is that it provides. information at the regional levels. The Amiti (1997) 
relative concentration measure indicates relative industry dispersion at the national level. Amiti’s relative 
concentration ratio takes the following form:
s," - J » r  f  (5.3)
where, region J’s share of manufacturing employment in industry i is measured by sy = RSy ; region f s
share in total national manufacturing employment is represented by Sj = RSJ^ ; and c is the total number
of regions. The relative concentration ratio takes into consideration a region’s size as measured by sj. The 
dimension size refers to the total manufacturing labour force in the region, but not the region’s
geographic area. A value of s f  > 1 indicates that an industry is relatively concentrated indicating 
comparative advantage and specialization.
Amiti’s relative concentration index measures the concentration of individual industries within a 
country. The relative concentration values for Spain are found in columns (2) and (4) of Table A.5.5. 
Amiti’s (1997) relative concentration measures provide information for only three industries that have 
increased their relative concentrations. In 1989, the industry quarrying and mining of energy materials
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showed the highest relative concentration ratio followed by basic metal products, and textiles. In 1997, 
relative concentration of quarrying and mining increased, followed by leather and leather products, and 
office machinery and computers. The disadvantage of the measurement is that it is countrywide, not 
region specific, and provides no information on a regional basis. The location-Gini and the Amiti relative 
concentration index differ in their ranking of industries, with the exception of the industry quarrying and 
mining of energy materials.
Amiti’s (1997) absolute concentration index is a measure for economies of scale and trade 
(Haaland et. ai, 1999). It takes on the form;
W ?  (5.4)
where Sy = RS-'j. A  value of S f  > 1, implies that an industry is highly concentrated and dependent on
economies of scale. The disadvantage of this measurement is that it too is one for industry and does not 
identify the regions in which industry concentration increased or declined. It does not allow for the 
regional geographical location of industry concentration.
The estimated values for Amiti’s absolute concentration index are found in columns (8) and (10). 
Industries that became more concentrated (CC) are; leather and leather products, office machinery and 
equipment, and chemicals and man made fibres. Industries that were concentrated in 1989 but have 
become less concentrated (CLC) are; quarrying and mining of energy materials, textiles, medical 
precision instruments, and electrical machineiy and apparatus. Industries that were concentrated in 1989 
and become dispersed (CD) are; basic metal products, and coke, refinery and nuclear energy. The 
industiy that was dispersed and has become more concentrated (DC) is paper and paper products. This 
measure is also country specific and provides no information over regional manufacturing concentration. 
The Amiti absolute measures cannot be compared to the location-Gini because of their differences in 
measurement procedure.
Forslid et al, (1999) have developed an absolute industry concentration measure that is defined 
by the following expression:
c , = IN  (5.5)
The empirical results of the Forslid et al, (1999) concentration measure are found in Table 5A.5, 
columns (14) and (16). The Forslid method shows no industries in the (CC) category. In the (CLC) 
category we find the two industries quarrying and mining of energy materials, and textiles. In the (DC) 
category are; leather and leather products, office machinery and computers, and chemicals and man made
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fibres. The (CD) category consists of the industry medical precision instruments. These outcomes are 
inconsistent with the Amiti (1997) absolute concentration measurement outcomes. This industry measure 
is also not region specific and does not allow for the identification of the region and/or adjoining regions 
in which a particular industry is concentrated.
The common disadvantage of these concentration measurements can be overcome by looking at 
the individual regional statistical measures used in the calculation of the Forslid et.al,(\999) absolute
concentration measure. For example, for the region a relevant statistic is defined as {RSy -  RSy Ÿ  •
The region, with the relatively highest value for this statistic, is assumed to have the highest 
concentration in industry i  Although this method allows for identification of geographic locations of 
industry, the statistical value is different fi'om the final concentration measurement. This method is used 
to identify the regions for both the Amiti and Forslid absolute concentration measurements. The regions 
are listed in column (12) and column (17) respectively. It is important to note that, for both the Amiti
(1997) and Forslid et.al, (1999) calculations, the region ranking remains the same, but the regions are not
directly correlated to the absolute concentration measurement.
5.7.3 A Standardised Relative and Absolute Concentration Measurement
Haaland et. al, (1999) emphasise the necessity of considering country size in the choice of a 
concentration measure. The authors argue that ‘an industry is relatively concentrated if it differs from the 
average spread of production between countries [regions]; it has a high degree of absolute concentration 
if it is unevenly distributed between countries [regions].’ This study develops a new concentration 
measure as an alternative to the relative and absolute concentration measurements of Amiti (1997) and 
Forslid et a l, (1999). Their measurements have two disadvantages; one, both are country and not region 
specific; and, two, neither measurements consider the dimension of actual regional geographic size. The 
manufacturing employment location-Gini is also suspect of accuracy since it also fails to consider 
regional geographic size. It is a relative measurement, like that of Amiti (1997), and uses total regional 
industry employment as the measure of region size.
The new measurement is called the Uabour-land concentration ratio" that takes into consideration 
the geographic size of a region. The ratio reveals both relative and absolute regional industry 
concentration. We calculate a standardised labour-land ratio, Ly, for each industry i in region j  and 
assume the calculated values represent a standard normal distribution of an industry across the regions. 
The standard normal distribution of any variable has a mean fj. = 0.0 and a standard deviation cr = 1.
For any standardised variable the null hypothesis assumes that the value of the observation is not 
significantly different from zero mean i.e. Ho: ~ 0.0. If the null hypothesis cannot be rejected, then
the observed value of Ly is not significantly different from its mean value and suggests that the 
observations are dispersed around the mean. The region with the highest Ly value falling within the area
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of non-rejection will have the highest relative concentration in that industry. Therefore, an industry is 
relatively concentrated or dispersed between regions if the standard deviation of the labour-land 
concentration ratio has a positive value around the mean and falls within the area of non-rejection.
The alternative hypothesis states, that the observed value is significantly different from the zero 
mean i.e. Hi: ^  0.0. If the null hypothesis is rejected and the alternative hypothesis is accepted, then
the observed value of Ly falls within the area of rejection, which means that it is significantly different 
from its mean value with a 0.001 percent chance of falling within the area of non-rejection. The region 
with the highest Ly value falling in the area of rejection will have the highest absolute concentration in 
that industry. An industry is absolutely concentrated if the concentration ratio falls in the critical rejection 
area.
An industry can be both absolutely and relatively concentrated, but not in the same region. 
Regional relative and absolute concentration of an industry is mutually exclusive. The advantage of the 
labour-land concentration ratio is that it measures the concentration of regional manufacturing 
employment per industry per square kilometre, thereby eliminating the issue of region size i.e. small 
versus large regions.
The absolute labour-land concentration measurement is constructed as follows. Let the regional 
labour-land ratio be defined as follows:
where, Ey is the number of people employed in industry i in region j, and JVj is the geographic area of 
region j  measured in square kilometres. The data is then normalised in the following way:
L y J ÿ - L .  (5.6)
" o-;.
where, I y is the labour-land ratio in industry i in region j \  If is the average labour-land ratio industry /;
and is the standard deviation of the labour-land ratio industry i. The standardised variable Ly has a
mean /// = 0, and standard deviation <t/ = 1. For a standardised normal distribution, 99.38% of all
observations lie within ±2.5 standard deviations from the mean, and 99.9% lie within ±3 standard 
deviations from the mean. By way of summary, a region will have a relative concentration in industry i, if 
0 < Ly< 3 a, and an absolute concentration in industry i, if Ly > 3 a. The standardised employment values
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measure industry concentration as a deviation from the mean industry employment value in a particular 
region.
5.7.4 The L i j  Concentration Measurement
The standardised normal labour-land concentration ratios per industry sector are categorised in 
Table 5A.6, Appendix 5A of this chapter. In Table 5.12 below, the industries are grouped^  ^ into four 
categories; one, industries that remained concentrated (CC); two, dispersed industries that increased their 
concentration (DC); three, concentrated industries that became more dispersed (CD); and four, dispersed 
industries (DD) that remained dispersed but experienced a change in their level of concentration.
T a b l e  5 .12
C h a n g e s  in  R e g io n a l  I n d u s t r y  C o n c e n t r a t i o n ;  A L;,
Increased Concentration (CC) (RT) Dispersed More Concentrated (DC) (RT)
Quarrying & Mining Energy Materials P Electricity, Gas & Steam C
Rubber & Plastics (CLC) C Purification & Distribution o f Water C
Basic Metal products C Coke, Refinery & Nuclear C
Fabricated Metal products (CLC) c Wearing Apparel C
Machinery and Equipment c Leather & Leather Products A
Office Machinery & Computers c
Medical Precision Instruments c
Textiles (CLC) c
Paper & Paper Products c
Concentrated More Dispersed (CD) Dispersed Less/More Dispersed (DD)
Chemicals & Man Made Fires c Quarrying & Mining Non-Energy (DMD) A
Motors & Trailers c Non-Metallic Minerals (DLD) A
Other Transport c Electrical Machinery & Apparatus (DLD) C
Food, Beverages & Tobacco (DMD) C
Wood Products (DLD) A
Manufacture o f  Jewellery & Musical (DLD) C
Source: Author’s own research. RT = region type; C  = Core, A = Adjacent, P = Periphery, and 
IP = Island Periphery.
The nine industries categorised as (CC), (CLC) and (CMC) have an absolute concentration value Ly 
> 3a. Eight of the nine industries are located in core regions with one in a periphery region. Industries 
categorised as (DC) have a concentration measure that changed from relative concentration Ly < 3a, to 
absolute concentration, Ly > 3a. One of these industries is located in an adjacent region. The industries 
categorised (CD) have an industry concentration measure L y  that changed form an absolute concentration 
value Ly > 3a, to a relative concentration value, Ly < 3a. All three industries are located in core regions. 
Finally, the industries categorised as (DD), (DTD) and (DMD) remained relatively concentrated, Lij < 3a. 
These industries are equally dispersed over core and adjacent regions.
69 See Chapter 5, Appendix 5A, Table 5A.6
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An Analysis o f the Lij Concentration Measurement
The standardised concentration ratios are ranked by region and per CAP cluster in Table 5.13^°. 
The regions with the highest absolute and relative concentration values are listed in column (1). The 
regions with a positive standard deviation are ranked for each industry in columns (2) -  (4).
The outcome indicates nine industries increased their concentration in core regions, one in an 
adjacent region, and one in a periphery region. Three industries in core regions showed a marginal 
decline in absolute concentration. This leaves nine industries with relative concentrations spread over 
core and adjacent regions.
Increased Concentration (CC)
Nine industries have Ly values that remained in the critical region post EU 1992. These industries 
have an absolute labour-land concentration coefficient. Five of the nine industries are located in the CAP 
cluster Pias Vasco, three in the CAP cluster of Madrid, and one in the CAP cluster of Cataluna. All 
industries are located in core regions with the exception of quarrying and mining of energy materials in 
the periphery region of Asturias. Three industries experienced a marginal decline (CLC ), but maintained 
their absolute concentration status. The industries rubber and plastics, and fabricated metal products 
experienced a decline in the core region of Pias Vasco with an increased relative concentration in the 
remaining two core regions. Absolute concentration also declined in the textile industry in the core region 
of Cataluna with relative concentration increasing in its adjacent region of Communidad Valencia. The 
remaining six industries increased their absolute concentration levels in the core regions, reducing the 
relative concentrations in the other two core regions.
Dispersed More Concentrated (DC)
Five industries showed a relative concentration value of Ly < 3o in 1989, but became absolutely 
concentrated Ly > 3o in 1997. In the Energy sector, increased concentration occurred in three industries in 
the core region of Madrid. In the Other Manufacturing sector, increased concentration in the wearing 
apparel industry is evident in the core region of Madrid; the leather and leather products industry 
relocated from the core region Madrid to the adjacent region of Communidad Valencia. The industries 
classified as (CC) and (DC) combined, experienced an increased absolute concentration in eleven 
industries of which nine occurred in core regions.
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T a b l e  5 .13
C h a n g e s  in  I n d u s t r y  R e l a t i v e  a n d  A b s o l u t e  C o n c e n t r a t io n  P e r  CAP C l u s t e r  1997 & 1989
CAP Cluster Pias Vasco Year Lj Region 4 Region 4 Region 4 Region
(1) (2) (3) (4)
Quarrying & mining o f energy materials CC* 1997 4.0 Asturias
1989 4.0 Asturias
Basic metal products CC* 1997 3.7 Pias Vasco 0.9 Asturias 0.4 Cantabria 0.1 Madrid
1989 3.4 Pias Vasco 1.7 Asturias 0.2 Cantabria 0.2 Baléares
Machinery and equipment CC* 1997 3.4 Pias Vasco 1.3 Madrid 0.8 Cataluna
1989 3.4 Pias Vasco 1.6 Madrid 0.5 Cataluna
Fabricated metal products CLC* 1997 3.4 Pias Vasco 1.5 Madrid 0.7 Cataluna
1989 3.6 Pias Vasco LI Madrid 0.4 Cataluna
Rubber and Plastics CLC* 1997 3.1 Pias Vasco 1.6 Madrid 1.2 Cataluna 0.4 Com. Val.
1989 3.4 Pias Vasco 1.3 Madrid 0.8 Cataluna 0.3 Com. Val.
Other transport CD 1997 2.8 Pias Vasco 2.4 Madrid 0.5 Galicia
1989 3.2 Pias Vasco 1.9 Madrid 0.5 Galicia
Quarrying and mining o f  non-energy DMD 1997 1.8 Galicia 1.8 Cantabria 1.2 Madrid 1.1 Com. Val.
1989 2.0 Galicia 1.5 Madrid 1.0 Cataluna 0.8 P. Vasco
CAP Cluster Madrid
Office machinery and computers CC* 1997 3.9 Madrid 0.6 Cataluna
1989 3.4 Madrid 1.5 Baléares 0.5 Cataluna 0.1 Com. Val.
Medical precision instruments CC* 1997 3.6 Madrid 1.2 Pias Vasco 0.5 Cataluna
1989 3.2 Madrid 1.6 Cataluna 1.3 Pias Vasco
Paper and paper products CC* 1997 3.8 Madrid 0.7 Cataluna 0.5 Pias Vasco
1989 3.6 Madrid 1.0 Pias Vasco 0.6 Cataluna
Chemicals and man made fibres CD 1997 3.0 Madrid 2.2 Cataluna 0.7 Pias Vasco 0.1 Com. Val.
1989 3.2 Madrid 1.7 Cataluna 1.0 Pias Vasco 0.1 Cantabria
Motors and trailers CD 1997 2.6 Madrid 1.5 Cataluna 1.4 Pias Vasco 1.0 Navarra
1989 3.3 Madrid 1.3 Cataluna 0.9 Pias Vasco 0.4 Navarra
Coke, refinery and nuclear energy DC 1997 3.3 Madrid 1.3 Pias Vasco 0.7 Galicia 0.6 Asturias
1989 2.8 Asturias 1.3 Pias Vasco 1.8 Murcia 0.4 Cataluna
Wearing apparel DC* 1997 3.2 Madrid 1.9 Cataluna 0.5 Com. Val. 0.1 Galicia
1989 2.6 Madrid 2.1 Com. Val. 0.9 Cataluna 0.7 La Rioja
Electrical machinery and apparatus DLD 1997 2.9 Madrid 2.0 Pias Vasco 1.2 Cataluna
1989 2.6 Madrid 2.5 Pias Vasco 0.9 Cataluna
Food, beverage and tobacco DMD 1997 2.7 Madrid 1.4 Cataluna 0.8 Canarias 0.7 P. Vasco
1989 2.8 Madrid 1.0 Cataluna 0.8 Pias Vasco 0.5 Com. Val.
Manufacture o f jewellery and musical DLD 1997 2.7 Madrid 1.7 Com. Val. 1.2 Pias Vasco 0.7 Cataluna
1989 2.2 Madrid 1.9 Com. Val. 1.6 Pias Vasco 0.7 Baléares
Electricity, gas and steam DC 1997 3.4 Madrid 1.2 Pias Vasco 0.8 Baléares 0.2 Cataluna
1989 3.0 Madrid 1.3 Pias Vasco 0.7 Cataluna 0.3 Canarias
Purification and distribution o f water DC 1997 3.8 Madrid 0.4 La Rioja 0.3 Baléares 0.2 Cataluna
1989 2.3 Madrid 1.5 Pias Vasco 1.2 Canarias 0.9 Asturias
CAP Cluster Cataluna
Textiles CLC* 1997 3.4 Cataluna 1.8 Com. Val. 0.1 Madrid
1989 3.7 Cataluna 1.2 Com. Val. 0.2 La Rioja
Leather and leather products DC* 1997 3.5 Com. Val. 1.0 Baléares 0.9 La Rioja 0.1 Madrid
1989 2.6 Madrid 1.8 Com. Val. 1.7 Cataluna 0.2 Murcia
Wood products DLD 1997 2.3 Com. Val. 1.4 Pias Vasco 1.2 Madrid 0.9 Cataluna
1989 2.1 Com. Val. 1.8 Madrid 1.8 Pias Vasco 0.4 Cataluna
Non-metallic minerals DLD* 1997 2.8 Com. Val. 2.0 Madrid 0.9 Pias Vasco 0.6 Cataluna
1989 2.5 Com. Val. 1.9 Madrid 1.5 Pias Vasco 0.6 Cataluna
Source: Author’s own research. ♦ = Regions with the highest manufacturing iocation-Gini’s
Concentrated More Dispersed (CD)
The chemicals and man made fibre industry was absolutely concentrated in the core region of 
Madrid in 1989 and showed a relative concentration in 1997 in the core regions of Madrid with an 
increase in Cataluna. The motor and trailer industry, with an absolute concentration in Madrid in 1989, 
saw an absolute concentration decline in 1997 to one of increased relative concentration in the core
The standardised normal labour-land concentration ratios are categorised per industry sector in Table 5A.6,
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agglomerates of Cataluna and Pias Vasco. Finally, a similar change in absolute concentration occurred in 
the other transport sector in the core region of Pias Vasco with relative concentrations relocating to the 
core region of Madrid and the adjacent region of Galicia.
Dispersed Less/More Dispersed (DD)
The industries in this category all have a relative labour-land concentration coefficient. This 
group is comprised of six industries of which two industries experienced more dispersion (DMD), and 
four industries less dispersion (DLD). In Galicia, the industry quarrying and mining of non-energy 
materials deceased its relative concentration level, but increased its relative concentration in the adjacent 
region of Cantabria in the same CAP cluster. The food, beverage and tobacco industry in Madrid 
experienced a marginal relative concentration decline in its own core region, and an increased relative 
concentration share in the core regions of Cataluna and the island-periphery region of Canarias.
The four industries that became less dispersed (DLD) maintained the initial relative 
concentrations in the same regions, but resulted in a change in relative concentration in non-adjacent core 
regions. In the industry electrical machinery and apparatus the relative concentration ratio increased in the 
core regions of Madrid and Cataluna, but declined in Pias Vasco. The relative concentration ratio of the 
manufacture of jewellery and musical instruments increased in the core region of Madrid and declined in 
Pias Vasco and Communidad Valencia. The relative concentration of the wood products industry 
increased in the adjacent region Communidad Valencia and its core region Cataluna, and became 
relatively less concentrated in Pias Vasco and Madrid. Finally, the non-metallic industry increased its 
relative concentration in the adjacent region of Communidad Valencia and Madrid at the expense of the 
core region Pias Vasco.
In general, only two industries in the group (DC) relocated to different regions as a consequence of 
their increased absolute concentration between 1989 and 1997. In the Energy sector the industry coke, 
refinery and nuclear relocated from the periphery region Asturias to the core region of Madrid. In the 
Other Manufacturing sector, the industry leather and leather products relocated fi'om the core region of 
Madrid to the adjacent region of Communidad Valencia in the CAP cluster Cataluna. Industry 
concentration in all other categories (CC), (CD) and (DD) -  twenty-one industries -  remained in the 
regions of their respective initial concentration. Of the total twenty-three industries, seventeen are located 
in core agglomerates, one in a periphery region Asturias, one in the adjacent region of Galicia, and three 
in the adjacent region Communidad Valencia.
What is significant about the new absolute and relative labour-land concentration measurement? 
First, it relates employment per industry to a square kilometre thereby compensating for a region’s 
geographic size. Since the new economic geography focuses on industry location, then its concentration
A ppendix 5A , Chapter 5.
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must be measured geocentrically. Second, it relates consistently to the centrality theory within the 
framework of the CAP model. The majority of industries are absolutely or relatively concentrated in core 
agglomerates. The measurement unequivocally facilitates the necessary proof for regional diversified 
agglomeration (Krugman and Venables 1996) and the home market effect (Krugman, 1991b; Davis and 
Weinstein, 1999). Third, it support the seamless concentric circle theory by identifying manufacturing 
dispersion (relative concentration) to adjacent and periphery regions (Von Thiinen, 1823), thereby 
revealing the strength of the competition effect (Krugman, 1991b; Venables, 1994; Baldwin et.al, 2002), 
and regions with a comparative advantage (Forslid and Wooton, 1999).
5.7.5 An Empirical Examination of Industry Characteristics
Midelfart et.al, (2000) have identified industry characteristics in their study of EU industry 
location at the national level. These industry characteristics are applied to the industries in the regions of 
Spain and are listed in Table 5.14. The industry characteristics are categorised as high (H), medium (M) 
and low (L).
T a b l e  5 .1 4  
In d u s t r y  C h a r a c t e r ist ic s
1 Economies o f  scale 1RS = Measures o f  minimum efficient scale (MES)
2 Technology level TECH = High, Medium, Low (OECD classification)
3 Intra-industry linkages in t r a = Use o f  intermediates from own sector as share o f value o f  production
4 Inter-industry linkages INTER = Use o f  intermediates from other sectors as share o f value o f production
5 Capital intensity KÆ = Capital stock per employee
6 Skill intensity S/L = Share o f  non-manual workers in the workforce
7 Industry growth A = Growth in value o f  production between 1970 and 1994
8 Final demand bias F = Percentage o f sales to domestic consumers and exports
9 Agricultural input intensity A = Use o f primary inputs as share o f value o f  production
Source: Midelfart et. al., (2000), Box 2.2, p. 13
In Table 5.15, the industries and their characteristics are presented in their CAP clusters and 
region types in which their absolute and relative concentration occurs. We are interested in answering the 
question; “Is there a difference in industry characteristics between the CAP clusters that determines their 
location?”
The (CC) Industries
The eight (CC) industries are located in two core agglomerates and have increased their 
concentration at the expense of the adjacent, periphery and core regions.^* The (CC) industries are located 
in the core agglomerates of Pias Vasco and Madrid. The difference in industry characteristics between 
these two agglomerates is that industries located in Madrid have a higher technology requirement, a 
higher need for intra and inter-industry inputs, and higher skill requirements. Industries in Madrid use a 
larger share of agricultural inputs, and produce relatively more for home consumption. Industries in Pias
See Table 5.14
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Vasco are more capital intensive, use low levels of agricultural inputs, and have a low demand bias 
indicating strong home market effects (Davis and Weinstein, 1999). The industry quarrying and mining 
of energy materials is completely concentrated in the periphery region of Asturias suggesting regional 
natural advantage (Ellison and Glaeser, 1999). The CAP cluster Pias Vasco is in close geographic 
proximity to the core regions of Portugal in the west and borders on France to the north. The regions in 
this cluster could possibly be developing an export industry.
T a b l e  5 .1 5  
In d u s t r y  C h a r a c t e r ist ic s
Industries CAP Cluster
(R)
1RS TECH INTRA INTER K/L S/L A F A
Quarrying & Mining Energy Materials (CC) Pias Vasco (P) H L L H H H M H L
Basic Metal products (CC) Pias Vasco (C) M L M M M L H L L
Machinery and Equipment (CC) Pias Vasco (C) M M M M M H M L M
Fabricated Metal products (CLC) Pias Vasco (C) M L M M M L H L L
Rubber & Plastics (CLC) Pias Vasco (C) L M L H L M L/M M H
Other Transport (CD) Pias Vasco (C) H M L H M M L L L
Quarrying & Mining Non-Energy (DMD) Pias Vasco (A) H M H L H M M M L
Office Machinery & Computers (CC) Madrid (C) M H M H L H H L L
Medical Precision Instruments (CC) Madrid (C) M H L M L H H M M
Paper & Paper Products (CC) Madrid (C) M L H L H M M L M
Chemicals & Man Made Fires (CD) Madrid (C) H M H L H H M M M
Motors & Trailers (CD) Madrid (C) H M H M M L L H L
Coke, Refinery & Nuclear (DC) Madrid (C) H L L M H H H H L
Wearing Apparel (DC) Madrid (C) L L H L M L L H H
Electrical Machinery & Apparatus (DLD) Madrid (C) M H M M L M H M M
Food, Beverages & Tobacco (DMD) 
Manufacture o f  Jewellery & Musical t  (DLD) 
Electricity, Gas & Steam f  (DC)
Purification & Distribution o f Water t  (DC)
Madrid (C) 
Madrid (C) 
Madrid (C) 
Madrid (C)
L L M H H H/M M/H H H
Textiles (CLC) Cataluna (C) L L H L M L L H H
Leather & Leather Products (DC) Cataluna (A) L L H L M L L H H
Wood Products (DLD) Cataluna (A) L L M M L L M M H
Non-Metallic Minerals (DLD) Cataluna (A) M L M M L M M L M
Source: Industry characteristics taken from Table 3.4 in Midelfart et. al., (2000). f  = no industry characteristics available
The (CLC) Industries
The three (CLC) industries located in core agglomerates have an absolute concentration that has 
declined but remains absolute. There are no (CLC) industries in Madrid. Two of these industries are 
located in the core region of Pias Vasco, and one in the core region of Cataluna. In Pias Vasco the 
industries fabricated metal products, and rubber and plastics have the opposite characteristics except for 
inter-industry linkages, industry growth, and use of agricultural inputs. The fabricated metal products 
industry, like other (CC) industries in Pias Vasco has a medium level of internal returns to scale, medium 
intra and inter-industry linkages, and requires medium capital intensity. It is has a low final demand bias 
indicating it is an export industry.
The rubber and plastics industry is a supplier industry with low level of internal returns to scale, a 
high level of inter-industry linkages, a medium skilled labour requirement, and a medium final demand 
bias. The industry’s relative concentration levels have increased in the core agglomerates of Madrid and 
Cataluna. The industry’s medium final demand bias, medium levels of skilled labour needs, and high
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levels of inter-industry needs, suggests that industry relocation is fuelled by the need for domestic 
expenditure, skilled labour and technology availability, and inter-industry linkages available in the larger 
two core agglomerates (Krugman and Venables, 1996).
The third (CLC) industry is the textile industry with a declining, but stable, absolute concentration 
in the core agglomerate Cataluna. The industry has experienced an increase in relative concentration in its 
adjacent region of Communidad Valencia. The industry is characterised by low internal returns to scale, 
high intra-industry linkages, medium capital intensity, a high use of agricultural inputs, and a high final 
demand bias. The increased relative concentration in the adjacent region suggests a possible need for an 
input-output structure with similar industries in the core; this, combined with low internal returns to scale, 
suggests relatively high product transport intensity (Venables and Limao, 2002). Also, the industry 
produces primarily for domestic consumption and therefore needs to locate in the largest domestic home 
market, which is the core agglomerate of Cataluna.
The (DC) Industries
The (DC) industries are those that have changed from relative to absolute concentration. Two of 
the (DC) industries are located in core agglomerate Madrid and one in the core agglomerate Cataluna. In 
Madrid, the coke, refinery and nuclear energy industry has become absolutely concentrated out of need 
for high internal returns to scale, medium inter-industry linkages, high capital intensity requirements, the 
need for skilled labour, and high final demand bias. It has low levels of agricultural inputs. The industry 
has relocated from the periphery region Asturias that is left with a small relative concentration.
The wearing apparel industry has found absolute coneentration in the core region of Madrid. The 
industry has low levels of internal returns to scale, is highly dependent on intra-industry linkages, has a 
high final demand bias, and possibly a high demand elasticity. The industry is highly dependent on 
agricultural inputs that bear transportation costs, making the industry transport intensive. It therefore 
needs to be located in its largest domestic home markets. The industry also shows dispersion to the core 
agglomerate of Cataluna, which has the highest relative concentration coefficient. The industry has 
relocated primarily form the adjacent region of Communidad Valencia.
The leather and leather products industry has an absolute concentration in the adjacent region of 
Communidad Valencia. The industry has relocated from the core agglomerates of Madrid and Cataluna. 
This industry is also characterised by low internal returns to scale, high intra-industry linkages, medium 
capital intensity, a high use of agricultural inputs, and produces primarily for the domestic market. The 
industry is highly dependent on agricultural inputs, making its commodities relatively transport intensive.
The (CD) Industries
There are three (CD) industries that have lost their absolute concentration, have become more 
dispersed, and now have relative concentration. The first (CD) industry is the other transport industry
180
located in the core agglomerate of Pias Vasco. The industry has dispersed primarily to the core 
agglomerate Madrid. The other transport industry in Pias Vasco is characterised by high internal returns 
to scale, low intra-industry linkages, but high inter-industry linkages. It requires medium levels of 
technology, capital intensity, and skilled labour. It requires low levels of agricultural inputs, shows low 
industry growth, and has a low final demand bias.
The other transport industry is a supplier industry. Relocation to Madrid could be driven by its 
need for high internal economies of scale, and high inter-industry linkages. Since this is an export 
industry, these relocation developments suggest the need to minimise the high transport intensity costs of 
importing intermediate products from the core region of Madrid. By relocating to Madrid it reaps 
pecuniary agglomeration benefits which allows it to remain competitive in foreign markets. The 
developments in this industry embody the forces of the new economic geography theory of home market 
effect, transport intensity of commodities, and satisfying idiosyncratic demand (Krugman, 1991b; 
Krugman and Venables, 1996; Davis and Weinstein, 1999; Venables and Limao, 2002).
The remaining two industries in the (CD) group are located in the core agglomerate of Madrid. The 
industries chemicals and man made fibres, and motors and trailers have both experienced relocation to the 
core agglomerate Cataluna, whose relative concentration coefficients have increased for both industries. 
The industry branche motors and trailers has become relatively more dispersed than chemical since it has 
also relocated to the core agglomerate of Pias Vasco, whose relative concentration coefficient is 
approximately the same as that of Cataluna. The industries are similar in their need for high internal 
returns to scale, medium levels of technology, and high intra-industry linkages.
The ehemical industry is a supplier industry and requires low inter-industry linkage, but high 
capital intensity and high levels of skilled labour. The industry has experienced medium growth, and has 
a medium final demand bias. Since the chemical industry is producing for domestic and foreign 
consumption it will locate to large markets such as Cataluna with high initial high industry shares, to reap 
the pecuniary agglomerate advantages from high intra-industry linkages and high internal economies of 
scale (Forslid et. al, 1999). The industry can supply the southern and northern European market from 
these two core agglomerates (Davis and Weinstein, 1999).
The motors and trailers industry has characteristics similar to the chemical industry. It, however, 
has a high final demand bias suggesting production primarily for the domestic market. To minimise the 
transport intensity costs of its high dependence on intra-industry inputs, and to realise high levels of 
internal returns to scale, this industry is dispersing and relocating to core agglomerates with initial high 
industry shares thereby contributing to the changing composition of industry structures in core 
agglomerates (Krugman and Venable, 1996).
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The (DD) Industries
The categories (DMD) and (DLD) contain industries that are relatively concentrated and experience 
an increase or decrease in this position. In the CAP cluster of Pias Vasco the industry quarrying and 
mining of non-energy materials has a decline in relative eoncentration (DMD) in the ex post adjacent 
region Galicia, and relocated to the adjacent region of Cantabria with an equal relative concentration. The 
industry is characterised by high internal returns to scale, mrm-industry linkages, and capital intensity. 
Both Galicia and Cantabria are adjacent regions. It has low m/gr-industry linkage, and medium levels of 
technology, skilled labour, and a medium final demand bias, producing for domestic consumption and 
export. The industry has medium growth levels.
In the CAP cluster of Cataluna, the industries wood products and non-metallic minerals have 
relative concentration levels and are both becoming less dispersed (DLD). Both industries are located in 
the adjacent region of Communidad Valencia. The industry characteristics are similar except for internal 
returns to scale, skilled labour requirements, final demand bias, and use of agricultural inputs. The non- 
metallic industry has a low final demand bias and a high need for agricultural inputs. It is a transport 
intensive industry competing in foreign export markets. The wood products industry has a high use of 
agricultural inputs and a medium demand bias requiring location close to the home market.
Conclusion Relative and Absolute Concentration Analysis
It is evident that the industrial structure of core regions consists of a mix of industries that show 
both absolute and relative concentration. For example, the core agglomerate of Pias Vasco has five 
industries with absolute concentration, and one with relative concentration. Madrid has seven industries 
that are absolutely concentrated and five industries that are relatively concentrated. The core agglomerate 
of Cataluna has one absolutely concentrated industry. Adjacent and periphery regions within the CAP 
clusters also show absolute and relative concentration in five industries.
In general, increased concentiation (CC) in one core region is accompanied by declining relative 
coneentration in the remaining core regions. Industries in core regions with a marginal decline in absolute 
concentration (CLC) increase their relative concentration in other core regions. Dispersed industries with 
a relative concentration that have become absolutely concentrated (DC) have relocated primarily to the 
core agglomerate of Madrid, with the exception of one industry that relocated to an adjacent region. 
Industries that were absolutely concentrated, but became more dispersed (CD) increased their industry 
relative concentration ratio in another core agglomerate or adjacent region. Dispersed industries that 
became less dispersed (DLD) increased their relative concentration at the expense of other core regions. 
The two (DMD) industries are located in two separate CAP clusters. In the CAP cluster Pias Vasco 
relative concentration ratios became identical in two adjacent regions at the expense of core regions. In 
the CAP cluster Madrid, dispersion occurred from one core to another core region.
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The industiy analysis in Section 5.4 revealed that new firms in similar industrial sectors locate in 
both core and adjacent regions of all three CAP clusters. The analysis also revealed that new firms in 
different industrial sectors cluster in common regions, irrespective of region type, i.e. core and adjacent. 
The industry characteristics analysis reveals fifteen industries, located in core and adjacent regions, that 
require medium to high /n^ra-industry linkages, and thirteen industries, located in similar region types, 
requiring medium to high mfer-industry linkages. This evidence supports the concentric circle theory that 
input-output structures -  forward and backward linkages -  exist between core agglomerates and their 
adjacent regions (Paelinck and Nijkamp, 1975; Krugman and Venables, 1996; Midelfart cLn/.,2000). The 
CAP clusters in Spain have developed economic districts (Ldsch, 1954; Krugman, 1991a).
Furthermore, the outcome of the industry index analysis revealed greater similarity in production 
structures between the core agglomerates and their adjacent regions. The existence of a multi­
agglomerate production structure has been revealed through the analysis of changes in relative and 
absolute industry concentration. This evidence supports the theory of diversified agglomeration in the 
theoretical literature (Krugman and Venables, 1990, 1995, and 1996; Venables, 1994; Ludema and 
Wooton, 1997; Forslid and Wooton, 1999; Venables and Limao, 2002). Trade liberalisation has not 
weakened nor destabilised the original core agglomerates. It has, however, changed their industrial 
composition (Krugman and Venables, 1996).
5.7.6 CAP Cluster Characteristics
It appears that industry and commodity characteristics are correlated with CAP cluster 
characteristics. The concentration categories (CC), (CLC) and (DC) comprise twelve industries 
distributed over the three CAP clusters. Of these, five are located in the cluster Pias Vasco, five in the 
cluster of Madrid, and two in the cluster Cataluna. On average the industries in Pias Vasco have a low 
demand elasticity indicating home market economic geography effects since they produce primarily for 
the export market (Davis and Weinstein, 1999).
The CAP cluster Pias Vasco appears to have a number of characteristics’  ^ that attract the export 
industry. First, it has a favourable geographic locational advantage for industries exporting to Portugal, 
France, and the EU geographic core. Second, it has a modern road and rail infrastructure providing 
transport routes to Portugal and France. Third, the city of La Corunna in the adjacent region of Galicia 
has an Atlantic Ocean seaport and two of the six airfields in the CAP cluster Pias Vasco. Since, industries 
are increasing their concentration in the core agglomerate, we can assume that Pias Vasco has an 
abundance of skilled labour and educational programs to ensure a continued supply of human capital.
The CAP cluster Madrid contains five industries with absolute concentration. On average these 
industries have a medium to high need for internal returns to scale, intra-industry linkages, and skilled
The source for this information is Eurostat (1993), Portrait o f  the Regions, Volumes. 1- 4, Luxembourg.
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labour. They are characterised by a medium to high final demand bias indicating the need for high 
demand in home markets. The industries are also characterised by medium to high needs for agricultural 
inputs. The (CD) and (DTD) in Madrid are characterised by a medium to high final demand bias and need 
for agricultural inputs. The core agglomerate of Madrid has the highest number of industries with 
absolute and relative concentration.
The CAP cluster Madrid is characterised by its favourable central geographic location equidistant 
from the core agglomerates Pias Vasco and Cataluna, respectively 624km and 617km. It has a modern 
infrastructure. The region Madrid consists of 15 urban areas of which six have a total population greater 
than 100,000 people. It has an urban population of 89.3%, compared to 69.6% in Pias Vasco and 68.9% 
in Cataluna. The region has a number of universities and vocational institutions providing technological 
know-how and a skilled labour force. Two adjacent regions Castilla La Mancha and Castilla Leon whose 
land use is respectively 63% and 59% agricultural surround the agglomerate Madrid.’  ^ This geographic 
characteristic makes manufacturing location in Madrid interesting for industries whose commodities are 
characterised by transport intensive agricultural inputs, and yet wish to compete in foreign export 
markets, such as the industry paper and paper products.
The common characteristic of the (DC) industries is the high final demand bias for their 
commodities and high needs for agricultural inputs, causing their relocation to the high expenditure 
agglomerates of Madrid and Cataluna. The same is true for the one of the (DTD) industries in this CAP 
cluster. The industry (DTD) non-metallic minerals is an export oriented industry.
The CAP cluster Cataluna is characterised by 35 urban areas of which eight have a population 
exceeding 100,00 people with a population density in Barcelona 615 people per square kilometre’'^ . Its 
adjacent region of Communidad Valencia also has 35 urban areas of which four have a population greater 
than 100,000 people. The urban population density of Communidad Valencia is 56.6%. Average land use 
in Cataluna and Communidad Valencia is about 43% agriculture and 41% wooded. The CAP cluster 
Cataluna has three Mediterranean harbours, one in Cataluna in the city Barcelona, and two in 
Communidad Valencia in the city Alicante. It has an equal number of airports, one in Barcelona, and two 
in Alicante. The CAP cluster is characterised by a modern road and rail infrastructure along the northern 
Mediterranean coast for easy market access to southwestern France, northern Italy, and the EU 
geographic core. The cluster has Universities and vocational institutions providing technological know­
how and a skilled labour market.
5.8 C o n c l u s i o n s
This chapter made an initial analysis of the endogenous economic mechanisms that comprise the 
‘black box’ of the new economic geography model within the CAP framework. The initial outcomes
Ibid., O p .C it.,( \m )  
Ibid, Op.Cit.. (1993)
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suggest the CAP model to be a functional vehicle for analysing inter-regional and inter-sectoral firm and 
labour movements in a seamless geographic world.
The outcomes prove the premise of the concentric circle theory that industry location radiates 
outward in multi-directions from a central location. The CAP model, through the concept of CAP 
clusters, facilitates the industry index analysis in exposing the convergence or divergence of industry 
structures in the first concentric circle around the core. When applied to the second concentric circle, the 
model reveals that even industries in these regions tend to develop industry structures similar to their 
nearest core region. In the case of the CAP cluster Pias Vasco the distance of production location from 
the core becomes less relevant if the commodity has a low final demand bias.
The concentric circle theory approach to the analysis of industry location provides the distinct 
advantage of identifying one or more core regions within a country that act as an economic development 
axes, attracting and dispersing economic activity to its surrounding regions. The CAP model allows for 
the measurement of this spatial activity. The outcome has revealed a major theoretical premise by 
Krugman and Venables (1996) that supplier and final goods producers seek to cluster for pecuniary 
agglomerate advantage. The regional CAP model identified this behaviour by examining the sectoral 
distribution of industries within the CAP clusters. It found five distinct instances where supplier and final 
goods producers clustered in a common region or the combination of core and adjacent regions. Contrary 
to the results reported by Midelfart ef a/.,(2000), a region’s initial Tow’ or ‘high’ share in an industry is 
important for industry clustering. Core regions with high initial shares attract new firms into the industry 
dispersing other firms in need of forward and/or backward linkages to the adjacent regions.
The new labour-land concentration ratio verifies the initial signals from the industry index analysis 
that Spain is characterised by a multi-agglomerate production structure. Trade liberalisation has left 
original agglomerate production structures in place, but has changed the composition of industrial 
structures. A comparison of industry concentration measurements are listed in Table A.6.7. The 
characteristics of the measurements are such that only the new labour-land concentration ratio meets the 
two requirements of; one, measuring industry concentration per region, and two, providing a clear cut-off 
point between absolute and relative concentration. The remaining three measurements do not satisfy one 
of the two criteria. The location-Gini, LGy measures industry concentration per region, but cannot 
distinguish between relative and absolute concentration. The Amiti (1997) and Forslid (1999) relative and 
absolute measurements are country and not region specific. Finally, the measurements are not consistent 
in their concentration values.
This study does not make the claim that the relative concentration ratio measures Heckscher-Ohlin 
comparative advantage and specialisation in production, or that the absolute concentration ratio measures 
Krugman’s (1991b) economic geography and economies of scale. However, first indications do suggest 
that on average industries experiencing absolute concentration (CC), in the core agglomerates are 
characterised by low to medium final demand bias indicating strong economic geography home market
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effects, as found by Davis and Weinstein (1999). Industries with relative concentration ratios are located 
in core and adjacent regions and are characterised as industries in the dispersed -  more/less -  dispersed 
categories, (DLD) and (DMD). On average these industries show a medium to high final demand bias 
indicating the need for proximity to high domestic expenditures. These industries show greater dispersion 
across the CAP clusters suggesting regional specialisation in production for domestic consumption. 
Multiple production locations would lead one to deduce that these industries have commodities with high 
demand elasticities and high transport intensities dependent on intra and mfer-industry inputs.
Finally, the CAP model proves the multi-agglomerate production structure in Spain. It is not 
unreasonable to conclude that this polycentric production structure is the result of the geographic location 
and characteristics of the three agglomerates. The CAP cluster Pias Vasco in the northwest has a 
favourable geographic export location to France, Portugal, and the rest of the world via the Atlantic 
Ocean harbours. The CAP cluster Madrid is centrally located, equidistant from Pias Vasco and Cataluna. 
A high percentage of its land use, and that of its adjacent regions, is agricultural production, whose output 
serves as inputs (medium and high) for six of the twelve industries concentrated in the agglomerate. The 
CAP cluster Cataluna is the largest home market in Spain. Its prime characteristic is its share of domestic 
expenditure for firms with high final demand bias and transport intensive commodities. Its industry 
structure is favourable to all industries since it provides high levels of forward and backward linkages, 
ergo, pecuniary agglomerate advantages, which provides its comparative advantage. Like Pias Vasco, the 
cluster Cataluna has a rail, road, air, and harbour infrastructure to the outside world.
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C h a p t e r  5 A p p e n d ix  5A
T a b l e  5A.1  
M a n u f a c t u r i n g  I n d u s t r y  D a t a
N r .
9
10
11
12
13
14
15
16
17
18
19
20 
21 
22 
2 3
B r . I n d u s t r y  N a m e s
I n d u s t r i a l  S e c t o r s
E n e r g y
Y e a r s
E40 Electricity, gas, steam, and hot water supply 19971989
E41 Collection, purification, and distribution of water 19971989
CA Mining and quarrying of energy producing materials 19971989
DF Manufacture of coke, refined petroleum products and nuclear fuel 199711989
E x t r a c t i o n  A N D  P r o c e s s i n g
CB Mining and quarrying except energy producing materials 19971989
DG Manufacture of chemicals, chemical products, and man made fibres 19971989
DH Manufacture of rubber and plastics 19971989
D1 Manufacture of other non metallic mineral products 1997|1989
E n g i n e e r i n g
DJ27 Manufacture of basic metals
DJ28 Manufacture of fabricated metal products
DK Manufacture of machinery and equipment
DL30 Manufacture of office machinery and computers
DL31 Manufacture of electrical machinery and apparatus
DL33 Manufacture of medical, precision, optical instruments, watches and clocks
DM34Manufacture of motor vehicles, trailers, and semi-trailers
DM35Manufacture of other transport equipment
O t h e r  M a n u f a c t u r i n g
DA Manufacture of food products, beverages, and tobacco 
DB17 Manufacture of textiles 
DBl 8 Manufacture of wearing apparel 
DC Manufacture of leather and leather products 
DD Manufacture of wood products 
DE Manufacture of paper and paper products 
DN Manufacturing: furniture, jewellery, musical instruments.
1997
19971
199711 
199 
199711
1989 
989 
199711989 
19971989 
19971989 
19971989 
19971989 
19971989
19971989 
19971989 
199711989 
1989 
>711989 
1989 
199711989
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TABLE 5A.6
STANDARDISED RELATIVE AND ABSOLUTE LABOUR-LAND CONCENTRATION VALUES
Z Rexion Z Region Z Region Z Region LC Region
ENERGY
E lectricity, gas and Steam (E40) 1997 3.4 Madrid 1.2 Pias Vasco 0.8 Baléares 0.3 Canarias 0.781 Baléares
1989 3.0 Madrid 1.3 Pias Vasco 0.9 Baléares 0.7 Cataluna 0.751 Canarias
Purification and D istribution o f  W ater (E41) 1997 3 8 Madrid 0.4 La Rioja 0.3 Baléares 0.2 Cataluna 0.747 La Rioja
1989 2,3 Madrid 15 Pias Vasco 0.9 Asturias 0.6 Galicia 0.765 Canarias
Quarrying and M in ing  o f  Energy Materials (C A ) 1997 4 0 Asturias 0.953 Asturias
1989 4.0 Asturias 0 940 Asturias
Coke, Refinery, and Nuclear (DF) 1997 3.3 Madrid 1.3 Pias Vasco 0.7 Galicia 0.6 Asturias 0.762 C. La Mancha
1989 2.8 Asturias 1.3 Pias Vasco 1.8 M urcia 0.4 Cataluna 0.908 Canarias
EXTRACTION AND PROCESSING
Q uarrying and M in ing  o f  Non-Energy Materials (C B) 1997 1.8 Galicia 18 Cantabria 1.2 Madrid 1.1 Com Val. 0.762 Extremadura
1989 2.0 Galicia 1.5 Madrid 1.0 Cataluna 0.8 Pias Vasco 0.762 Galicia
Chemicals and Man Made Fibres (D O ) 1997 3.0 M adrid 2.2 Cataluna 0.7 Pias Vasco 0.1 Com. Val 0.643 Cataluna
1989 3.2 Madrid 1.7 Cataluna 1.0 Pias Vasco 0 1 Cantabria 0.630 Cataluna
Rubber and Plastics (D H ) 1997 3 1 Pias Vasco 1.6 M adrid 1.2 Cataluna 0 4 Com. Val 0.638 Pias Vasco
1989 3.4 Pias Vasco 1.3 Madrid 0.8 Cataluna 0 3 Com. Val 0.657 Pias vasco
N on-M eta llic  M inerals (D I) 1997 2.8 Com. Valencia 2.0 Madrid 0.9 Pias Vasco 0.6 Cataluna 0.662 Com. Val.
1989 2.5 Com. Valencia 1.9 Madrid 15 Pias Vasco 0 6 Cataluna 0.659 Com. Val
ENGINEERING
Basic Metal products (DJ27) 1997 3.7 Pias Vasco 0.9 Asturias 0.4 Cantabria 0 1 Madrid 0.858 Asturias
1989 3.4 Pias Vasco 1.7 Asturias 0.2 Cantabria 0 2 Baléares 0.888 Asturias
Fabricated Metal products (DJ28) 1997 3.4 Pias Vasco 1.5 Madrid 0.7 Cataluna 0.686 Pias Vasco
1989 3.6 Pias Vasco 1.1 Madrid 0.4 Cataluna 0.699 Pias Vasco
Machinery and Equipment (D K ) 1997 3.4 Pias Vasco 1.3 Madrid 0 8 Cataluna 0.639 Pias Vasco
1989 3.4 Pias Vasco 1.6 Madrid 0.5 Cataluna 0.711 Pias Vasco
O ffice  Machinery and Computers (D L30) 1997 3.9 Madrid 0 6 Cataluna 0 781 M adnd
1989 3.4 Madrid 15 Baléares 0.5 Cataluna 0.1 Com Val 0.867 Baléares
Electrical Machinery and Apparature (D L31) 1997 2.9 M adrid 2.0 Pias Vasco 1.2 Cataluna 0.690 Aragon
1989 2 6 Madrid 2.5 Pias Vasco 0.9 Cataluna 0.651 Madrid
Medical Precision Instruments (D L33) 1997 3.6 Madrid 1.2 Pias Vasco 0.5 Cataluna 0.723 Madrid
1989 3.2 Madrid 1.6 Cataluna 1.3 Pias Vasco 0.670 Cataluna
Motors and Trailers (D M 34) 1997 2.6 Madrid 1.5 Cataluna 1.4 Pias Vasco 1.0 Navarra 0.747 Navarra
1989 3.3 Madrid 1.3 Cataluna 0.9 Pias Vasco 0.4 Navarra 0.690 C. Leon
Other Transport (D M 35) 1997 2.8 Pias Vasco 2.4 Madrid 0.5 Galicia 0.775 Galicia
1989 3.2 Pias Vasco 1.9 M adrid 0.5 Galicia 0.766 Galicia
OTHER MANUFACURING
Food, Beverages, and Tobacco (D A ) 1997 2.7 Madrid 1.4 Cataluna 0.8 Canarias 0.7 Pias Vasco 0.711 Canarias
1989 2.8 Madrid 1.0 Cataluna 0.8 Pias Vasco 0 5 Com. Val. 0.695 Extremadura
Textiles (D B I7 ) 1997 3.4 Cataluna 18 Com. Val. 0 1 Madrid 0.685 Cataluna
1989 3.7 Cataluna 1.2 Com. Val. 0.2 La Rioja 0.729 Cataluna
W earing Apparel (D B I8 ) 1997 3.2 M adrid 1.9 Cataluna 0.5 Com. Val. 0.1 Galicia 0.785 C. La Mancha
1989 2.6 Madrid 2.1 Com Val 0.9 Cataluna 0.7 La Rioja 0.731 C. La Mancha
Leather and Leather products (D C ) 1997 3.5 Com. Valencia 1.0 Baléares 0.9 1 ^ R ioja 0.1 Madrid 0.809 Com. Val
1989 2.6 Madrid 18 Com. Val. 1.7 Cataluna 0.2 Murcia 0  665 Cora Val.
Wood products (D D ) 1997 2.3 Com. Valencia 1.4 Pias Vasco 1 2 Madrid 0.9 Cataluna 0.688 Galicia
1989 2.1 Com. Valencia 1.8 Madrid 18 Pias Vasco 0.4 Cataluna 0.636 Murcia
Paper and paper products (D E) 1997 3 8 M adnd 0.7 Cataluna 0.5 Pias Vasco 0.707 Madrid
1989 3.6 Madrid 1.0 Pias Vasco 0.6 Cataluna 0.707 Madrid
Manufacturing o f  jew e lry  and Musical (D N ) 1997 2.7 Madrid 1.7 Com. Val. 1.2 Pias Vasco 0.7 Cataluna 0.658 Baléares
1989 2.2 Madrid 1.9 Com, Val. 1.6 Pias Vasco 0.7 Baléares 0.680 Baléares
Source: Author's own research
(C) Brand / October 2003
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C h a p t e r  5 Appe n d ix  5B
Regional Industry Index o f  Similarity /D iversity
In order to compare industry localisation (structures) between regions, Krugman (1991a) suggests 
a method for developing an index of regional divergence / similarity. The share of industry i in total
manufacturing employment in region j  is given by Sÿ, a ratio defined as;
where Sy refers to industry i in region j,  and i ^  j .  This calculation is made for all industries in a
particular region j.  The industry structure of a region is determined by the type and number of industries 
within a region and the respective share of manufacturing employment Sy in each industiy type. The
region with which the comparison is made is labelled 5*. Krugman then constructs the divergence / 
similarity index
^ = E'K-4| (5B.2)
and indicates that if two regions have an identical (similar) industry structure, ‘that is, that industry shares 
of employment were the same for all i, then the index would be zero. If two regions had completely 
disjointed industry structures, the index would be 2 (because each share in each region would be counted 
in full)’.^  ^ The index quantifies the difference or similarity in regional industry structure, and hence 
regional specialisation.
The construction of Krugman’s similarity / divergence index consists of two steps. First, calculate 
regional industry employment as a share of total regional industry employment. Second, chose a 
reference region r * = l  and compare its industry structure to all other R -  1 regions by subtracting the R 
regions respectively from the reference region. The index I  is obtained by summing the absolute 
differences. Each region is, in its turn, used as a reference region so that a symmetric R*R matrix of 
similarity / divergence index values is obtained. Its diagonal value is zero.
Ki'ugman {\99\di).,Opt. Cit., p. 76
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C h a p t e r  5 A p p e n d ix  5C
T a b le  5.C.1
A Comparison  of C oncentration  measurements
Krugman* Amiti Amiti Forslid Brand
Cap Cluster Pias Vasco 0.5 <LGu < I 1 S* > I Q >  I L u t
Quarrying & mining o f  energy materials CC CC CLC CLC CC
Basic metal products CLC C D <  1 CC
Machinery and equipment CLC CC
Fabricated metal products CLC CLC
Rubber and Plastics CLC CLC
Other transport CC CD
Quarrying and mining o f non-energy NC DMD
CAP Cluster Madrid
Office machinery and computers CLC CC CC D C >  1 CC
Medical precision instruments CC CLC C D <  1 CC
Paper and paper products NC D C >  1 CC
Chemicals and man made fibres CC CC D O  1 CD
Motors and trailers CC CD
Coke, refinery and nuclear energy CLC C D <  1 DC
Wearing apparel CC DC
Electrical machinery and apparatus CC CLC DLD
Food, beverage and tobacco CC DMD
Manufacture o f jewellery and musical CLC DLD
Electricity, gas and steam CC DC
Purification and distribution o f  water CLC DC
CAP Cluster Cataluna
Textiles CLC CLC CLC CLC
Leather and leather products CC CC CC D O  1 DC
Wood products CC DLD
Non-metallic minerals CC DLD
Source: Author’s own research, 
t  CC  = Ljj > 3o; CD  = L, > 3o -  
* Taken from Table 5.10.
3o < Ljj; DC  = 3o < L,, —► Ljj > 3o; DD =  DLD = DMD < 3a.
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C h a p t e r  6
Sp a t ia l  C o r r e l a t io n  A n a ly sis  o f  t h e  Sp a n ish  C A P C l u st e r s
6.1 In t r o d u c t io n
In the new economic geography theory trade liberalisation releases agglomeration and dispersion 
forces that endogenously determined the location of manufacturing production (Krugman, 1991b). The 
increase in market size and competition causes firms and industries (») to locate closest to their largest 
markets to achieve economies of scale in production. Labour (L) relocation and migration to larger 
markets is motivated by higher nominal and real wages. This study has demonstrated that firms, 
industries and labour in the Spanish CAP regions have responded to trade liberalisation according to the 
new economic geography theory.
The objective of this chapter is to continue the analysis of the workings of the endogenous 
mechanisms within the ‘black-box’ of the new economic geography by examining the effects of 
agglomeration and dispersion forces on the microeconomic variables at the firm level in the regions of the 
respective CAP clusters. Strong agglomeration and dispersion forces in the regions creates a demand for 
labour, bidding up wages (w), and increases gross investment {K) to achieve economies of scale in 
production. Increased competition changes production structures, stimulating a more efficient use of 
labour per firm (L/n) and achieving higher productivity levels through increased capital investment per 
employee (K/L). Strong agglomeration forces result in a divergence of these economic variables, while 
strong dispersion forces result in a convergence of variables.
To examine the strengths of these ‘black-box’ forces, spatial correlation analysis is used to measure 
the influence of economic activity between the core and adjacent regions, the core and periphery regions, 
and the adjacent and periphery regions. If the home market effect (agglomeration) prevails, there is a 
divergence in the values of economic variables. If, on the other hand, the competition effect (dispersion) 
prevails, a convergence in the values of economic variables occurs (Krugman, 1991b).
The chapter is divided into two main sections. Section 6.2 discusses the spatial correlation 
coefficient and examines the empirical results for the CAP model. In Section 6.3 a spatial correlation 
analysis is conducted for the Spanish border regions and its foreign adjoining regions. The conclusion of 
the spatial correlation analysis is discussed in Section 6.4.
6.2 T h e  Sp a t ia l  C o r r e l a t io n  C o e f f ic ie n t
This section examines the extent to which agglomeration and dispersion forces have influenced the 
development of economic variables between the regions. The spatial correlation coefficient is defined by 
the following statistical measurement;
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Where x is the value of a demographic or economic variable in region r (r= I,..., R) and the statistic q  is 
called a contiguity coefficient. Spatial correlation analysis is based on the concentric circle theory of the 
CAP model. The contiguity coefficient captures the strength of the spatial correlation of an economic 
variable between the core and an adjacent region in the first concentric circle {k=l%  and the core and the 
periphery region in the second concentric circle (k= 2).
Spatial correlation analysis measures the correlation between the observations on one single variable 
dispersed over different regions. A positive correlation exists when the contiguity coefficient exhibits a 
value 0 < Cjt < 1. Consequently, the closer the value lies to zero, the stronger the relationship between the 
values in a variable in two different regions, the more they have converged. A negative correlation exists 
when the value ofc&> 1. A negative value of the contiguity coefficient indicates that the values of the 
variable in the two different regions are moving in the opposite direction i.e. divergence. When the 
correlation coefficient shows a value Ck= I, there is no correlation between the values of a variable in the 
two different regions. (See Chapter 6, Appendix 6A, for a complete specification of the spatial correlation 
coefficient and its properties).
6.2.1 Empirical Estimation
This analytical method uses the available economic variables of the regions in the respective CAP 
clusters to provide three separate samples and unique calculations for the Spanish regions. As a result of 
the varying number of regions within a CAP cluster, the sample sizes can differ. The ^-order-connections 
between the regions are presented in Table 6C.2 (See Chapter 6, Appendix 6C). The economic, 
demographic, and manufacturing data has been categorised according to CAP-region classification in 
Table 6C.3 (See Chapter 6, Appendix 6C). This data is used to elucidate the estimated contiguity 
coefficients.^^
Spatial correlation analysis is utilised to examine the relationship between the economic variables 
of the CAP clusters of regions. The analysis examines the spatial relationship between the following 
regional variables; per capita income (Y/P), total population (P), the total number of firms («), the total 
number of manufacturing employees (Z), the ratio of manufacturing employment to population (L/P), 
total wages and salaries (w), total gross investment (K), the average number of employees per firm (L/n\ 
the average gross investment per firm (K/n), the average gross investment per employee (K/L), the
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average wage per employee (w/L), and the average wage costs per firm (w/n). By focusing on the 
relationship between economic variables, this analysis illuminates the extent to which agglomeration and 
dispersion forces have influenced the development of these variables between regions.
Cross-sectional data is used for 1989 and 1997. The economic and demographic variables (Y/P) 
and (P) respectively are disaggregated data per region j. The economic variables^’ pertaining to 
manufacturing are aggregated across all industries i, per region j. Table 6.1a reports the empirical results 
of the spatial correlation analysis. This analysis studies the contiguity values of the twelve variables for a 
first-order contiguity relationship between the core and adjacent regions, and the adjacent and periphery 
regions. The second-order contiguity relationship pertains to the core and periphery regions.
TABLE 6.1a
Spa tia l  C o r r el a t io n  Co e ffic ien ts  Fo r  Th e  C A P r eg io n s  in S pain
C o n t ig u it y  O r d e r : k  = 1,2
I
C o r e -A d j a c e n t
2
C o r e -P e r ip h e r y
I
A d j a c e n t -P e r ip h e r y
Va r i a b l e s 1989 1997 1989 1997 198 9 1997
1 Per Capita Income ( Y / C ) 1.370 1.350 1.708 L747 0.607 0.826
2 Population (P) 0.851 0.838 1.208 0.768 0.637 0.626
3 Number o f Firms (n) 0.582 0.667 0.933 0.770 0.786 0.593
4 Number o f Manufacturing Employees (L) 0.986 0.922 1.081 0.% 3 0.790 0.698
5 Manufacturing Employees / Population {L / P ) 0.389 0.500 0.473 0.821 0.630 0.643
6 Wages and Salaries (w) 1.296 1.159 1.173 1.058 0.916 0.827
7 Gross Investment (A) 1.047 1.132 0.387 0.951 0.792 0.825
8 Average Number o f  Employees per Firm (L  / n ) 2.035 0.284 0.966 0.346 0.605 0.I6I
9 Average Gross Investment per Firm {K  / n ) 1.954 0.347 0.983 0.211 1.064 0.257
10 Average Gross Investment per Employee ( K  / L ) 1.458 0.626 0.557 0.599 1.089 1.443
11 Average Wage per Employee (w /  L ) 1.544 0.606 1.295 0.925 0.499 0.393
12 Average Wage Costs per Firm (w /  n ) 2.089 0.309 1.049 0.359 0.560 0.335
Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions
The complement of the spatial correlation coefficient is given by the coefficient ôk, which is 
defined as:
Sk=\ -Ck
Where, ôk is the coefficient o f spatial influence. If, ôk = 0, there is no spatial correlation; if J* > 0 a 
positive spatial correlation is present, and if Ôk < 0, the spatial correlation effect is negative. The values of 
the corresponding coefficients of spatial influence are presented in Table 6.1b. (See Chapter 6, Appendix 
6C, for an explanation of the method and its application).
An example o f  how the spatial correlation is calculated is presented in Chapter 6, Appendix 6B, ‘Calculating the Spatial 
Correlation Coefficient. ’ The author o f  this study has outlined a seven-step method to calculate the contiguity coefficient using 
the data from an example for the Netherlands by Paelinck and Nijkamp (1975).
77 The values o f  these variables are found in Table 6A .3, located in Appendix 6A o f  Chapter 6.
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T a b l e  6. lb
C o e f f i c i e n t  o f  S p a t i a l  I n f l u e n c e  f o r  t h e  CAP r e g i o n s  i n  S p a in
Contiguity Ord er . 1,2
Core
1
Adjacent Core
2
- Periphery A d jac en t-
1
Periphery
Variables 1989 I 1997 t 1989 t 1997 t 1989 t 1997 t
1 Per Capita Income (Y /P ) -0.370 -0.350 -0.708 2 -0.747 1 0.393 0.174
2 Population (P) 0.149 0.164 -0.601 0.675 0.363 0.374
3 Number o f  Firms (n) 0.418 0.333 0.067 0.230 0.214 0.407
4 Nr. o f Manufacturing Employees (L) 0.014 0.078 -0.081 0.037 0.210 0.302
5 Manufacturing Employees/Population (L /  P) 0.611 3 0.500 3 0.527 3 0.179 0.370 0.357
6 Wages and Salaries (w) -0.296 -0.159 -0.173 -0.058 0.084 0.173
7 Gross Investment (K) -0.047 -0.132 0.613 3 0.049 0.208 0.175
8 Avg. Nr. o f  Employees per Firm (L /n ) -1.035 0.716 1 0.034 0.654 2 0.395 0.839 1
9 Avg. Gross Investment per Firm (K /  n) -0.954 1 0.653 2 0.017 0.789 1 -0.064 0.743 1
10 Avg. Gross Invest, per Employee (K /L ) -0.458 3 0.374 0.443 3 0.401 -0.089 -0.443 3
11 Avg. Wage per Employee (w /  L) -0.544 3 0.394 -0.295 0.075 0.501 3 0.607 3
12 Avg. Wage Costs per Firm (w /  n) -1.089 0.691 2 -0.049 3 0.641 2 0.440 3 0.665 2
l^egend: Level o f  significance. 1 is o  = 0.01; 2 is a  = 0.05; 3 is a  = 0.10.
The correlation values between the regional variables have been tested for their statistical significance 
with the following f-test statistic:
/ =
l - r ‘
n — 2
Where, the test statistic, t, follows a t distribution with n - 2  degrees of freedom, r is the correlation value, 
p  the symbol for the Null Hypothesis such that p = 0 or the Alternative Hypothesis, p 0. The f-test 
significance level, a, of a correlation is given in the column next to the correlation, and is represented 
with a number ranging from 1 to 3.
6.2.2 Core-Adjacent Regions Contiguity Coefficients
The estimated spatial correlation coefficients for the core-adjacent regions represent a first-order 
connection of regions k =  \, and therefore a first-order contiguity coefficient. The sample of regions for 
this estimation consists o f the three core regions and their immediate adjacent regions. The estimated 
coefficients enable us to make a number of observations on the empirical results in Table 6.1a.
First, the first-order contiguity coefficients between the core and adjacent regions for the year 
1989 reveal a tendency towards a negative spatial correlation for eight of the twelve variables. A negative 
correlation indicates a dissimilar value of the variable between the regions. For example, the variable per 
capita income with a high value in Madrid is correlated with a low value of the corresponding variable in 
its adjacent regions Castilla Leon and Castilla La Mancha (see Table 6A.3). A positive spatial correlation 
is found for the 2"^ , 3^ ,^ 4*, and 5  ^ correlations, indicating that these variables in the adjacent regions 
have similar values as those in the core regions. The negative spatial correlations in 1989, for variables 
six through twelve are signals of microeconomic variable divergences in manufacturing production and 
cost-structures between the core and adjacent regions.
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In 1997, the pattern is reversed with nine of the twelve contiguity coefficients indicating a 
positive value. The microeconomic ratios show a strong convergence of variable values between the core 
and adjacent regions. However, the 6* and 7^  ^ correlations continue to show a negative value. The 
contiguity coefficient values for the variables per capita income, total wages and salaries paid in the 
manufacturing sector, and gross investment remained negative in 1997. This points to an uneven 
development of these three variables in the core and adjacent regions. This result is informative, since the 
data reveals a stronger growth in the core than the adjacent regions, ensuring the continuity of the 
negative values of the contiguity coefficients.
Second, a further inter-temporal comparison of the first-order contiguity coefficients for the core 
and adjacent regions reveals a marginal deterioration in the positive contiguity coefficients for two 
variables; the number of firms (%), and the ratio of manufacturing labour to total population (L/P). This 
development can be combined with the three negative spatial correlations to explain the attraction 
function of the core regions and the cumulative causation process of agglomeration. Relatively more 
firms (n) located in the core, which attracted relatively more manufacturing employees (L) and their 
families than the adjacent regions. The relative increase in firms resulted in relatively higher total wage 
and salary (w) disbursements to labour. The forces of imperfect competition, in tandem with a relatively 
higher growth of the number of firms, led to a relatively higher level of gross investment (K) in the core 
regions (Krugman, 1991b). The diminishment of the coefficient is due to the abnormally high gross 
investment in the core region of Cataluna versus the other core and adjacent regions. In fact, gross 
investment in Cataluna was three times that of the levels observed in the remaining two core regions, and, 
on average, four times that seen in the adjacent regions. This development clarifies the divergent industry 
structure between Cataluna and its adjacent regions. Cataluna experienced strong agglomeration effects 
with a divergent outcome in its adjacent regions.
Third, the strong convergence of the 8^ through 12^** first-order contiguity coefficients in 1997 
cast light on the strength of the competition effect in eliminating the wide disparities in manufacturing 
cost and production structures between the core and adjacent regions, as was evident in 1989. There was a 
strong convergence between the core and adjacent regions with respect to the average number of 
employees per firm (L/ri), and average wages per employee (w/L). This outcome captures the increased 
similarity in average production cost and production structures within the core and adjacent regions. The 
average number of employees per firm in 1997 in the core and adjacent regions was 17.9 and 18.1 
respectively, in contrast to 21.2 and 12.2 in 1989. This outcome points to the rationalization in 
manufacturing’s use of labour. The average wages per employee in the adjacent regions changed 
relatively more than in the core regions, but remained at a lower level. In the core regions, average 
manufacturing wages increased by €3,500 from €14,908 in 1989 to €18,420 in 1997, while in the adjacent 
regions average wages increased by €5,300 from €10,951 in 1989 to €16,280 in 1997. The combined 
effects of increased similarity in labour inputs per firm and the strong relative growth of average
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manufacturing wages in the adjacent regions resulted in the strong convergence of average wage costs per 
industry (Venables, 1994).
In 1989, average gross investment per firm (K/n) in the core regions exceeded that of the adjacent 
regions by an average factor of two, resulting in a strong negative spatial correlation value. In 1997, the 
contiguity coefficient shows a very strong convergence in the values of this variable between the core and 
adjacent regions. Although the average levels of gross investment per firm, between the two region types, 
are almost identical, the rate of change is substantially higher in the adjacent regions. This outcome 
provides insight, since it reveals a ‘catch-up’ effect to achieve economies of scale in production. This 
further suggests that the cumulative process of agglomeration has increasingly been fortified in the 
adjacent regions, with the rate of return on capital being relatively higher, offsetting market access costs 
(Venables, 1994 and 2000). Finally, the ‘catch-up’ effects in average wages (w/L) and average gross 
investment per firm (K/n), in the adjacent regions, leads to the conclusion that the competition effect is 
dispersing economic activity, from the core to the relatively lower cost adjacent regions, leading to a 
convergence in the values of these variables between these regions. Average wages remained relatively 
lower in the adjacent regions in 1997. The outcome of the industry index analysis showed a greater 
similarity in industry structures between core and adjacent regions. The spatial correlation analysis 
confirms this convergence on the microeconomic level.
6.2.3 Core-Periphery Regions: Contiguity Coefficients
This analysis identifies the periphery regions associated with each of the core regions in Spain. 
Since a periphery region is connected to an adjacent region and theoretically represents a region in the 
second-ring of regions around the centre, it is considered to be a second-order connection, such that A: = 2. 
The estimated spatial correlation between the core and periphery regions is therefore a second-order 
contiguity coefficient. The sample of regions for this estimation is composed of the three Spanish core 
regions and the respective periphery regions associated with each core. The core region with which they 
are associated is determined by the distance criteria. For example, Extremadura and Andalucia are 
identified as periphery regions associated with the core region of Madrid; Murcia is allied with the core 
region of Cataluna, and Galicia and Asturias are associated with the core region of Pias Vasco.
First, the second-order contiguity coefficients for 1989 indicate assorted values. Six of the twelve 
estimates display a negative correlation. However, a positive correlation is found for the 3^ ,^ 7*, 8*^ ,
9^\ and 10^ * correlations. In 1997, ten of the twelve correlation estimates exhibit a positive value. This 
outcome proves a degree of convergence between these regions. However, the 1®^ and 6* correlations 
continue to show a negative value. The contiguity coefficient values for the variables per capita income 
(T/P), and total wages/salaries (w) remained negative in 1997, indicating a continued dissimilarity in the 
value of these variables between the core and periphery regions. The interaction between these variables 
captures the convergence of per capita incomes, within the sample of periphery regions; however, the
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absolute levels remain well below that of the core regions. Between 1989 and 1997, the growth of 
manufacturing income (wages and salaries), in the core regions, exceeded that of the periphery regions. 
This outcome is manifested in the uneven development of this variable between the two regions, i.e. a 
continued negative correlation value. It indicates a relative wage cost advantage for the periphery regions 
(Venables, 1994).
Second, an inter-temporal comparison of the second-order contiguity coefficients for the core and 
periphery regions indicates a substantial (more than fifty-percent) deterioration in the positive values of 
the spatial correlation coefficients for the variables gross investment (K), and the ratio of manufacturing 
labour to total population (L/P). In the case of the former, the increased disparity is caused by the 
relatively larger growth in gross investment in the periphery regions although their absolute levels remain 
lower than in the core regions. This suggests high rates of return on capital formation in the periphery 
regions (Venables, 2000). For the latter variable, {L/P\ the deterioration is caused by the decline in 
manufacturing employment in the periphery regions versus an increase in the core regions. This increase 
is evidence of the home market effect, i.e. labour migration in response to higher wages in the core 
regions (Krugman, 1991b) Industry concentration analysis has shown the strong economic geography 
effects resulting in absolute and relative concentration of industry in core regions that underlie this 
signalled discrepancy.
In 1997, the 2"^ , 3^ ,^ and 4‘^‘ second-order contiguity coefficient values capture an unexpected 
improvement over those of 1989. All three correlations are positive, indicating a convergence of values of 
these variables in the core and periphery regions.
The positive change in the population correlation, (P), is due to the marginal convergence of 
variable values between Pias Pasco, Galicia and Asturias. Population decline in Galicia and Asturias is 
more than twice that of Pias Vasco, thereby reducing the disparity between the values of this variable. In 
the periphery region of Murcia, population increased, while that of the core region Cataluna declined. 
This factor caused the variable values to converge. Between the core region Madrid and its periphery 
regions Extremadura and Andalucia, there were offsetting values in the change of population variable 
values. This resulted in an almost constant difference versus 1989.
The strengthening of the correlation for the variable number of firms («) from 0.933 to 0.770 is 
due to developments in two periphery regions. First, the periphery region of Galicia has experienced a 
substantial reduction in the number of its firms^ .^ This factor caused a strong convergence in variable 
values with Pias Vasco. Second, the periphery region of Andalucia has also seen a significant reduction in 
the number of its firms. Of particular interest is the fact that the variable value became almost identical to
It is important to note that the relationship between the core regions and their respective periphery regions is the only variable 
being measured, and not all second-ring regions around the core. The adopted procedure allows for a more accurate detection of 
nuances in the development o f the regional variables. In light o f this procedure, the reasons for the strengthening o f these three 
correlations can be explored.
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that of the core region, Madrid, which saw an increase in the number of its firms in 1997. This fact is of 
interest since it reflects symmetry in the number of firms between a core and a periphery region. This 
study has posited that periphery regions have a lower concentration of manufacturing activity than a core 
region. This finding contradicts our assumption and warrants further investigation into the economic 
developments in Andalucia®”. In Andalucia, firms are spread out over a larger geographic area because of 
its many population centres. Finally, the decline in the number of firms in the periphery regions of 
Asturias and Extremadura contributed to narrowing the discrepancies between contiguity values.
The contiguity coefficient for the variable number of manufacturing employees (Z) turned 
positive in 1997 from its negative value in 1989. This marginal improvement is due to two developments 
in the peripheiy regions around the core region of Pias Vasco. First, in comparison to the decline m the 
periphery region of Asturias, Pias Vasco also experienced a substantial out-migration of its 
manufacturing employees, as revealed in Section 5.5.1 of this study. Second, this substantial decline was 
offset by an increase in the number of manufacturing employees in the ex ante border periphery region of 
Galicia, resulting in a marginal improvement in the contiguity value.
The contiguity coefficients for the microeconomic variables 8 to 12 indicate significant 
improvements over their 1989 values. The rationalization of production, as indicated by the average 
number of employees per firm (L/n), also extended to manufacturing production in the periphery regions. 
There was a noticeable convergence in the value of this variable between the core and periphery regions. 
The ratio measuring the average number of employees per firm (L/n) changed to 0.346 in 1997 from a 
high of 0.966 in 1989. This result exemplifies the competition effect on cost minimisation within firms 
(Baldwin et al, 2002) and the need to increase efficiency in production to compensate for the distance 
from core regions (Venables and Limao, 2002).
The variable average gross investment per firm (K/n) shows the strongest improvement. The high 
levels of gross investment per firm, in the respective periphery regions, are the source of this 
development. The most noteworthy development is found in Pias Vasco and its peripheiy regions. Of the 
three core regions, Pias Vasco experienced the highest level of gross investment per firm. Its periphery 
region of Galicia experienced an increase by a factor of 1.2 the level of Pias Vasco, while in Asturias the 
variable increased by a factor of 2.4 that of Pias Vasco. These outcomes in the CAP cluster of Pias Vasco 
are due to location of medium and high growth export industries requiring medium internal returns to 
scale and medium levels of capital intensity. In the periphery region of Murcia, average gross investment 
per firm exceeded that of the core region Cataluna by a factor of 5.3. Murcia experienced an increase in
This reduction could be due to mergers. This would be the case if  the number of manufacturing employees in the region 
remained constant or even increased.
The geographic area o f the region o f Andalucia is 87.3 thousand square kilometres with a total population o f 7,1 million, and 
population density o f 81.3 /  km .^ It consists o f 57 urban areas o f which nine have a population o f greater than 100,000, but less 
than 500,000. It has an urban population concentration of 36.6%, with 57% o f its land use for agricultural production. The 
geographic area o f the region o f Madrid is 8 thousand km  ^with a total population 5,028 million, and a population density o f 629
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new firms in the Extraction and Processing and Engineering sector. The decline in average gross 
investment per firm in the core region of Madrid and its periphery region of Extremadura was offset by 
substantial increases in the Engineering sector in the periphery region of Andalucia. These outcomes are 
informative, since they lead to the conclusion that the coastal-periphery regions are expanding physical 
plant capacity to acquire economies of scale in production.
By doing so, they are attaining the objective of the new regional policy. Regional policy 
encouraged investment into profitable and self-sufficient production activities in order to increase the 
periphery region’s levels of economies of scale (Venables, 2000). This would help to eliminate economic 
disparities between periphery and central regions (Doyle, 1989). We may further conclude that the cluster 
of regions around the core region of Pias Vasco is clearly a developing economic region. The high levels 
of average gross investment per firm in the adjacent regions of Pias Vasco support this conclusion. The 
home market effect is very strong in this cluster of regions for industries with a low demand bias 
(Midelfart et. al., 2000).
The variable average gross investment per employee {K/L\ although positive, shows marginal 
deterioration versus its 1989 value. This weakening is caused by the fact that, in general, the average 
levels of gross investment per employee in the peripheiy regions continued to exceed that of the core 
regions in 1997. The level of average gross investment per employee in Galicia and Asturias exceeded 
that of Pias Vasco respectively by a factor of 1.3 and 3.2. A similar pattern is found in the periphery 
region of Andalucia, in which average gross investment per employee exceeds that in the core region of 
Madrid by a factor of 2.5. Finally, average gross investment per employee in Murcia was five times that 
of the core region Cataluna. These outcomes are consistent with the goals of regional policy to encourage 
new and existing firms -  intermediate and final goods producers -  in the periphery regions to become 
more capital intensive to enhance their economies of scale in production® \
The contiguity coefficient on the ifi*^  variable, average wage per employee (w/L) reveals a 
particularly interesting development for a second-order contiguity coefficient. The negative value of this 
correlation in 1989, signals a divergence in the value of average wage per employee between the core and 
periphery regions at that time. In 1997, however, this contiguity coefficient turned positive, indicating a 
convergence, however slight, between average wages per labour in the core and periphery regions.
The data reveals that of the three core regions, the core region of Pias Vasco experienced the 
largest increase in average wage per employee. This increase was paralleled by an equal increase in the 
periphery region of Asturias, and a higher increase in the periphery region of Galicia. This finding 
represents a strong convergence of average wage per labour between a core and periphery regions. The 
same phenomenon is also evident between the core regions of Madrid and its two periphery regions of
/kiu .^ The region o f Madrid has fifteen urban areas o f which six have a population greater than 100,000, with an urban population 
density o f 89.3%. The land use in the region o f Madrid is 51% agriculture.
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Extremadura and Andalucia. Although the absolute levels in the periphery regions remained lower than 
that of the core region, their rates of change were larger than that of the core region. The data reveals that 
reason for the positive direction of this second-order contiguity coefficient is primarily due to the 
convergence of average labour wages in the core and periphery regions of the Pias Vasco cluster. The 
higher average wages in the CAP cluster Pias Vasco is explained by the characteristics of growing export 
industry’s need for skilled employees (Midelfart et. al, 2000). The outcome is an example of the 
workings of the competition effect (Venables, 1994; Krugman and Venables, 1996; Baldwin et al, 2002)
Finally, average wage costs per firm (w/ti) in the periphery regions converged significantly with 
those in the core regions. This convergence turned the spatial correlation from a negative value, in 1989, 
to a very strong positive value in 1997. In general, the absolute levels of average wage costs per firm 
remained lower in the periphery regions than their respective core regions. However, the rates of change 
in the periphery regions exceeded those of the respective core regions. Once again, the increase in 
average wage costs per firm in the periphery regions of Asturias and Galicia were more than twice those 
of Pias Vasco. The diminishing value of this variable in Madrid was offset by respective comparable 
individual increases in its periphery regions. The rate of change in the periphery region of Murcia also 
exceeded that of Cataluna, although its absolute level remained almost half of that of the core region.
6.2.4 Adjacent-Periphery Regions: Contiguity Coefficients
The study has thus far examined the economic relationship between the core and adjacent 
regions, and the core and their respective periphery regions. The existence of economic influences 
between the adjacent and periphery regions is assumed by virtue of proximity. Periphery regions are 
connected to adjacent regions and thus have a first-order connection. The strength of this spatial 
influence can be captured in a first-order contiguity coefficient. The results of this estimation are listed in 
the most right hand column of Table 6.1a.
First, the first-order contiguity coefficients in 1989 show a tendency towards a positive relation, 
except for the 9^  ^and 10*^ ' coefficients, which are negative. In 1997, eight of the twelve variables showed 
a convergent relationship, while the 5*, 7^\ and lO”' variables diverged. Per capita income (Y/P) in 
the adjacent regions grew relatively faster than in the periphery regions. The labour force population ratio 
(L/P) indicates a marginal decline. The divergence in gross investment (K) reflects the relatively higher 
levels of this variable in the periphery regions versus the adjacent regions. Also, the strong significant 
divergence -  at the a = 0.10 level -  of average gross investment per employee (K/L) signifies the 
relatively larger changes in the periphery regions. These developments signal a level of capital formation 
that exceeds that of the adjacent regions. It suggests a ‘catching-up’ effect in the creation of scale
See Table 5.2 ‘Regional Distribution o f New Firms Within the CAP Clusters,’ and Table 5.6 ‘Employment Change and 
Regional Industry Share.’
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economies in the periphery regions, a fact that is substantiated by the significant increase -  at the 1% 
level -  in average gross investment per firm (K/n).
The convergence in the number of firms («) between the adjacent and periphery regions is 
explained by the relatively larger decline of establishments in the adjacent than that in the peripheiy 
regions. The respective changes®  ^ in the number of firms are 14,764 and 11,878. This resulted in a 
relatively larger out migration of labour from the periphery regions. Average wage per employee (w/L) 
and average wage costs per firm {w/n) indicate significant convergence with the adjacent regions. With 
the exception of Asturias, the absolute level of average wages per employee remained relatively lower 
creating a wage cost differential in favour of the periphery regions (Venables, 1994).
Second, the contiguity coefficient on the population variable (P) reveals a marginal convergence 
with the adjacent regions in 1997. It must be noted that the periphery regions collectively have a 
relatively higher total population level than all of the adjacent regions combined, and their size is 
comparable to that of the core regions. This fact contradicts the theory of relatively low population levels 
in the periphery regions vis-à-vis the core regions (Krugman, 1991b). To explain this phenomenon, we 
must shift our gaze to the regional classification scheme. It reflects the large number of urban areas in 
periphery regions with population densities between 100 but less than 500 people per square kilometre. 
An example would be Andalucia with nine urban areas of such size.
Third, although the data values capture the idea that periphery regions showed a relatively higher 
population level, the adjacent regions have a relatively higher total number of manufacturing employees. 
This fact is reflected in the respective labour to population ratios (L/P) of 7.8 and 4.4. The ratio indicates 
a marginal divergence in value from 1989, due to the relatively large labour outflow from the peripheiy 
regions. Population migration from the periphery exceeded that of the adjacent regions, but was less than 
the out-migration from the core regions. However, labour migration from the periphery was significantly 
larger than its population migration. This development suggests labour preference for current living 
conditions and their willingness to trade-off between commuting to work in the adjacent regions in lieu of 
abandoning local life style in the periphery regions (Ludema and Wooton, 1997).®^
6.2.5 Conclusions of the Contiguity Analysis of the CAP Clusters
The objective of section 6.4 was to examine the ‘black-box’ of economic geography and assess 
the convergence or divergence of the economic, demographic, and manufacturing variables, within the 
CAP clusters, as a consequence of trade liberalisation (a reduction in x). To this end, spatial correlation 
analysis was utilised to estimate the contiguity coefficients and to evaluate change in a variable value 
between the region types. The analysis is infoimative, since it provides insights into the effects of trade
See Table 5A.3.
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liberalisation on the regional economic development of a small economy. Specifically, it illuminates the 
manner in which firms and manufacturing employment responded to greater competition, and how wages, 
salaries, the cost of production, and gross investment were affected within the regions. A number of 
conclusions can be drawn.
First, as proponents of the new geography theory of trade predict, the core regions in Spain exert a 
strong attraction force. The core regions, by definition, have the highest population density and attracted 
the largest number of firms. The increased manufacturing base in the core brought with it relatively more 
manufacturing labour, which resulted in relatively higher wage and salary disbursements, as well as an 
absolute higher level of gross investment in manufacturing to achieve economies of scale. These 
outcomes are salient, since they substantiate the existence of agglomeration forces in the new economic 
geography trade theory (Krugman, 1991b; Krugman and Venables, 1996).
Second, the forces of economic integration had their most significant effect on the structural 
adjustment in the adjacent regions -  the first concentric circle of regions. Specifically, the adjacent 
regions experienced a relatively larger readjustment in the number of firms versus the core region than 
did the periphery regions. The data reveals a reversal in the total number of firms between the core and 
adjacent regions. The adjacent regions experienced a net loss of firms through relocation to the core. 
Forslid et al, (1999) found that the firms that did relocate to the core were those in need of input-output 
structures, facing high demand elasticities, and that were in need of high levels of economies of scale. 
These initial findings have subsequently been verified by the empirical work of Davis and Weinstein 
(1998; 1999), Henrekson et. al, (1996) and Midelfart et. al, (2000). Venable and Limao (2002) have 
argued that industries with high transport intensive commodities will also locate in or close to the core 
because of their production specialisation.
Third, although the core regions in the CAP model act as attraction regions, stimulating the 
cumulative process of agglomeration, this process spilled over into the adjacent regions, through the 
competition effect, as confirmed by the strong convergence of the microeconomic variables. Industries in 
the adjacent regions experienced a relatively higher rate of change in the average number of employees 
per firm, average wage per employee, and average gross investment per firm. The relatively larger change 
in average wages and salaries per employee in the adjacent regions suggests a relatively higher demand 
for labour in these regions. The higher relative average gross investment per firm suggests an expansion 
of plant capacity to achieve economies of scale in production and/or expand forward and backward 
linkages (Krugman and Venables, 1996). The absolute level of average wage per employee remained 
below those in the core region.
The authors assume perfect international mobility o f labour. They argue labour is internationally imperfectly mobile because 
o f their utility preference for living conditions. In this case, the negative commuting utility is outweighed by the positive utility 
received from local living conditions.
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Fourth, these outcomes have captured a strong competition effect. This competition effect 
resulted in the convergence of economic variables between the core and periphery regions. 
Manufacturing in the periphery regions experienced a significant relatively higher rate of growth in: 
average gross investment per firm (K/n), average number of employees per firm (L/ri), and average wage 
costs per firm (w/n). The relatively higher rate of growth in average gross investment per firm indicates 
an expansion of plant and capacity to attain economies of scale in production (Krugman, 1979). The 
strong convergence with the core, in average number of employees per firm points to a greater similarity 
in the production processes. The relatively higher growth rate of average wage costs per firm indicates a 
relocation of industries to the periphery relying on skilled labour inputs (Forslid et al, 1999; Venables, 
2000; Midelfart et.al, 2002). These developments are most pronounced in the periphery regions -  Galicia 
and Asturias -  belonging to the CAP cluster Pias Vasco.
The data has shown how the competition effect has stimulated the development of an economic 
district by growing and existing industry base, starting from low initial levels, in the regions surrounding 
the core (Krugman and Venables, 1996). Fifth, the industry index analysis of the CAP clusters 
illuminated the manner in which both agglomeration and dispersion forces modify the industry structure 
between contiguous regions. In the CAP cluster of Cataluna, the agglomeration effect was most robust. 
This is manifested by the creation of a divergent production structure in relation to Cataluna’s adjacent 
regions. For example, spatial correlation analysis captured an increase in the contiguity coefficient 
between the core and adjacent regions with respect to the variable gross investment (K). The source of 
this change is found in the size of the change in gross investment in Cataluna, which exceeded that of its 
adjacent regions, as well as the other core regions. This development substantiates Krugman and 
Venables’ (1996) earlier conclusion pertaining to modifications in industry structures, through industry 
specialisation, in the core region of Cataluna. The data reveal a significant entry of new firms in the 
Extraction and Processing, Engineering, and Other manufacturing sectors in this agglomerate (See Table 
5.6).
In contrast, the CAP clusters of Pias Vasco indicated a strong convergence of industry structure 
with its adjacent regions. In Pias Vasco trade liberalisation resulted in a reduction in the number of firms, 
and an out-migration of population and manufacturing labour. A similar trend, but of greater magnitude, 
was evident in its adjacent regions. The initial reduction in the supply of manufacturing employees and 
the need for skilled labour in export oriented firms (Forslid et.al, 1999; Midelfart et.al, 2000), raised the 
average wage per employee to such an extent that, by 1997, not only had the average wage per employee 
converged between all the regions in the cluster, but they had also become the highest in Spain. 
Developments in this CAP cluster strongly support the home market economic geography effects found 
by Davis and Weinstein (1999).The strong convergence of interregional industry structures and high 
average wages, in this cluster, suggests production specialisation in transport intensive products 
(Venables and Limao, 2002).
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In the CAP cluster Pias Vasco, the foreign border periphery region of Galicia saw its labour force 
increase with total and average wages per employee rising more than in the core region. Furthermore, the 
average number of employees per firm, and gross investment per employee were also relatively higher 
than in the core region. These developments in Galicia illustrate the forces of cumulative causation 
generated by the competition effect in a domestic border periphery region adjacent to a foreign core 
region. The outcome captures the impact that trade liberalisation has had on Galicia, which has, as a 
result of trade liberalisation, evolved into an attractive adjacent region for industry relocation. This is 
particularly relevant for those industries wishing to retain their national identity and now find themselves 
in the position to establish demand and supply linkages with a foreign core region (Krugman and 
Venables, 1996).
In the CAP cluster of Madrid, industry structures converged completely between the core region 
of Madrid and its two adjacent regions. Agglomeration forces in the core region of Madrid led to an 
inflow of firms and manufacturing labour in response to higher nominal wages and salaries (Krugman, 
1991b). In contrast to this, the adjacent region of Castilla Leon saw an outflow of labour, while Castilla 
La-Mancha experienced an increase. In both Castilla Leon and Castilla La Mancha, the total number of 
firms was reduced. However, there was a convergence in the microeconomic variables, caused by the 
relatively larger increases in the adjacent regions off; average number of employees per firm (L/n), 
average wage per employee (w/L), gross investment per firm (K/n), gross investment per employee (K/L), 
and average wage costs per firm {w/n). Once again, these developments reflect manufacturing’s goal of 
achieving economies of scale in production. In absolute terms, the rates of change and the levels of these 
variables exceeded those in the core region.
6.3 A Spa n ish  CAP An a ly sis  In c l u d in g  C o n t ig u o u s  F o r e ig n  Bo r d e r  R e g io n s
This section examines the effects of trade liberalization on the economic interaction between the 
Spanish, French, and Portuguese contiguous border regions. Krugman and Venables (1996) have noted 
that;
‘B arriers to  trade betw een national econom ies -  both fo rm a l barriers such a s  tariffs an d  the de  
facto barriers crea ted  by  differences in language an d  culture, lack  o f  fa c to r  m obility, an d  the 
sheer nuisance p resen ted  by the existence o f  a  border -  are often enough to b lock the expansion  
o f  a  successfu l industrial d is tric t beyon d  its national market.'’
The objective is to study the extent to which industry structures and economic variables, in these border 
regions, have converged or diverged. The analysis of the CAP-model in a closed Spanish economic 
system has two major drawbacks. First, it cannot be assumed that there has been an absence of trade or 
economic activity between Spain, its border-regions, and their foreign neighbouring regions in 1989. 
Second, neither can it be assumed that the Spanish data for 1997 does not include the effects of trade 
barrier reductions with its immediate neighbouring regions.
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To examine these issues, the original industry index and contiguity analysis have been modified 
to include Portuguese and French border regions. The Portuguese regions are: the core region of Norte, 
the adjacent regions of Centro and Alentejo, and the periphery region of Algarve. The French regions 
consist of ex ante periphery regions: Aquitaine, Languedoc Roussillon, and Midi-Pyrenees. These border 
regions are shown in Map 2.
M a p  2
S pa n ish  F o r eig n  B o r d e r  Re g io n s : Fr a n c e  a n d  P o r tu g a l
BALEARIC
ISLANDS
Mediterranean Sea
In the Spanish west, the Portuguese (P) core region of Norte borders on the Spanish regions of 
Galicia, and Castilla Leon; the adjacent region of Centro in Portugal borders on the Spanish regions of 
Castilla Leon and Extremadura; while, the adjacent Portuguese region of Alentejo borders on 
Extremadura and Andalucia; and, finally, the periphery region of Andalucia borders on the Portuguese 
periphery region of Algarve.
In the Spanish north, the French region of Aquitaine borders on the Spanish core region of Pias 
Vasco, and the adjacent regions of Navarra and Aragon; The French region of Midi-Pyrenees borders on 
the adjacent region of Aragon, and the core region o f Cataluna; while, finally, the French region of 
Languedoc Roussillon borders entirely on the core region of Cataluna.
6.3.1 Industry Index Bordering Regions
The industry index outcomes for the bordering regions are presented in Table 6.2.The contiguous 
border regions are grouped into region types in column (2) of Table 6.2. Their industry index values for 
1989 and 1997 are respectively listed in columns (3) and (4). The mutations in industry structures 
between the contiguous regions are listed in column (5).
In general, it is evident that the industry structures between Spain and Portugal converged, while 
those between Spain and France diverged. More specifically, the strongest convergence occurred between 
the core region of Norte in Portugal and Galicia in Spain. This change exceeded all of the convergence
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values between Galicia and its accompanying regions in the CAP cluster of Pias Vasco. This 
development can be explained by Galicia’s relative proximity to Norte versus Pias Vasco (Krugman and 
Venables, 1996).
Table 6.2
Industry  Index  Values for Spanish  and  Foreign Border Regions
(1) (2) (3) (4) (5)
Countries Border Regions
Index value 
1989
Index Value 
1997
Index Value 
Changes'
Spain / Portugal
Co r e - A djacent 
Norte -  Galicia I.6I0 0.935 0.675
Norte -  Castilla Leon 1.154 1.053 O.IOI
Spain -  France Pias Vasco -  Aquitaine 0.833 0.842 -0.009
Cataluna -  Midi-Pyrenees 0.516 0.610 -0.093
Cataluna -  Languedoc Roussillon 0.616 0.636 -0.020
Spain -  Portugal
C o r e -  P eriphery 
Norte -  Asturias 1.470 1.204 0.196
Norte -  Extremadura 1.074 0.927 0.147
Spain -  France
A d ja c e n t- Periph ery 
Navarra -  Aquitaine 0.698 0.682 0.016
Aragon -  Midi Pyrenees 0.619 0.687 -0.068
Spain -  Portugal Centro -  Extremadura 1.004 0.640 0.364
Centro -  Castilla Leon 0.997 0.770 0.227
Alentejo -  Extremadura 0.800 0.498 0.302
Alentejo -  Andalucia 0.573 0.419 0.154
Algarve -  Andalucia 0.746 0.621 0.125
1. Positive value = Convergence. Negative value = Divergence 
Source: Author’s own calculations.
The other significant development of trade liberalisation is the increased convergence between 
the Portuguese adjacent regions of Centro and Alentejo and the Spanish periphery regions of 
Extremadura and Andalucia. Specifically, Extremadura has evolved to become more similar to the 
adjacent region of Centro, than to its core region of Madrid,®'* which demonstrated a divergence in index 
values. Of greater significance is the fact that Extremadura has shown the strongest convergence in 
industry structure with the Portuguese adjacent region of Alentejo. The Spanish periphery region of 
Andalucia and the Portuguese adjacent region of Alentejo, where the same strong convergence has 
occurred in the industry structures, parallel this development. Both o f these Spanish regions have 
diverged strongly, in industry structure, with regions in their own Spanish CAP clusters. These outcomes 
suggest the development of interregional economic manufacturing linkages (Krugman and Venables, 
1996; Venables and Limao, 1999).
The border regions of France experienced a marginal divergence from their Spanish counterparts 
in industry structure. A salient point is that prior to 1989, the industry structures of the Spanish and 
French border regions paralleled each other to a greater degree. This similarity was more pronounced 
than between the Portuguese and Spanish border regions (with the exception Alentejo/Extremadura
See Table 5.3.d for these comparisons.
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/Andalucia). Although the outcomes revealed that the core region of Cataluna diverged marginally from 
the two French regions of Midi-Pyrenees and Languedoc Roussillon, this Spanish core region maintained 
a stronger similarity to the French regions ex post, than it did to the regions in its own CAP cluster.
This section can be concluded with the following observations. First, Spain joined the EU 
customs union in 1986, and by 1989, its industry structure more closely resembled that of the of the 
French border regions, than of the Portuguese border regions. This implies the existence of economic ties 
with France before Spain joined the EU. Second, by 1989, there also appears to have been some 
similarity between the Spanish southern periphery regions and the Portuguese adjacent regions. EU 1992 
amplified these similarities to a significant degree. In fact, the Spanish periphery regions converged more 
with the Portuguese adjacent regions, than with their own Spanish adjacent regions. This explains the 
divergence of industry structures between these periphery regions and the regions in the Madrid CAP 
cluster as found in Section 5.3.1.2. A possible explanation for this development the Spanish and 
Portuguese border regions is the combination of comparable regional geographic location, commodity 
transport intensity, and factor intensity in comparison to existing economic activities in Portugal 
(Venables and Limao, 2002)
Third, in general, trade liberalization had a greater relative convergence effect on the Spanish 
border regions than on the French border regions. A possible explanation for this development is 
geographic proximity and Portuguese/Spanish cultural affinity, exemplified through labour’s location 
preference in periphery regions (Ludema and Wooton, 1997).
6.3.2 Spatial Correlation Analysis Inclnding Spanish Foreign Border Regions
The objective of this section is to analyse the effects of agglomeration and dispersion forces on 
the economic development of the border regions. The spatial correlation analysis now includes the 
Portuguese (P) and French (F) border regions in the respective k -  connections, and is calculated in the 
identical manner as in Section 6.4. The core adjacent connections now include Norte (P), Centro (P), 
Aquitaine (F), Midi Pyrenees (F), and Languedoc Roussillon (F). The adjacent periphery regions include: 
Centro (P), Alentejo (P), and Algarve (P),
In Table 6.3, below, the original contiguity values for the closed economy (CE) are presented for 
comparison with the new calculations of the open economy (OE) listed in Table 6.4. In the following 
section, we highlight the most salient developments.
First, the contiguity coefficients for the closed economy in 1989 indicate a different pattern than 
that for the open economy case. In the former (CE), the first-order contiguity values of the 8”' through the 
12”^ variables, in 1989, are all negative. Conversely, in the latter (OE), the same variables report positive 
values. In general, this outcome suggests a stronger convergence between the core and adjacent regions in 
the (OE) model in 1989, than in (CE) model for the same year. The opposite is true for the second-order
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contiguity coefficients in 1989, where there appears to be a strong negative relationship between the core 
and periphery regions.
Second, in 1997, the first-order coefficients on the 8* through 12**’ variables show convergence, 
with the exception of the variable (10**’) average gross investment per employee {K/L). The same second- 
order coefficients reveal a much larger magnitude of convergence, with the exception of average wage 
per employee (11**’), than do the first order coefficients. This indicates a strong convergence between the 
core and periphery regions in the open economy case.
TABLE 6.3
S p a t i a l  C o r r e l a t i o n  C o e f f i c i e n t s  F o r  T h e  C A P  R e g io n s  i n  S p a in
C o n t ig u it y  O r d e r : k  = 1,2
1
Core-Adjacent
2
Core-Periphery
1
Adjacent-Periphery
Variables 1 9 8 9 1 9 9 7 1 9 8 9 1 9 9 7 1 9 8 9 1 9 9 7
1 Per Capita Income {Y /  C) 1.37 1.35 1.71 1.75 0.61 0.83
2 Population (P) 0.85 0.84 1.21 0.77 0.64 0.63
3 Number o f  Firms («) 0.58 0.67 0.93 0.77 0.79 0.59
4 Number o f  Manufacturing Employees (L) 0.99 0.92 1.08 0.96 0.79 0.69
5 Manufacturing Employees / Population { L  /  P ) 0.39 0.50 0.47 0.81 0.63 0.64
6 Wages and Salaries (w) 1.29 1.16 1.17 1.06 0.92 0.83
7 Gross Investment { K ) 1.05 1.13 0.39 0.91 0.79 0.83
8 Average Number o f  Employees per Firm { L  /  n ) 2.04 0.28 0.97 0.35 0.61 0.16
9 Average Gross Investment per Firm ( K  /  « ) 1.95 0.35 0.98 0.21 1.06 0.26
10 Average Gross Investment per Employee { K  /  L) 1.46 0.63 0.56 0.59 1.08 1.44
11 Average Wage per Employee (w /  L ) 1.54 0.62 1.29 0.93 0.49 0.39
12 Average Wage Costs per Firm (w /  n ) 2.09 0.31 1.05 0.36 0.56 0.34
Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions
TABLE 6.4
S p a t i a l  C o r r e l a t i o n  COEFFICIENTS F o r  T h e  SPANISH a n d  F o r e i g n  B o r d e r i n g  CAP r e g i o n s
C ontiguity  Order: k  = 1.2
1
Core-Adjacent
2
CORE-PERIPHERY
1
Adjacent-Periphery
Variables 1 9 8 9 1 9 9 7 1 9 8 9 1 9 9 7 1 9 8 9 1 9 9 7
1 Per Capita Income ( Y/ C) 0.39 0.86 1.10 1.31 0.44 0.99
2 Population (P) 1.34 1.30 0.81 0.81 1.19 1.18
3 Number o f  Firms («) 1.41 1.54 0.71 1.49 0.84 0.83
4 Number o f Manufacturing Employees (Z-) 1.98 1.92 1.21 1.49 0.94 0.90
5 Manufacturing Employees /  Population ( L  /  P) 0.70 1.30 0.61 1.39 0.61 1.03
6 Wages and Salaries (w) 2.05 2.03 1.04 1.09 1.01 0.95
7 Gross Investment ( K ) 1.54 1.77 1.02 1.15 0.90 1.02
8 Average Number o f Employees per Firm (L /  n ) 0.94 0.50 1.43 0.49 0.80 0.25
9 Average Gross Investment per Firm ( K  /  n ) 0.75 0.71 1.46 0.80 1.41 0.50
10 Average Gross Investment per Employee { K  /  L ) 0.58 0.84 1.28 0.88 0.62 0.23
11 Average Wage per Employee ( w  /  L ) 0.61 0.48 1.08 1.03 0.41 0.32
12 Average Wage Costs per Firm (w /  ri) 0.74 0.45 1.40 0.70 0.18 0.05
Source: Authors own calculations / Contiguity Analysis / Excluding the Island Regions
Third, the second-order contiguity coefficients, variables 1 through 7, exhibit a strong divergence 
in the (OE) case. This divergent pattern between 1989 and 1997 is at variance with the closed economy 
case. The reason for this must be found in developments in the periphery regions.
Fourth, the first-order contiguity values for the adjacent periphery regions, variables 8 through 
12, illustrate a very strong convergence in the open economy model in 1997. On average their values are 
more robust than in the closed economy case.
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A General Analysis o f the Variables in the Border Regions^^
In 1997, the per capita income (Y/F) variable captures a divergence in value between all regions. 
This divergence in 1997 is caused by the significant per capita income increases in the Portuguese border 
regions, and the declining per capita income levels in the French border regions. The average decline in 
the French regions was 11.2%, while the Portuguese regions showed 22.9 % increase. In comparison, the 
average per capita income increase in the Spanish border regions was about 5.1%
The population variable (P) indicates a constant positive relation for the core and periphery 
regions between 1989 and 1997. This reflects the population inflow into the Spanish periphery regions of 
Murcia and Andalucia, as well as into the three French border periphery regions. Similarly, the 
Portuguese core region of Norte experienced a population increase.
The variable, number of firms («), shows a divergent trend between the core and adjacent, and the 
core and periphery regions. This divergence is caused by the significant increases in the number of firms 
in the Portuguese core (39,096) and adjacent regions (17,970), as well as the large increases in the French 
border periphery regions (36,674). The Portuguese periphery region of Algarve also experience industiy 
growth. In contrast, only the Spanish core regions of Cataluna and Madrid observed an increase of their 
industry base, while the Spanish foreign border regions all witnessed a decline! The reasons for this 
decline in the Spanish regions is twofold: one, a relocation of industry and manufacturing labour, which 
appears to be the case in Pias Vasco, Navarra, Aragon, Castilla Leon, Extremadura, and Andalucia; two, 
the merger of firms, which appears to be the case in Galicia, since it experienced an inflow of 
manufacturing labour.^^
The negative contiguity coefficient on the 4*** variable, number of manufacturing employees (X) is 
the result of the labour inflow with the newly established firms in the border periphery regions of 
Portugal and France. The increases were respectively: in Portugal, the core region of Norte (264,307); the 
adjacent regions of Centro and Alentejo (70,818); in France, the periphery regions of Aquitaine, Midi- 
Pyrenees, and Languedoc Roussillon (36,674). The labour inflows into the foreign border regions resulted 
in a sharp divergence of the ratio, manufacturing employees to population (L/P), between 1989 and 1997. 
The most significant increases occurred in the Portuguese and French regions, while declines were 
evident in most of Spanish adjacent and periphery regions.
The significant increase in the number of manufacturing employees in the Portuguese and French 
border regions resulted in relatively higher level of wage and salary disbursements (w) than the Spanish 
regions. As a result, the contiguity coefficients between the region pairs remained negative. The marginal 
convergence of this variable between the adjacent and periphery regions is due to the relatively higher 
wage and salary levels in the French periphery regions.
See, Chapter 6, Appendix 6C, Table 6C.3, for the actual regional data used in the analysis.
^  This study does not examine the issue of international migration. We assume population increases in regions are the result of 
domestic internal interregional migration.
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The 7**’ contiguity variable, gross investment (X), also indicates a divergence in value between the 
k region pairs^ ®. The change in gross investment in the core region of Norte exceeded that of its adjacent 
regions by a factor of 1.6. Combined, the values for the three French periphery regions revealed a change 
in their levels of gross investment that was comparable to the change in the core region of Norte, and that 
of Cataluna in Spain. On average, the change in the level of gross investment in the respective three 
French regions was comparable to that of the Spanish periphery region of Galicia. The three periphery 
French regions border on two Spanish core regions, while the periphery region of Galicia borders on the 
core region of Norte. This is a significant outcome, since it reveals the need by industries, in the former 
periphery regions, to acquire economies of scale in production. It is again evidence of the strength of the 
competition effect to achieve profitability in production (Baldwin et al, 2002).
The 8*‘* variable indicates a strong convergence in the average number of manufacturing 
employees per firm (L/n). This strength of this convergence is derived from the significant declines in this 
ratio in the Portuguese regions of Norte, Centro, Alentejo, and Algarve. The French regions also exhibit a 
significant reduction in this ratio. In the open economy case, the average value of this ratio has shown a 
strong convergence between all region types. It is interesting to note that the French regions reveal values 
for this ratio that lie below the average for all the periphery regions. The overall development of the 
contiguity values of the ratio, average number of manufacturing employees per firm, reflects an increased 
similarity in production structures among the regions, especially between the core and adjacent regions.
There was also a significant convergence of average gross investment per firm {K/n) between the 
k - region pairs. For instance, significant declines occurred in all of the French and Portuguese regions to 
bring them in line with their Spanish counterparts. In 1997, the average value of this ratio was highest in 
the adjacent regions (€ 108.500), followed by the periphery (€ 95.600) and the core (€ 94.500) regions. In 
general, industries in the Spanish adjacent regions experienced the largest increase in this ratio, indicating 
a ‘catch-up’ effect with the core regions.
The 10* variable, gross investment per employee {K/L\ indicates a strong positive relationship 
between the core and adjacent regions in 1989, but a negative value between the core and periphery 
regions. The average value for this variable was the same for the core (€3,400) and for the adjacent 
(€3,400) regions in 1989, but diverged with the periphery (€5,300) regions. In 1997, the first-order 
contiguity coefficient reveals a positive diverging value that reflects the significantly high level of gross 
investment per employee in the Portuguese adjacent region of Alentejo. The significant convergence of 
variable value between the core and periphery is due to a relatively higher rate of change in the periphery 
regions. This is best exemplified in the Spanish region of Murcia. The relatively high levels of gross 
investment in the adjacent region of Alentejo, and the periphery region of Murcia, led to the strong 
convergence in this variable between adjacent and periphery regions. Gross investment per employee
A third possibility would be the wholesale death o f firms with labour migrating to other regions.
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was, on average, higher in the periphery regions than in the adjacent regions. This, again, supports the 
earlier findings of high investment levels to attain economies of scale in production to offset a geographic 
location disadvantage.
The 11* variable, average wage per employee (w/X), exhibits a positive value between the core 
and adjacent regions, but a negative value between the core and periphery regions. In 1989, the average 
wage per employee was higher in the core than in the adjacent regions, but lower than in the periphery 
regions. This higher average value in the periphery regions signals the high average wage per employee 
in the French periphery regions, in which the average wage per employee exceeded that of the Spanish 
core regions. In contrast, the average wage per employee in the Portuguese regions was absolutely lower 
than in Span.
In 1997, the French regions continued to enjoy a higher average wage per employee (€22,178), 
than displayed in any of the Spanish or Portuguese regions. The average rate of change in the French 
regions (€5,008) was comparable to the rate of change in the Spanish core regions of Pias Vasco (€4,102) 
and Cataluna (€4,013), but remained below that of the adjacent region of Navarra (€9,016) on which they 
border. The adjacent region of Navarra has the highest level of average wage per employee (€21,957) in 
Spain. This convergence of average wage per employee in these adjoining border regions is evidence of 
Stolper- Samuelson factor-price equalisation.
In contrast, the Portuguese average wage per employee in the core region of Norte is about one- 
third that of the Spanish core regions (€6,363). In the Portuguese adjacent regions the average wage per 
employee is approximately one-half of that of its contiguous Spanish border regions (€7,262). There is no 
convergence of average wage per employee between the Spanish and Portuguese border regions. The 
Poituguese border regions, whether core or adjacent, have an absolute lower level of average wage per 
employee. The convergence of wages between the adjacent and periphery regions, as revealed by the 
contiguity coefficient, consists entirely of convergence between the French and Spanish border regions in 
the north.
Finally, average wage costs per firm (w/n) converged strongly between the core and adjacent 
regions. This result highlights the competition effect at work in the adjacent regions versus the core 
regions. In Portugal, average wage costs declined significantly in the core and adjacent regions and 
remained absolutely lower than in any of the Spanish or French regions. The formidable convergence in 
wage costs between the core and periphery regions is the direct result of significant wage cost declines in 
the French border regions, to equate with levels in the Spanish border regions. The reduction in average 
wage costs in both the French and Portuguese regions resulted in the strong convergence between the 
adjacent and periphery regions.
This refers to the contiguity order between tire regions being measured.
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6.3.3 Conclusion on Border Regions
What have we learned from the border region analysis with respects to the effects of trade 
liberalisation? The objective of the analysis in this section was to examine the effects of agglomeration 
and dispersion forces on the economic geography of these regions. The analysis has revealed two sets of 
results; the first of these pertains to industry structures, and the second, concerns economic growth in the 
border regions.
First, the development of industry structures in the two sets of Spanish border regions contiguous 
to Portugal and France is unequal. However, a strong convergence in industry structures occurred 
between the Portuguese and Spanish border periphery regions. The most significant of which was found 
in the Spanish periphery region of Galicia. The changing composition of industry structure in the 
periphery regions of Extremadura and Andalucia resulted in a stronger convergence with the Portuguese 
border regions than with the regions in their own CAP cluster of Madrid.
The reasons for this convergence could possibly be explained by; i) geographic proximity to the 
densely populated Portuguese core regions of Norte and Lisboan, ii) the freedom to develop interregional 
and intersectoral linkages, and iii) the need to exploit comparative advantage (Ludema and Wooton, 
1997; Forslid et al 1999; Venables and Limao, 2002). The industry structure in Andalucia became more 
similar to that of Galicia (see Table 5.2). This finding is informative since it points to the duplication in 
production structures in Spain, possibly to meet export demand. The average wage per employee is 
almost identical in these two periphery regions, which suggests the possibility of resource intensive 
production and products. In general, it possible to conclude that the similarity in industry structures 
between the French and Spanish border regions remained unaltered subsequent to economic integration. 
This invariability suggests that industry structures had converged before 1989. It also points to the 
existence of interregional and intersectoral economic linkages between French periphery regions and 
Spanish core and adjacent regions.
Second, both agglomeration and dispersion forces endogenously changed the economic variables 
in the border regions. Agglomeration forces resulted in the pronounced increases in the number of firms 
(n), manufacturing labour (X), and wages (w) in the core regions. The competition effect manifested itself 
strongly in the ex ante border periphery regions contiguous to foreign core and adjacent regions. In the ex 
post period, these reclassified adjacent regions experienced strong inflows of: population, labour, and 
firms. These factors combined to raise total wages and salaries. In these regions, average wages per 
employee converged strongly with their contiguous core and adjacent regions. Given the imperfect 
mobility of labour between these foreign bordering regions, average wage convergence implies factor- 
price equalisation through trade.
The competition effect in the border regions resulted in relatively high levels of gross investment 
that converged with levels in the Spanish and Portuguese core regions. The convergence of the average 
number of employees per firm ratio between the core and adjacent regions, combined with the
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convergence of average wage costs per firm, implies the attainment of cost minimising production 
structures in the Spanish, and the ex post adjacent regions. A relatively lower average number of 
employees per firm ratio, and a relatively higher level of average gross investment per employee, offset 
the relatively higher average wage in the French regions. This finding implies French industry is 
relatively more capital intensive.
Finally, although the competition effect is evident in the Spanish border periphery regions of 
Extremadura and Andalucia, causing industry structure to convergence with the Portuguese adjacent 
regions, there is no convergence of average wages between these border regions. In absolute terms, 
Portuguese border region wages remain significantly lower than Spanish border region wages. The 
existing wage differential between these region types, illustrates that Portugal, is geographically, 
relatively more peripheral than Spain.
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C h a p t e r  6 A p p e n d ix  6A
2 T h e  Sp a t ia l  C o r r e l a t io n  C o e f f ic ie n t
The spatial correlation is defined by the following statistic;
" ■ •  1 , .... .... ( 6 A . 1 )
Z K . - X ) '
7'  =  1
Where x is the value of a demographic or economic variable in region r (r= R). The subscript ih- (hr
= \kr, 2kr— Ih) refers to each region hr, which possesses a order contiguity with respect to region r. 
Thus, the total number of A** connections for region r is equal to 7^ ., while h  is defined as the total number 
of connections of order k within the whole system, that is;
(6A.2)
r=l
Finally, % is defined as the national average of the demographic or economic variable under 
consideration, such that;
(6A.3)r=l A
The first element on the right hand side of equation (6A.1) is the statistical contiguity variance. 
The numerator of this element is a measure of the aggregated squared differences of a variable between a 
central region and its surrounding regions, calculated over all the regions. The value of the denominator 
measures the total number of ^ - order connections i.e. 7*. In the denominator, the factor 2 is used to 
assure that the value of the spatial correlation coefficient of being equal to unity in case there is no spatial 
correlation of order k.
The second element on the right hand side of equation (6A.1) is the inverse of the variance of the 
particular variable under consideration. It measures the aggregated squared differences between each 
obsei-vation in the variable and its national average.
As noted above, the statistic c* is a measure that indicates the strength of the spatial correlation of 
an economic variable between regions. If = 1, there is no spatial correlation; if < 1, there is a positive 
spatial correlation, and if > I, there is a negative spatial correlation. The compliment of the spatial 
correlation coefficient is given by the coefficient du, which is defined as:
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ôk~- \ - Ck (6A.4)
Where ôk is the coefficient o f spatial influence. If, Ôk = 0, there is no spatial correlation; if > 0 a positive 
spatial correlation is present, and if ôk < 0, the spatial correlation effect is negative.
The statistical value of the spatial correlation coefficient varies with the value of k. For a first- 
order contiguity, X = 1, the spatial correlation coefficient Ck or the coefficient of spatial influence, 4  , 
calculates the direct spatial correlation of the first ring of adjacent (contiguous) regions. For a second- 
order contiguity, k = 2, the indirect influence of the first on the third region is measured.
Some Properties of the Spatial Correlation Coefficient***
Define the first factor of (6A.1), the contiguity variance as F\, then expand and rearrange terms:
R k^r n R  ^kr rj nS  S  E E (x,, -2x,x^^ +X,.^)rr _ _ /•=! hr^ l^ r
R .y R Ih- R hr
P    ' —I_________1 hr~^ h
p  = fd ----- (6A.5)27, 7, 27,
Next, assume that all regions r { r ^ \ ,  ..., R) have an equal number of connections of a certain order k  (as 
in the case of a regular regional pattern). This will imply that Ar is constant for each region r, that is,
4  “ 4  (6A.6)
The system is said to be homogenous of order k. It should be noted, that (6A.6) does not imply that the 
number of connections of region r over all contiguity orders k  is constant. Since each region r possesses
Ik = R ll  (6A.7)
' Paelinck and Nijkamp, (1975)
2 2 0
Substitution of (6A.6) and (6a.7) into the first term of (6A.5) yields:
ihX  hWr h:
r - l  r—\________ __ r= l
21, 2RII 2R (6A.8)
In a similar way equation (6A.6) and equation (6A.7) can be substituted into the third term of equation 
(6A.5) to obtain:
The operation in equation (6A.9), in which the terms are transformed into xf., is justified, because 
each term xf^ in the summation is added I*, times. The implication is that the first and third terms of 
equation (6A.5) are exactly equal. Finally, the second term can be rewritten as:
I  Z Z Z z Z ( X r - x ) ( x , ^ ^ - x )  + Rl lr~\ 1 'ir  "U r
4
Where, x is defined in equation (6A.3). The latter operation is permitted, because
Z Z ( x ,  -  x)(X/^  -x) = Z Z (x ,X y^  -  XX,. -  X X ,^  +  x ) ^
'*=1 '-I ‘ir= k^r
(6A.10)
Multiplying and expanding:
z  & x , x , ^ - x / ; z x , - x z  _ z  x ,^ + / ( / ;x ' = i :  & x , x , ^ - n ; ( R x ) - w > ) + R 7 ; x '
/ • - I  i / s r ^ ^ h r  '  - I  ‘h - - ^ k r  Ù r  “ L
E  x .x .^ - R l lx ^  (6A.11)
'-1 'kr~^tr
Substitution of equations (6A.8), (6A.9) and (6A.10) into equation (6A.5) gives the result:
2 2 1
Zx^ Z  z  ( x , -x ) (x ,^ - x )
R zzfd   .................................................................................................................... (6A.12)R RI,
The second term of (6.12) represents the correlation coefficient of a regional variable with respect to the 
same variable in contiguous regions of order t  If there is no spatial correlation (and thus no sphere of 
influence of the regions), this correlation coefficient will equal zero. Then Fj is equal to:
Z x ^ -F ^ '  Z ( x , - x ) '
P = ^ -------------= ^ -----------  (6A.I3) ^ R R
By substituting (6A.13) into (6A.1) we find the expression for the contiguity correlation coefficient Ck in 
case of no spatial correlation:
i~ l
This result supposes that R is sufficiently large. One may prove that the mathematical expectation of Ck is 
exactly equal to I if there is no spatial correlation. Therefore, we can conclude that c, =\ if there is no 
contiguity effect of order k. Furthermore, in the case of a positive spatial correlation, F\ is smaller than 
equation (6A.13), so that a positive spatial correlation implies <1. In the reverse case of a negative 
spatial correlation, one may prove that c,;. >1.
2 2 2
C h a p t e r  6 A p p e n d ix  6B
C a l c u l a t i n g  t h e  S p a t i a l  C o r r e l a t i o n  C o e f f i c i e n t
Table 6B.1 provides an overview of the number of connections between the Provinces in the 
Netherlands,
T a b l e  6 B .1  
C o n t i n g e n c y  T a b l e  f o r  t h e  N e t h e r l a n d s
Nr. of Nr. of Nr. of Nr. o f
Presence o f k- order connections 1st 2st 3 St order 4 St order
Provinces 1 2 3 4 5 6 7 8 9 10 11 Conn Conn Conn Conn
Groningen 1 1 1 2 3 3 2 3 4 4 4 2 2 3 3
Friesland 2 1 1 1 2 2 1 2 3 3 3 4 3 3 0
Drenthe 3 1 1 1 2 3 2 3 4 3 3 3 2 4 1
Overijssel 4 2 1 1 1 2 2 2 3 2 2 3 6 1 0
Gelderland 5 3 2 2 1 1 2 1 2 1 1 5 4 1 0
Utrecht 6 3 2 3 2 1 1 1 2 2 2 3 5 2 0
Noord-Holland 7 2 1 2 2 2 1 1 2 2 3 3 6 1 0
Zuid-Holland 8 3 2 3 2 1 1 1 1 1 2 5 3 2 0
Zeeland 9 4 3 4 3 2 2 2 1 1 2 2 4 2 2
Noord-Brabant 10 4 3 3 2 1 2 2 1 1 1 4 3 2 1
Limburg (TsIL) 11 4 3 3 2 1 2 3 2 2 1 2 4 3 1
Totals 36 42 24 8
Total number o f connections o f order k Ik = 1 l k = 2 /A = 3 Ik = A
Source: Paelinck and Nijkamp, Op. Cit., p. 231 (Table 4.7.2.b)
The eleven Dutch Provinces are listed in the left-hand column and are numbered from one to 
eleven. The section, ‘Presence of A^ -order Connections’, is a symmetric matrix. An example of a first- 
order contiguity connection is the relationship between Groningen and its adjoining Provinces of 
Friesland and Drenthe. The Province of Groningen has a second-order contiguity connection with the 
Province of Overijssel since it geographically belongs to the second ring of regions around the Province 
of Groningen. An example of a fourth-order contiguity connection is the relationship between the 
Province of Groningen and the Province of Limburg. Groningen is the most Northern Dutch Province, 
while Limburg is found in the south bordering on Belgium and Germany. The variable geographic 
distance ( 4 ,  4 ,  4  and df) between the Provinces is directly defined by the contiguity order k, and is 
implicitly assumed in the analysis.
An example of how to calculate a first-order contiguity coefficient is shown in Table 6B.2. The 
Dutch Provinces are listed in the left-hand column. The demographic variable to be examined is ‘Number 
of Inhabitants per Square Kilometre’ for 1960 and 1965. The respective calculations are presented in 
columns (1) and (2) based on the number offirst-order connections A = 1, as shown in Table B.l. We can 
calculate the separate elements of equation (6.1) as follows;
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T a b l e  6B.2
C a l c u l a t io n  o f  t h e  C o n t i g u i t y  C o e f f ic ie n t
Number o f inhabitants 
per square kilometre
Calculations 
for 1960
Netherlands I960 1965 (1) (2)
1 Groningen 205 216 11492 25397
2 Friesland 141 148 405576 49891
3 Drenthe 119 129 11976 60203
4 Overijssel 205 229 12168 25397
5 Gelderland 231 253 635066 17786
6 Utrecht 518 562 333002 23604
7 Noord-Holland 771 811 492950 165353
8 Zuid-Holland 950 995 1775751 342970
9 Zeeland 160 165 645125 41764
10 Noord-Brabant 305 336 452130 3524
11 Limburg (NL) 403 436 22829 1493
Average 364 389 4798065 757383
66639.7917 I.3203E-05
Firsl-order contiffdity coefficient value = 0.8799
Source: Author’s own calculations o f Paelinck and Nijkamp results.
S t e p  1
In column (1), we first calculate the statistic between Groningen, Xr, and its two adjoining Provinces, 
Friesland and Drenthe, as follows:
( x ,  = (2 0 5 - 1 4 1 ) 2 + (2 0 5 - 1 1 9 )^  =11,492
S t e p  2
Repeat step (1) for the first-order connections between Friesland and its adjoining Provinces.
(X r - X i ^ Ÿ  = (1 4 1 -2 0 5 )2  + (141-119)2  + (1 4 1 -2 0 5 )2  +(141-771)2  = 405,576
S t e p  3
Repeat the first two steps for all the Provinces following the number of first-order connections for each 
Province. Then take the sum of column (1), which gives:
Z  =4,798,065
r= l
S t e p  4
In column (2), calculate the squared deviation from the mean of the original data.
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=(205-364) = 25,397 
Repeat for all the observations.
STEPS
Sum column (2) to obtain the sum of the squared errors.
2 ](x ,-x )^  =2,217,752
r - l
St e p  6
From Table B.l, take the total number of first-order connections.
2 A - 2.(36) = 72 
St e p  7
Substitute the relevant values into equation (6.1) to obtain the first-order contiguity coefficient for R 
11.
= ____ R z l _  .  ( 4 7 9 8 0 ^  _ 1 0 _  ^ g
2 4  757383
/■ = 1
Since i\\Q  first-order contiguity coefficient is less than one, a, = 0.8798, we can conclude that a positive 
relationship exists between the movement of the variable ‘Number of Inhabitants per Square Kilometre’ 
between all the first-order connections.
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CHAPTER 6 A p p e n d ix  6C
T A B L E  6C.1  
D e f i n i n g  t h e  R e g i o n a l  C o n n e c t i o n s
2.1 Regions r ‘ - Order-Connections for Core Adjacent Regions Ik
1. Galicia
2. Asturias
3. Cantabria Pias Vasco 1
4. Pias Vasco Cantabria Navarra La Rioja Castilla Leon 4
5. Navarra Pias Vasco 1
6. La Rioja Pias Vasco 1
7. Aragon Cataluna 1
8. Madrid Castilla Leon Castilla La Mancha 2
9. Castilla Leon Madrid Pias Vasco 2
10. Castilla La Mancha Madrid 1
11. Extremadura
12. Cataluna Aragon Communidad Valencia 2
13. Communidad Valencia Cataluna 1
14. Andalucia
15. Murcia
h = 16
2.2 Regions 2"^ — Order-Connections for Core periphery Regions h
1. Galicia Madrid 1
2. Asturias Pias Vasco 1
3. Cantabria
4. Pias Vasco Asturias 1
5. Navarra
6. La Rioja
7. Aragon
8. Madrid Galicia Extremadura Andalucia 3
9. Castilla Leon
10. Castilla La Mancha
11. Extremadura Madrid 1
12. Cataluna Murcia 1
13. Communidad Valencia
14. Andalucia Madrid 1
15. Murcia Cataluna 1
h ~ 10
2.3 Regions r ‘ - Order-Connections for Adjacent -Periphery Regions h
1. Galicia Castilla Leon 1
2. Asturias Castilla Leon Cantabria 2
3. Cantabria Asturias 1
4. Pias Vasco
5. Navarra
6. La Rioja
7. Aragon
8. Madrid
9. Castilla Leon Galicia Asturias Extremadura 3
10. Castilla La Mancha Andalucia Murcia Extremadura 3
11. Extremadura Castilla Leon Castilla La Mancha 212. Cataluna
13. Communidad Valencia Murcia 1
14. Andalucia C.L. Mancha 1
15. Murcia C.L. Mancha Communidad Valencia 2
h = 16
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C h a p te r  7 
C o n c l u s i o n s  o f  t h e  D i s s e r t a t i o n
1.1 Final Observations
The objective of this dissertation was to empirically examine the forces of agglomeration and 
dispersion as they are theoretically described in the core periphery model of the new international trade 
literature (Krugman, 1991b). In light of the increased trade liberalisation between countries forming 
regional economic associations in the past two decades, enlarged market size and increased competition 
challenge the strategic behaviour of corporations and medium size businesses. Their desire and innate 
behaviour for a profitable organisation sets in motion the dynamic forces of agglomeration and dispersion 
of industry -a  force, which has the power to alter economic structures, incomes, and levels of welfare.
The 1992 Treaty of Maastricht formally created a common market between the fifteen member 
countries of the European Union. The removal of quantitative and qualitative trade barriers in the EU set 
in motion agglomeration and dispersion forces restructuring industry composition and concentration in 
the member countries. Shortly after the inception of EU 1992, economists began to empirically examine 
the effects of trade liberalisation on not only industry concentration (Brülhart and Torstensson, 1996), but 
also the characteristics of relocating industries (Haaland et.al,1999; Forslid et.oL,1999; Davis and 
Weinstein, 1998; 1999). In a definitive article Midelfart et.al, (2000) find a strong interaction between 
industry characteristics and the country characteristics that influence the location choice of industries. 
They find that industry in the EU has become more dispersed due to manufacturing growth in the 
southern EU countries.
The common thread running through the empirical research is that the EU is divided into central 
and periphery countries in accordance with the core periphery theory of the new economic geography 
(Krugman and Venables, 1990; Krugman, 1991b). Industry location and concentration is examined at the 
national country levels with imperfect international labour mobility. Davis and Weinstein (1999) are the 
first to deviate from the national country path by examining industry relocation and concentration at the 
Japanese prefecture level. Based on their analysis, they find strong home market economic geography 
effects under conditions of perfect domestic labour mobility. However, in the EU no attempt has been 
made to empirieally examine the effects of EU trade liberalisation on industry location and concentration 
at the national regional geographic level with perfect domestic labour mobility to reinforce agglomeration 
and dispersion effects.
This dissertation has filled that gap in the empirical literature. In order to examine agglomeration 
and dispersion forces at the national regional level, the core periphery model was modified with a third 
region, an adjacent region, lying geographically between a core and periphery region. This third region is 
significant for the analysis from the very practical point of view that national regions have more region 
types than simply the characteristics of a core and periphery region. By examining the work of regional
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economists (Paelinck and Nijkamp, 1975), we found not only a nomenclature for national regions, but 
also a description of their characteristics. Introducing the adjacent region into the analysis was important 
because it provided a seamless continuum of production locations between the regions within a country. 
In tenns of concentric circle theory, the adjacent region allows for the diffusion of production activities 
radiating outwards in all directions from the core. This three region regional model permitted us to 
examine the economic interaction between national regions where the effects of trade liberalisation are 
first encountered.
The CAP model is significant as an analytical tool for empirical research at the regional level for 
a number of reasons. First, it demanded a definition of the home market, a term in the theoretical 
literature that has never really been clearly defined, but is essential for conceptual and empirical clarity. 
Second, the model has allowed us to clearly categorise regions types and identify their geographic 
locations throughout the European Union. Third, once regions were identified in their CAP clusters the 
seamless difftision path from core to periphery was also identified. This facilitated the application and 
measurement of Krugman’s (1991a) industry index to examine the degree of convergence or divergence 
between regional industry structures. Fourth, the model required the development o f one regional industry 
concentration ratio to measure both relative and absolute concentration. This regional industry 
concentration measure provided outcomes that allowed us to determine relative and absolute 
concentration and the extent to which these concentrations changed because of trade liberalisation. Fifth, 
the model allowed for the application of spatial correlation analysis to measure, at the regional levels, the 
effects of agglomeration and dispersion forces the convergence or divergence of regional demographic 
and micro-economic industry financial variables. Sixth, the model permitted a measurement of 
converging or diverging industrial structures and average wage levels between foreign border regions.
Specifically, when applied to the EU the CAP model has allowed us to identify the EU 
geographic core and the EU geographic periphery along with their independent agglomerates. The 
stylised EU facts support the format of the CAP model and shows that the regional data behaves in 
accordance with the theory of the new economic geography. The regression equations support the 
existence of a CAP framework, but needs to be re-estimated with interaction variables.
The CAP model reveals its most interesting results at the country level when applied to Spain. 
Here also the data behaves as would be expected from economic geography theory. Spain has three core 
agglomerates of unequal size, geographically located in the east, the centre, and the west. Industries with 
strong home market economic geography effects are all located in the core agglomerates. These industries 
are characterised by an absolute concentration level. Industries that are relatively concentrated in one core 
region are in most cases also relatively concentrated in the other two core regions, indicating a clear 
multi-agglomerate production structure in Spain. The data reveals a strong tendency for upstream and 
downstream industries to locate in a common core region or in a combination of core and adjacent
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regions. There is strong evidence suggesting the creation of economic districts between core and adjacent 
regions through intersectoral and interindustry linkages.
The spatial correlation analysis reinforces the industry index analysis and reveals a strong 
convergence between core and adjacent regions in the first concentiic circle. The competition effect in the 
adjacent regions resulted in a ‘catching-up’ effect with the core regions. This effect was evident in 
average wage per employee, average number of employees per firm, and average gross investment per 
firm. Similar convergence effects occurred between the adjacent and the periphery regions. In the 
periphery regions this resulted in significant levels of gross investment to create economies of scale in 
production. The effects of trade liberalisation were distinctly felt in foreign border regions. In Spain, its 
southern periphery regions showed a divergence of industry structures with the domestic core region, and 
a greater convergence with industry structures in Portugal. In the northern regions of Spain, there is a 
convergence of wages with the French border regions, suggesting the Stolper-Samuelson factor-price 
equalisation effect.
Finally, trade liberalisation has increased industry concentration predominantly in the core and 
adjacent regions. It would appear that the country characteristics of Spain -  a skilled labour force, 
technological knowledge, geographic location, and a favourable wage differential -  make it attractive for 
industry location. It is entirely possible that the growth of manufacturing industry in Spain has exceeded 
that in the EU geographic core.
1.2 F u r th e r  R esearch
In the first instance, the regression equations for the EU regions need to be re-estimated using 
interaction variables. In the second instance, the outcomes in this dissertation need to be followed up with 
empirical research to examine regional economic policy measures that stimulate the development of 
regions. In particular, research should examine the type of economic policies that stimulate the 
development of economic districts, i.e. core and adjacent regions. The economic development of the 
Spanish border regions, with their French and Portuguese counterparts, should be further examined for 
the policy implications for regions of the eastern European countries about to join the EU.
Since the model focuses on regional economic geography and industry location, further research 
should examine homogenous industrial districts and their industrial composition. This could be 
accomplished through cluster analysis, and/or principle component analysis and would reveal the inter­
industry relationships.
The CAP framework for regional economic geography analysis has proven to be fruitful. For any 
meaningful international comparisons the model should be applied other European periphery countries, or 
for that matter, EU core countries. Identifying the regional concentration of production activities in 
central EU countries would complement the current empirical research conducted on the EU. Of greater 
interest perhaps is the fact that the model can be applied to the regions of countries in relatively new
230
regional economic associations at the customs union stage. Given that we now have witnessed how 
industry has responded to trade liberalisation, the model could provide relevant information for guiding 
regional economic development.
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