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a b s t r a c t
Wepresent an approximate numerical solution to generalized Burgers and Burgers–Huxley
systems with two coupled equations using the ADM–Padé technique which is a
combination of the Adomian decomposition method and Padé approximation. The Padé
technique is used to enhance the accuracy and speed up the convergence rate of the
truncated series solution produced by the ADM. Results are given in graphical form for
explicit examples of the two systems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
As is known, the Burgers equation [1] was first introduced to describe turbulence in one space dimension and has been
used in several other physical contexts, including for instance that of soundwaves in viscousmedia [2]. The Burgers–Huxley
equation [3] is more complicated and makes the system qualitatively different from the former Burgers equation. We are
mainly concerned here with providing numerical solutions to different models, governed by distinct functions that specify
systems where the Burgers and Burgers–Huxley equations play a role. The generalized Burgers equation is given by
ut + g(u)ux − αuxx = 0 (1)
where g(u) is a smooth function of u; this equation combines diffusion, and nonlinearity which is controlled by g(u). The
generalized Burgers–Huxley equation is given by
ut + dgduux − αuxx = βf (u) (2)
whereβ andα are real parameters and f (u) and g(u) are smooth functions. Now ifβ = 0weget back to a generalizedBurgers
equation. The investigation focuses attention on finding numerical solutions to generalized Burgers and Burgers–Huxley
systems with two coupled equations, describing two configurations interacting with each other in a very specific way. The
Burgers equation was solved before by several methods [4–6], and the system of coupled equations has also been solved
analytically in [5]. The method of solution used here is the Adomian decomposition method (ADM), followed by the Padé
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approximation technique applied to the series solution derived from the ADM to enhance the accuracy and speed up the
convergence.
Since the beginning of the 1980s Adomian [7] has presented and developed a so-called decomposition method for
solving linear or nonlinear problems such as ordinary differential equations. The Adomian decomposition method consists
of splitting the given equation into linear and nonlinear parts, and inverting a derivative operator contained in the linear
operator on both sides. It then identifies the initial and/or boundary conditions and the terms involving the independent
variable alone as the initial approximation, and decomposes the unknown function into a series whose components are
to be determined. The method also decomposes the nonlinear function in terms of special polynomials called Adomian
polynomials [8], and finds the successive terms of the series solution by means of a recurrence relation using Adomian
polynomials. ADM is quantitative rather than qualitative, analytic, requiring neither linearization nor perturbation, and
continuous with no resort to discretization and consequent computer-intensive calculations.
Some more recent works on the application of ADM to systems of differential equations are in [9] where the boundary
layer equation of flow over a nonlinearly stretching sheet in the presence of a chemical reaction and a magnetic field
is investigated by employing the ADM, and in another paper the ADM is applied to a freely convective boundary layer
flow modeled by a system of nonlinear ordinary differential equations [10]. Moreover, some work on the application of
ADM to systems of PDEs is done in [11] where the coupled modified KdV equations with appropriate initial values are
considered. Another paper in [12] solves the generalized Drinfeld–Sokolov (gDS) equations, which model one-dimensional
nonlinear wave processes in two-component media, by the tanh function method and by the ADM. The ADM has also been
applied to other kinds of systems like chaotic systems, such as work done in [13] where ADM is treated as an algorithm
for approximating the solutions of the Lorenz and Chen systems in a sequence of time intervals, i.e. the classical ADM is
converted into a hybrid analytical–numerical method. Also in [14] the ADM is applied to the famous Lorenz system, and
in [15] the ADM is used on the Chen system which is a three-dimensional system of ODEs with quadratic nonlinearities.
In this paper we have used an extension of the ADM, which can improve the convergence rate of the series solution,
called the ADM–Padé method. The Padé rational approximation [16] to a function uses the ratio of two polynomials, where
the coefficients of the powers occurring in the polynomials are determined by the coefficients in the power series expansion
of the function. Generally, the Padé approximant can enlarge the convergence domain of the truncated power series, and
can greatly improve the convergence rate of the truncated power series. The ADM–Padé method has been used before with
ordinary differential equations and with partial differential equations [17–19].
In Section 2 we give an overview of the ADM–Padé technique and present the approximate solutions of a generalized
Burgers system with two coupled equations and a Burgers–Huxley system with two coupled equations.
2. ADM–Padé solution of the generalized Burgers system with two coupled equations
The generalized Burgers equation given in (1) can be formulated as
ut + fx − αuxx = 0 (3)
and for f = f (u)we get
ut + dfduux − αuxx = 0 (4)
in the case of two interacting configurations u = u(x, t) and v = v(x, t)we have
ut + fx − αuxx = 0 (5)
vt + gx − ηvxx = 0. (6)
Explicitly consider the pair of equations
ut + α(3pu2 + µv2)ux + 2µαuvvx − αuxx = 0 (7)
vt + (A+ µηu2)vx + 2µηuvux − ηvxx = 0 (8)
where A, p, η, µ, and α are real parameters. This system has the traveling wave solutions [5]
U(x, t) =
(
1
4
− 1
4
tanh(p(x− ct))
)1/2
(9)
V (x, t) =
(
1
8
− 1
8
tanh(p(x− ct))
)1/2
(10)
provided that p = c/α, µ = 2(c − A)/η. In an operator form, Eqs. (7) and (8) can be written as
Ltu = Ru− F(u, v), (11)
Ltv = Tv − G(u, v) (12)
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where
Lt = ∂
∂t
,
R = −α ∂
2
∂x2
,
T = −A ∂
∂x
+ η ∂
2
∂x2
, (13)
are linear operators and F(u, v),G(u, v) are the nonlinear terms given as
F(u, v) = α(3pu2 + µv2)ux + 2µαuvvx
G(u, v) = µηu2vx + 2µηuvux.
Following the ADM, we define the integration inverse of Lt by
L−1t =
∫ t
0
(.)dt
and applying this inverse operators to both sides of (11), (12) we get
u(x, t) = g(x)+ L−1t [Ru− F(u, v)] , g(x) = u(x, 0).
v(x, t) = h(x)+ L−1t [Tv − G(u, v)] , h(x) = v(x, 0). (14)
The ADM decomposes the solutions u(x, t) and v(x, t) as infinite series given by
u(x, t) =
∞∑
n=0
un(x, t), (15)
v(x, t) =
∞∑
n=0
vn(x, t), (16)
and the nonlinear operators F(u, v) and G(u, v) as infinite series of polynomials given by
F(u, v) =
∞∑
n=0
An,
Ak = 1k!
dk
dλk
[
F
( ∞∑
m=0
λmum,
∞∑
m=0
λmvm
)]
λ=0
, k = 0, 1, . . . ,
and
G(u, v) =
∞∑
n=0
Bn,
Bk = 1k!
dk
dλk
[
G
( ∞∑
m=0
λmum,
∞∑
m=0
λmvm
)]
λ=0
, k = 0, 1, . . . .
Using the ADM, we obtain the following recursive relationship:
u0(x, t) = u(x, 0) = g(x),
v0(x, t) = v(x, 0) = h(x),
u1(x, t) = L−1t [Ru0 − A0] ,
v1(x, t) = L−1t [Tv0 − B0] ,
...
un+1(x, t) = L−1t [Run − An]
vn+1(x, t) = L−1t [Tvn − Bn] (17)
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and
A0 = F(u0, v0),
A1 = u1F ′(u0, v0),
A2 = u2F ′(u0, v0)+ u
2
1
2
F ′′(u0, v0),
...
B0 = G(u0, v0),
B1 = u1G′(u0, v0),
B2 = u2G′(u0, v0)+ u
2
1
2
G′′(u0, v0),
... (18)
i.e.
A0 = α(3pu20 + µv20)(u0)x + 2µαu0v0(v0)x,
B0 = µηu20(v0)x + 2µηu0v0(u0)x,
A1 = 6pαu0u1(u0)x + 3pαu20(u1)x + µαv20(u1)x + 2µαv1v0(u0)x + 2µα(v0)x[v0u1 + v1u0] + 2µα(v1)xv0u0,
B1 = 2v0u1µη(u0)x + 2µη(u1)xv0u0 + 2µηv1u0(u0)x2µηu0u1(v0)x + µηu20(v1)x,
.... (19)
The first few terms of un(x, t) and vn(x, t) (for n ≥ 1) are given as follows:
u0(x, t) =
(
1
4
− 1
4
tanh(px)
)1/2
,
v0(x, t) =
(
1
8
− 1
8
tanh(px)
)1/2
u1(x, t) =
e2px
(
1
1+e2px
)5/2
ptα((−2+ 4e2px)p+ 3µ)
4
√
2
v1(x, t) = 14e
2px
(
1
1+ e2px
)5/2
pt(2a− 4pη + 2e2px(a+ pη)+ 3µη)
.... (20)
Using (17), we can easily determine the components un(x, t), vn(x, t) for n ≥ 0. It is, in principle, possible to calculate
more components in the decomposition series to enhance the approximation. Consequently, we can recursively determine
every term of the series (15), (16), and hence the solutions u(x, t) and v(x, t) are readily obtained in a series form. It is
interesting to note that we obtain the solution by using the initial conditions only.
The convergence of the ADM solution of the generalized Burgers system with two coupled equations is an extension to
the sufficient condition of convergence of the ADM series for any differential equation. By following Ngarhasta [20] and
taking the Hilbert space H = L2 ((a, b)× [0, T ]), we define
u : (a, b)× [0, T ]→ R with
∫
(a,b)×[0,T ]
u2 (x, s) dxds <∞,
the scalar product
〈u1, u2〉H =
∫
(a,b)×[0,T ]
u1 (x, s) u2 (x, s) dxds,
and the associated norm
‖ u ‖2H =
∫
(a,b)×[0,T ]
u2 (x, s) dxds
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Fig. 1. ADM solution u4(x, t) compared with the exact U(x, t) solution of the generalized Burgers equation at t = 0.5.
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Fig. 2. ADM solution v4(x, t) compared with the exact V (x, t) solution of the generalized Burgers equation at t = 0.5.
and according to [20] the ADM is convergent if the following two hypotheses are satisfied:
H1: (i) 〈Ltu1 − Ltu2, u1 − u2〉 ≥ k1 ‖ u1 − u2 ‖2
(ii) 〈Ltv1 − Ltv2, v1 − v2〉 ≥ k2 ‖ v1 − v2 ‖2
k1, k2 > 0 ∀ u1, u2, v1, v2 ∈ H
H2: For anyM > 0 ∃ c (M) > 0, such that
(i) 〈Ltu1 − Ltu2, w〉 ≤ c (M) ‖ u1 − u2 ‖‖ w ‖,
(ii) 〈Ltv1 − Ltv2, u1 − u2〉 ≤ c (M) ‖ v1 − v2 ‖‖ w ‖ for everyw ∈ H, and for u1, u2, v1, v2 ∈ H
with ‖ ui ‖≤ M1, ‖ vi ‖≤ M2,M = max(M1,M2)
where
Ltui = Rui − F (ui, v) , i = 1, 2
Ltvi = Tvi − G (u, vi) , i = 1, 2.
Following Cherruault [21], Mavoungou and Cherruault [22] and Nagavhasta [20], it can shown that the ADM applied
to the coupled equations is convergent, by using the Schwartz inequality and the definition of the scalar product and the
properties of the differential operators ∂
∂x and
∂2
∂x2
in H; the proof is similar to that given in [23].
With the parameters set to p = 0.41, α = µ = 0.81, η = −1.64, c = 0.33, A = a = 1, at t = 0.5 and−10 ≤ x ≤ 10,
Figs. 1 and 2 show the truncated Adomian series solutions u4(x, t) and v4(x, t), respectively. One can see the high accuracy
of the results compared to the exact solutions on these graphs. Figs. 3 and 4 give the three-dimensional surfaces of u4(x, t)
and v4(x, t), respectively, with−10 ≤ x ≤ 10 and−1 ≤ t ≤ 1.
In order to improve the accuracy of the ADM series solution in t at a specified x value, we apply the Padé approximant
technique to the truncated series solution of order at least (L+M) in t , and obtain the Padé [L/M](x, t) approximate solution
for un(x, t), and vn(x, t). In general, we denote the [L,M] Padé approximants to U(t) by[
L
M
]
= PL(t)
Qt(t)
, (21)
where PL(t) is a polynomial of degree at most L and QM(t) is a polynomial of degree at mostM . The formal power series
U(t) =
∞∑
i=1
ait i,
U(t)− PL(t)
QM(t)
= O(tL+M+1), (22)
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Fig. 3. ADM solution u4(x, t) of the generalized Burgers equation.
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Fig. 4. ADM solution v4(x, t) of the generalized Burgers equation.
determine the coefficients of PL(t) and QM(t) through the equation. We write the coefficients of PL(t) and QM(t) as
PL(t) = p0 + p1t + p2t2 + · · · + pLtL,
QM(t) = q0 + q1t + q2t2 + · · · + qM tM . (23)
Then by multiplying (22) by QM(t), which linearizes the coefficient equations, we can write out (23) in more detail as
aL+1 + aLq1 + · · · + aL−M+1qM = 0,
aL+2 + aL+1q1 + · · · + aL−M+2qM = 0,
...
aL+M + aL+M−1q1 + · · · + aLqM = 0 (24)
which is a set of linear equations for all the unknown q’s. We solve (24) for the q’s; then Eqs. (25) give an explicit formula
for the unknown p’s, which completes the solution:
a0 = p0,
a1 + a0q1 = p1,
a2 + a1q1 + a0q2 = p2,
...
aL + aL−1q1 + · · · + a0qL = pL. (25)
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Fig. 5. The ADM–Padé solution [2/2]u(x, t) and the exact solution U(x, t) of the generalized Burgers equation for x = 0.
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Fig. 6. The ADM–Padé solution [2/2]v(x, t) and the exact solution V (x, t) of the generalized Burgers equation for x = 0.
The ADM series solutions un(x, t) and vn(x, t) given by (15), (16) for n = 4 at x = 0 are used to obtain the Padé rational
approximation [2/2]. Hence ADM–Padé ratios take the form[
2
2
]
u(0, t) = 0.5+ 0.154627t + 0.0537557t
2
1+ 0.229965t + 0.0854133t2 (26)[
2
2
]
v(0, t) = 0.353553+ 0.18003t + 0.0237959t
2
1+ 0.192477t + 0.0539886t2 . (27)
In Fig. 5 the exact U(x, t) and the ADM–Padé approximate solution [2/2]u(x, t) are shown for x = 0. Also the ADM–Padé
approximate solution [2/2]v(x, t) and the exact V (x, t) are given in Fig. 6. The graphs show very good results using
ADM–Padé approximation for the generalized Burgers system with two coupled equations, and in a similar manner
approximate solutions for other x values can be obtained.
3. ADM–Padé solution of the generalized Burgers–Huxley system with two coupled equations
The generalized Burgers–Huxley system admits a natural extension to the following pair of coupled Burgers–Huxley
equations:
ut + dgduux +
dg
dv
vx − αuxx = βg(u, v) (28)
vt + dgdv vx +
dg
du
ux − ηvxx = ag(u, v). (29)
To give an explicit example, let us consider
ut + α(p− 3pu2 − µv2)ux − 2µαuvvx − αuxx = βαu(p− pu2 − µv2)
vt + µσu2vx − 2µσuvux − σvxx = −aσµu2v (30)
where a, p, and µ are real parameters. This system has the traveling wave solutions [5]
U(x, t) =
[
1
2
+ 1
2
tanh(µ(x− ct))
]1/2
(31)
V (x, t) =
[
(p/µ− 1)
2
(1− tanh(µ(x− ct)))
]1/2
(32)
provided that p/µ > 1 and c = −αβ = −aσ .
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Fig. 7. ADM solution u4(x, t) compared with the exact U(x, t) solution of the Burgers–Huxley equation at t = 0.5.
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Fig. 8. ADM solution v4(x, t) compared with the exact V (x, t) solution of the Burgers–Huxley equation at t = 0.5.
The ADMmethod is performed on Eqs. (30) in a manner similar to that of Section 4. The ADM decomposes the solutions
u(x, t) and v(x, t) as infinite series given by
u(x, t) =
∞∑
n=0
un(x, t), (33)
v(x, t) =
∞∑
n=0
vn(x, t). (34)
The first few terms un(x, t), vn(x, t) (for n ≥ 1) are given as follows:
u0(x, t) =
(
1
2
+ 1
2
tanh(µx)
)1/2
v0(x, t) =
(
(p/µ− 1)
2
(1− tanh(µx))
)1/2
u1(x, t) = tαβµ sech(µx)
2
2
√
2
√
1+ tanh(µx)
v1(x, t) = taσ(−p+ µ) sech(µx)
2
4
√
p−µ
µ+e2xµµ
.... (35)
Figs. 7 and 8 show the results from the ADM solutions u4(x, t) and v4(x, t) compared with the exact solutions U(x, t) and
V (x, t), respectively, for t = 0.5 and−10 ≤ x ≤ 10. From these results we obtain the truncated power series solution in t ,
and at x = 0 we obtain the [2/2] Padé approximants:[
2
2
]
u(0, t) = 0.707105+ 0.0616816t − 0.00346093t
2
1− 0.0545192t − 0.0128802t2 (36)[
2
2
]
v(0, t) = 0.29277− 0.0255386t − 0.00143296t
2
1+ 0.0545192t + 0.0128802t2 . (37)
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Fig. 9. The ADM–Padé solution [2/2]u(0, t) and the exact solution U(x, t) of the Burgers–Huxley equation for x = 0.
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Fig. 10. The ADM–Padé solution [2/2]v(0, t) and the exact solution V (x, t) of the Burgers–Huxley equation for x = 0.
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Fig. 11. The ADM–Padé solution [2/2]u(x, 0.5) and the exact solution U(x, t) of the Burgers–Huxley equation for t = 0.5.
Since Figs. 7 and 8 show some difference between the exact solution and the ADM approximation in the interval x ∈ [−5, 5]
we can improve these results in the x-direction by applying the Padé technique with respect to x in u4(x, t) and v4(x, t) at
t = 0.5 to obtain[
2
2
]
u(x, 0.5) = 0.754106+ 0.224137x+ 0.0280823x
2
1+ 0.147375x+ 0.0331481x2 (38)[
2
2
]
v(x, 0.5) = 0.381475− 0.0705963x+ 0.00571354x
2
1− 0.0174107x+ 0.0213511x2 . (39)
With the parameters set to α = 0.81, p = 0.41, σ = 0.81, µ = 0.35, a = β = 1 and c = −0.81 the exact solution
U(x, t) and the ADM–Padé [2/2]u(0, t) solution for x = 0 are shown in Fig. 9. The ADM–Padé [2/2]v(0, t) and the exact
solution V (x, t) are given in Fig. 10. The exact solution U(x, t) and the ADM–Padé [2/2]u(x, 0.5) solution for t = 0.5 are
shown in Fig. 11, and the ADM–Padé [2/2]v(x, 0.5) and the exact solution V (x, t) are given in Fig. 12. Again the graphs
show improvement in the results obtained from the ADM–Padé technique for the Burgers–Huxley systemswith two coupled
equations.
4. Conclusions
We present a numerical solution to the generalized Burgers and Burgers–Huxley systems with two coupled equations
by using the Adomian decomposition and Padé approximants. On the basis of our graphical results we conclude that the
ADM–Padé technique produced very good solutions and is a very reliable method for solving such equations. For obtaining
more accurate results and larger intervals of convergence we can increase the order of the Padé approximants and use [3/3]
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Fig. 12. The ADM–Padé solution [2/2]v(x, 0.5) and the exact solution V (x, t) of the Burgers–Huxley equation for t = 0.5.
and [4/4], but given the nature of our problem it will involve long computations. Our future work will be applying the
ADM–Padé technique to other systems of nonlinear differential equations from biological and physics models.
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