Abstract-A classical question in adaptive control is that of convergence of the parameter estimates to constant values in the absence of persistent excitation. We provide an affirmative answer for a class of adaptive stabilizers for nonlinear systems. Then we study their asymptotic behavior by considering the problem of whether the parameter estimates converge to stabilizing values-the values which would guarantee stabilization if used in a nonadaptive controller. We approach this problem by studying invariant manifolds and show that except for a set of initial conditions of Lebesgue measure zero, the parameter estimates do converge to stabilizing values. Finally, we determine a (sufficiently large) time instant after which the adaptation can be disconnected ut any time without destroying the closed-loop system stability.
I. INTRODUCTION
HILE in the case of persistent excitation (PE) the W parameter estimates in adaptive control converge to the actual parameter values, very little is known about asymptotic behavior of adaptive controllers in the absence of PE. A classical question is: does the parameter estimate 8(t) converge to a constant value when there is no PE? Even though in every adaptive system 8(t) i 0 as t i 00, this does not guarantee that e(t) has a limit as, e.g., in the case of the function d(t) = sin(ln(1 + t ) ) . The only estimation algorithm which is known to guarantee convergence of d(t) to a constant in the absence of PE is the least-squares algorithm. There are no convergence guarantees for the gradient and the Lyapunovtype algorithms.
Since in the case of tracking sufficiently rich trajectories the parameter estimate not only has a limit but also converges to the actual parameter value, it is intuitive to expect that convergence is harder to achieve in the case of lack of excitation. For this reason, in this paper we address the extreme case of lack of excitation-the case of regulation to the origin, where the regressor vanishes.
We study asymptotic properties of the newest member of the Lyapunov-based family of adaptive nonlinear stabilizers [151, 151, [4] , 191, [13] -the adaptive backstepping design with tuning functions 191. We show that convergence of the parameter estimate to a constant value is always achieved. Then we consider the problem of whether the parameter estimates converge to values which would guarantee stabilization if used in a nonadaptive controller. We approach this problem by studying invariant manifolds and show that except for a set of initial conditions of Lebesgue measure zero, the parameter estimates do convelge to stabilizing values.
Finally, we determine a (sufficiently large) time instant T after which the adaptation can be disconnected at any time without destroying the closed-loop systlem stability. Our focus on a specific design (backstepping with tuning functions) is for clarity of presentation. The results of the paper can be easily extended to all other Lyapunov-based adaptive designs for nonlinear and linear systems with state and output feedback.
This paper is organized as follows. Section I1 briefly reviews the adaptive backstepping design with tuning functions [9] . In Section I11 we show that parameter est [mates converge to constant values. Sections IV and V study stability and geometric properties of the adaptive system and lead to conclusions in Section VI about the stabilizing/destabilizing character of the asymptotic values of the parameter estimate. In Section VI1 we prove that the disconnecting of adaptation after sufficiently long time will not destroy the stability of the closed-loop system. We give extensive illustrations of the results through examples.
TUNING FUNCTIONS DESI(;N-A REVIEW
In this section we briefly review the adaptive backstepping design with tuning functions 1 [9] , [lo, ch. 41. We consider nonlinear systems transformable using a parameter-independent C"-diffeo-
where Q E lRp is the vector of unknown constant parameters, the elements of 4 = [ V I , . I . p , ] are smooth nonlinear functions taking arguments in IR", and 4(0) = 0. Because 0018-9286/96$05.00 0 1996 IEEE 4 ( 0 ) = 0, this system has an equilibrium at the origin IC = 0, and the control objective is to globally stabilize this equilibrium for any unknown value of 0.
In [9] we designed an adaptive controller for (2) which is recursively defined using the expressions
where cyo = 0, T~ = 0, and r = rT > 0. The control law is
and the parameter update law is This adaptive controller results in a closed-loop system of the form (9) where ex = 0 -8 is the parameter estimation error and The change of coordinates z = Q ( x , e ) is a global C"-diffeomorphism for each e. It is easy to show that 4 ( 0 ) = 0 implies that Q ( 0 , e ) 0. This can, in turn, be used to show that W(0.8) 0.
Theorem 2. I [9] : The closed-loop adaptive system consisting of the plant (2), control law (7) , and the update law (8) , has a globally stable equilibrium (x, 8) = (0, 8 ) . Furthermore, limt-"X(t) = 0. Since Q ( 0 , 8 ) 5 0, Theorem 2.1 establishes that the equilibrium z = 0, e" = 0 of (9) and (10) is globally stable and that the solutions converge to the manifold that is, to the &subspace.
ASYMPTOTIC CONSTANCY
The following theorem establishes that the parameter estimate e"(t) converges to a constant value.
Theorem 3.1: Consider the adaptive system of (9) and (10). There exists a constant vector 8 , E Rp such that 
In view of (1 l), the derivative of V, along (9) and (10) 
In view of (27) and (24), we have because Theorem 2.1 guarantees global boundedness.
aw(0, & ) T e e
The instability part, when at least one of the eigenvalues 
0
Checking the stability condition involves a computation of (19). This computation can be simplified. In view of (6), let us denote
The characteristic polynomial of A,(tIe) is then computed as 
Because $(x) vanishes for z = 0, then, with (23), we get the The equilibrium will be unstable if at least one of the inequalities, (33) or (34), is satisfied in the strictly reverse direction. parts. In this case, the z-system in (20) has to be decomposed as
With the Lyapunov function V = x2 +8?, along the solutions of (40) While one might be tempted to conclude that the equilibrium (42) is not enough, as it does not satisfy all the conditions of Chetaev's theorem. Consider instead the function
(43) Lengthy calculation shows that ( 3 8 ) which proves that U > 0 on the set
,o, = (124- After finding the center manifold, a much more difficult task follows-checking stability of the reduced system (38).
The following simple example illustrates the stability analysis at a critical point where Theorem 4.1 fails to provide an answer. The example is contrived so that approximate computation of the center manifold is avoided. 
We consider two cases: cp(z) = x+ 1 x 1~ and ~( -5 ) = -5 -/xIx.
In both cases, Theorem 4.1 establishes that the equilibria on the interval (-1 + 0, +CO) of the 8-axis are stable, while those on the interval (-CO, -1 + 6') are unstable. It does not say anything, however, about the stability of the equilibrium Let us categorize the equilibria on M into the following four sets:
(49)
An example of these sets for n = p = 2 is given in Fig. 1 .
The set S" is, by Theorem 4.1, a set of stable equilibria. The set S" is the set of unstable equilibria in M where all n eigenvalues of Ae (8) have positive real parts. The set Ss'L is a set of unstable equilibria at which Ae(@ has eigenvalues with both negative and positive real parts but no zero real parts.
The set S" U S"" is the set of unstable equilibria from the second part of Theorem 4.1. equal to zero and n eigenvalue,s with negative real parts. Let E" = M and E" = M I denote the (gcneralized) eigenspaces corresponding, respectively, to the eigenvalues equal to zero and the eigenvalues with negative real parts. Then, by the center manifold theorem,' [3, Th. 3.2.1 1, there exists locally a unique smooth invariant stable manifold W,",,(X") which is tangent to E" at X " and orthogonal to M . There also exists an invariant center manifold W & ( X " ) which is a subset of M around X " . By [l, Th. 2.7.21,' tlhe flow of (20) is topologicaZly equivalent3 to the flow of the !system The set S" is a set of equilibria at which at least one of the eigenvalues of Ae (8) has zero real part. In Lemma A.2 we prove that the set S" has Lebesgue measure zero in M . Each of the sets S", S". S"" is open in M , and its boundary is smooth. The set S" is the boundary of S" U S" U S"". Since
Ae(o) depends on 0 through e, the designer cannot a priori determine S", S", S s u , S". 
Therefore, solutions can converge to X' only along the stable invariant manifold W&( X"). With this discussion we conclude that X" E S" is not only a stable equilibrium (as established by Th. 4.1) which nnay attract some solutions, but it does attract those and only those solutions that contain points on W & ( X " ) , that is, the solutions that are orthogonal to M at X " .
After establishing that S" belongs to the "attractive part" of M , we need to see whether all of the system solutions are attracted to S".
Let us now turn our attention to S". Consider an equilibrium point X " = (0. 
where 1M is the &axis. These sets are shown in Fig. 2 .
Let us consider an equilibrium point X " = (2, 4) = (0, 8. )
on M . The linearization of the system of (9) i" = -z"
(65)
c,,(xe).
Therefore, solutions converge to X" only along the stable invariant manifold W;, ( X " ) .
Thus, we have found so far that (some) solutions converge to S" U S"", and no solutions converge to S". Let us now denote the flow generated by (20) as $t(.). Then we can define the global stable invariant manifold of an equilibrium
X" E S" US"" by using points on the local manifold as initial conditions W"(X") = U 4t(w,s,,(Xe)).
(66)
W"(S") = U 4 t (~, S , " ( S " ) )
(67) The only subset of M whose attractivity we have not studied yet is S". Let us denote the set of all solutions converging to Se as U". We have thus characterized all the solutions that can converge to M : they belong either to U s or to U". Since Theorem 2.1 guarantees that all the solutions of (20) converge to M , it follows that = U" U U" (these two sets contain the entire M , including the points in S"). This means that we have partitioned the solutions into three sets:
1) W " ( S " ) :
solutions that converge to stable equilibria in M ; this set has a positive Lebesgue measure in because, as we shall see, IRn+p \ W " ( S " ) has measure zero.
2) W" (S""): solutions that converge to unstable equilibria in S"'L E M ; this set has Lebesgue measure zero4 in because for each X" E S"" c M , the set W"(X") is a manifold in IRn+p of dimension no larger than n -1. 3) U": solutions that converge to equilibria in S"; in Lemma A.3 in the Appendix we show that this set has Lebesgue measure zero in lR"+p.
IRn+p.
I R~+~. NO solutions converge to S".
VI. STABILITY OF NONADAPTIVE CONTROLLERS
Now we address the main question of this paper: does the adaptive controller "converge" to a stabilizing nonadaptive (constant) controller? More specifically: suppose the adaptive system has "run" until t = 00; substitute the constant pa- The following corollary now follows from Theorem 5.1 6 "" which result in instability of the equilibrium z = 0 of the nonadaptive system! This can happen, however, only along the invariant manifold W"(S"") whose measure is zero in the state space of the adaptive system. Furthermore, since W" (S"") is repulsive, any perturbation will divert the solution away from S"", and
Q ( t )
will1 converge to eS. Still, it is fair to say that the presence of W"(S'") influences the asymptotic behavior of the adaptive system in the sense that if the initial condition is very close to W'(S"'), then the solution will stay close to it for a long time but only to be eventually repelled by S"" and attracted to S". With the following example we illustrate the fact that some solutions converge to S"".
Example 6.1 (Example 5.1, C0ntinut.d):
Let us return to (28) for which we determined that the set S"" is the interval (-&, A) on the &axis which implies that 6"" = (-a, a). Let us consider a point (x. e) = (0,de) in S"".
With (52) and (50), we calculate the eigenspaces (75) of the matrix diag{A, (8) , 0} corresponding to the eigenvalues XI and Xz, respectively. Therefore, there exist stable and unstable invariant manifolds, W" arid W " , at each point in S"". These manifolds are shown in Fig. 3 for a set of points in the interval (0.6.1) c 6$.. Even though these points are unstable, solutions along W" converge to them.
The parameter estimate values tlhat they attain are destabilizing for the nonadaptive system. However, as we established in Theorem 5.1, the solutions corivergin5 to S"" have measure zero-almost all solutions converge to S". This set, defined Adaptation can be disconnected after X ( t ) has entered the ball where e is an asymptotically stabilizing parameter estimate for Cg, and x is in ( 5 3 , is the interval 6' = (a, +ea) on the &axis which corresponds to the stabilizing parameter estimate values for the nonadaptive system. In fact, according to Remark 6.1, the parameter estimate values from 6' guarantee global asymptotic stability because the plant (25) with 'pl(z1) = 2 1 is linear.
Next we give an example where the entire &axis is S " . Example 6.2 (Example 4.1, Continued): Let us consider (28) with cpl(z1) = zs for which we found in Example 4.1 that S" is the entire &axis. Therefore, all the solutions of the adaptive system converge to stabilizing values of the parameter estimate. This is not surprising because the asymptotically stable for all B E R, since all the nonlinear terms are quadratic or higher order in 21. However, only the parameter estimate 8 = B guarantees global asymptotic stability of the nonadaptive system. While it is almost obvious that adaptation can be disconnected at some time instant T , here we stress that adaptation can be disconnected at any time after some T.
Proofi By Theorem 5.1, all solutions of (76) with initial conditions in W " ( S " ) converge to points in S" which is a set of stable equilibria. Let us consider a solution X ( t ) = (~( t ) ,
8(t))
converging to X , = (0, e,) E S". The idea of the uroof is uresented Dictoriallv in Fig. 4 .
VII. WHEN TO TURN THE ADAPTATION OFF?
The last problem we address is of practical importance: determine a (sufficiently large) time instant T SO that adaptation can be disconnected at any time after T without destroying the closed-loop system stability.
Let us consider the following two systems: the closed-loop adaptive system Since X , is a stable equilibrium and the set S" is open in M , then there exists R > 0 such that
4,

2.
0--2.
-4.
-adaptation turned off 
From (78) and (81) 
VIII. CONCLUSION
Proving that the parameter estimates converge to constant values enabled us to study asymptotic: properties of adaptive nonlinear stabilizers. We showed that except for a set of initial conditions of measure zero, the parameter estimates converge to stabilizing values. Finally, we showed that no instability will occur if adaptation is disconnected after sufficiently long time. This is important for praciice whi:re after long adaptation the identifier no longer "follows" the plant but the noise.
While extending the results of this paper to other adaptive control schemes (those that are not L,yapunov-based) for the case of equilibrium stabilization may not be difficult, the extension to the case of tracking is expected to be far harder. The main reason is that our asymptotic constancy argument for the case of stabilization cannot Ibe directly extended to the case of tracking. Even though we know that the estimates converge both for the stabilization case and for the case of tracking rich trajectories, the nonzero nonrich case is still elusive. 
APPENDIX
(84) S". We know that it may have a stable invariant manifold W'(X'), an unstable invariant manifold W u ( X e ) , and it has a center manifold W ' ( X ' ) of dimension at least p + 1. We first show that no solution in W " ( X " ) can converge to X". We start by noting that at least one of the eigenvalues of At. (&) has a zero real part and proceed with a proof for the case of a single zero eigenvalue (the extension to other possible cases is straightforward). Denote by C E E L " a vector such that If a trajectory in W"(X") were to converge to X", it would need to do so tangentially to C (orthogonal to M , as a consequence of the fact that stable and unstable invariant manifolds of equilibria around X " art: orthogonal to M ) . In other words, as S ---f 0, the expression in (106) would need to tend to zero. This is impossible due to (108) which is not only positive but even tends to infinity as S + 0! Only solutions in W'(X") can converge to X" E Se, that is, U" = W'(S'). The manifold W"(X") is of dimension no higher than n -1, and since, by Lemma A.2, S" is of measure zero on the pdimensional manifold M , then U' = W s ( S c ) is of measure zero in I R n X p .
U Example A. 1 (Example 4.2, Cmtinuedj:
We illustrate Lemma A.3 with Fig. 6 where solutions in the neighborhood of the critical point ( x . 4) = (0.1) are given for both cp(z) = 2-(X(X (solid) and p(z) = z + ~X / T (dashed), starting from the same initial conditions. Note rhat the entire phase plane is the center manifold of the critical (equilibrium. While for cp(z) = z+lzlz we proved that the critical point is unstable, so the solutions certainly do not converge to it, even the solutions for p(z) = z -/z(z for which the equilibrium is stable, goes "around' the critical equilibrium, heading toward equilibria with a stabilizing value of ex. This is cclnfirmed by the fact that i?
