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A linear fractional program is shown, under certain restrictions, to have 
a fractional linear program as its dual. 
INTRODUCTION 
Consider the linear fractional programming problem: 
Maximize 
subject to 
x 3 0, Ax-b<O, dTx + /3 > 0. 
Here X, c, d E Rfl, b E R”, 01, /3 E R, A is a m x II matrix, and superscript T 
denotes transpose. 
Under certain restrictions, we give (in Theorem 2) a dual program to 
(PI). This dual, unlike those given by Ka’ska [2] and Swarup [3], is itself a 
linear fractional programming problem. 
The strict inequality constraint dTx + fl > 0 in (Pl) enables a one-one 
equivalence between fractional programs of type (Pl) and a class of linear 
programs. 
EQUIVALENCE 
DEFINITION. The two mathematical programs 
Maximize f(x) subject to x E s, 
Maximize WC) subject to [ E T, 
507 
Copyright 0 1913 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
(1) 
(11) 
508 CRAVEN AND MOND 
are q-equiwalent if there is a one-one map q of the constraint set S of (I) onto 
the constraint set T of (II), such that f(x) = F(q(x)). 
Remark. Clearly, the relation of q-equivalence is reflexive and transitive. 
Similar definitions apply to minimizing programs. 
LEMMA 1. Let (I) and (II) be q-equiwalent. (a): If (I) attaitts a maximum at 
x*, then (II) attains a maximum at q(x*). (b): If (II) attains a maximum at [*, 
then (I) attains a maximum at q-l(f*). 
Proof. In case (a), let [ = q(x) and [* = q(x*); in case(b), let x = q-l([) 
and x* = q-l(t*). Since q is one-one onto, these definitions are equivalent, 
and 
[x E S&x* E S&f(x) <f(x*)] o [t E T & [* E T&F(e) <<((*)I. 
Remark. Lemma 1 applies to global maxima. It applies also to local 
maxima, if q is a homeomorphism; for then q maps a sufficiently small 
neighbourhood of x* onto a neighbourhood of t*. 
THEOREM 1. The fractional linear program 
Maximize 
subject o 
(cTx + 41(dTx + 8, 
x 3 0, Ax--GO, dTx + p > 0, 
and the linear program 
Maximize 
cTy + nt 
subject o 
y > 0, t 3 0, dTy+/It=l, Ay - bt < 0, 
are q-equivalent, with q defined by 
4(x) = (Y, 4 
where 
t = (dTx + ,8)-l, y = xt, 
(PI) 
WI 
if, for each y 3 0, the point (y, 0) is not feasible for (P2). 
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Proof. If x is feasible for (Pl), then (y, t) = q(x) satisfies: 
y 3 0, t >Q Ay - bt = t(Ax - b) 6 0, dTy+/3t=1, 
so (y, t) is feasible for (P2). If (y, t) is feasible for (P2) then, since t > 0 by 
the hypothesis, x = q-l(y, t) is defined by x = y/t < co, and then 
x >, 0, Ax - b = t-l(Ay - bt) < 0, dTx + ,6 = t-l > 0, 
so x is feasible for (P2). Since also 
(cTx + 41(dTx + 8) = (cry + at)/(dTy + fit) = (c’y + cxt)/l, 
(Pl) and (P2) are q-equivalent. 
Remark 1. The related theorem of Charnes and Cooper [I] assumes the 
hypothesis that both programs attain optimal solutions, and so does not 
establish a q-equivalence. 
Remark 2. The hypothesis that, for each y > 0, (y, 0) is not a feasible 
point for (P2), holds in particular if the constraint set of (Pl) is bounded 
nonempty (see Lemma 1 of [I]), 
LEMMA 2. If p > 0, then (P2) is q-equiwaht, 
iVlaximixe 
(c - c+3-1d)Ty + c$-’ 
subject o y 3 0, and to 
bY P(Y, q =y, to 
(P3) 
Proof. If /3 > 0, then 
dTy + /3t = 1 and t>O=+dTy<l. 
Conversely, if dTy < 1, then there exists t = /W(l - dTy) such that t > 0 
and dTy + ,Bt = 1. 
Substitution for t gives (P3) from (P2). 
DUALITY 
DEFINITION. The program, 
Minimize b(w) subject to WE u, (III) 
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is a strong dual of the program 
Maximize f(x) subject to x E s, (1) 
if(i) (I) has an optimum solution x* if and only if (III) has an optimum solu- 
tion w*, and then f (x*) = +(w*); 
(ii) if x E S and w E U, then f (x) < C(w). 
Remark. If (III) is a strong dual of (I), and (I) is p-equivalent to (II), it 
follows readily that (III) is a strong dual of (II). 
LEMMA 3. If the fractional linear program: 
Maximize 
(q,=x - l)/(d=x + B) 
subject to 
w *> 
x 3 0, Ax--GO, d=x + ,6 > 0, 
has a bounded nonempty constraint set, then a strong dual of (PI *) is the linear 
program: 
Minimize z 
subject to VW 
u 3 0, A=u + dz 3 co , --=,+/%a - 1. 
Proof. By Theorem 1 and the following Remark 2, (Pl*) is q-equivalent 
to the linear program (P2), with a replaced by - 1 and c by c, . The (strong) 
dual of this linear program is (D2). 
LEMMA 4. The linear program (D2) is q-equivalent to the fractional linear 
program: 
Minimize 
- c~=W~=S + 1) (Dl’) 
subject to 
in which 
Ly = [u v w], Cl= = [O -1 11, 4= = VT -B PI, 
A, = [-A= + cob= -d - co/3 d + coPI. 
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Proof. In (D2), set z = w - w, where e, > 0, w 2 0. Then (D2) may be 
rewritten as 
Maximize 
-x=[O -1 l][u V W]r (D3) 
subject to u 3 0, v 3 0, w 3 0, and to 
Since (D3) is of the same algebraic form as (P3), with (Y = 0, Lemma 2 and 
Theorem 1 show that there exists a fractional linear program of the form 
(Pl), which is q-equivalent to (D3), if the matrix parameters are suitably 
chosen. Comparison of (D3) with (P3) g ives the parameters tated in Lemma 4. 
Expressing the fractional program as a minimizing problem gives (Dl’). 
THEOREM 2. A strong dual of the fractional linear program (Pl), under the 
hypotheses that /? # 0 and that (PI) has a bounded nonempty constraint set, is 
the fractional linear program: 
Minimize 
(hbTu + (2 + a) z + h)/(bTu - /3x + 1) (Dl) 
subject to ZJ 2 0, -bTu + flz + 1 > 0, and to 
(A= - cob=) u + (d + ~‘4 .z > co, 
where 
h = - #F( 1 + a) and co = c + hd. 
Proof. Since /3 # 0, (PI) can be rewritten as 
Maximize 
(coTx - l)/(d=x + /I) - h 
subject to 
x 3 0, Ax--GO, d=x + /3 > 0, 
w 
where h and co have the values stated in the theorem. The program (P4) 
differs from (Pl *) only by subtracting the constant h from the function to be 
maximized. From Lemmas 3 and 4, a strong dual of (Pl*) is the fractional 
linear program (Dl’). In this program, 
cIT[/(dIT[ + 1) = (-v + w)/[b=a - ,B(w - w) + I] = -z/(b=u - /9z + 1). 
40914213-2 
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The strong dual of (Pl) is then obtained by converting (Dl’) to a minimiza- 
tion problem, and adding h to the function to be minimized; this gives (Dl). 
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