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Abstrat: In this paper it is shown how to map a data manifold into a sim-
pler form by progressively disarding small degrees of freedom. This is the
key to self-organising data fusion, where the raw data is embedded in a very
high-dimensional spae (e.g. the pixel values of one or more images), and the
requirement is to isolate the important degrees of freedom whih lie on a low-
dimensional manifold. A useful advantage of the approah used in this paper is
that the omputations are arranged as a feed-forward proessing hain, where
all the details of the proessing in eah stage of the hain are learnt by self-
organisation. This approah is demonstrated using hierarhially orrelated
data, whih auses the proessing hain to split the data into separate proess-
ing hannels, and then to progressively merge these hannels wherever they are
orrelated with eah other. This is the key to self-organising data fusion.
1 Introdution
The aim of this paper is to illustrate an approah that maps raw data into
a representation that reveals its internal struture. The raw data is a high-
dimensional vetor of sample values output by a sensor suh as the samples of
a time series or the pixel values of an image, and the representation is typially
a lower dimensional vetor that retains some or all of the information ontent
of the raw data. There are many ways of ahieving this type of data redution,
and this paper will fous on methods that learn from examples of the raw data
alone.
A key approah to data redution is the self-organising map (SOM) [1℄.
There are many variants of the SOM approah whih may be used to map raw
data into a lower dimensional spae that retains some or all of its information
ontent. In order to inrease the variety of mappings SOMs an learn some
of these variants use quite sophistiated learning algorithms. For instane, the
topology of a SOM an be learnt by the neural gas approah [2℄, or the topology
of the network onneting several SOMs an be learnt by the growing hierarhi-
al self-organising map (GHSOM) approah [3℄.
The approah used in this paper aims to ahieve a similar type of result to
the GHSOM approah. GHSOM is a top-down oarse-to-ne approah to opti-
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mising a tree strutured network of SOMs, whereas in this paper a bottom-up
ne-to-oarse approah will be used that learns a tree struture where appropri-
ate. The hoie of a ne-to-oarse rather than oarse-to-ne approah is made
in order to obtain networks that an be readily applied to data fusion prob-
lems, where the goal is to progressively disard noise (and irrelevant degrees of
freedom) as the data passes along the proessing hain, thus gradually reduing
its dimensionality to eventually obtain a low-dimensional representation of the
original raw data.
The basis for the approah used in this paper is a Bayesian theory of SOMs
[4℄ in whih a SOM is modelled as an enoder/deoder pair, where the deoder
is the Bayes inverse of the enoder. In this approah the enoder is modelled as
a onditional probability over all possible odes given the input, and the ode
that is atually used is a single sample drawn from this onditional probability
(i.e. a winner-take-all ode). When the onditional probability is optimised
to minimise the average Eulidean distortion between the original input and
its reonstrution this leads to a network that has properties very similar to a
Kohonen SOM.
The basi approah [4℄ needs to be extended in two separate ways [5℄. Firstly,
to enourage the self-organisation of a proessing hain leading from raw data to
a higher level representation, the single enoder/deoder is extended to beome
a Markov hain of onneted enoders, where eah enoder feeds its output into
the next enoder in the hain. Seondly, to enourage the self-organisation of
eah enoder into a number of separate smaller enoders and thus to learn tree-
strutured networks where appropriate, eah enoder is generalised to use odes
that make simultaneous use of several samples from the onditional probability
rather than only a single winner-take-all sample.
The goal of the approah used in this paper is similar to that of the multiple
ause vetor quantisation approah [6℄, beause the ommon aim is to split data
into its separate omponents (or auses). However, the approah used in this
paper aims to minimise the amount of manual intervention in the training of the
network, and thus allow the struture of the data to determine the struture of
the network. This is made possible by using odes that onsist of several samples
from a single onditional probability, whih allows eah enoder to deide for
itself how to split into a number of separate smaller enoders. Also the approah
used in this paper does not make expliit use of a generative model of the data,
beause the aim is only to map raw data into a representation that laries its
internal struture (i.e. build a reognition model), for whih a generative model
may be suient but is atually not neessary.
This paper is organised as follows. In Setion 2 the struture of data is repre-
sented as smooth urved manifolds, and enoders are represented as hyperplanes
that slie through these manifolds. In Setion 3 the theory of a single enoder
is developed by extending a Bayesian theory of SOMs [4℄ from winner-take-all
enoders to multiple output enoders, and this theory is further extended to
Markov hains of onneted enoders [5℄. In Setion 4 these results are used
to train a network on some hierarhially orrelated data to demonstrate the
self-organisation of a tree-strutured network for proessing the data.
2
2 Data Manifolds
In order to represent the struture of data a exible framework needs to be
used. In this paper an approah will be used in whih the struture of the data
manifold is of primary importane, and the aim is to split apart the manifold
in suh a way as to reveal how its overall struture is omposed. This approah
must take aount of the relative amplitude of the various ontributions, so
that a high resolution representation would inlude even the smallest amplitude
ontributions to the manifold, and a low resolution representation would retain
only the largest amplitude ontributions. More generally, it would be useful
to onstrut a sequene of representations, eah with a lower resolution than
the previous one in the sequene. This ould be ahieved by progressively dis-
arding the smallest degree of freedom to gradually lower the resolution of the
representation. In eet, the representation will beome inreasingly abstrat
as it beomes more and more invariant to the ne details of the original data
manifold.
In Setion 2.1 the basi notation used to desribe manifolds is presented, and
in Setion 2.2 the proess of splitting a manifold into its omponent piees and
then reassembling these to form an approximation to the manifold is desribed.
2.1 Representation of Data Manifolds
Assume that the raw data vetor x lies on a smooth manifold x(u), parame-
terised by u whih is a vetor of o-ordinates in the manifold. Usually, though
not invariably, x is a high-dimensional vetor (e.g. an image omprising an
array of pixel values) and u is a low-dimensional vetor (e.g. a vetor of ob-
jet positions), in whih ase the spae in whih x lives is a high-dimensional
embedding spae for a low-dimensional manifold. Typially, u represents the
underlying degrees of freedom (e.g. objet o-ordinates), whereas x represents
the observed degrees of freedom (e.g. sensor measurements). Usually, u will
ontain some noise degrees of freedom, but these an be handled in exatly the
same way as other degrees of freedom by splitting u as u = (us, un) where us is
signal and un is noise. The probability density funtion (PDF) Pr(u) desribes
how the manifold is populated and Pr(x) (where Pr(x) =
∫
duPr(u)δ(x−x(u)))
desribes how the embedding spae is populated.
In general, x(u) is a non-linear funtion of u so the manifold is urved, and
thus oupies more linear dimensions of the embedding spae than would be
the ase if the manifold were not urved. It is ommonplae for a 1-dimensional
manifold (i.e. u is a salar) to be urved so as to oupy all of the linear
dimensions of the embedding spae (e.g. the manifold of images generated by
moving an objet along a 1-dimensional line of positions).
If x(u) an be written as x(u) = (x1(u1), x2(u2)), where x1(u1) and x2(u2)
are independently parameterised manifolds living in separate subspaes of the
embedding spae (where dim x = dimx1+dimx2 and dimu = dim u1+dimu2),
then x(u) desribes a tensor produt of manifolds as shown in Figure 1a. This
type of manifold arises when the underlying degrees of freedom are measured
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Figure 1: Examples of manifolds generated by images of a pair of objets. In
eah of the two diagrams the upper half shows the sensor data, and the lower half
shows the low-dimensional manifold topology assuming that the sensor data have
irular wraparound. The high-dimensional manifold geometry has a number
of dimensions equal to the number of pixels in the orresponding sensor. (a)
Tensor produt of manifolds: 2-torus topology. This is generated by observing
eah objet using a separate sensor. (b) Superposition (or mixture) of manifolds:
This is generated by observing both objets using the same sensor, so that there
is the possibility of overlap (possibly with obsuration) of the sensor data from
the two objets. In the limit where the objets overlap infrequently ase (b)
losely approximates ase (a).
by separate sensors. This parameterisation an readily be generalised to x(u) =
(x1(u1), x2(u2), · · · , xk(uk)) for k > 2. For independently populated manifolds
Pr(u) fatorises as Pr(u) = Pr(u1) Pr(u2), and if x(u) = (x1(u1), x2(u2)) then
Pr(x) = Pr(x1) Pr(x2) where Pr(xi) =
∫
dui Pr(ui)δ(xi−xi(ui)) for i = 1, 2. For
manifolds that are populated in a orrelated way (i.e. Pr(u) 6= Pr(u1) Pr(u2))
no suh simple result holds.
If x(u) an be written as x(u) = x1(u1) + x2(u2) (where dimx = dimx1 =
dimx2), then x(u) desribes a superposition (or mixture) of manifolds as shown
in Figure 1b. This type of manifold arises when the underlying degrees of
freedom are simultaneously measured by the same sensor. If there is little
or no overlap between x1(u1) and x2(u2) then this is approximately equiv-
alent to the ase x(u) = (x1(u1), x2(u2)) (where dimx = dim x1 + dimx2
and dimu = dim u1 + dim u2). On the other hand, where there is a signif-
iant amount of overlap so that x1(u1).x2(u2) > 0, there is no suh orre-
spondene. Assuming Pr(u) = Pr(u1) Pr(u2) then Pr(x) is given by Pr(x) =∫
du1du2 Pr(u1) Pr(u2)δ(x − x1(u1)− x2(u2)).
More generally, x(u) an be written as x(u) = x(u1, u2) where x(u1, u2) has
no speial dependene on u1 and u2. Although the manifolds are independently
parameterised by u1 and u2, when they are mapped to x their tensor produt
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struture is disguised by the mapping funtion x(u1, u2) whih is usually not
invertible. The superposition of manifolds x(u) = x1(u1) + x2(u2) is a speial
ase of this eet.
2.2 Mapping of Data Manifolds
Given examples of the raw data x how an an approximation to the mapping
funtion x(u) be onstruted? The detailed approah will be desribed in Se-
tion 3, but the basi geometri ideas will be desribed here. The basi idea is
to ut the manifold into piees whilst retaining only a limited amount of infor-
mation about eah piee, and then to reassemble these piees to reonstrut an
approximation to the manifold. This proess is imperfet beause it is disrupted
by disarding some of the information about eah piee, so the reonstruted
manifold is not a perfet opy of the original manifold. This loss of informa-
tion is ritial to the suess of this proess, beause if perfet information were
retained then there would be no need to disover a lever way of utting the
manifold into piees, and thus no possibility of disovering the struture of the
manifold (e.g. whether it is a simple tensor produt). The information that
is preserved depends on exatly how the urved manifold is mapped to a new
representation (see Setion 3 for details).
Figure 2: Using hyperplanes to slie piees o onvex urved manifolds. Sliing
a urved manifold into piees prepares it for mapping to another representa-
tion. (a) 1-dimensional manifold with ars being slied o by hords. (b) 2-
dimensional manifold with aps being slied o by planes (only a few of these
are shown in order to keep the diagram simple).
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Figure 2a shows an example of how a onvex 1-dimensional manifold an be
ut into overlapping piees by a set of lines, and Figure 2b shows the generali-
sation to the 2-dimensional ase. This proess is onsiderably simplied if the
manifold is onvex beause then the hyperplane slies o a loalised piee of the
manifold, as required.
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Figure 3: Manifolds generated by a 1-dimensional objet. The data vetor is
x = (· · · , x−2, x−1, x0, x1, x2, · · · ) where xi = exp(−
(i−a)2
2σ2 ), σ is the width
of the objet funtion, a (−∞ < a < ∞) is the position of the objet, and
i (i = 0,±1,±2, · · · ) is the loation of the points where the objet amplitude
is sampled. The manifolds shown are 3-dimensional embeddings (x1, x2, x3)
of the 1-dimensional urved manifolds generated as a varies for a variety of
objet widths σ. For σ = 0.25 (i.e. a narrow objet funtion) the manifold
is onave with usps, as σ is inreased the onavity and the usps beome
less pronouned until the manifold rosses the border between being onave
and being onvex, and for σ = 1 (i.e. a wide objet funtion) the manifold is
smoothly onvex. Conave manifolds with usps are not well suited to being
slied apart by hyperplanes whereas smoothly onvex manifolds are well suited,
and this type of onvex manifold is typial of high-dimensional data whih also
has a high resolution so that eah objet overs several sample points.
Figure 3 shows an example of how the onvexity assumption an break down.
The full embedding spae ontains the vetor formed from an array of samples of
a 1-dimensional objet funtion, but only three dimensions of the full embedding
spae are shown in Figure 3. Several senarios are shown ranging from a narrow
objet (i.e. undersampled) to a broad objet (i.e. oversampled). Oversampling
leads to a smooth onvex manifold, whereas undersampling leads to a onave
manifold with usps. Typially, onvex manifolds our in signal and image
proessing where the raw data are sampled at a high enough rate, and non-
onvex manifolds our when the raw data has already been proessed into a
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low-dimensional form, suh as when some underlying degrees of freedom (or
features) have already been extrated from the raw data.
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
-1.5-10.50 .51 .5
x1
-1.5
-1
-0.5
0
0.5
1
1.5
x
2
Figure 4: Using a stohasti vetor quantiser (SVQ) to map a urved manifold
to a new representation (see Setion 3 for details). The manifold is the unit
irle whih is softly slied up by the SVQ posterior probabilities, whih are
dened as the (normalised) outputs of a set of sigmoid funtions, whih in turn
depend on a set of weight vetors and biases. For eah sigmoid funtion a dashed
line is drawn to show where its (unnormalised) output is
1
2 , although here it is
the urved ontours of the posterior probabilities (rather than the dashed lines)
that are atually used to slie up the manifold.
Figure 4 shows the results obtained by for a irular manifold using the
stohasti vetor quantiser (SVQ) approah of Setion 3. The results orrespond
to Figure 2a, exept that now the sliing is done softly in order to preserve
additional information about the manifold, and to ensure that the reonstruted
manifold does not show artefats when the slies are reassembled.
Figure 5 shows an example of how a onvex (1 + ǫ)-dimensional manifold (a
small length extrated from a ylindrial surfae) an be ut into overlapping
piees by a set of planes. The 1 in (1+ǫ) is a large degree of freedom (ar length
around the ylinder)), whereas the ǫ in (1+ǫ) is a small degree of freedom (length
along the ylinder) beause it has a small amplitude ompared to the large
degree of freedom. Beause of the orientation of the planes they are insensitive
to the small degree of freedom, so the reonstruted manifold is 1-dimensional
manifold (i.e. the ǫ omponent has been disarded). The orientation of the
planes may be used in various ways to ontrol their sensitivity to the manifold,
7
Figure 5: Using hyperplanes to slie piees o a urved manifold. The manifold
is 2-dimensional with a large and a small degree of freedom. Eah hyperplane
slies through the manifold in suh a way that it uts o a piee of the manifold
that has a limited range of values of the large degree of freedom but all possible
values of the small degree of freedom. This is the basi means by whih a
manifold an be mapped to a new representation.
and some quite sophistiated examples of this will be disussed in Setion 4.
These results generalise to soft sliing as used in Figure 4.
3 Learning a Manifold
In order to learn how to represent the struture of a data manifold a exi-
ble framework needs to be used. In this paper an approah will be used in
whih the manifold is mapped to a lower resolution representation in suh a
way that a good approximation to the original manifold an be reonstruted.
Key requirements are that these mappings an be asaded to form sequenes
of representations of progressively lower resolution having more and more in-
variane with respet to details in the original manifold, and that the mappings
an learn to represent tensor produts of manifolds so that the representation
of the manifold an split into separate hannels. To ahieve this it is suient
to use a variant [5℄ of the standard vetor quantiser [7℄ to gradually ompress
the data.
In Setion 3.1 the theory of stohasti vetor quantisers (SVQ) is presented,
and in Setion 3.2 it is extended to hains of linked SVQs.
3.1 Stohasti Vetor Quantiser
As was disussed in Setion 2 a proedure is needed for utting a manifold
into piees and then reassembling these piees to reonstrut the manifold. It
8
turns out that all of the required properties emerge automatially from vetor
quantisers (VQ), and their generalisation to stohasti vetor quantisers (SVQ).
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Figure 6: A mathed enoder/deoder pair represented as a folded Markov hain
(FMC) x0 −→ x1 −→ x1 −→ x0. The input x0 is enoded as x1 whih is then
passed along a distortionless ommuniation hannel to beome x1 whih is
then deoded as x0. The enoder is modelled using the onditional probability
Pr(x1|x0) to allow for the possibility that the enoder is stohasti, and the
orresponding deoder is modelled using the Bayes inverse onditional probabil-
ity Pr(x0|x1). The distortionless ommuniation hannel is modelled using the
delta funtion δ(x1 − x1).
Figure 6 shows a folded Markov hain (FMC) as desribed in [4℄. An FMC
enodes its input x0 (i.e. uts the input manifold into piees using the ondi-
tional PDF Pr(x1|x0)) and then reonstruts an approximation to its input x0
(i.e. reassembling the piees to reonstrut the input manifold using the Bayes
inverse PDF Pr(x0|x1) =
Pr(x1|x0) Pr(x0)
Pr(x1)
), so it is ideally suited to the task at
hand. An objetive funtion D needs to be dened to measure how aurately
the reonstrution x0 approximates the original input x0.
It is simplest to use a Eulidean objetive funtion that measures the average
squared (i.e. L2) distane ‖x0−x0‖
2
, and whih must be minimised with respet
to the enoder Pr(x1|x0) (note that the deoder Pr(x0|x1) is then ompletely
determined by Bayes' theorem).
D =
∫
dx0dx1dx0dx1 Pr(x0) Pr(x1|x0)δ(x1 − x1) Pr(x0|x1) ‖x0 − x0‖
2
(1)
Using Bayes' theorem Equation 1 an be manipulated into the form [4℄
D = 2
∫
dx0dx1 Pr(x0) Pr(x1|x0) ‖x0 − x0(x1)‖
2
(2)
9
where D must be minimised with respet to both the enoder Pr(x1|x0) and the
reonstrution vetor x0(x1). Note that this simpliation of Equation 1 into
Equation 2 depends ritially on the Eulidean form of the objetive funtion.
x0 x1
PrHx1 È x0L
x

0Hx1L
Figure 7: An enoder/deoder pair represented as the hain x0 −→ x1 −→
x0(x1). This ontains only those parts of the FMC that aet the Eulidean
distortion objetive funtion.
Figure 7 is a transformed version of Figure 6 that reets the transformation
of Equation 1 into Equation 2. The enoder Pr(x1|x0) is the most important
part of this diagram, whereas the reonstrution vetor x0(x1) is less important
so it is shown as a dashed line.
Thus far a non-parametri representation of Pr(x1|x0) and x0(x1) has been
used, so analyti minimisation of D [4℄ leads to Pr(x1|x0) −→ δ(x1 − x1(x0)),
in whih ase the enoder ould be perfet (i.e. lossless) and it would not be
possible to disover the struture of the input manifold, as disussed in Setion
2. To make progress onstrained forms of Pr(x1|x0) and x0(x1) must be used
in order to limit the resoures available to the enoder/deoder, and thus fore
it to disover lever ways of mapping the input manifold to redue the damage
aused by having only limited oding resoures.
One way of onstraining the enoder/deoder is for x1 to be a salar index
y1 where y1 = 1, 2, · · · ,m1 (m1 is the size of the ode book), whih is a single
sample drawn from the enoder Pr(x1|x0). Analyti minimisation of D [4℄ now
leads to Pr(x1|x0) −→ δy1,y1(x0) so that D = 2
∫
dx0 Pr(x0)‖x0 − x0(y1(x0))‖
2
whih is the objetive funtion for a standard least squares vetor quantiser [7℄.
A better way of onstraining the enoder/deoder is for x1 to be the his-
togram (ν1, ν2, · · · , νm1) of ounts of independent samples of the salar index
y1 (n1 =
∑m1
y1=1
νy1 is the total number of samples), and for x0(x1) to be ap-
proximated as x0(x1) ≈
∑m1
y1=1
νy1
n1
x0(y1) (rather than using the full funtional
form x0(ν1, ν2, · · · , νm1)). Although it is still possible to obtain analyti results
it usually requires a lot of alulation [8℄, and it is generally better to use a
numerial optimisation approah. An upper bound for the objetive funtion D
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is then given by [9℄
D ≤ 2
n1
∫
dx0 Pr(x0)
m1∑
y1=1
Pr(y1|x0) ‖x0 − x0(y1)‖
2
+ 2(n1−1)
n1
∫
dx0 Pr(x0)
∥∥∥∥∥x0 −
m1∑
y1=1
Pr(y1|x0)x0(y1)
∥∥∥∥∥
2
(3)
where the unonstrained enoder/deoder orresponds to the left hand side of
Equation 3 and the onstrained enoder/deoder orresponds to the right hand
side of Equation 3. Note how the random utuations in the multiple sample
histogram are analytially summed over in Equation 3, leaving only the single
sample enoder Pr(y1|x0) to be optimised.
A further onstraint is to assume that Pr(y1|x0) is parameterised as the
normalised output of a set of sigmoid funtions
Pr(y1|x0) =
Q(y1|x0)∑m1
y′
1
=1
Q(y′
1
|x0)
Q(y1|x0) =
1
1+exp(−w10(y1).x0−b1(y1))
(4)
whereQ(y1|x0) is the unnormalised output from ode index y1, depending on the
weight vetor w10(y1) and the bias b1(y1). This parameterisation of Pr(y1|x0)
ensures that it an be used to slie piees o onvex manifolds as illustrated in
Figure 4. Optimisation of the objetive funtion is then ahieved by gradient
desent variation of the three sets of parameters w10(y1), b1(y1), and x0(y1).
These (and other) derivatives of the objetive funtion were given in [9℄.
The onstrained objetive funtion in Equation 3 and Equation 4 yields a
great variety of useful results, suh as the simple result shown in Figure 4 whih
used m1 = 6, n1 = 20, and x0 = (cos θ, sin θ) with θ uniformly distributed in
[0, 2π], to learn a mapping from the 1-dimensional input manifold embeded in a
2-dimensional spae (dim x0 = 2) to a 6-dimensional spae (m1 = 6). This is the
key objetive funtion that an be used to optimise the mapping of the input
manifold to a new representation Pr(y1|x0) for y1 = 1, 2, · · · ,m1. Minimising
the Eulidean distortion ensures that Pr(y1|x0) denes an optimal mapping of
the input manifold, suh that when n1 samples are drawn from Pr(y1|x0) they
ontain enough information to form an aurate reonstrution of x0.
Figure 8 is a transformed version of Figure 7 that shows an example of the
struture of some types of optimal solution that are obtained by minimising
the onstrained objetive funtion in Equation 3. The tensor produt struture
of the input manifold is revealed in this type of solution, beause the input
vetor x0 splits into two parts as x0 = (x
a
0 , x
b
0) eah of whih is separately
enoded/deoded. This type of fatorial enoder is favoured by limiting the size
of the ode book m and by using an intermediate number of samples n1 (n1 = 1
leads to a standard VQ, and n1 −→ ∞ allows too many oding resoures to
lead to lever enoding shemes).
The self-organised emergene of fatorial enoders is one of the major strengths
of the SVQ approah. It allows the ode book to split into two or more separate
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Figure 8: A fatorial enoder/deoder pair represented as the pair of dison-
neted hains xa0 −→ x
a
1 −→ x
a
0(x
a
1) and x
b
0 −→ x
b
1 −→ x
b
0(x
b
1). The input vetor
is x0 = (x
a
0 , x
b
0) highlighted by the left hand retangle, the ode is x1 = (x
a
1 , x
b
1)
highlighted by the right hand retangle, and the reonstrution is x0 = (x
a
0 , x
b
0).
The dependenies amongst the variables is indiated by the arrows in the dia-
gram, whih shows that subspaes a and b are independently enoded/deoded.
smaller ode books in a data driven way rather than being hard-wired into the
ode book at the outset (e.g. [6℄).
3.2 Chain of Stohasti Vetor Quantisers
The enoder/deoder in Figure 7 leads to useful results for mapping the input
data manifold when its operation is onstrained in various ways. A muh larger
variety of mappings may be onstruted if the enoder/deoder is viewed as a
basi module, and then networks of linked modules are used to proess the data
[5℄. It is simplest to regard this type of network as progressively mapping the
input manifold as it ows through the network modules.
Figure 9 shows a 3-stage hain of linked enoder/deoders of the type shown
in Figure 7. The important part of this diagram is the proessing hain whih
is the solid line owing from left to right at the top of the diagram reating the
Markov hain x0
Pr(x1|x0)
−→ x1
Pr(x2|x1)
−→ x2
Pr(x3|x1)
−→ x3. The reonstrution vetors
xl−1(xl) for l = 1, 2, 3 are the dashed lines owing from right to left.
The state xl of layer l of the hain is the histogram (ν1, ν2, · · · , νml) of
ounts of samples drawn from Pr(yl|xl−1) (nl =
∑ml
yl=1
νyl is the total number
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Figure 9: A 3-stage hain of linked SVQs. The lth enoder is modelled using
the onditional probability Prl,l−1(xl|xl−1), and the orresponding deoder is
modelled using the reonstrution vetors xl−1(xl), where eah xl is a histogram
of samples.
of samples). In numerial implementations xl is hosen to be the (normalised)
histogram for an innite number of samples (i.e. the relative frequenies implied
by Pr(yl|xl−1)), and xl−1(xl) is hosen to depend on only a nite number ml of
samples randomly seleted from this histogram xl−1(xl) ≈
∑ml
yl=1
νyl
nl
xl−1(yl).
This hoie of how to operate the network is not unique but it has the advantage
of simplifying the omputations. The innite number of samples used in xl en-
sures that the xl do not randomly utuate, so no Monte Carlo simulations are
required to implement the feed-forward ow through the network. The nite
number of samples nl used in xl−1(xl) leads to exatly the same objetive fun-
tion as in Equation 3 where the random utuations are analytially summed
over, whih ensures that eah deoder has limited resoures and thus fores the
optimisation of the network to disover intelligent ways of enoding the data.
This type of network redues to a standard way of using a Markov hain when
only a single sample is drawn from eah of the Pr(yl|xl−1).
Eah stage of the hain orresponds to an objetive funtion of the form
shown in Equation 3 but applied to the lth stage of the hain. The total ob-
jetive funtion is a weighted sum of these individual ontributions. This en-
ourages all of the mappings in the hain to minimise their average Eulidean
reonstrution error, whih gives a progressive mapping of the input manifold
along the proessing hain. However, the relative weighting of the later stages
of the hain must not be too great otherwise they fore the earlier mappings
in the hain to beome singular (e.g. all inputs mapped to the same output),
beause the output of a singular mapping an be mapped with little or no more
ontribution to the overall objetive funtion further along the hain. A less
extreme form of this phenomenon an be used to enourage fatorial enoders
to emerge, beause they produe a (normalised) histogram output state that has
a smaller volume (in the Eulidean sense) than a non-fatorial enoder, whih
redues the size of the ontribution to the overall objetive funtion from the
next stage in the hain.
If the hain network topology in Figure 9 is ombined with the fatorial
enoder/deoder property of SVQs shown in Figure 8 then all ayli network
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topologies are possible. This an be seen intuitively beause ow through the
hain orresponds to ow along the time-like diretion in an ayli network (i.e.
following the direted links), and multiple parallel branhes our wherever there
is an SVQ fatorial enoder in the hain. An example of the emergene of this
type of network topology will be shown in Setion 4.
4 Learning a Hierarhial Network
The purpose of this setion is to demonstrate the self-organised emergene of
a hierarhial network topology starting from a hain-like topology of the type
shown in Figure 9. For the purpose of this demonstration the raw data must
have an appropriate orrelation struture, whih will be ahieved by generating
the data as a set of hierarhially orrelated phases. Thus eah data vetor
is a 4-dimensional vetor of phases φ = (φ1, φ2, φ2, φ4), where the φi are the
leaf nodes of a binary tree of phases, where the binary splitting rule used is
φ −→ (φ− α, φ+ β) with α and β being independently and uniformly sampled
from the interval [0, pi2 ], and the phase of the root node is uniformly distributed
in the interval [0, 2π]. This will lead to eah of the φi being uniformly distributed
phase variables thus uniformly oupying a irular manifold. However, beause
the φi are orrelated due to the way that they are generated by the binary
splitting proess, the φ do not uniformly populate a 4-torus manifold (i.e. tensor
produt of 4 irles).
Figure 5 showed an example of what the manifold of a pair of orrelated
variables looks like, with a large degree of freedom (e.g. φ1 + φ2) and a small
degree of freedom (e.g. φ1 − φ2), and the hyperplanes enoding the manifold
in suh a way as to disard information about the small degree of freedom (e.g.
φ1 − φ2). In this way the 3-stage hain in Figure 9 an progressively disard
information about small degrees of freedom in φ, starting with a 4-torus manifold
(non-uniformly populated) and ending up with a irular manifold (uniformly
populated), as will be seen below. This is the basi idea behind using this type
of self-organising network for data fusion.
Figure 10 shows the o-ourrene matries of pairs of the φi displayed as
satter plots. The bands in these plots wrap around irularly and orrespond
to the manifold shown in Figure 5. Beause φ1 and φ2 (and also φ3 and φ4) lie
lose to eah other in the hierarhy, Pr(φ1,φ2) and Pr(φ3, φ4) have a narrower
band than Pr(φ1,φ3), Pr(φ1,φ4), Pr(φ2,φ3) and Pr(φ2,φ4).
A 3-stage hain of linked SVQs of the type shown in Figure 9 is now trained,
where eah stage ontributes an objetive funtion of the form shown in Equa-
tion 3 and Equation 4. The sizes M of eah of the 4 network layers are
M = (8, 16, 8, 4). The size of layer 0 (the input layer) is determined by the
dimensionality of the input data, whereas the sizes of eah of the other layers
is hosen to be 4 times the number of phase variables that eah is expeted to
use in its enoding of the input data, whih enourages the progressive removal
of small degrees of freedom from the data as it ows along the hain into ever
smaller layers. The number of samples n used for eah of the 3 SVQ stages are
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Figure 10: Co-ourrene matries of all pairs of phases. Note that the blok
struture is symmetri so eah o-diagonal o-ourrene matrix appears twie.
The hierarhial orrelations ause φ1and φ2 (and similarly φ3 and φ4) to be
more strongly orrelated with eah other than φ2 and φ3.
n = (20, 20, 20), whih are large enough to allow eah SVQ to develop into a
fatorial enoder, so that the proessing an proeed in parallel along several
paths (whih are progressively fused) along the hain. The relative weightings
λ assigned to the objetive funtions ontributed by eah of the 3 SVQ stages
are λ = (1, 5, 0.1), where a large weighting is assigned to the stage 2 SVQ to
enourage the stage 1 SVQ to develop into a fatorial enoder, and a small
weighting is assigned to the stage 3 SVQ beause the stage 2 SVQ needs no
additional enouragement to develop into a fatorial enoder.
The network was trained by a gradient desent on the overall network ob-
jetive funtion, using a step size hosen separately for eah SVQ stage and
separately for eah of the 3 parameter types wl,l−1(yl), bl(yl), and xl−1,l(yl) in
eah SVQ stage (for l = 1, 2, 3). The size of all of these step size parameters
was hosen to be large at the start of the training shedule, and then gradually
redued as training progressed, with the relative rate of redution being ho-
sen to enourage earlier SVQ stages to onverge before later SVQ stages. In
general, dierent hoies of network parameters and training onditions lead to
dierent types of trained network, and sine there is no prior reason for hoosing
one partiular solution in preferene to another the hoie must be left up to
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the user. All the omponents of the weight vetors, biases, and reonstrution
vetors are initialised to random numbers uniformly distributed in the interval
[−0.1, 0.1].
HaL HbL HcL
Figure 11: Reonstrution vetors xl−1,l(yl) (for l = 1, 2, 3) after training a
3-stage network of linked SVQs on the hierarhially orrelated phases data.
These diagrams are rotated 90◦ antilokwise relative to Figure 9, so the pro-
essing hain runs from bottom to top of eah diagram. Line thikness indiates
the size of a reonstrution vetor omponent, and dashing indiates that the
omponent is negative. (a) All reonstrution vetor omponents. (b) Largest
reonstrution vetor omponents obtained by applying a threshold to the mag-
nitude of eah omponent. () The same as (b) exept that the positions of the
nodes in all layers (other than the input layer) have been permuted (along with
the onnetions between layers) to make the network topology learer.
Figure 11 shows the reonstrution vetors xl−1,l(yl) (for l = 1, 2, 3) in a
trained 3-stage hain of linked SVQs of the type shown in Figure 9. Reon-
strution vetors are displayed beause they are easier to interpret than weight
vetors. The data φ = (φ1, φ2, φ2, φ4) is embedded in an 8-dimensional input
spae as x = (x1, x2, x3, x4, x5, x6, x7, x8) where (x2i−1, x2i) = (cosφi, sinφi).
The key diagram is Figure 11 whih shows the largest omponents of the re-
onstrution vetors, and has been reordered to make the hierarhial network
topology lear. Eah of the rst two stages of this network has learnt to op-
erate as two or more enoder/deoders (i.e. a fatorial enoder/deoder) as in
Figure 8. The rst stage of the network breaks into 4 enoder/deoders that
enode eah of the φi (see the results in Figure 14 and Figure 15 for justia-
tion of this), the seond stage of the network breaks into 2 enoder/deoders
that enode φ1 + φ2 and φ3 + φ4 (see the results in Figure 16 and Figure 17
for justiation of this), and the third stage of the network is a single enoder
that enodes φ1 + φ2 + φ3 + φ4 (see the results in Figure 18 and Figure 19 for
justiation of this). The onnetivity in the stage 1 SVQ is not the same for all
of the φi beause of the interation between the thresholding presription used
to reate Figure 11 and the dierent orientation of eah of the 4 parts of the
stage 1 fatorial enoder with respet to eah of the 4 orresponding irular
input manifolds.
Although the network in Figure 11 omputes using ontinuous-valued num-
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bers, the thresholded reonstrution vetors in Figure 11b may be inspeted to
reveal the symboli logi expressions that approximate to eah of the (thresh-
olded) outputs Oi(x) for i = 1, 2, 3, 4 from the highest layer of the network
(using logial negation
_
xi to denote −xi beause the inputs lie in the range
[−1, 1]).
O1(x) =
_
x2 ∩ x3 ∩ x5 ∩ x8
O2(x) = x2 ∩
_
x3 ∩
_
x5 ∩
_
x8
=
_
O1(x)
O3(x) =
_
x1 ∩
_
x4 ∩
_
x6 ∩ x7
O4(x) = x1 ∩ x4 ∩ x6 ∩
_
x7
=
_
O3(x)
(5)
In order to keep these expressions short they use a slightly higher threshold
than was used to reate Figure 11b, beause this suppresses some of the re-
onstrution vetor omponents linked to (x1, x2, x3, x4). In this partiularly
simple example it is possible to obtain very short symboli expressions, but
more generally ontinuous-valued omputations would be needed to obtain good
approximations to the network outputs.
Figure 12 shows some examples of the node ativities Pr(yl|xl−1) (for l =
1, 2, 3) in the trained network shown in Figure 11. The individual piees of
eah fatorial enoder are indiated by the boxes, and the patterns of ativity
are suh that every box ontains one or more ative nodes, as would be expeted
if eah box were ating as a separate enoder.
Figure 13 shows simplied versions of the two types of enoder/deoder that
our in Figure 11 overlaid on a o-ourrene matrix of the type shown in
Figure 10.
Figure 14 and Figure 15 show the enoders that our in stage 1 of Figure
11. These are all fatorial enoders of the type shown in Figure 13b, as an be
seen from the orientation of the response regions for the various nodes whih
uts aross the band of the o-ourrene matrix in the same way as in Figure
13b. This orresponds to the onnetivity seen in Figure 11 where eah φi has
its own enoder.
Figure 16 and Figure 17 show the enoders that our in stage 2 of Figure
11. These are invariant enoders of the type shown in Figure 13a, as an be seen
from the orientation of the response regions for the various nodes whih uts
aross the band of the o-ourrene matrix in the same way as in Figure 13a.
This orresponds to the onnetivity seen in Figure 11 where eah of φ1 + φ2
and φ3 + φ4 has its own enoder.
Figure 18 and Figure 19 show the enoder that ours in stage 3 of Figure 11.
This is an invariant enoder of the type shown in Figure 13a, whih orresponds
to the onnetivity seen in Figure 11.
The diagrams in this setion show how a 3-stage hain of linked SVQs of
the type shown in Figure 9 self-organises to proess hierarhially orrelated
phase data. Stage 1 makes an approximate opy of the data where eah phase
is separately enoded, then stage 2 enodes the output of stage 1 disarding the
smallest degrees of freedom, and nally stage 3 enodes the output of stage 2
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Figure 12: Some typial examples of node ativities Pr(yl|xl−1) (for l = 1, 2, 3)
in the trained 3-stage network of linked SVQs. The permuted version of the
network is used to make the results easier to interpret. The area of eah lled
irle is proportional to the ativity it represents, and the negative values that
our in the input layer are represented by unlled irles. The hierarhial
struture of the network is indiated by drawing a box around eah part of eah
network layer that ats as a separate enoder, so that typially there are one or
two ative nodes within every box.
disarding the next smallest degree of freedom. The hain of SVQs has thus split
itself into a hierarhial network of linked enoders that is optimally mathed
to the task of mapping from the original data at the input to the hain to
the ompressed representation at the output of the hain. This is true self-
organisation of multiple enoders unlike the hard-wiring of enoders that is
used in other approahes (e.g. [6℄).
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Figure 13: Two ways of enoding a pair of orrelated phases φ1 and φ2. The
o-ourrene matrix of φ1 and φ2 is represented as a narrow band that is
populated by data points, so that the orrelation manifests itself as φ1 ≈ φ2.
(a) This shows how an invariant enoder operates, in whih the response region
of eah node is oriented so that it has high resolution for the φ1 + φ2 but is
ompletely insensitive to φ1 − φ2. This does not enode information about the
small degree of freedom measured aross the band of the o-ourrene matrix.
(b) This shows how a fatorial enoder operates, in whih the response region
of eah node is highly anisotropi, with high resolution for one of the phases
but ompletely insensitive to the other phase. Aurate enoding is ahieved
by using the nodes in pairs with orthogonally interseting response regions, as
shown in the example highlighted in the diagram.
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Figure 14: Node ativities in layer 1 as a funtion of the inputs φ1 and φ2
(with φ3 = φ4 = 0) whih has the properties of a fatorial enoder. In eah plot
the ontours representing the node reponse are overlaid on the o-ourrene
matrix of the pair of inputs φ1 and φ2. One of the ontour heights is drawn
bold to highlight the region where the node response is large. Half of the nodes
do not respond at all, and the other half split into two subsets of equal size, one
with high resolution in φ1 but ompletely insensitive to φ2, and the other with
high resolution in φ2 but ompletely insensitive to φ1. The response is sensitive
to the small degree of freedom measured aross the band of the o-ourrene
matrix. The non-zero responses orrespond to the 8 nodes in layer 1 that are
strongly onneted to φ1 and φ2.
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Figure 15: Node ativities in layer 1 as a funtion of the inputs φ3 and φ4
(with φ1 = φ2 = 0) whih has the properties of a fatorial enoder. The non-
zero responses orrespond to the 8 nodes in layer 1 that are strongly onneted
to φ3 and φ4.
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Figure 16: Node ativities in layer 2 as a funtion of the inputs φ1 and φ2 (with
φ3 = φ4 = 0) whih has the properties of an invariant enoder. Half of the
nodes do not respond at all, and the other half respond to well-dened regions
in φ1 and φ2. The ontours representing the node response are overlaid on the
o-ourrene matrix of the pair of inputs φ1 and φ2. One of the ontour heights
is drawn bold to highlight the region where the node response is large. This
shows that eah node responds to a loal region of the populated region of the
o-ourrene matrix, and to a limited extent generalises outside this region.
The response is invariant with respet to the small degree of freedom measured
aross the band of the o-ourrene matrix, whih demonstrates that layer 2
has aquired an invariane that was absent in layer 1. There are also non-zero
responses in the unpopulated region of the o-ourrene matrix whih arise
beause the sum of the node ativities is normalised. The non-zero responses
orrespond to the 4 nodes in layer 2 that are strongly onneted to φ1 and φ2.
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Figure 17: Node ativities in layer 2 as a funtion of the inputs φ3 and φ4 (with
φ1 = φ2 = 0) whih has the properties of an invariant enoder. The non-zero
responses orrespond to the 4 nodes in layer 2 that are strongly onneted to
φ3 and φ4.
Figure 18: Node ativities in layer 3 as a funtion of the inputs φ1 and φ2 (with
φ3 = φ4 = 0) whih has the properties of an invariant enoder.
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Figure 19: Node ativities in layer 3 as a funtion of the inputs φ3 and φ4 (with
φ1 = φ2 = 0) whih has the properties of an invariant enoder.
24
5 Conlusions
This paper has shown how it is possible to map a data manifold into a sim-
pler form by progressively disarding small degrees of freedom. This is the
key to self-organising data fusion, where the raw data is embedded in a very
high-dimensional spae (e.g. the pixel values of one or more images), and the
requirement is to isolate the important degrees of freedom whih lie on a low-
dimensional manifold. A useful advantage of the approah used in this paper is
that it assumes only that the mapping from manifold to manifold is organised
in a hain-like topology, and that all the other details of the proessing in eah
stage of the hain are to be learnt by self-organisation. The types of appliation
for whih this approah is well-suited are ones in whih separation of small and
large degrees of freedom is desirable. For instane, separation of targets (small)
and jammers (large) is relatively straightforward using this approah [10℄.
Data that is not embedded in a higher-dimensional spae is usually not
suitable for proessing with the approah used in this paper. For instane,
ategorial (or symboli) data that has one of only a few possible states is not
suitable, but a smoothly variable array of pixel values is suitable. This type
of network is intended to operate on raw sensor data rather than pre-proessed
data, and typially will use high-dimensional intermediate representations in its
proessing hain. Beause of its ability to ompress the raw data into a muh
simpler form, this type of network would typially be used as a bridge between
the sub-symboli raw sensor data and the symboli higher level representation
of that data.
Although the full onnetivity between adjaent layers of the hain implies
that the omputations an be expensive, after some initial training the fatorial
struture of the various enoders beomes lear and an be used to prune the
onnetions to keep only the ones that are atually used (i.e. usually only
a small proportion of the total number). When the hain is fully trained eah
ode index typially depends on only a small number of ontributing inputs (i.e.
a reeptive eld) from the previous stage of the hain. Furthermore, beause of
the normalisation used in eah layer, the size and shape of the reeptive elds
mutually interat (i.e. there is a xed total amount of ativity in eah layer),
so the raw reeptive elds (i.e. as dened by the feed-forward network weights)
are dierent from the renormalised reeptive elds (i.e. after taking aount of
normalisation).
The network desribed in this paper passes information along the proess-
ing hain in a deterministi fashion, beause it uses (hypothetial) histograms
ontaining an innite number of samples, whih thus do not randomly utu-
ate. This was done for omputational onveniene (i.e. to avoid Monte Carlo
simulations) and is not a fundamental limitation of the approah used. With
additional omputational eort it is possible to operate the network as a (non-
deterministi) Markov hain in whih the histograms ontain only a nite num-
ber of samples, whih therefore randomly utuate and explore network states
in the viinity of the deterministi state used in this paper.
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