Abstract-A new approach to spectrum sensing in cognitive radio systems based on the Kolmogorov-Smirnov (K-S) test is proposed. The K-S test is a non-parametric method to measure the goodness of fit. The basic procedure involves computing the empirical cumulative distribution function (ECDF) of some decision statistic obtained from the received signal, and comparing it with the ECDF of the channel noise samples. A sequential version of the K-S-based spectrum sensing technique is also proposed. Extensive simulation results demonstrate that compared with the existing spectrum detection methods, such as the energy detector and the eigenvalue-based detector, the proposed K-S detectors offer superior detection performance and faster detection, and is more robust to channel uncertainty and non-Gaussian noise.
I. INTRODUCTION
T O cope with the recent reality of stringent shortage in frequency spectrum due to the proliferation of wireless services, cognitive radio has been considered as an attractive technique to improve spectrum utilization for future wireless systems. In cognitive radio networks, one important function of the secondary users is to detect the presence of primary users utilizing the channel, and to access the channel in such a way that it causes no performance degradation to the primary users. Designing fast and accurate spectrum sensing algorithms is a challenging task especially at the low signalto-noise ratio (SNR) region [1] , [2] .
The energy detector is one of the most commonly employed spectrum sensing schemes, since it does not require any prior knowledge about the structure of the primary user's signal. However, the energy detector does require to know the noise variance to properly perform the detection. In practice, the noise variance may not be perfectly known and the uncertainty in the noise variance can significantly degrade the performance of the energy detector. Other spectrum sensing methods take advantage of the statistical properties of the signal to be detected, including the cyclostationarity models [3] , [4] , the matched-filtering-based methods [5] - [7] , and the filterbank techniques [8] , [9] . Recently the eigenvalue-based blind spectrum sensing has been proposed in [10] - [12] that makes use of the random matrix theory. The test statistic is the ratio between the largest and the smallest eigenvalues of the covariance matrix of the received signal. This detector requires a relatively large number of signal samples to reach satisfactory performance, resulting in long sensing time. Moreover, its performance degrades substantially in the presence of nonGaussian noise. To achieve fast spectrum sensing, sequential algorithms have been proposed in [13] , [14] based on the sequential probability ratio test (SPRT) and the cumulative sum (CUSUM) test, respectively. Both approaches require that the probability density functions (pdf) 0 and 1 , corresponding to the cases of noise only and signal-plus-noise, respectively, be known or estimated in advance. Moreover, they are restricted to detect the primary user with a specific SNR. On the other hand, typically the SNR of the primary user is unknown to the secondary user; and moreover, in the presence of non-Gaussian noise whose pdf is not exactly known, these sequential detectors become less effective.
In this paper, we propose a new approach to fast and robust spectrum sensing based on the Kolmogorov-Smirnov (K-S) test. The K-S detector does not require the prior knowledge of the signal and it needs only a short sequence of noise samples. Note that this is essentially the same requirement as the energy detector, since the energy detector needs to know the channel noise variance, which is estimated from the channel noise samples obtained prior to the start of the communication session. The proposed detector significantly outperforms the existing detectors in the presence of nonGaussian noise. In Gaussian noise, it is less sensitive to the noise uncertainty than the energy detector; and it requires much less signal samples (i.e., faster sensing) compared with the eigenvalue-based detector. We also propose a sequential K-S detector and show its advantage over the existing sequential spectrum sensing methods.
The remainder of this paper is organized as follows. In Section II, we formulate the general spectrum sensing problem in a dispersive MIMO channel. In Section III, we propose the K-S-based spectrum sensing technique and its sequential variant. In Section IV, we provide extensive simulation results to compare the proposed K-S detector with some existing spectrum sensing algorithms under various conditions. Finally, Section V concludes the paper.
II. THE SPECTRUM SENSING PROBLEM
We consider the problem of detecting the presence of one or several primary users at a given channel based on the signal observed by the cognitive radio's receiver. Specifically, assuming a general multiple-input multiple-output (MIMO) frequency-selective fading channel between the primary and 0090-6778/10$25.00 c ⃝ 2010 IEEE secondary users, the sampled signal ( ) received by a secondary user, defined as [ ] ≜ ( ) with 1/ being the sampling rate, is given by
when there are primary users present and transmitting over the sensed channel. In (1) • Slow-fading frequency-flat MIMO channels: = 1 and The Kolmogorov-Smirnov (K-S) test is an non-parametric test of goodness of fit for the continuous cumulative distribution of the data samples [15] , [16] . It can be used to approve the null hypothesis that two data populations are drawn from the same distribution to a certain required level of significance. On the other hand, failing to approve the null hypothesis shows that they are from different distributions.
A. Two-sample K-S Test
In the two-sample K-S test, we observe a sequence of i.i.d. real-valued data samples 1 , 2 , . . . , with the underlying cumulative distribution function (cdf) 1 ( ). We are also given another i.i.d. sequence 1 , 2 , . . . , 0 drawn from a hypothesized distribution 0 ( ). The null hypothesis to be tested is
The K-S test first forms the empirical cdf from the observed data samplesˆ1
where I(⋅) is the indicator function, which is equal to one if the input is true, and equal to zero otherwise. It also forms the empirical cdfˆ0
The largest absolute difference between the two cdfs is used as the goodness-of-fit statistic, given by [15] , [16] ≜ sup
and in practice, it is calculated bŷ
for a set of uniformly spaced sample points { }. The details of the numeric procedure can be found in [17] . The significance levelˆof the observed valueˆis given bŷ
where˜is the equivalent sample size, given bỹ
Note that Ψ(⋅) is a monotonically decreasing function with Ψ(0) = 1 and Ψ(∞) = 0. The hypothesis 0 is rejected at a significance level if = ( >ˆ) < . The significance level is an input of the K-S test to specify the false alarm probability under the null hypothesis, i.e.,
where is a threshold or the critical value, that can be obtained given a level of significance by inverting (9) . Note that the relationship of critical value and the significance level depends on the equivalent sample size˜. Hence given , 0 is accepted, i.e., 1 = 0 , ifˆ≤ ; and otherwise 0 is rejected, i.e., 1 ∕ = 0 .
B. Two-dimensional K-S Test
Since the signals in (1) are complex-valued, the corresponding distributions are two-dimensional (2D). Consider a sequence of 2D real-valued data samples ( 1 , 1 ) , . . . , ( , ). In the 2D K-S test, the cdfs for all four quadrants (I, II, III, and IV) of the 2D plane are examined, i.e.,
In [18] , it is suggested to calculate the four empirical cdfs using all possible combinations of the 2D data samples. For example, the first quadrant empirical cdf is given bŷ
(15) The empirical cdfs for the other quadrants can be computed similarly. On the other hand, in [19] , it is proposed to use the 2D samples directly rather than all possible combinations for forming the empirical cdfs. Thus the first quadrant empirical cdf becomeŝ
The two methods are compared in [19] , where it is shown that when the data components from the two dimensions are uncorrelated their performance is similar. The statistic of the 2D K-S test is the largest absolute difference between the the empirical cdfs among all four quadrants under 0 and 1 , i.e.,
As in the 1D test, for a given significance level or critical value, usingˆin (17) we can then test to approve or disapprove the hypothesis 0 .
C. K-S-based Spectrum Sensing
The proposed K-S-based spectrum sensing algorithm makes use of a sequence of noise-only samples to form the null hypothesis distribution 0 . It performs the two-sample K-S test to accept or reject the null hypothesis test based on the received signal samples. Since the received signals in (1) and (2) are complex-valued, we will consider the following ways to form the decision statistics { }.
• Magnitude-based 1D K-S detector: from received signal vectors { [ ], = 1, . . . , }, we obtain the following decision statistics:
• Quadrature-based 1D K-S detector: from received signal vectors { [ ], = 1, . . . , }, we obtain the following 2 decision statistics
• Quadrature-based 2D K-S detector: from received signal vectors { [ ], = 1, . . . , }, we obtain the following decision statistic pairs
The K-S-based spectrum sensing then involves the following steps.
• The cognitive user obtains the noise statistics by collect- (8) , and the threshold based on the given false alarm rate using (9) and (12) . Ifˆ> , then declare the primary users' presence; otherwise no primary user is present.
D. Sequential K-S Spectrum Sensing
Given the sequential nature of the problem, in which the secondary user acquires observations in a sequential manner, it is also of interest to approach the spectrum sensing problem in a sequential manner. That is, instead of using a fixed number of samples for each decision, some realizations of the observation sequences may allow us to make decision after only a few samples, whereas for other realizations we may need to continue sampling to make a decision.
While the algorithm described in the previous subsection is designed for a fixed number of samples, the significance values of the K-S statistic (9) allows us to make sequential decisions on the null hypothesis. With each new sample, the empirical cdfˆ1 can be updated and the K-S statistic reevaluated.
A sequential K-S test can be formed by concatenating K-S tests, starting with samples and adding samples at each subsequent stage up to stages, where is the truncation point of the test. We fix the desired false alarm probability of the sequential test to = . Because the sequential test is composed of tests, we need to calculate the false alarm probability of each stage in order to meet the overall . Let be the false alarm probability of each stage. Then the resulting of the -truncated sequential K-S test can be approximated as
Note that (18) is exact when the signal vectors are independent. Here since the adjacent signal vectors share overlapping segments, (18) becomes an approximation. Hence each individual K-S test should use the threshold
Algorithm 1 describes the -truncated K-S spectrum sensing algorithm in detail. Note that the empirical cdf update of
Step 5 can be easily done sequentially, as it only needs to include the new samples.
IV. SIMULATION RESULTS
In this section, we provide simulation results to illustrate the performance of the proposed K-S spectrum sensing algorithm, and compare it with that of the energy detector as well as the eigenvalue-based detector, under various scenarios. In the sequel, the desired false alarm level is set to = 0.01. Algorithm 1 -truncated sequential K-S spectrum sensing with = 1: Using the noise-only samples, compute the empirical distributionˆ0.
2: reject 0 . The primary use is present. 9 : else if = then 10: do not reject 0 . The primary is not present. 11: else 12: ← + 1. Go to 3.
13: end if

Simulation Setup and Implementations of Existing Methods:
We consider a multipath fading 2×4 MIMO channel with two primary users transmitting QPSK signals, i.e., = 2, = 2, = 4. The 3GPP SCM and its extension SCME are employed in the simulations [20] , [21] where we use the default settings or urban-micro scenario in MATLAB implementation of SCME, i.e., the channel consists of = 6 paths. The number of noise-only training samples 0 = 100, and the number of received signal samples = 50. The implementation of the K-S detectors follows the procedure described in Section III-C. For the energy detector, the test statistic is given by (1 − ). The original eigenvalue-based detector does not require the noise variance or the noise-only training samples. It makes use of the asymptotic property of the ratio of the largest eigenvalue to the smallest one of the sample covariance matrix. Specifically, it first computes the sample covariance matrix of the stacked received signalˆ=
being the smoothing factor ( = 3 is used in the simulations), and finds its eigenvalues 1 ≥ 2 ≥ . . . ≥ . Then it compares the ratio 1 to a threshold , and declares the presence of primary users if 1 
>
, and otherwise no primary user is present. The threshold is given by = (
) where Performance of different detectors in multipath fading MIMO (SCME) channels with Gaussian noise. = 6, = 2, = 4, = 2, 0 = 100, = 50.
that 0 / = is an integer. We first form the ( + 1)
. . , and compute the sample covariance matrix¯as well as its eigenvalues. Then we compare the ratio
to a threshold, where the threshold is calculated with the sample size = and signal dimension = ( +1) .
Performance under Gaussian noise:
We first consider spectrum sensing in multipath fading channels by various methods and the results in terms of detection probabilities and false alarm probabilities are shown in Fig. 1 . It is seen that the false alarm probability of the energy detector (ED) is significantly higher than the target value = 0.01. This is because the energy detector is sensitive to the uncertainty of noise variance. On the other hand, both the original eigenvalue-based detector (EV-ori) and the modified version that incorporates noise-only samples (EV-mod), can keep the false alarm rate below the target value. And the modified version does improves upon the original version. The magnitude-based K-S detector (K-S mag), the quadrature-based detector (K-S qua), as well as the two-dimensional K-S detector can all meet the target false alarm rate, and provide superior detection performance to the eigenvalue-based detectors. In particular, the magnitude-based K-S detector exhibits the best performance. Note that although the energy detector has an even higher detection probability, it is jeopardized by the very high false alarm rate.
Next we illustrate the spectrum sensing performance in MIMO-OFDM systems. The total number of subcarriers is 512 which is divided into 8 independent subbands. Each sub-band can be occupied by the primary users and sensed by the cognitive radio. Hence the effective sample size = 512/8 = 64. Noise-only samples are collected on any one subband, i.e., 0 = 64. Note that in this case, no signal stacking is needed for the eigenvalue-based methods, i.e., = 1. The detection and false alarm rates of various detectors are averaged over the subbands and shown in Fig. 2 . Again it is seen that the energy detector is virtually unusable due to its high false alarm rate. The K-S detectors and the eigenvalue-based detectors can all Performance of different detectors in MIMO-OFDM (SCME) channels with Gaussian noise. = 6, = 2, = 4, = 2, 512 subcarriers. meet the target false alarm rate, while the magnitude-based K-S detector still offers the best detection performance. For spectrum sensing in cognitive radio systems, it is crucial to keep the detection probability high to avoid disrupting the primary user's communications. Therefore a more desirable design is to keep the detection probability fixed and to minimize the false alarm probability. The difficulty, however, is that the secondary user may not have access to the primary user's signals and therefore cannot compute the corresponding detector with fixed detection probability. Nevertheless, here we consider a hypothetical scenario that the primary can access a small segment of the primary user's signal before spectrum sensing starts. Then similarly as before, we can compute both the energy detector and the K-S detector. The performance of both detectors under such a scenario is shown in Fig. 3 , where the target detection probability is set as = 0.95. Again we can see that the K-S detectors can meet the target whereas the energy detector's detection performance is significantly lower than the target value.
Performance under non-Gaussian noise: We now evaluate the performance of the spectrum sensing algorithms in multipath fading MIMO channels with non-Gaussian or impulsive noise. The noise distribution follows the Middleton class-A model [22] with parameters = 0.2 and Γ = 0.5. The other system parameters are the same as those for Fig. 1 . Note that in non-Gaussian noise the eigenvalue-based detectors have an extremely high false alarm probability, and therefore cannot be used. To circumvent this problem we make another modification by normalizing the received signal first before computing the sample covariance matrix, i.e.,
We find that such a normalized eigenvalue-based detector incurs a slight performance degradation in Gaussian noise compared with the original one, but it offers substantial robustness in non-Gaussian noise. The performance of various detectors is illustrated in Fig. 4 . It is evident that the energy detector and the unnormalized eigenvalue-based detector (EVmod) are virtually not functional due to the very high false alarm rate. The normalized eigenvalue-based detector (EVmod&nor) significantly improves upon the original one. On the other hand, the proposed K-S detectors now exhibits great advantage over the other detectors, in that they not only meet the target false alarm rate closely, but also provide significant improvement in detection performance. Moreover, the magnitude-based K-S detector offers the best performance in non-Gaussian noise. In Fig. 5 , we show the performance of the K-S detector and the energy detector with 95% confidence interval in both Gaussian and Middleton class-A noise.
Performance of Sequential K-S Spectrum Sensing: We now illustrate the performance of the sequential K-S spectrum sensing algorithm outlined in Section III-D in multipath fading MIMO channels. The simulation setup is the same as before. The number of samples taken at each step is = 10. We will compare the sequential K-S algorithm with both the fixed-size K-S algorithm and the sequential probability ratio test (SPRT) in terms of both the detection performance and the number of signal samples required. Note that the SPRT requires to know the pdfs under both 0 and 1 . In our implementations of SPRT, we assume zero-mean Gaussian distributions under both 0 and 1 . The variance 2 0 under 0 is obtained from the sample estimate based on the 0 noise-only samples. On the other hand, under 1 , we used a fixed and possibly mismatched variance 2 1 . In other words, we assume a fixed SNR= 10 log[(
The performance of the sequential K-S detector and that of the SPRT under different assumed SNR values, is illustrated in Fig. 6 . Note that for SPRT, the false alarm probability illustrated here corresponds to ( 1 | 0 )+ (no decision | 0 ). The performance of the batch (i.e., fixed-size) K-S test is also shown in the same figure. It is seen that the false alarm performance of the SPRT varies significantly under different assumed SNR values. In particular, for assumed SNR= −6 dB or −10dB, the false alarm rate is well above the target value = 0.01. On the other hand, for assumed SNR= −2dB, the false alarm rate is below 0.01; and the corresponding detection performance is actually better than both the sequential K-S and the batch K-S. However, for this assumed value of SNR= −2dB, if we increase the numbers of signal and noise samples ( , 0 ) from (50, 100) to, e.g., (100, 200), then the performance of the SPRT will degrade and be outperformed by both the sequential K-S and batch K-S, as shown in Fig. 7 .
Next we consider the performance of the sequential K-S detector and that of the SPRT in Middleton class-A noise with = 0.2 and Γ = 0.5. The number of samples are = 100, 0 = 200 and = 10. The results are shown in Fig. 8 . It is seen that with non-Gaussian noise, the performance of the SPRT under the Gaussian approximation with fixed SNR is substantially inferior to that of the sequential K-S detector. Fig. 9 illustrates the number of samples needed to make a decision under 1 for various sequential detectors in Middleton class-A noise. The sequential K-S detector is seen to require a much smaller number of samples to reach a decision compared with other methods, i.e., it achieves fast spectrum sensing in non-Gaussian noise. 
V. CONCLUSIONS
We have proposed a new nonparametric method for spectrum sensing in cognitive radio systems based on the Kolmogorov-Smirnov (K-S) test. The basic procedure involves computing the empirical cumulative distribution function (ECDF) of the received signal magnitude, and comparing it with the ECDF of the magnitude of the channel noise samples. A sequential version of the K-S-based spectrum sensing technique is also proposed. We have provided extensive simulation results that demonstrate that compared with the existing spectrum detection methods, such as the energy detector and the eigenvalue-based detector, the proposed K-S detectors offer superior detection performance and faster detection, and is more robust to channel uncertainty and nonGaussian noise. Finally we note that the K-S test has also been recently applied to modulation classification in digital communications [23] .
