Novel methods for quantitative, multiparametric imaging are increasingly being demonstrated for assessment of disease and treatment efficacy, but some challenges remain. The purpose of our work is to obtain 3D multiparametric maps of the brain using quantitative transient-state imaging with time-efficient acquisition, reconstruction, and parameter inference.
Introduction
Quantitative, multiparametric imaging offers great opportunities for assessment of disease and treatment efficacy. Compared to contrast-weighted images, quantitative measurements are less influenced by system and interpretation biases, increasing data reproducibility and accuracy 1 .
However, obtaining quantitative information usually requires the acquisition of multiple views along each parameter-encoding dimension, which often leads to impractically long scan times. To overcome this challenge, various rapid multiparametric mapping techniques have recently been demonstrated [2] [3] [4] [5] . Compared to methods for estimating a single parameter at a time, the models at the heart of these techniques have the main advantage of accounting for the correlations between all quantitative parameters of interest as well as system imperfections. This holistic view of the MR signal enables the simultaneous regression of many individual parameters, potentially with higher accuracy. Novel, accurate techniques promise a fast estimation of relevant MRI quantities, including but not limited to, the longitudinal (T1) and transverse (T2) relaxation times. Amongst these emerging methods, MR Fingerprinting (MRF) 2 , synthetic MR 3 , quantitative transient-state imaging (QTI) 4 , and Magnetic Resonance Spin TomogrAphy in Time-domain (MR-STAT) 5 , are currently being demonstrated in healthy subjects and/or patient groups.
These quantitative techniques use similar strategies to simultaneously sample the k-space and parameter space. For instance, MRF, QTI, and MR-STAT rely on transient-state acquisitions achieved by continuous variations of the acquisition parameters while acquiring undersampled kspace snapshots after each excitation. Parametric maps are subsequently computed by enforcing consistency with a biophysical model, i.e. the Bloch equations. While these methods have been shown to be robust to aliasing artifacts, extreme undersampling factors may still lead to quantification errors and decreased image quality. The local quantification accuracy depends both on the used flip angle schedule and the k-space sampling trajectory, as time-dependent point spread functions (PSF) will interfere differently in different spatiotemporal coordinates 6 . So far, the most successful implementations of transient-state imaging have relied on trajectories that oversample the k-space centre, such as radial or spiral acquisitions, in combination with locally-smooth schedules of flip angle and repetition times 7, 8 . Despite their initial success in high-resolution parameter mapping, current quantitative techniques still suffer from limitations in acquisition, reconstruction, and parameter inference efficiency.
Multiple studies have been presented to address acquisition shortcomings. For example, threedimensional readouts have been appliedeither as stack-of-spirals 6, 9 or 3D spiral projections 10reaching whole-brain high-resolution parameter mapping in clinically feasible acquisition times.
Other works have focused on optimizing the flip angle schedule for efficient parameter sampling using Bayesian experimental design 4 or Crámer-Rao Lower Bounds 8, 11 . These optimization works generally converge to smooth transient-state signal evolutions, enabling the replacement of bruteforce dictionary matching with voxel-wise fitting 12, 13 , as smooth signal evolutions avoid local minima in the Bloch-response manifold 14 .
Accelerated acquisitions have been combined with advanced reconstruction algorithms and parameter inference techniques to ameliorate quantification errors associated with aliasing and noise due to increased undersampling. Simple, non-iterative methods, such as sliding window reconstruction 6, 10, 15 or k-space weighted view-sharing 16, 17 have demonstrated improved quantification accuracy over traditional linear matrix inversion. Moreover, iterative algorithms further reduce quantification errors by imposing low-rank subspace constraints on either temporal signals or spatial image models 4, [18] [19] [20] [21] [22] . Advanced reconstructions, however, generally trade-off shorter scan durations against increased computing times, hindering their clinical applicability. Finally, machine learning algorithms have demonstrated improved parameter inference; for instance, by either learning the dictionary 23, 24 or completely replacing it with artificial neural networks [25] [26] [27] . The latter approach also tackles dictionary discretization and size limitations, enabling higher-dimensional applications of multiparametric mapping, such as capturing the full diffusion tensor together with relaxation parameters 26 .
This work focuses on 3D acquisition, reconstruction, and parameter inference for multiparametric mapping of the brain. Our contributions are summarized as follows:
1. We provide a systematic comparison of the most common non-Cartesian readout trajectories, namely 2D/3D spiral arms and radial spokes. We compare them in terms of efficiency, coverage, PSF, and impact on quantification accuracy; showing that 3D spirals achieve the most efficient coverage for whole brain quantification.
2. We provide a dimensionality-agnostic and generalized framework for data reconstruction with efficient anti-aliasing in a lower dimensional subspace, demonstrating a reduction in reconstruction time for 3D high-resolution mapping from 1.5 -4 hours 10 to under 7 minutes.
3. We employ a a novel compact artificial neural network for parametric inference in this subspace, including the quantification of proton density (PD) as a linear scaling factor together with T1 and T2 relaxation times.
Methods

Data acquisition with non-Cartesian readout trajectories
Data acquisition is performed during the transient-state, with varying acquisition parameters from one repetition to the next. The principal elements of the data acquisition are the schedule design (i.e. choice of flip angle excitation pattern and acquisition parameters) and the readout trajectory. We have designed the schedule to simultaneously encode for T1 and T2 while allowing magnetization to evolve in a manner that allows us to combine data from different spatial sampling locations but with identical temporal signal evolution. For the readout trajectory, we implemented and evaluated the most common non-Cartesian readout trajectories: 2D/3D spiral and radial readouts. Each readout is compared in terms of PSF and sampling efficiency.
Schedule design
The choice of acquisition parameters is shown in Figure 1 . To achieve a smooth signal transient response, a flip angle train was designed as the concatenation of an increasing linear ramp (repetitions 1-400), followed by a decreasing linear ramp (repetitions 400-600) and a constant section (FA = 1º). Instead of exciting randomly, each section was selected to achieve a specific purpose. As described by previous work 4 , the inversion pulse followed by the increasing flip angle ramp encodes simultaneously for T1 and T2 4 . The decreasing ramp will then smoothly reduce the magnetization until the last section of the flip angle train . This portion with a small and constant flip angle, in turn, allows for T1 recovery before the next inversion pulse.
Small constant flip angles enable signal recovery while avoiding the need for a waiting period before the introduction of the next inversion pulse 10 , as magnetization reaches a 'steady' transient-state ( Fig. 1b ). That is, after a second iteration of the inversion and flip angle schedule, the magnetization will arrive at the same spatial distribution as the previous iteration immediately before the next inversion, resulting in identical signal evolutions from one iteration to the next. This allowed us to increase k-space coverage by combining data from different segments sampled at unique spatial locations. To achieve this in practice, we discarded the data acquired after the first inversion pulse (corresponding to the first simulated iteration), as it displayed a different signal evolution to the rest (Fig 1.b ).
Besides the flip angle schedule, other acquisition parameters were as follows: repetition time (TR) and echo time (TE) were chosen to be constant and minimal throughout the experiment, resulting in TR = 10.5/12 ms (for 3/1.5T, respectively) and TE = 0.46/2.08 ms (for spiral/radial acquisitions, respectively). In each repetition, we sampled a portion of the k-space with 2/3D spiral or radial trajectories, and dephased the magnetization after the readout with an unbalanced gradient waveform along the z-axis. The unbalanced gradient was designed to achieve a 4 dephasing over the z direction of the voxel.
Readout trajectories
All readout trajectories were based on rotations of the same waveform along two different angles:
in-plane rotations and spherical rotations. In-plane rotations were incremented with the golden angle from one repetition to the next to maximize sampling coverage. Full in-plane k-space coverage was achieved when the in-plane rotations equaled the number of interleaves in the waveform design.
Spherical rotations enabled us to acquire data along all three spatial dimensions with fully sampled in-plane discs. Variable density spirals were implemented using time-optimal gradient waveform design 28 , whereas full-spoke radial readouts where constructed from rotations of a single radial spoke. Table 1 summarizes the most important parameters for all waveforms used in this work.
Data pipeline
The entire data acquisition, reconstruction, and inference pipeline is composed of seven steps ( Figures 3 and 4 ).
a. Undersampled data acquisition
Data acquisition is divided into repetitions and segments. Repetitions follow the flip angle pattern shown in Fig. 1a , whereas each segment encompasses an inversion pulse followed by all repetitions and acquires a different portion of the k-space. After the second inversion pulse, all segments have identical contrasts at equivalent repetitions (contrast in segment i, repetition n is equivalent to contrast in segment j, repetition n, when i,j > 1). Thereafter, it is possible to combine data from different segments into a single k-space prior to view-sharing. The total amount of acquired complex k-space samples is given by the following multiplication: # samples x # segments x # repetitions x # coils; where samples indicates the acquired points per interleave (spiral arm or radial spoke), segments are unique k-space locations, repetitions are dictated by the flip angle schedule and equal to 880, and coils refers to the number of receiver coils, 8 in our experiments. Moreover, for 3D acquisitions we equate the total number of rotations along the sphere to the number of repetitions (880). Further, the number of segments is equal to the total number of interleaves in a plane. Therefore, we ensure fully sampled discs on every sampled plane. These fully sampled discs, in turn, allow us to formulate k-space weighted view-sharing along a single angular dimension.
b. Anti-aliasing via k-space weighted view-sharing
The k-space weighted view-sharing algorithm used here builds upon the concept of k-space weighted image contrast 29 . This approach has been exploited in the context of quantitative multiparametric mapping for Cartesian 16 and 2D radial imaging 17 . This method takes advantage of the fact that image contrast lies primarily within the central region of k-space, which is also oversampled. This enables the application of different filters in distinct k-space regions in order to enhance or reduce the contribution of each acquired view at each k-space location. The method can be efficiently formulated as a linear weighted matrix multiplication in k-space, where the multiplication weights control the amount of sharing per view and k-space location. In our implementation, and different to Cruz et al. 17 , we set the weights as a function of the sampling density in all three spatial dimensions instead of the distance to the centre of k-space, enabling us to compare readouts with distinct density patterns (i.e. spirals and radials). A pictorial representation of the results of viewsharing can also be seen in Fig. 2 and Fig 3b. After view-sharing, the total amount of available data is increased proportionally by a linear factor given by the weights and the ratio of interleaves times rotations to segments.
c. Subspace projection, gridding, and FFT
The view-shared data are then projected into a lower dimensional subspace along the repetition dimension, equivalent to a temporal compression of the transient-state signals. We use the SVD compression to reduce temporal signals from 880 repetitions to the first 10 SVD coefficients 30 . The k-space weighted and compressed data are then gridded onto a Cartesian grid using the gpuNUFFT 31 , followed by a 3D FFT to obtain 3D volumes in image space. This operation results in one isotropic volume per subspace coefficient and receiver coil.
d. Coil sensitivity estimation.
We estimate the coil sensitivities based on adaptive coil combination of the acquired data 32 , where we estimate a filter per pixel based on the SVD decomposition of the coil data correlation matrices.
e. Coil combination
Separate coil data are then combined by a standard sum of the product of the complex conjugate of the coil sensitivities with the image data. This operation is performed per subspace coefficient, resulting in one volume per coefficient.
f. Parameter inference
The reconstructed subspace volumes are then fed into a trained neural network on a voxel-wise basis to perform simultaneous parameter inference of T1, T2, and PD. We elaborate on network training and inference in the next subsection.
g. Contrast synthesis
As a final step, we rely on the Bloch equations to synthesize contrast-weighted images generally used in clinical routines. Figure 4 shows the data processing pipeline from a temporal signal viewpoint. Acquired undersampled temporal signals are first increased by view-sharing, then data are linearly compressed, gridded, and Fourier transformed to be supplied as an input to a 3-layer neural network of size 10 -400 -100 -3 with reLu nonlinearities between layers ( Fig. 4f ). This network is inspired by previous work 14 , as it has been shown that it is able to embed the Bloch temporal dynamics by compact piecewise linear approximations rather than inefficient pointwise approximations used in the dictionary matching. The input vector's dimension of 10 equates the number of SVD components used to linearly reduce the temporal dimension of the data. This enables the network to be easily trained (e.g. using a CPU) and further avoids over-parametrization and the risk of overfitting. The output layer has three dimensions corresponding to the parameters T1, T2, and a scaling factor related to PD. With the inclusion of this scaling factor, we can compute PD and use it aling other quantitative parameters to subsequently synthesize multiple clinical contrasts ( Fig. 4g ).
Parameter inference with artificial neural networks
During training and inference, we normalized the input signals and used a phase-alignment scheme 14, 33 to work with real-valued instead of complex-valued measurements. We trained the network to output the simulated T1 and T2 values along with the norm of the simulated signals as a proxy for PD. Thereafter, during parameter inference on real data we computed the PD scaling factor at each voxel according to
where ‖ ‖ 2 represents the 2-norm of the acquired data and ,3 is the third output of the trained network. The first and second outputs of the network, ,1 and ,2 , correspond to the inferred T1 and T2 relaxation times, respectively.
While this formulation is equivalent to dictionary matching techniques, it is not identical. Thereafter, we created a second network architecture by reversing the direction of the first. This forward-backward network can be considered as an autoencoder, where the parameters in the latent space are used to infer T1 and T2, while the output of the network is equivalent to its input. In this manner, it is possible to infer PD in an identical manner than done with dictionary matching techniques. Both formulations allow us to use the solutions of the Bloch equations for synthetic MRI contrasts.
We trained five distinct networks with simulations based on Extended Phase Graphs (EPG) 34 , as 2D
and 3D acquisitions vary slightly in implementation and we used a different TR for 1.5T and 3T.
Specifically, 3D implementations require a second iteration of EPG simulations since data from the first iteration has yet to reach a 'steady' transient-state (Fig. 1b ). For each network, we randomly sampled the T1 and T2 space within the following range T1 = [10 ms, 5000 ms] and T2 = [10 ms,
2000 ms]. We created 52,670 training samples and added random Gaussian noise to each sample, training each network with ADAM stochastic optimization 35 , learning rate = 0.01, dropout factor = 0.8, and 500 epochs. As a loss function, we used the absolute percentage error, determined as:
where ∈ ℝ 3 is the output vector of the network and ∈ ℝ 3 is the corresponding ground truth. We compared network inference with MRF dictionary matching and fast group matching 36 .
Dictionaries were computed using the Extended Phase Graphs formalism 34 including slice profile in the simulation 37, 38 in the 2D case. T1 values were simulated in steps of 1 ms from 10 ms to 2000 ms and in steps of 100 ms from 2100 ms to 5000 ms. T2 values were simulated in steps of 5 ms between 10 ms and 300 ms, and in steps of 10 ms between 310 ms and 2000 ms. Fast group matching was implemented with 80 groups and SVD compression. Reconstruction and inference time measurements were performed on an Intel ® Xeon ® processor E5-2600 v4 (48 CPU cores) equipped with a NVIDIA Tesla K80 GPU. The inference times were compared between exhaustive grid search (dictionary matching), fast group matching, and neural network.
In silico Validation
We first validated the entire pipeline in silico, focusing especially on the impact of view-sharing on aliasing artifacts and image resolution. We simulated the acquisition of time-domain data of a single representative white matter voxel (T1 = 600 ms, T2 = 70 ms) using all of the introduced undersampled trajectories. The data were then reconstructed with steps a-c of the pipeline to obtain a PSF in image space for each temporal coefficient. Data from the central 8 voxels were Fourier interpolated onto a 200-voxel grid for better visualization of the sidelobes. We reconstructed the data with both naïve zero-filling and view-sharing reconstruction. In addition, data corresponding to a fully sampled experiment were generated as a reference.
In vitro Validation
We acquired the same tubes of the Eurospin TO5 phantom 39 on a 1.5T (GE HDxt) and 3T (GE 750w), using the flip angle schedule from Fig. 1 and the introduced gradient waveforms. To evaluate the impact of view-sharing, we reconstructed the data using either only SVD projection or k-space weighted view-sharing followed by SVD projection (KW-SVD), and subsequently inferred the parameters via each trained neural network. As a reference, we used the spin echo and inversionrecovery spin echo experiments reported in the phantom's manual together with our own measurements using FISP-MRF from Jiang et al 40 , as it has been previously validated for repeatability and reproducibility 41, 42 .
In vivo Validation
The study was conducted according to the principles of the Helsinki Declaration. All subjects gave their informed consent to the enrollment in the study protocol GR-2016-02361693, approved by the local competent ethical committee, the Comitato Etico Pediatrico Regionale (CEPR) of Regione Toscana, Italy.
We used the same protocol to acquire volunteer data at 1.5T and 3T, reconstructing the data with and without view-sharing and estimating parameters with dictionary matching and neural network inference. In addition, we accelerated the acquisition by designing a 3D spiral readout trajectory with 48 arms, reducing the total number of repetitions in Fig. 1a to 576 and the number of segments to 49 (first segment discarded in reconstruction), leading to a total acquisition time of 4:55 min. We acquired the data with a (192 mm) 3 field of view and reconstructed onto a 2003 matrix, resulting in 0.96 mm3 isotropic voxels. For a clearer visualization of the brain, we removed all non-brain tissue with the FSL brain extraction tool 43 .
Contrast-weighted image synthesis
To allow radiological assessments, we used the parameters inferred from the neural network to synthesize three different clinical contrasts: (1) a gradient recalled echo (GRE) with TR = 220 ms, based on T1sat = 500 ms, TE = 6.5 ms, and TI = 2300 ms. In GRE, contrast is dominated exclusively by TR and T1
= ρ(1 − e − / 1 ), [3] while FSE contrast is driven by TE and T2 = ρe − / 2 , [4] and FLAIR contrast is determined by both T1 and T2:
= ρe − 1 / 1 e − / 2 (1 − 2e − / 1 ).
[5] Table 2 are presented from the output of the neural network, while Fig. 5 shows that the training data can be predicted with high accuracy. Figure 8 displays Bland-Altman plots of the percentage difference between dictionary matching and neural network parameter inference for T1 and T2 phantom data. Here, we observe a high degree of correlation, where 95% confidence intervals lie within 7.5% differences of each other. The high degree of agreement between neural network inference and dictionary matching is again observed in Fig. 9 and Fig. 10 , which present 3T in vivo results. The largest differences are observed in areas with long T2 values, such as cerebrospinal fluid. These differences can be attributed to the to the dictionaries bounded range. Additionally, Fig. 10 shows that a forward-backward autoencoder network produces PD maps closer to the PD estimated with dictionary matching techniques. With this inclusion, it is possible to produce synthetic images from the inferred parameters showing typical contrasts to be used for radiological evaluations (Fig. 11 ). For all cases, neural network inference significantly outperformed dictionary matching and fast group matching techniques in terms of computation efficiency. In the accelerated 3D experiment, we achieved submillimeter resolution with an acquisition time of 4:55 minutes and reconstruction and parameter inference times of 6:07 minutes using the proposed view-sharing technique and GPU gridding. The results of this experiment are displayed in Fig. 12 .
Results
Impact of readout trajectories and view-sharing reconstruction
Acquisition and reconstruction efficiency
Discussion
In this work, we introduced 3D QTI for comprehensive, rapid and quantitative MRI. We also developed a quantitative parameter inference pipeline based non-iterative anti-aliasing, which takes advantage of the computational efficiencies arising from subspace dimensionality reduction and neural network parameter inference. We compared the performance of this pipeline on data obtained from different 2D and 3D non-Cartesian trajectories. Our systematic comparisons confirmed that that spiral k-space trajectories have higher sampling efficiency than radial. On the other hand, all readouts benefitted from k-space weighted view-sharing. All waveforms have a higher sampling density near the centre of k-space, thus can accurately capture contrast information while relying on view-sharing to recover the sparsely sampled outer portions of k-space. Importantly, we showed that quantification values of T1 and T2 did not depend on the specific trajectory used or whether we applied anti-aliasing, and agreed with previous FISP-MRF methods. However, slight T2
underestimation was observed for all our measurements in comparison to spin-echo calibration references of the Eurospin TO5 phantom. We hypothesize this is due to effects not included in our inference model, such as flip angle calibration errors, unmodelled k-space trajectory errors, diffusion or magnetization transfer effects. Further extension of the physical models at the basis of our inference can establish the impact of these effects on accuracy and precision of the estimates.
A general limitation of performing inference on undersampled transient-state imaging is the presence of errors due to aliasing, as a consequence of undersampling the k-space differently in each repetition. Artifacts in image domain can be reduced by temporal compression, but temporal compression models usually do not take k-space encoding into account, and specific anti-aliasing strategies have proven advantageous prior to estimating the parameters 4, 18, 19, 44 . Amongst antialiasing methods, iterative approaches have limitations for full three-dimensional non-Cartesian acquisitions, where 3D gridding and inverse gridding would be required at each step, significantly increasing the computational burden associated with spatial decoding. We found that local quantification errors due to aliasing can be reduced by a simple non-iterative anti-aliasing technique, allowing clearer images for radiological evaluations. The concept used here for anti-aliasing is similar to keyhole imaging 17, 45 , and assumes that the image contrast is mainly stored in the centre of kspace, while the image details, which are mostly unchanged between frames, are in the edges of kspace. As in principle the effect of such temporal filters on the final map accuracy is unknown, the impact of k-space weighted view-sharing on the PSF was systematically evaluated in the SVD space,
finding that it has very little impact on the blurring of the images, but greatly reduces the local quantification errors due to aliasing. As all the operations are linear, the process can be formulated as a series of simple operations, having a minor impact on reconstruction time.
We have demonstrated that anti-aliasing techniques used reduce artifacts on the final maps, while introducing only minimal apodization. However, our method still relies on assumptions on the kspace distribution of contrast information, and highly undersampled acquisitions can still present visible artifacts, like for the case of the 3D radial trajectory shown here. Methods tackling the optimization directly in the time domain, such as MR-STAT, have a superior artifact robustness because aliasing is not present in k-space. However, this comes at the expense of computation time.
Times reported for multi-slice MR-STAT have been of the order of several hours on scientific computing clusters, which can limit clinical applicability. Future improvement of methods including full spatial modelling such as MR-STAT could potentially improve on the efficiency of the estimates presented here while keeping reasonable reconstruction times.
An important aspect of the method described here is the relatively high efficiency at encoding the tissue properties into the transient-state signals. While here we have used a sequence with a simplified flip angle schedule, various different strategies to optimize the acquisition are possible.
For instance, it is possible to optimize the Cramér-Rao Lower Bound of quantitative sequences 8, 11 , recently demonstrated also in combination with automatic differentiation algorithms, hence without approximations or an analytical formulation 8 . It is also possible to use Bayesian design theory to define a set of optimal acquisition parameters for a particular range of tissues of interest, maximizing both parameter encoding and experimental efficiency 4 . This approach could also be used to systematically encode other MR-sensitive parameters such as diffusion or magnetization transfer into transient-state signals.
As an alternative to approaches using an exhaustive search over a grid representing a dictionary of simulated evolution, performing the parameter estimation step via a neural network has several advantages 25 . First, storage requirements for the network are much less restrictive than those of the dictionary. Second, parameter estimations using neural networks are significantly faster than exhaustive searches over a predefined grid, especially if the model is estimated on a GPU. Third, under the assumption of local linearity of the Bloch manifold, the network is not limited to a discretized set of parameter values. Our proposed network architecture is inspired by recent work at the intersection of deep learning and quantitative mapping techniques, such as the MRF-Net proposed in the study on geometry of deep learning for MRF 14 and the deep reconstruction network (DRONE) 46 . Both works demonstrate that dictionary matching for T1 and T2 mapping can be replaced with high accuracy by a compact, fully-connected neural network trained on simulated signals. Moreover, whereas the DRONE requires the full temporal signal and thus is computationally prohibitive for high-resolution 3D mapping, the MRF-Net performs inference on dimensionality reduced signals. Our network is inspired by these works, whereas the introduction of PD required technical novelties with respect to previous implementations.
Here, we performed inference based on SVD compressed data rather than in the time domain, requiring significantly smaller input variables. This step was applied prior to the Fourier Transformation, resulting in an additional advantage in terms of reconstruction time, as we required significantly fewer gridding operations. This is especially relevant for the case of 3D acquisitions, as performing a 3D interpolation for each pixel, coil, and timeframe would require prohibitively large computational resources in a typical clinical setup. Importantly, when compared to previous work 14, 25 , the neural network used here produced not only assessments of longitudinal and transverse relaxation times, but also the relative proton density map, which is important to produce synthetic images for standard clinical evaluation of contrasts, hence promoting a clinical transition towards quantitative MRI. Contrast is already synthesized in clinics with FDA-approved products 3 , allowing the production of nearly infinite patient-tailored qualitative contrast images obtained combining the results of the parametric maps. The methods shown here can also use similar visualizations for clinical evaluation.
Reconstruction time here was under 7 minutes using a relatively standard computer (see system details in Table 3 ). We consider this an important result, as current state-of-the-art achieves comparable reconstructions within 4 hours and is limited by the dictionary discretization grid 10 . Given the fast and comprehensive acquisition, the method proposed here can be used in challenging populations, including elderly patients and children. The presented approach has a great potential to be used in combination with motion correction algorithms, as all the trajectories used in this work traversed the centre of k-space at each TR. This is potentially advantageous for correction of the physiologically-induced phase or the use of more structured navigators in order to correct for higher order phase effects and/or bulk motion. The effects of motion on 2D quantitative acquisitions have been recently explored, however evaluations of motion robustness of 3D quantitative sequences have been limited to very specific motion paradigms 10 , and a full evaluation on realistic patient motion has not been performed yet. In addition, the demonstrated techniques have the potential of improving on repeatability and reproducibility of quantitative estimates in the brain, which have been limited by partial volume effects due to a low isotropic resolution 42 .
Conclusion
Three-dimensional quantitative transient-state imaging provides a dimensionality-agnostic and generalized framework for data acquisition and reconstruction with efficient anti-aliasing in a lower dimensional subspace, achieving high anatomical detail and quantification accuracy and precision.
Our artificial neural network inference technique could successfully estimate the quantification of proton density as a scaling factor together with T1 and T2 relaxation times. Our improved acquisition and reconstruction times encourage further investigation towards clinical applications. confidence intervals in percentage differences are -6.04% -6.40% for T1 and -6.37% -7.32% for T2.
Figure 9: Parameter inference with dictionary matching and neural networks. Inferring
parameter maps with a high-resolution dictionary and a trained neural network produces comparable resultswith the key difference that the network is not limited by dictionary size or its discretization grid.
Figure 10: Difference in dictionary matching to neural network inference. Using a network for
forward-backward inference PD estimates closer to dictionary matching than just forward network inference. In both cases, T1 and T2 inference results remain identical.
Figure 11: Contrast-synthesis. The inclusion of PD to the inferred parameters enables high-quality
contrast-synthesis. Figure 12 : Accelerated mapping. The method presented here achieves submillimeter isotropic resolution multiparametric mapping in under 5 minutes with neural network parameter inference. 
