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Abstract
The paper treats the nonlinear ﬁltering problem for jump-diffusion processes. The optimal ﬁlter is derived for a stochastic system
where the dynamics of the signal variable is described by a jump-diffusion equation. The optimal ﬁlter is described by stochastic
integral equations.
© 2005 Elsevier B.V. All rights reserved.
MSC: 60G35; 60H20; 60J75
Keywords: Nonlinear ﬁltering; Jump-diffusions; Poisson process; Measure transformation
1. Introduction
We are interested in the nonlinear ﬁltering model of the form
x(t) = x0 +
∫ t
0
b(x(s)) ds +
∫ t
0
(x(s)) dW(s) + J (t),
where b and  are bounded and continuous functions on R, W a standard Brownian motion and the jump process J (.)
deﬁned with
J (t) =
∫ t
0
∫

q(x(s−), )N(ds, d),
where N is a Poisson random measure and J is independent of W. The Poisson random measure enables us to identify
the times and the magnitudes of jumps as points of a Poisson process. The process x(t) is partially observed by the
process y(t). We will discuss separately two different cases of the observation process y(t), the ﬁrst one given by
dy(t) = h(x(t)) dt + dB(t)
for a bounded, continuous function h and a standard Brownian motion B, independent of x and the second one by
y(t) = N(t)
for the Poisson processN(t)with rate that may depend on x(t) and with disjoint jumps with J (t). There are some works
also for the case, when the state process is modelled as a jump process that has common jumps with the observations,
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see [1]. In that case the state variable and the observation process cannot be made independent under a transformation
of measures, which was the method used in our paper.
The problem is to derive the least squares estimate of f (x(t)), given all the observations of y up to time t,
E[f (x(t))|Yt ],
where Yt = {y(s), s t}.
The nonlinear ﬁltering problem for jump-diffusion is of great interest in stochastic systems theory. It is well known
that, if any of the functions in the system or observation models are nonlinear or if a jump term is present, then it is rarely
possible to obtain the conditional distribution by a “ﬁnite computation”. Thus, it seems natural to look for numerical
approximations. This was done by several authors, see for example Kushner [10] or Di Masi and Runggaldier [3,4].
Recently, in ﬁnance a nonlinear ﬁltering problem with marked point process observations was considered by Frey
and Runggaldier [6]. More precisely, they developed recursive methods to compute approximations to the conditional
distribution of this state variable. Their results were extended by Cvitanic´ et al. [2] with the exact mean-square optimal
ﬁltering equations for the unobservable process that allow to compute explicitely some conditional distributions. We
use the similar idea to derive the stochastic differential equations for our optimal ﬁlter in continuous time observations,
using the measure transformation approach.
The models for the signal process and the observation processes explored in this paper are deﬁned in Sections 2 and
3 where the measure transformation approach to derive the equations for the ﬁlter in both cases of the observations is
described. In Section 4 the unnormalized ﬁltering equations for both cases are derived, following the idea of Malcolm
et al. in [13]. In Section 5 we give the normalized versions of those ﬁltering equations. We conclude with an explicit
application in Section 6.
2. Jump-diffusion processes
In this section we deﬁne two processes: one is the signal process {x(t), 0 t}, and the other is the process of
observations {y(t), 0 t}, both deﬁned on the same probability space (,F, P ) .
Let b and  be bounded and continuousR-valued functions onR. For ⊆ R, let q(., .) be a bounded and measurable
function on R× , continuous in the ﬁrst argument and uniformly continuous in the second.
The jump-diffusion process x(t) is given by the stochastic equation
x(t) = x0 +
∫ t
0
b(x(s)) ds +
∫ t
0
(x(s)) dW(s) + J (t), (1)
where {W(t), 0 t} is a standard R-valued Brownian motion and the jump term J (.) has the representation
J (t) =
∫ t
0
∫

q(x(s−), )N(ds, d). (2)
In this equation N is a Poisson random measure on the Borel sets of [0,∞) × , independent of the Brownian
motion W, with mean rate EN(t + , A) − EN(t, A) = (A), where  is a real number (the jump rate) and (.) is
a probability measure on the space of jumps . It is known that there is a unique weak-sense solution of (1) for each
initial condition x0. See [11] and the references therein.
The process of observations y(t) is deﬁned by
dy(t) = h(x(t)) dt + dB(t) (3)
for a bounded and continuous function h and a standard Brownian motion B, which is independent of x.
Denote byYt ={y(s), s t} the -ﬁeld generated by the observations, byFt ={x(s), s t} the -ﬁeld generated
by the signal, and by Gt = {x(s), y(s), s t} the global -ﬁeld generated by the signal process and the observations.
Let f ∈ C20 (R). The ﬁltering problem of interest is the computation of the least squares estimate of f (x(t)) given
the observation information Yt :
E[f (x(t))|Yt ].
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One of the methods for solving such problems is the ‘change of measure’ method: By a version of Girsanov’s
change of measure theorem (see [8,14,7,5]), we can deﬁne a new measure P0, such that the observations y(t) become
P0-independent of the signal variable x(t). In our case this can be done for any T > 0 choosing
dP0
dP
= exp
[
−
∫ T
0
h(x(s)) dB(s) − 1
2
∫ T
0
h2(x(s)) ds
]
. (4)
Deﬁne
t = E0
[
dP
dP0
∣∣∣∣Gt
]
, (5)
where E0 denotes expectation under the reference measure P0.
For a real-valued, bounded and measurable function f we have the representation
E[f (x(t))|Yt ] = E
0[f (x(t))t |Yt ]
E0[t |Yt ] , (6)
referred to as the Kallianpur–Striebel’s formula. See [9].
Lemma 1. With the equivalent measure P0 ∼ P deﬁned in (4), we have the following
(1) Under P0, y(t) is a standard Brownian motion.
(2)
t = 1 +
∫ t
0
s−h(x(s)) dy(s). (7)
(3) Under P0, the processes x(t) and y(t) are independent.
(4) E0[t |Ft ] = 1.
(5) The restrictions of P0 and P to theFt are the same.
Proof. (1) Follows from [14], (2) from Itô’s formula, while (3) follows from [3].
The result (4) can be derived from (2), because the -algebrasFt and Yt are independent under P0, which means
that t is an P0-martingale for every ﬁxed trajectory of the process x(t). (5) is a consequence of Eq. (4). 
From (3) also follows that the conditional expectations on the right in (6) reduce to ordinary expectations which can
be evaluated using the original law of x(t).
Deﬁnition 1. The unnormalized conditional distribution of f (x(t)), given as Yt is deﬁned as
t (f ) = E0[f (x(t))t |Yt ],
where t denotes the Radon–Nikodým derivative (5).
In Section 4, the unnormalized ﬁltering equation in the sense of (6) for t (f ) will be derived.
3. An application to ﬁltering with Poisson process observations
Suppose the signal process x(t) as in previous section is given by Eq. (1)
x(t) = x0 +
∫ t
0
b(x(s)) ds +
∫ t
0
(x(s)) dW(s) + J (t),
with a standard Brownian motion W and the independent jump term J deﬁned with (2). The process of observations
y(t) = N(t) will be a doubly stochastic Poisson process with rate t that may depend on x(t)
t = ˜(x(t)) (8)
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for some known function ˜. From the Doob–Meyer decomposition for semimartingales we get the decomposition
dN(t) = ˜(x(t)) dt + dm(t), (9)
where
∫ t
0 ˜(x(s)) ds is a compensator of the point process N(t) and m(t) is a (P,Gt )-martingale. We also assume that
(A) The function ˜ in (9) is a continuous, bounded, strictly positive and∫ ∞
0
(
1 −
√
˜(x(t))
)2
dt <∞. (10)
(B) The times of jumps of J (t) and N(t) are disjoint sets.
As in Section 2 denote Yt = {y(s), s t}, Gt = {x(s), y(s), s t} andFt = {x(s), s t}. To solve the nonlinear
ﬁltering problem or, to ﬁnd
E[f (x(t))|Yt ]
we will use again the measure transformation approach. This time deﬁne
dP0
dP
= exp
[
−
∫ T
0
log ˜(x(s)) dN(s) −
∫ T
0
(1 − ˜(x(s))) ds
]
and
t = E0
[
dP
dP0
∣∣∣∣Gt
]
. (11)
Lemma 2. From the deﬁnition of new measure P0 it follows:
(1) P0 is absolutely continuous with respect to P.
(2) Under P0, N(t) is a standard Poisson process (with rate 1).
(3)
t = 1 +
∫ t
0
s−(˜(x(s)) − 1)(dN(s) − ds). (12)
(4) Under P0, the processes x(t) and N(t) are independent.
(5) E0[t |Ft ] = 1.
(6) The restrictions of P0 and P to theFt are the same.
Proof. (1) and (2) follow under assumption (10) from [12, Theorem 19.9], while (3) follows from Itô formula (see
also [12,2,3]).
To prove (4) we will use the equality
E[eiu(N(t)−N(s))|Gs] = exp[(eiu − 1)(t − s)],
derived in [12, Theorem 18.9] for a point process N = (N(t),Gt ) with the compensator A(t)= t . That is exactly what
we need in our case, under P0. So,
E0[eiu(N(t)−N(s))|Gs] = exp[(eiu − 1)(t − s)] = 	(u, t − s),
for some function 	. It follows
E0[eiu(N(t)−N(s))|Ft ] = E0[E0[eiu(N(t)−N(s))|Gs] |Ft ] = 	(u, t − s),
which shows that x(t) and N(t) are independent.
As in the Proof of Lemma 1, the result (5) can be derived from (3) because of the P0-independence of -algebras
Ft and Yt , while (6) follows immediately from (5). .
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4. The ﬁltering equations
Using Deﬁnition (1) for the signal process x = {x(t)} and the corresponding formula for the case of diffusions with
no jumps we know (by Itô [11]) that
f (x(t)) = f (x0) +
∫ t
0
(Lf )(x(s)) ds +
∫ t
0
f ′(x(s))(x(s)) dW(s) +Jf (t), (13)
where the differential operatorL is deﬁned by
Lf (x) = f ′(x)b(x) + 1
2
f ′′(x)2(x) + 
∫

(f (x + q(x, )) − f (x))(d)
and
Jf (t) =
∑
s t
(f (x(s)) − f (x(s−))) −
∫ t
0

∫

(f (x(s) + q(x(s), ))
− f (x(s)))(d) ds. (14)
Jf (t) is a martingale and
E[f (x(t))] = E[f (x(0))] + E
[∫ t
0
(Lf )(x(s)) ds
]
.
For the case of observations in Section 2 is given by
dy(t) = h(x(t)) dt + dB(t),
we get the following result.
Theorem 1. For any bounded function f from the domain of the operatorL we have
t (f ) = 0(f ) +
∫ t
0
s−(f h) dy(s) +
∫ t
0
s−(Lf ) ds
−
∫ t
0
s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds. (15)
Proof. First we determine the form of f (x(t))t . By the Itô product rule for semimartingales X and Y [14]:
XtYt =
∫ t
0
Xs− dYs +
∫ t
0
Ys− dXs + [X, Y ]t , (16)
where [X, Y ] denotes the quadratic covariation process of X and Y.
Using Eqs. (7), (16) and (13) we get
f (x(t))t =
∫ t
0
f (x(s−)) ds +
∫ t
0
s− df (x(s)) + [f (x),]t
=
∫ t
0
f (x(s−))s−h(x(s)) dy(s) +
∫ t
0
Lf (x(s))s− ds
+
∫ t
0
f ′(x(s))(x(s))s− dW(s) +
∫ t
0
s− dJf (s) + [f (x),]t .
From the deﬁnition ofJf (t), (14), we get∫ t
0
s−dJf (s) = −
∫ t
0
s−
∫

[
f (x(s) + q(x(s), )) − f (x(s))] (d) ds (17)
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and obviously
[f (x),]t = f (x0)0 +
∑
s t
f (x(s)) · s = f (x0) +
∑
s t
Jf (s) · s = f (x0),
where f (x(s)) = f (x(s)) − f (x(s−)). Finally, it follows
f (x(t))t = f (x0) +
∫ t
0
f (x(s−))s−h(x(s)) dy(s) +
∫ t
0
Lf (x(s))s− ds
+
∫ t
0
f ′(x(s))(x(s))s− dW(s) +
∫ t
0
s− dJf (s). (18)
All that is left to do is to evaluate the ﬁve conditional expectations on the right-hand side of (18):
E0[f (x(t))t |Yt ] = E0[f (x0)|Yt ] + E0
[∫ t
0
f (x(s−))s−h(x(s)) dy(s)
∣∣∣∣Yt
]
+ E0
[∫ t
0
Lf (x(s))s− ds
∣∣∣∣Yt
]
+ E0
[∫ t
0
f ′(x(s))(x(s))s− dW(s)
∣∣∣∣Yt
]
+ E0
[∫ t
0
s− dJf (s)
∣∣∣∣Yt
]
.
(19)
Recall from Deﬁnition 1 that
t (f ) = E0[f (x(t))t |Yt ].
We will compute the conditional expectations in their order of appearance.
Obviously
E0[f (x0)|Yt ] = 0(f ). (20)
The expectation in the second term in (19) can be taken inside the integral and the -algebraYt contains all the available
information about y(t), deﬁned in (3), so
E0
[∫ t
0
f (x(s−))s−h(x(s)) dy(s)
∣∣∣∣Yt
]
=
∫ t
0
E0[f (x(s−))s−h(x(s))|Yt ] dy(s).
It can equally be conditioned well onYs−, becauseYt =Ys− ∨ {y(u)− y(s), su t} and the second term tells us
nothing about the integrand. Thus∫ t
0
E0[f (x(s−))s−h(x(s))|Ys−] dy(s) =
∫ t
0
s−(f h) dy(s)
and the next equation is derived
E0
[∫ t
0
f (x(s−))s−h(x(s)) dy(s)
∣∣∣∣Yt
]
=
∫ t
0
s−(f h) dy(s). (21)
Similar arguments explain the next formula
E0
[∫ t
0
Lf (x(s))s− ds
∣∣∣∣Yt
]
=
∫ t
0
s−(Lf ) ds. (22)
Under the reference measure P0 the process x(t) is independent of Yt and the standard Brownian motion W(t) is
also independent of Yt , so it follows:
E0
[∫ t
0
f ′(x(s))(x(s))s− dW(s)
∣∣∣∣Yt
]
= 0. (23)
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Finally, as in the second and the third term in (19) we derive
E0
[∫ t
0
s− dJf (s)
∣∣∣∣Yt
]
= −
∫ t
0
s−
(

∫

(f (· + q(·, )) − f (·))
(d)
)
ds. (24)
Collecting all the terms (20)–(24), Eq. (19) becomes the stochastic integral equation (15). 
The similar result can be proved also for the case of Poisson process observations given in Section 3 with
y(t) = N(t)
following the result of Malcolm et al. in [13] and our Proof of Theorem 1. Using assumptions A and B and the results
in Lemma 2, for a real-valued bounded and measurable function f, and t (f ) deﬁned as
t (f ) = E0[f (x(t))t |Yt ],
we get the next result.
Theorem 2. For any bounded function f from the domain of the operatorL, deﬁned with (13), we have
t (f ) = 0(f ) +
∫ t
0
s−(f (˜− 1))(dN(s) − ds) +
∫ t
0
s−(Lf ) ds
−
∫ t
0
s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds. (25)
5. The normalized ﬁltering equations
Deﬁnition 2. The conditional measure 
t (f ) of x given Yt is deﬁned by

t (f ) = E[f (x(t))|Yt ].
As it follows from (6)

t (f ) = t (f )
t (1)
.
In this section we will derive the explicit formulas for the conditional measure
t (f ) for the processes of observations
dy(t) = h(x(t)) dt + dB(t)
and
dy(t) = dN(t).
We start with the case of diffusion process observations. From Theorem 1 it follows that
t (1) = 1 +
∫ t
0
s−(h) dy(s). (26)
To calculate t (1)−1 one needs a general form of the Itô rule [14], where x(t) is a local semimartingale in R and
f ∈ C2(R). The semimartingale f (x(t)) equals
f (x(t)) = f (x0) +
∫ t
0
f ′(x(s−)) dx(s) + 1
2
∫ t
0
f ′′(x(s−)) d[xc, xc]s
+
∑
s t
[f (x(s)) − f (x(s−)) − f ′(x(s−))x(s)], (27)
where xc denotes the continuous part of x. We take f (x) = x−1 and x(t) = t (1) in (27).
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For the ﬁrst three terms in (27) we have the following:
f (x0) = 0(1)−1 = 1, (28)∫ t
0
f ′(x(s−)) dx(s) =
∫ t
0
−s−(1)−2ds(1) = −
∫ t
0
s−(1)−2s−(h) dy(s), (29)
1
2
∫ t
0
f ′′(x(s−)) d[xc, xc]s =
∫ t
0
s−(1)−3 d[(1)c, (1)c]s =
∫ t
0
s−(1)−3s−(h)2 ds. (30)
As we see from (26), the process t (1) is continuous (under P0) and so the sum over jumps in (27) is 0.
Collecting all the terms evaluated in (27) we get
Lemma 3.
t (1)−1 = 1 −
∫ t
0
s−(h)
s−(1)3
(s−(1) dy(s) − s−(h) ds). (31)
To derive a stochastic differential equation for 
t (f ) we can use Eq. (31) and the Itô product rule to determine the
semimartingale t (f )t (1)−1. The result is given by
Corollary 1. The ﬁlter 
t (f ) satisﬁes

t (f ) =
0(f ) +
∫ t
0

s−(Lf ) ds +
∫ t
0
[
s−(f h) −
s−(f )
s−(h)] dy(s)
+
∫ t
0

s−(f )
s−(h)2 ds −
∫ t
0

s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds. (32)
Proof.

t (f ) = t (f )t (1)−1 =
∫ t
0
s−(f ) ds(1)−1 +
∫ t
0
s−(1)−1 ds(f ) + [(f ), (1)−1]t
=
∫ t
0
s−(f )
[
− s−(h)
s−(1)3
(s−(1) dy(s) − s−(h) ds)
]
+
∫ t
0
1
s−(1)
[s−(f h) dy(s) + s−(Lf ) ds]
−
∫ t
0
1
s−(1)
s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds + [(f ), (1)−1]t
=
∫ t
0
[
−s−(f )s−(h)
s−(1)2
+ s−(f h)
s−(1)
]
dy(s) +
∫ t
0
[
s−(f )s−(h)2
s−(1)3
+ s−(Lf )
s−(1)
]
ds
−
∫ t
0
1
s−(1)
s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds +
0(f )
=
0(f ) +
∫ t
0
[−
s−(f )
s−(h) +
s−(f h)] dy(s)
+
∫ t
0
[
s−(f )
s−(h)2 +
s−(Lf )] ds
+
∫ t
0

s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds. 
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The case with Poisson process observations is very similar. Using the fact that
t (1) = 1 +
∫ t
0
s−(˜− 1)(dN(s) − ds), (33)
which follows from Theorem 2, and some similar calculations as in previous case we get
Corollary 2.
t (1)−1 = 1 −
∫ t
0
s−(˜) − 1
s−(1)s−(˜)
(
dN(s) − s−(˜)
s−(1)
ds
)
. (34)
The ﬁlter 
t (f ) = t (f )t (1)−1 is given by

t (f ) =
0(f ) +
∫ t
0

s−(Lf ) ds +
∫ t
0
[

s−(f ˜) −
s−(f )
s−(˜)

s−(˜)
]
(dN(s) −
s−(˜) ds)
−
∫ t
0

s−
(

∫

(f (· + q(·, )) − f (·))(d)
)
ds. (35)
6. An example
One of the most common pure jump processes is of course the Poisson process. In our case, this process Jt in
Deﬁnition (2) should be deﬁned as follows:
Take a family {n, n0} of independent and identically distributed random variables with exponential distribution
with parameter  and deﬁne the process {n} of jumping times as
0 = 0, n = n−1 + n, n1.
According to our deﬁnition with Poisson measure (2), we have 
(d) = 1, the function q is 0, except in the jumps
where q(x(n−1), n) = 1. Then the jump term is
J (t) =
∑
n
I{n t}.
For simplicity, take the signal process in (1) be just x(t)= J (t), with x0 = 0. Then x(n−1)= J (n−1)= n− 1 and the
differential operator in that case is
(Lf )(x(n−1)) = (f (n) − f (n − 1)).
With some similar calculations we get, from Deﬁnition (14)
Jf (t) = (1 − )(f (N) − f (0)), where N = max
n t
{n}.
When we put this results in our ﬁltering equation (15), we see that the term∫ t
0
s−(Lf ) ds =
∑
n t
(f (n) − f (n − 1))n−1(1)
and the last term in (15) are exactly the same, so we can subtract them. From (15) then follows
t (f ) = 0(f ) +
∫ t
0
s−(f · h) dy(s), (36)
which equals to the ﬁltering equation in the case of constant signal process.
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Suppose the measure valued process t is given by a density qt so that
t (f ) = E0[f (x(t))t |Yt ] =
∫
R
f (x)qt (x) dx. (37)
Then from Eq. (36) we can derive the corresponding equation for the density process∫
R
f (x)qt (x) dx =
∫
R
f (x)q0(x) dx +
∫ t
0
(∫
R
f (x)h(x)qs−(x) dx
)
dy(s)
=
∫
R
f (x)q0(x) dx +
∫
R
f (x)h(x)
(∫ t
0
qs−(x) dy(s)
)
dx.
Since f is an arbitrary function, it follows that the density process qt satisﬁes the equation
qt (x) = q0(x) + h(x)
∫ t
0
qs−(x) dy(s).
It is well known (see [14]) that this equation has a unique solution
qt (x) = q0(x) exp[h(x)y(t) − 12 (h(x))2t].
As we see, this equation is exactly the normal Bayes’ formula for the estimation of constant parameters based on the
observations with Gaussian distribution with mean h(x) and dispersion 1, which justify also our (strong) assumption
(37).We are aware of the fact that there are only a few cases for which it is possible to obtain the conditional distribution
by a “ﬁnite computation”.
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