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Abstract- -We consider in this paper, an r-quorum queueing system with random server capacity 
under N-policy discipline (hysteretic system). We find a necessary and sufficient condition for ergod- 
icity, the probability generating function of the steady state vector of probabilities for the embedded 
process and the continuous time parameter, and some system characteristics. The decomposition 
property is checked for both discrete and continuous time parameter processes. Special cases are 
considered and examples are provided. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
A large number of research papers have been written and are being written on queueing models 
with server vacations. Those are queueing models in which the server is unavailable to customers 
over occasional intervals of time. For comprehensive surveys on queueing systems with server 
vacations, see [1,2]. Of particular interest in vacations models with Poisson arrivals is the decom- 
position property, stating that the steady state number of customers present in the system at an 
arbitrary point is distributed as the sum of two independent random variables. The first one is 
the steady state number of customers present at an arbitrary point in time in the corresponding 
model without server vacations. The second one is the number of customers at an arbitrary point 
in time given that the server is on vacation; see [1,3] for more details. 
The class of queueing systems under N-policy can be considered as a specific class of queue- 
ing systems with server vacations. In a queueing system under N-policy, each time the system 
becomes empty, the server waits until exactly N(> 1) customers are waiting, then works contin- 
uously until the system is again empty (exhaustive service). The server vacation starts when the 
queue becomes empty and ends when the queue length builds up to N customers. The problem 
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becomes more difficult when the input to the system is bulk since it is more likely to exceed than 
to hit exactly level N. For more details, see [4] and the references therein. 
The class of r-quorum models are characterized by a bulk service. To be more precise, consider 
a queue of M/G/ l - type.  Assume that the server capacity is r (> 1) and the server takes exactly 
r customers per service. If by the end of service less than r customers are waiting, an idle period 
Starts. The server resumes work only when the queue size becomes r. This rule is called quorum 
discipline, or q-discipline or just quorum. As in the case of N-policy systems, difficulties increase 
when a bulk arrival is assumed, see [5]. 
Combination of the q-discipline and N-policy, the (q, N)-policy, is' called hysteresis (hysteretic 
discipline). The system turns on when the queue crosses N from below and turns off when it 
crosses r from above. Muh [6] considered a hysteretic queueing system with start-up time. He 
obtained the steady state distribution of the number of customers in the system at a departure 
epoch by considering embedded processes. 
In the present paper, we extend Muh's model to allow the server capacity to become random 
following each idle period. Random server capacity in an r-quorum was studied for the first time 
by Dshalalow and Tadj [7]. We use similar techniques to derive steady state probabilities of the 
discrete and continuous time parameter processes. We also present some system characteristics 
and show the decomposition property both in the discrete and continuous case. 
Queueing systems under q-discipline are encountered in transportation systems, for example. 
Queueing systems where the server capacity becomes random following an idle period are encoun- 
tered in distributed operating systems and it is one of the examples of a well-known processor 
allocation problem, see [8]. N-policy reduces the number of switch-overs and start-up periods. 
For applications of N-policy discipline, see for example [1]. 
The next section contains a description of the model. Section 3 deals with the discrete time 
parameter process, while Section 4 considers the continuous time parameter process. System 
characteristics and examples are provided in each case. 
2. MODEL DESCRIPT ION AND NOTATION 
Consider an M/G/ I / co - type  queueing system combining r-quorum and N-policy as follows. 
a. Input Process: the input process is an orderly stationary Poisson point process {Tn; n E 
N)  with intensity )~ > 0. Tn represents the arrival time of the N th 
customer. The associated counting process is denoted N(t) .  
b. Service Process: Let an denote the service time of the N th batch of customers. We assume 
that {an; n E N}  and {Tn; n c N} are independent. 
Let Tn (To = 0) represent the time of the N th service completion. Note that the point process 
{Tn; n E N} is not a renewal process since Tn+l - :In does not always coincide with an. (If 
the queue size is greater than r, then Tn+l - Tn = an but if the queue size is below r, then 
Tn+l - Tn = (time for the queue to reach N) + an.) 
Let Vn denote the number of customers that arrive to the system during the N th service an. 
Let Q(t) represent the queue size at any time t. 
If at time Tn at least r customers are waiting, the server takes a batch of exactly r customers. 
The service time a,~ in this case is distributed according to a probability distribution function B 
having a finite first moment b. If less than r customers are waiting at time Tn, then an idle period 
starts. Idle periods start every time the queue drops below the control level r. Once exactly 
N(_> r) customers are in the queue, service resumes. The server capacity, however, becomes a
random variable Cn+l between 1 and r such that P(cn+ 1 ---- j )  ---- ~j ,  j ---- 1 , . . .  , r .  Therefore, 
the server picks a group of cn+l customers and the service time an in this case is distributed 
according to a probability distribution function Bc,~+l having a finite first moment bcn+l. 
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3.1. Probability Generating Function 
Let Q(t) be right continuous and let Qn = Q(T +) be an embedded (discrete time parameter) 
process. Qn represents the queue size at a departure poch and obviously satisfies the following 
recursive formula: 
Y + Vn+l - c~+1, (~n < r, (3.1) 
Qn+l= 0n+Vn+l--r, Qn->r. 
Because of (3.1) and the memoryless property of the exponential distribution, (Qn) is a Markov 
chain. Denote by P its steady state probability vector if it exists, by A its transition probability 
matrix, and by Ai(z) the probability generating function of the ith row of A, i = 1, 2 , . . . .  Note 
that Ai(z) = E~[z Q~+'] = E[z Q~+I [ Qo = i]. 
Also, we shall denote the Laplace-Stieltjes transform of a probability distribution B by B*, 
where 
// B*(O) = e-°ZB(dx), Re(O) > 0, 
where Re(O) stands for the real part of 9. 
PROPOSITION 1. The probability generating function Ai(z) of the i th row of the transition prob- 
ability matrix A of the Markov chain { Qn} satisfies the following relations: 
L zN-kFk(Z)~[k, i < r, 
Ai (z )  -- k= l  
zi -rF(z) ,  i ~ r, 
(3.2) 
where 
Fk(z )  = B ; (A  - Az), (3.3) 
F(z )  = B* (~ - ~z) (3.4) 
and B*(O) and B~(O), k = 1 , . . . , r ,  are the Laplace-Stieltjes transforms of the service time 
distributions B and Bk, respectively. 
PROOF. Follows from the definition of Ai(z) = E~[z Q'~+I] and relation (3.1). | 
Let A(z) = Ai(z) for i < r, since Ai(z) is independent of i in this case. 
To prove ergodicity of the Markov chain (Qn), we need some technical results. These are due 
to Abolnikov and Dukhovny [9] and are presented here for completeness. 
DEFINITION 1. A finite or an infinite stochastic matrix A = (a i j ;  i , j  >_ O) is called a Am, n- 
matrix, n ~ m > 1, if a i j  = 0 for i > n and i - j > m. 
PROPOSITION 2. (See [9].) Let {Qn} be an irreducible aperiodic Markov chain with transition 
probability matrix A in the form of a Am,n-matrix and let Ai(z) = E~[zQ1]. {Qn} is recurrent 
positive if and only if 
~---~Ai(z) < i = O, 1, . . . ,  (3.5) OO~ n, 
and 
J~An+l(z) z=l < m. (3.6) 
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PROPOSITION 3. (See [9].) Under condition (3.6), the function z r - F (z )  has exactly r roots 
that belong to the dosed unit ball 1~(0, 1) -- {z E C : [[zl] _< 1}. Those of the roots lying on the 
boundary c0B(0, 1) axe simple. 
To apply the two results presented above, we need to compute Ai(z)  -- Ei[z Q1] which is nothing 
more than the probability generating function of the i th  row of the transition probability matrix 
A = (aij; i , j  > 0) of the Markov chain {Qn}. 
We are now ready to show that the Markov chain {Qn} is ergodic under some technical con- 
ditions. 
PROPOSITION 4. The transition probabil ity matr ix  A is a At , r -matr ix  and the Maxkov chain 
{Qn} is ergodic i f  and only i f  p := Ab < r, where b is the mean service time. 
PROOF. The matrix A consists of two blocks. The first block consists of the first r - 1 rows with 
all positive entries. For i < r, j > 0, 
aij = P{N + V~+I - an+l = j} = P{V~+I - an+l = j - N} .  
But 
P(y  - an = t}  = 
Let us introduce the following notation: 
A= 
Then 
P { Vn - an = 
P{Vn = l + an} 
E[P{V~ = l + an [ an}] 
E [fo°° e-~u ( Au) l+c~ 
k=l ¢0 (l + k)! 
o °° e -~u (~-~i.)k dB(u).  (3.7) 
j - N}  = ~ f j -Y+kTk  :-'- aj. 
k=l  
The second block is an upper triangular matrix (positive elements on and above the main diag- 
onal). For i > r, 
aij = P{ i  + V~+l - r = j}  = P(Vn+l  = j - i + r}, j > i - r. 
Now 
P{Vn+I = k} = P{N(an)  = k} 
= E[P{N(a~)  = k lan}]  
[// ] = E e (aan)k 
k~ 
( u)k 
= e -~u dB(u) - fk. 
Jo k! 
Hence, we have the following form of A: 
A __ 
ao a l  a2 . . .  
ao  a l  a2 . . .  
ao a l  a2 . . .  
fo  f l  f2  " "  
0 fo f l  . . .  
o o Yo . . .  
(a.s) 
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A is, therefore, a At,r-matrix (see Definition 1) and obviously {Qn} is irreducible and aperiodic. 
By Proposition 2, it will be recurrent positive, and hence ergodic, if and only if conditions (3.2) 
and (3.3) are satisfied with m = n = r. 
We start with condition (3.2). Now, expression (3.4) for i < r gives 
where 
and 
d Ai(z) = - ~ + Ab < oc, N (3.9) 
5 = E[cl] (3.10) 
= ~ bkyk. (3.11) 
k=l 
Condition (3.3) is equivalent to p < r. | 
Under the ergodicity condition p < r, let P(z) = ~=o Pi z~ denote the probability generating 
function of the steady state vector of probabilities P -- (pi; i c N). 
PROPOSITION 5. The probability generating function P(z) is given by 
E[z rA(z )  - z~F(z)]pi  
P(z )= i<r 
z ~ -F (z )  
(3.12) 
The r unknown probabilities Po,... ,P~, in expression (3.12) form the unique solution of the 
following system of r linear equations: 
d~ z~ } ~p~3~zj{A(z)- --0, 
i<r  Z~Zs 
j=0 , . . . , ks -1 ;  s=l , . . . ,S ,  (3.13) 
and 
where 
E[N +c- i+ A(b-b)]pi=r-p, 
i<r  
(3.14) 
c = r - e, (3.15) 
is de~ned in  (3 .11) ,  and  zs  ~e ~ - 1 roots  o f  z r - F(z )  in the  reg ion  2(0 ,  1) \ {1} with their 
s k multiplicities ks such that ~8=1 8 = r - 1. 
PROOF. Expression (3.12) follows immediately from P(z) ~ A = ~i=0 i(z)p~ and expression (3.4). 
The set of (r - 1) equations (3.13) follows by writing expression (3.12) as 
P(z) - E Pi zi E [A(z) - zilpi 
i<r  i<r  
z~ z~ - F(z)  
(3.16) 
The left side of this expression is analytic in the open disc B(0, 1) and continuous on its boundary 
OB(O, 1), and therefore, so is the right side. By Proposition 3, the denominator f the right side 
has exactly r roots (counting their multiplicities) that belong to the closed unit ball/9(0, 1) with 
those of the roots lying on the boundary 0B(0, 1) (including 1) being simple. Therefore, the 
numerator of the right-hand side must have exactly r - 1 zeros in B(0, 1) \ {1}. This yields 
system (3.13). Equation (3.14) follows from P(1) = 1. 
The proof of uniqueness of the solution is similar to one in [7]. | 
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3.2. Examples  
EXAMPLE 1. Assume that B is exponentially distributed with parameter 1lb. Then F(z)  -= 
[1 + p(1 - z)] -1. Take for example r = 3. Equation z 3 - F(z)  = 0 becomes 
pz 3 - z 2 - z -  1 = 0. (3.17) 
Let for example p = .1. The two roots of this equation that belong to the unit ball B(0, 1) \ {1} 
are zl = - .4962 + 8145i and z2 = - .4962 - 8145i. Since the system is idle when the queue 
length is less than r, one possible measure of performance is "the system turned-off probabil ity", 
which is the sum of the probabilities P0 + " "  + P~-I. Different values of N can be tried to 
find the one that  gives the smallest system turned-off probability, see Table 1 for a sample of 
results. We assume that Bk are exponentially distributed with parameter 1/bk, k = 1, 2, 3 with 
bl --- .1, b2 ~ .2, b3 = .3, and 71 = .2, "/2 = .3, "1'3 : .5, ,~ : 1, and take for example N = 5. 
Equations (3.13) and (3.14) are reduced to the simple system 
[A(zl) - 1]po + [A(zl) - zl]pl + [A(zl) - z 2] P2 = 0, 
[d(z2) - 1]p0 + [A(z2) - z2]Pl + [A(z2) - z 2] P2 = 0, (3.18) 
5.83p0 + 4.83pl + 3.83p2 = 2.9, 
whose solution is given by 
Po = .1939, Pl = .1548, P2 = .2667, (3.19) 
and the system turned-off probability 
Po + Pl + P2 = .6154. (3.20) 
Note that in this case, P(z)  is given by 
P(z)  = [z3A(z) - F(z)]  Po + [z3A(z) - zF(z)] Pl + [z3A(z) - z2F(z)] P2 
z3 -F(z) 
where P0, Pl, and P2 are given by (3.19) and 
(3.21) 
1 
F(z ) -  1 .1 -  . lz '  (3.22) 
.2z 4 .3z 3 .bz 2 
A(z) - 1.1 -.1--------~ + 1.2 -  .2-------~ + 1.3 -.3------~ (3.23) 
The solution of the third-degree quation (3.17) and of the system of equations (3.18) took only 
a fraction of a second using the computer package MAPLE  V Release 3 for Windows on a PC  
(Pentium 100 MHz). 
Table 1. The system turned-off probability decreases as N increases. 
N x Po Pl P2 Po + Pl + P2 
3 .3974 .3336 .2372 .9682 
4 .1744 .3370 .2710 .7824 
5 .1939 .1548 .2667 .6154 
6 .1915 .1705 .1238 .4858 I 
7 .1002 .1795 .1525 .4322 
8 .1204 .0979 .1567 .3750 
9 .1232 .1153 .0856 .3241 
10 .1200 .1068 .0718 .2986 
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EXAMPLE 2. Dropping the N-policy assumption (take N = r), we are left with the r-quorum 
queueing system with random server capacity. Let P* = (p~; i e N) and P*(z) = z.~i=ov'c¢ Pi*Zi 
denote the steady state vector of probability and the probability generating function of the 
embedded Markov chain, respectively. From (3.12), we get 
Y~ [z~A*(z) - ziF(z)] p* 
P*(z) = i<r (3.24) 
z~ - F (z )  
where 
A*(z)=~zr-k~(z)%, (3 .25)  
k=l 
which agrees with expression (3.3) of Dshalalow and Tadj [7]. Combining (3.12) and (3.24), we 
get the decomposition property 
E [zrA(z) - ziF(z)] Pi 
i<r  
P(z) = P*(z) ~ iz~d * (z) - ziF(z)] p*" 
i<r  
(3.96) 
By the stochastic decomposition result of Fuhrmann and Cooper [3], the second term on the right- 
hand side of expression (3.26) is the probability generating function of the number of customers 
at a departure poch, given that the server is idle. 
EXAMPLE 3. Drop the r-quorum assumption ow (take r = 1). The system becomes an M/G/1 
queueing system with random server capacity under N-policy and expression (3.12) reduces to 
P (z )= F(z ) (z  N - 1)p0 (3.27) 
z -F (z )  ' 
where 
1 -p  
p0-  N (3.28) 
Expression (3.27) is the same as expression (2.2.3a) of [6]. 
Consider now a classical M/G/1 queueing system and denote by P*(z) =- S -'°° *z i ~-,~=0 Pi the proba- 
bility generating function of the embedded Markov chain. Then 
P*(z )= F(z)(z - 1)p; 
z -F (z )  ' (3.29) 
where 
p;=l  - p. (3.30) 
Expression (3.29) is the celebrated Pollaczeck-Khintchine formula and combining (3.27) and (3.29) 
yields the decomposition property 
(1 - z N) 
P(z) = P* (z ) -~-  z~"  (3.31) 
Expression (3.31) is the same as equation (258b) of [2]. 
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3.3. Sys tem Character i s t i cs  
PROPOSITION 6. The stationary mean service cycle P/~, where ~ = (f~i; 
Ei[Tn+l - T,~], is given by 
i<r  
where [~ is given by (3.11). 
PROOF. Expression (3.32) is due to 
PROPOSITION 7. 
N- i  
= E [Ti] = - -S--+$, i<r ,  
b, i>r .  
The system intensity Z = AP/3 is given by 
PROOF. 
Z= ~ (N-i+ Ab-p) pi+p. 
i<r  
i E N) with fli = 
(3.32) 
(3.33) | 
Follows directly from expression (3.32). 
(3.34) 
EX[F,~] (3.37) 
r, Qn>r .  
i<r  i>_r 
In the classical M/G/1 system, the system intensity Z = p ÷ P0 and the server load l = 1 are 
equal. We show that this conservation property is conserved. 
PROPOSITION 9. The system intensity Z is equal to the server load l. 
z = I. (3.39) 
PROOF. Follows directly from (3.14), (3.34), and (3.38). | 
EXAMPLE. Take the data of the first example of Section 3.2 (r = 3, N = 5). Then in this case, 
Pfl = Z -- l = 2.5691. The system intensity, which coincides with the server load, is smaller than 
the maximum server capacity r -- 3. 
4. CONTINUOUS T IME PARAMETER PROCESS 
4.1. Probability Generating Function 
In this section, we look at the process {Q(t)}, which is a semiregenerative process with respect 
to the sequence {Tn} of stopping times. For a justification of this, see [7]. 
Let K(t) = (Ko(t); i , j  E N) denote the semiregenerative kernel. 
Now 
and 
where e is given by (3.15). 
PROOF. Obviously, 
f c., < r, F~ (3.36) l r, Qn >_ r, 
PROPOSITION 8. 
is given by 
The server load limn--,~ l = EX[F~(Qn)], where Fn denotes the server capacity, 
= r - e ~ Pi, (3.35) l 
i<r 
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PROPOSITION 10. The elements of the semiregenerative kernel are given by 
Kij (t) = e -At (;~t)J-i ( j - i ) ! '  i<_ j<r<Nor i<r<j<N,  
fO t'~e_A(t_u) [~(t_~ -~  : '~ ' - -  Zt)]N-i-1 e_,~ u(__~AU__)) j -N( j-- N)] k~l= [1 -- Bk(u)] ")'k du, K~j ( t )  
i <r<_N <_j, 
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(4.1) 
(4.2) 
K i j ( t )  = e -:~t (;~t)J- i  [1 - B(t)] ,  r < i _< j ,  (4.3) 
( j  - i)! 
K~j (t) = O, i > j .  (4.4) 
PROOF. Follows by elementary probability arguments. | 
The semiregenerative k rnel K(t) is clearly Riemann integrable over R+. By Proposition 6, the 
mean inter-renewal time of the Markov renewal process {Qn, Tn}, (which is also the stationary 
mean service cycle Pfl), is finite. Now, following the same argument as in [7], the queueing 
process Q(t) is ergodic if and only if p < r. 
Under the ergodicity condition p < r, let lr = (~ri; i E N)  denote the steady state vector of 
probability and let lr(z) ~ i = ~=0 riz denote its probability generating function. 
PROPOSITION 11. The probability generating [unction 7r(z) is given by 
11 - zrp(z)  _ N Zp , ,  (4 
7r(z)  = :r 1 - z 
i<r  
where 
T 
= Z 1 -  z r-k 
i - -z  Fk(z)Tk (4.6) 
k=l  
and :Y is given by (3.34). 
PROOF. We first compute the elements of the integrated semiregenerative k rnel H = fo  K(t) dt. 
Then we compute the probability generating function hi(z) of the ith row of H. Finally, we apply 
the main convergence theorem for semiregenerative processes in the form 7~(z) = ~i~=o hi(z)pi 
and expression (3.12) to get expression (4.5). 
4.2. Examples 
EXAMPLE 1. Consider the data of the first example of Section 3.2 (r = 3, N -- 5). 
expression (4.5) reduces to 
Then 
~(z) = .3892 (1 + z + z 2) P(z) - z 5 [.0479(1 + z)Fl(z) + .0719F2(z)] (4.7) 
with P(z) given by (3.21) and 
1 
F l (Z) -  1 .1 -  .1-------~' (4.8) 
1 
F2(z) -  1.2 -  .2z (4.9) 
As mentioned in Example 1 of Section 3.2, different values of N can be tried to find the one 
that gives the smallest system turned-off probability. From (4.7), after some differentiation, 
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Table 2. The system turned-off probability decreases as N increases. 
N r0 ~i ~2 71"0+ ~1 + ~2 
3 .1547 .2845 .3768 .8160 
4 .0679 .1990 .3045 .5714 
5 .0755 .1357 .2395 .4507 
6 .0745 .1409 .1891 .4045 
7 .0390 .1089 .1682 .3161 
8 .0469 .0850 .1460 .2778 
9 .0479 .1261 .1261 .2669 
10 .0467 .0883 .1162 .2512 
7r0 = .3892p0, 7rl = .3892(p0 +pl) ,  and 7r2 = .3892(p0 +Pl  +P2). Now using Table 1 and for the 
same set of data as in Example 1, Section 3.2, we get Table 2. 
EXAMPLE 2. Dropping the N-policy assumption (take N -- r), we are left with the M/G/1 
7r*" N) and 7r*(z) oo • i queueing system with r-quorum. Let 7r* = ( i, i E = ~i=0 7ri z denote the steady 
state vector of probability and the probability generating function of the embedded Markov chain, 
respectively. From (4.5) and (4.6), we get 
1 r ' - - "  • _ 1 1 - Z rp , (z  ) _ ~a(z )z  ~_~p~, (4.10) 
i<r  
which reduces to expression (4.3) of [7]. Combining (4.5) and (4.10), we get the following expres- 
sion: 
(I - z~)P(z )  - (I - z )~(z )z  g Z Pi 
7r,(z) ( 1 i<~ (4.11) 
7r(z) = - z ' )P* (z )  - (I - z )~(z )z"  ~ p; ' 
i<r  
satisfying the decomposition property stated by Fuhrmann and Cooper [3]. Again, by the same 
property, the second term on the right-hand side of expression (4.11) is the probability generating 
function of the number of customers at an arbitrary point of time given that the server is idle. 
EXAMPLE 3. Drop the r-quorum assumption ow (take r -- 1). The system becomes an M/G/1 
queueing system under N-policy and expression (4.5) reduces to 
~(z)  = P (z ) .  (4.12) 
Now consider a classical M/G/1  queueing system and denote by 7r*(z) = z-,i=0V'°~ 1r*zii the proba- 
bility generating function of the embedded Markov chain. Then 
7c*(z) = P*(z) .  (4.13) 
Expression (4.13) is well known; see for example [2, p. 7]. Combining (4.12) and (4.13), we get 
the decomposition property in the form of a cross product 
~(z)P* (z )  = P (z ) r * (z ) .  (4.14) 
4.3. Sys tem Character is t ics  
(i) Let i r denote the expected length of an idle period of the server in equilibrium. Because 
the server idles when the queue size i is below r (he has to wait N -  i exponential phases), 
the expected length is given by " 
p i (N  - i ) /A  
i = ~<r (4 . i5 )  
E] p~ 
i<r  
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(ii) Let /~ denote the expected length of a busy period of the server in equilibrium. The 
probability that the server is idle is 
i 
= f + (4.16) 
i<r  
and therefore, 
E Tri 
i<r  
(4.17) 
EXAMPLE. Take the data of the first example of Section 3.2 (r = 3, N = 5). Then using Tables 1 
and 2, we get in this case, 
[ = 5po + @1 + 3p2 = 3.8817, 
Po + Pl + P2 
= 1 - ( to + ~1 + ~2) f  = 4.7310. 
~o + ~1 + ~2 
To summarize, in this paper we have suggested an r-quorum queueing model with random 
server capacity under N-policy discipline (hysteretic model). The probability generating functions 
for the steady-state were derived in both discrete time and continuous time parameters. Further, 
some system characteristics were presented with examples. 
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