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Abstract—Detecting faces and heads appearing in video feeds
are challenging tasks in real-world video surveillance applica-
tions due to variations in appearance, occlusions and complex
backgrounds. Recently, several CNN architectures have been
proposed to increase the accuracy of detectors, although their
computational complexity can be an issue, especially for real-
time applications, where faces and heads must be detected live
using high-resolution cameras. This paper compares the accuracy
and complexity of state-of-the-art CNN architectures that are
suitable for face and head detection. Single pass and region-based
architectures are reviewed and compared empirically to baseline
techniques according to accuracy and to time and memory
complexity on images from several challenging datasets. The
viability of these architectures is analyzed with real-time video
surveillance applications in mind. Results suggest that, although
CNN architectures can achieve a very high level of accuracy
compared to traditional detectors, their computational cost can
represent a limitation for many practical real-time applications.
Keywords—Face Detection, Head Detection, Convolutional
NNs, Video Surveillance.
I. INTRODUCTION
The ability to locate and identify multiple individuals at
different moments and places is important in many video
analytics and surveillance applications, such as scene under-
standing, action and event recognition, video summarization,
person re-identification, and watchlist screening. A person
appearing in a camera’s field of view is often detected based
on the appearance of their face and head, and the correspond-
ing regions of interest can be employed to initiate tracking,
analysis and recognition of individuals. Detecting faces and
head over a network of video cameras is challenging tasks
in real-world surveillance applications due to complex scene
and real-time requirements. Implementations must therefore be
computationally efficient and scale well to the number, frame
rate and resolution of cameras and to the number of persons
in the scene.
Face detection has been an active research area in computer
vision and pattern recognition for several years due to the
challenging nature of face as an object, and to the large number
of applications. For instance, the popular cascaded boosting
detector proposed by Viola and Jones [18] is known to rapidly
detect frontal faces with low computational complexity. Multi-
view face detectors rely on face descriptors and classifiers
that are not typically discriminant enough to detect faces
under a wide variety of capture conditions. Indeed, it is often
difficult to train such detectors off-line with enough reference
images to cover all possible variations in facial appearance
(due to changes in illumination, pose, scale, motion blur, etc.)
and occlusions that can occur in real-world unconstrained
surveillance environments. Moreover, applying a detector to
every high resolution video frames captured over a network
of cameras in potentially cluttered scenes is a complex task,
which limits their real-time application. These issues have
driven much research in face detection, and have led to many
innovative techniques based on rigid templates, in particular on
variations of boosting and neural networks, and on deformable
part-based models [22].
Exploiting the temporal coherence obtained using a visual
tracker allows to continuously locate a same person over time,
and can improve the accuracy and complexity since they only
require local detection of previously-seen faces and heads in
a video. However, global detection (on entire frames) would
still be required periodically to initiate new person tracks and
drop others. In addition, long term tracking of multiple persons
in complex scenes based on information extracted from, e.g.,
faces, heads, bodies, gait, and clothing, is also a challenging
problem in real-word video surveillance applications due to
appearance changes, deformations, occlusions, and clutter and
dynamic backgrounds.
More recently, several deep learning architectures have been
shown to achieve a high level of accuracy in complex visual
object (including face and head) detection applications, where
robust object representations are learned directly from large-
scale datasets [2]. However, the computational complexity of
these architectures are known to be high [4], especially for
real-time applications where faces and heads must be detected
live from many high resolution cameras.
In this paper, state-of-the-art convolutional neural net-
works (CNNs) suitable for face and head detection are com-
pared according to accuracy and computational complexity.
These architectures include include Faster Regional-CNN (R-
CNN) [5], Region-based Fully Convolutional Networks (R-
FCN) [3], PVANET [13], Local R-CNN [19] and Single Shot
Multi-Box Detector (SSD) [6]. These CNN architecture are
organized according to: (1) single pass approaches (like SSD)
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that detect with one step through the CNN, and (2) region
based approaches (like Faster R-CNN) that exploit a bounding
box proposal mechanism prior to detection. They are compared
empirically to baseline detectors according to accuracy and
time complexity on images from several challenging public
datasets. The trade-off of accuracy versus complexity of these
architectures are analyzed for real-time video surveillance
applications.
II. CNN ARCHITECTURES FOR FACE DETECTION
This section presents a survey state-of-the-art CNN meta-
architectures that are suitable for face and head detection in
video surveillance applications. Although each architecture
can employ different basic CNNs for accurate feature extrac-
tion [4] – Inception, ResNet, VGG-16, etc. – this paper will
focus on CNN meta-architectures. They are organized below
according to single pass and region based approaches.
A. Single Pass CNN Detectors:
Single shot detectors generally employ a single feed-forward
convolutional network to directly predict bounding boxes
proposals. For the feature extractor, SSD uses VGG-16 as
its feature extractor because of its simplicity. Given an input
image, the architecture of the Single Shot Multi-Box Detector
(SSD) [6] (shown in Figure 1) outputs bounding box proposals
on some selected convolution layers. At each selected layer,
the feature map is divided into a grid of, e.g. 16x16, 8x8,
and then each layer computes a score per box. Then, the
bounding boxes are processed by the corresponding fully
connected classifier, which further eliminates box proposals.
The remaining bounding boxes output from these classifiers
are then merged using Non-Maximum Suppression.
B. Region-Based CNN Detectors:
Region-based architectures are among the most promising
approaches, where bounding box proposal mechanisms are
employed for accurate object detection. R-CNN [10] is one of
the first region-based CNN detectors. It uses selective search
to generates region proposals, and each proposal requires a
forward pass through the whole network to compute features.
For example, a Local R-CNN has been exploited by Vu et
al. [19] for head detection. Instead of classifying head versus
non-head regions with SVMs, the authors employ the output
of a pre-trained CNN [15] to compute candidate scores. R-
CNN is often seen as a complex architecture because of the
selective search process and forward passes for each proposed
region.
Currently, Faster R-CNN [5] (shown in Figure 2) is the
most popular architecture of this type, and has inspired several
other architectures. Instead of using a selective search like the
previously-proposed architectures (R-CNN [10] and Fast R-
CNN [9]), this approach exploits a Region Proposal Network
(RPN). The RPN generates many bounding box (ROI) propos-
als for classification, while the classifier pools ROI features
from the shared convolutional layers.
Fig. 1. Single Shot Multi-Box Detector (SSD) architecture.
Given an input image, features output from an intermediate
convolutional layer are presented to the RPN, which contains
another convolutional layer and a regression layer to predict
bounding boxes, and a box classification layer. The ROI pool-
ing layer receives bounding box proposal from the RPN, and
features from the previous convolutional layer. The classifier
then uses the features pooled by the ROI pooling layer to
produce scores, allowing to predict whether or not the ROI is
a face/head. An advantage of region-based CNN detectors is
that all ROIs are transformed to a fixed size feature map prior
classification, allowing for a variable size for input images.
However, the processing time depends on the number of boxes
proposed by the RPN.
Region-based Fully Convolutional Networks (R-FCN) [3]
shown in Figure 4 is another architecture based on RPNs. It
is proposed to improve the efficiency of Faster R-CNN [5]
by using a residual network for feature extraction, and a fully
convolutional layer for classification. Residual networks [11]
work on the assumption that, instead of only learning informa-
tion output from the previous layer, information from the input
to this previous layer can also provide valuable information
for training. This is particularly true when the residual layer
(ReLU) does not activate, and the output from the previous
layer is zero. As illustrated in Figure 3, residual learning adds
the input of the previous layer to its output, and inputs this
sum to the next layer.
The R-FCN and Faster-RCNN architecture are very similar,
Fig. 2. Faster Regional-CNN (R-CNN) architecture.
Fig. 3. Structure of a residual layer.
except that the RPN in the R-FCN extracts features prior to
last layer of the feature extractor, and the architecture uses a
fully convolutional network (there is no fully connected layer
at the end). Instead, the R-FCN uses a voting system – the
average score of the ROI from the average pooling layer – to
determine whether an ROI is an object of interest. In particular,
features are extracted from the last layer prior to prediction
instead of extracting features from the same layer where
region proposals are predicted. This minimizes the amount
of per-region computations. The RPN and classifier share
more convolution layers than with Faster R-CNN. Finally,
to provide translation-variance representations, R-FCN uses
a position-sensitive extraction mechanism instead of standard
Fig. 4. Region-based Fully Convolutional Networks (R-FCN) architecture.
ROI pooling techniques.
Unlike the two previous techniques, PVANET [13] uses an
Inception-ResNet network (see Figure 5) for feature extraction.
This recently-proposed CNN detector combines the strength
of Inception and ResNet models, where the Inception model
introduces the notion of parallel feature extraction into its
architecture. Instead of choosing the network’s filter size at
each layer, e.g. 1x1, 3x3 or 5x5, Inception uses all of them,
and allows the network to select the best features. This allows
the model to learn multi-level features from multiple filters
to improve performance. Moreover, combining Inception and
ResNet models can potentially achieve higher level of accuracy
than with either Inception or ResNet alone.
The PVANET architecture (see Figure 6) uses Hyper Fea-
ture [14] to combine features for the RPN and FC classifica-
tion, instead of using the output of a single feature extraction
layer as the input to the RPN. Hyper Feature concatenates
the features extracted from lower-levels, and a applies a
deconvolution operation to upscale higher-level features. The
features map produced by Hyper Feature is also smaller than
the one employed in R-FCN and Faster R-CNN, thereby
Fig. 5. Structure of an Inception-Resnet-v2 layer.
reducing the computational complexity.
III. EXPERIMENTAL METHODOLOGY
In order to compare the CNN detectors described in Section
2, each architecture was implemented for GPU processing
using Caffe deep learning framework (see Table 1). Baseline
detectors were implemented with OpenCV for Viola-Jones,
and Matlab with C backend for HeadHunter DPM. All the
CNN architectures were initially pretrained with images from
the PASCAL VOC database for object detection [7]. Then,
these architectures were fine-tuned on Wider Face [21] dataset
for face detection experiments. Average test-set performance
was calculated on facial images of the FDDB [12] dataset.
For head detection experiments, all the architectures were
fine-tuned with Hollywood Head [19] dataset, and then tested
on the Casablanca [17] dataset. These publicly datasets are
comprised of many face and head images captured in a
wide range of challenging conditions. For all the region-based
architectures, images were fed ’as is’ since they can handle
different image sizes thanks to ROI Pooling. As for SSD, we
used the SSD300 model for testing, the input images were
reshaped into a 300x300 tensor to fit the network. The rest
of this section provides additional details on the dataset and
performance metrics used in this paper.
Hollywood Heads is a large-scale dataset [19] derived
from 21 Hollywood movies. They include a total of 369,846
human heads annotated in 224,740 color RGB video frames,
with various resolutions, e.g., 528x224 and 640x360. The
movies vary over various genres and time epochs. The
Fig. 6. PVANET architecture.
Casablanca dataset [17] contains frames exacted from the
movie Casablanca. It is comprised a total of 1466 frames
with annotated head bounding boxes. The Casablanca dataset
is annotated like the Hollywood dataset except that the frontal
head annotation have been reduced to faces. The resolution of
all the greyscale frame is 976x720p. Casablanca is an archive
film and provides an interesting setting for head detection,
where images greyscale, with poor lighting and crowded
scenes.
Wider Face is a large-scale face detection dataset [21]. It
consists of 32,203 images with 393,703 labeled faces. The
resolution of all the images is varied 1024x696 an 1024x1048.
The faces have been selected based changes in in appearance
Table 1. Summary of implementations for each CNN architecture.
Detector Feature Extractor Matching Loss Function
SSD [6] VGG-16 argmax smooth L1
Faster R-CNN [5] VGG-16 argmax smooth L1
R-FCN [3] ResNet50/101 argmax smooth L1
PVANET [13] Inception-Resnet argmax smooth L1
based on pose and scale variations. The annotation indicates
various attributes such as occlusion, pose and categories. The
Face Detection Dataset and Benchmark (FDDB) [12] dataset is
a collection of labeled faces from Faces in the Wild dataset.
It contains a total of 5171 face annotations, where images
are also of various resolution, e.g. 363x450 and 229x410.
The dataset incorporates a range of challenges, including
difficult pose angles, out-of-focus faces and low resolution.
Both greyscale and color images are included.
Different performance metrics were considered to compare
the CNN architectures for face and head detection. Accuracy
is measured using the ROC curves, in which true positive rate
(TPR) is plotted as a function of false positive rate (FPR)
over all decision thresholds. TPR is defined as the proportion
of target face ROIs that are correctly detected as face over the
total number of ground truth ROIs in the sequence. Meanwhile,
FPR is the proportion of non-target face and head ROIs
incorrectly detected as face over the total number of non-target
face and head ROIs. The area under ROC curve (AUC) is a
global scalar metric of the detection performance.
ROC curves and AUC measures allow for an evaluation of
performance that is independent of miss-classification costs
and class priors between classifiers. In video surveillance,
the number of faces varies time in each sequence. Thus,
the Precision-Recall space is more suitable for measuring
detector performance under imbalanced data situation. Recall
corresponds to TPR and precision (P) is computed as follows
P = TP/(TP + FP). The mean average precision (mAP)
measures the average precision of the detector over vertices
of the precision-recall curve. It is calculated using: mAP =∑n
k=1 P (k)∆r(k), where P(k) is the precision measure at
decision threshold k, and ∆r(k) as the difference in recall from
threshold k - 1 to k. The mAP measures corresponds to the
area under the Precision-Recall curve.
Time complexity was measured as the average number of
frames per second (FPS). Since this measure depends on
several external factors to the algorithm (e.g., the GPU, CPU,
etc.), the number of floating point operations (FLOP) was
also considered to measure the runtime performance because
it is less dependent of the hardware, although it is still
dependent of the software. All experiments were performed
using an Intel Xeon CPU E3-1270 (3.60GHz) computer with
Table 2. Average AUC and mAP accuracy for face and head detection on
the FDDB dataset and Casablanca dataset.
Detector FDDB data Casablanca data
AUC mAP (%) AUC mAP (%)
VJ [18]\VJ-CRF [17] 0.6654 67.16 0.42 37.68
HeadHunter [20]\DPM [8] 0.7780 77.78 0.58 51.57
SSD [6] 0.7740 85.00 0.68 57.57
Faster R-CNN [5] 0.9253 91.73 0.55 56.37
R-FCN 50 [3] 0.9339 92.92 0.63 60.53
R-FCN 101 [3] 0.9287 92.53 0.63 60.67
PVANET [13] 0.9168 91.87 0.55 60.11
Local-RCNN [19] N/A N/A 0.78 71.76
Nvidia M4000 GPU acceleration card. This type of computer
corresponds to a cost-effective hardware solution for many
industrial applications. The monitoring and profiling tools
provided by NVIDIA (nvprof and nvvp) was used to measure
the number of FLOPS and the memory cost of each algorithm.
IV. RESULTS AND DISCUSSIONS
Figure 71 compares the ROC and Precision-Recall curves
for traditional and CNN-based face detectors fine-tuned on
Wider Face dataset, and then tested on the FDDB dataset.
The area under these curves is summarized in Table 2. Results
show that the CNN architecture provide a significantly higher
level of accuracy versus traditional methods like Viola-Jones
and HeadHunter DPM. Both R-FCN networks outperform
other detectors in terms of ROC accuracy, although the three
region-based CNNs – Faster R-CNN, R-FCN and PVANET
– provide a comparably high level of accuracy that is sig-
nificantly higher than SSD. However, SSD provides more
competitive performance in the Precision-Recall space. The
accuracy obtained by using a very recent single-shot CNN
architecture called Yolo 9000 [16] on our datasets is not
competitive so we decided not to present them in this paper.
Figure 8 compares the traditional and CNN-based detectors
for head detection. These detectors were fine-tuned on Hol-
lywood Head Datasets and tested on Casablanca dataset. The
results show that compared to the face detection problem, head
detection is still very challenging. Among CNN detectors,
Local R-CNN achieves the highest level of accuracy. Note
that Local R-CNN was considered here because it provided
a baseline for head detection, but its time complexity is too
high for video surveillance applications.
Our results also compare ResNet50 and ResNet101 inside
the R-FCN architecture. The R-FCN with ResNet50 is slightly
more accurate than the ResNet101, but the difference is almost
negligible. Results show one of the advantages of R-FCN is
its residual learning. Even when reducing the number of R-
FCN layers, the network sustains a high level of accuracy
since residual layers learn much better than regular convolu-
tional layer. Also, since the RPN and classifier share more
convolution layers than with Faster R-CNN, allowing for a
more compact FC classifier. Since this classifier will process
each ROI proposed by the RPN, this also translated to a faster
processing time than Faster R-CNN.
Table 3 shows the average time and memory complexity
of traditional and CNN-based face detectors on the FDDB
dataset. Time complexity was measures on a 450 x 387 pixel
images with 10 box proposals. The memory consumption was
measured on the same image with a batch size of 1. The
SSD and Yolo 9000 detectors represent the more efficient
1We attempted to compare CNN detectors on ChokePoint and COX Face
DB, two public datasets for face recognition in video surveillance [1]. With
these datasets, occluded faces are not annotated. Since the CNN detectors
are very accurate and detect several occluded faces without eyes, many false
positives were introduced into our evaluation. The results were therefore not
included in this paper.
Fig. 7. ROC and inverted Precision-Recall curves for face detectors on FDDB data.
Fig. 8. ROC and inverted Precision-Recall curves for head detectors on Casablanca data.
solutions, where a face can be detected in these images
at about 19 FPS using relatively compact implementations.
Regardless, these results indicate that even with the fastest
CNN architectures, the time complexity is high compared to
the Viola-Jones detector, but potentially suitable for real-time
industrial applications in video surveillance.
Figure 9 (Left) shows average GPU time per frame versus
the number of bounding box proposals for the CNN detectors
Table 3. Average time and memory complexity for face detection on FDDB.
Detector Time Memory
GFLOPS FPS consumption (GB)
Viola-Jones [18] 0.6 60.0 0.1
HeadHunter DPM [20] 5.0 1 2.0
SSD[6] 45.8 13.3 0.7
Faster R-CNN [5] 223.9 5.8 2.1
R-FCN 50 [3] 132.1 6.0 2.4
R-FCN 101 [3] 186.6 4.7 3.1
PVANET [13] 40.1 9.0 2.6
Local RCNN [19] 1206.8 0.5 2.1
Yolo 9000 [16] 34.90 19.2 2.1
on FDDB data. Results indicate that, although the Faster R-
CNN and R-FCN architecture consume the highest GPU time
per frame, the time complexity of PVANET and Faster R-CNN
grows with the number of bounding box proposals. Algorithms
with the lowest computational cost, in particular SSD, are most
suitable for real-time applications. Figure 9 (Right) shows the
number of FLOPS according to image resolution. From this
figure, we observe that the number of GFLOPS grows on the
number of pixels. The number of FLOPS per bit does not grow
noticeably for PVANET and SSD. Indeed, SSD resizes images
and PVANET uses a concatenation of down-sampled feature
map (Hyper Feature) to use the RPN, instead of using RPN
directly on a feature map.
Let us consider the application case where a real-time video
surveillance system must detect faces or heads in video frames
for 10 or more live video feeds, and detect up to 10 different
individuals in a single field of view using a computer. Assumed
that the surveillance cameras will capture frames at a rate
of 20-30 fps and at a SVGA resolution (800x600 pixels)
or higher. Implementations must therefore be computationally
Fig. 9. (Right) Average GPU processing time per image in the FDDB dataset as a function of the number of bounding box proposals. (Left) Average
number of GFLOPS as a function of image resolution.
efficient and scale well to a growing number of cameras, frame
rate, resolution and clutter in the scene.
Given the same computer (Intel Xeon CPU E3-1270 with
NVIDIA M4000 GPU acceleration card) that was used to
produce the results in Table 3, it is possible to process multiple
video streams at the same time without affecting a detector’s
algorithmic performance by increasing the batch size during
operations (test phase). Since, the CNN detector only uses
the GPU, and other operations like encoding and decoding
is handled on the CPU, the time complexity would not be
heavily impacted. CNN architectures like SDD and PVANET
are potentially able to process multiple streams in a same video
surveillance system, while sustaining real-time performance.
Currently, SSD a requires a comparatively low computational
complexity on 450 x 387 pixel images. However, it would
appear challenging to achieve real-time performance on HD
images (720p, 1080p). The current processing time of SSD is
12.5 fps on 720p images, and 10.3 fps on 1080p images.
V. CONCLUSION
Computational complexity is an important problem for prac-
tical CNN application. The complexity of modern CNN archi-
tectures that are suitable for robust face and head detection is
high, especially for real-time video surveillance applications.
This paper presents a comparison of several single pass and
region-based CNN architectures according to accuracy and
complexity for face and head detection on public data sets.
They are compared empirically to baseline detectors using
images from several challenging public datasets. Results shows
that while these detectors provide state-of-the-art accuracy,
some of the models are not currently suitable for deployment
in many real-time video surveillance applications, especially
with high definition frames. The SSD and PVANET architec-
tures are potentially capable of real-time application on non-
HD images. For head detection, the level of accuracy remains a
limitation for real-world environments. Future research should
include reducing the complexity of CNN architectures us-
ing sparse or perforated convolution, binary CNNs, or other
techniques that affect a better trade-off between accuracy and
complexity. It should also include evaluating these detectors
on more challenging video surveillance datasets.
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