This paper presents a new method to balance binary search trees, which has the following properties. (i) The only information stored for the balance is the size of every subtree. (ii) Inserting or deleting an element can be done in the most traditional way: first, the element is recursively inserted (deleted) in (from) the appropriate subtree; afterwards, a single or double rotation takes place if necessary. (iii) Checking whether or not those rotations are required is computable in constant time per visited node. (iv) The worst-case height of these trees is never worse than approximately 1.44042 log 2 n, where n is the number of elements.
Introduction
The binary search tree (BST) is a fundamental data structure. To keep BSTs with height proportional to Θ(log n), where n is the number of elements, many variants of balanced BSTs have been proposed. In this paper, we are interested in two important properties:
• the information required to check the balance, and • the worst-case height of the trees.
For instance, the popular red-black trees [3] have a worst case height ∼ 2 log 2 n. By contrast, the worst case height of AVL-trees [1] is ∼ log φ n ≃ 1.44 log 2 n, where φ = (1 + √ 5 )/2 ≃ 1.62 is the golden ratio. This is the smallest worst-case constant among all known balancing methods that recursively update the appropriate subtree, and afterwards perform some rotations if needed. Note that most of those methods can be implemented non-recursively for practical efficiency. Regarding the extra information for balancing the tree, it is possible to store nothing. Splay-trees [8] , which achieve Θ(log n) cost per operation, are probably the most famous example. Unfortunately, that cost bound is only true in an amortized sense. If something must be stored at the nodes, the most useful information is the size of each subtree. Note that this must be recorded anyway if we want to efficiently perform rank operations (searching the i-th element, removing the i-th element, computing the rank of an element given its key) typical of ''dynamic arrays''. Moreover, memory alignment considerations on most modern computers imply that storing an integer number can in practice consume the same space as storing one or two bits. For instance, the classes set and map of the C + + SLT are implemented with red-black trees that spend one whole word for each color bit.
There are several kinds of trees that are balanced through the sizes of the subtrees. For example, randomized BSTs [5] achieve Θ(log n) cost per operation with simple algorithms. However, that bound holds only with high probability. If Θ(log n) worst case height guarantees are required, weighted-trees [6] or Logarithmic-BSTs [7] can be used, the latter being easier to implement in practice. Both variants have a worst-case height of ∼ 2 log 2 n. Table 1 First values of ℓ(n). . . .
Note that AVL-trees, which (at least, in theory) only use two bits of extra information per node, achieve a better worst-case height than trees that use up to log 2 n bits per node. This paper shows how to balance a BST making use only of the sizes of the subtrees as balancing information, and achieving a worst-case height no worse than that of AVL-trees.
The next sections are organized as follows. In Section 2 the basic definitions for the rest of the paper are provided. In Section 3 Fibonacci BSTs (Fib-trees, for short) are defined, and it is proved that the height of a Fib-tree with n leaves is never larger than log φ n. In Section 4 it is shown how to insert into a Fib-tree with cost O(log n). In Section 5 it is discussed how to delete from a Fib-tree with cost O(log n). In Section 6 other algorithms are considered: rank operations, joining two Fib-trees, splitting a Fib-tree, and set operations. In Section 7 it is proved that the amortized number of rotations per insertion is O (1) . Finally, in Section 8 some implementation issues are discussed.
Basic definitions
Fibonacci BSTs are based upon Fibonacci numbers:
5. Let a leaf be a null node. Let the height of a BST be the number of internal nodes in the largest path from the root of the tree to a leaf, or 0 if the tree is empty. The function ℓ(n), defined next, is the worst-case height of an AVL-tree with n leaves.
Definition 1.
For every integer number n ≥ 1, let ℓ(n) be the unique non-negative integer number such that Table 1 shows the first values of ℓ(n), which is a non-decreasing function.
Proof. This can be proved by induction over the Fibonacci numbers.
The following technical proposition will be useful later in this paper.
Proposition 2.
Let m, n ≥ 1.
Proof. We prove the first claim. Let λ = ℓ(n). By definition, F λ+2 ≤ m, n. Therefore, m + n ≥ 2F λ+2 = F λ+3 + F λ ≥ F λ+3 , which implies ℓ(m + n) ≥ λ + 1. The rest of the statements are proved similarly.
Given a BST T , denote with |T | the size of T , measured as its number of leaves. Define ℓ(T ) = ℓ(|T |). Note that ℓ(T ) is the worst-case height of any AVL-tree T when the only information we have about T is its size.
The function h(T ), defined below, is similar to ℓ(T ), but it takes into account the number of leaves of the children of a given tree T to give a better bound for its worst-case height (assuming that its children are AVL-trees).
Definition 2. For every BST T , h(T ) is defined recursively as follows:
• If T is an empty tree, then h(T ) = 0.
• Otherwise, let A and B be the children of T , with |A| ≤ |B|. Then
Proof. By induction on |T |. When T is empty, h(T ) = 0 ≥ ℓ(T ) − 1 = −1. Now assume that T is not empty. Let A and B be the children of T , with |A| ≤ |B|. There are two possible situations:
, we have h(T ) = h(B) + 1. By the induction hypothesis, this is at least ℓ(B), which by Proposition 2.3 is at least ℓ(T ) − 1. 
Fibonacci BSTs
In this section we define Fib-trees, and prove that their worst-case height bound is the same as that for AVL-trees. 
Lemma 2. For every Fib-tree T , h(T ) ≤ ℓ(T ).
Proof. Again by induction on the size of T . When T is empty, h(T ) = 0 = ℓ(T ). Now let T be a non-empty tree with children A and B, where |A| ≤ |B|. There are two possibilities: 
Moreover, building a BST from two Fib-trees A and B which follow one of the three conditions above always produces a Fib-tree (assuming that the keys in the left child are smaller than the key at the root, which is itself smaller than the keys in the right child).
All these cases are summarized in Fig. 1 (assuming that A is the left child, the other situation is symmetric), with the conventions that we will keep for the rest of the paper. The subtree B is labeled with all the possibilities for ℓ(B). The subtree A is only labeled once because ℓ(A) = λ in all the cases. The tree T shares its name with its root. For every combination of ℓ(A) and ℓ(B), the possible values for ℓ(T ) are shown. The labels between brackets show the values of h(B) and of h(T ) when known and informative. For instance, in the first case, when ℓ(A) = ℓ(B) = λ, ℓ(T ) must be either λ + 1 or λ + 2, but in either case h(T ) = λ + 1.
Theorem 1. For every Fib-tree T , height(T ) ≤ h(T ).
Proof. Once again we use induction. If T is empty, height(T ) = 0 = h(T ). Suppose that T is not empty, that A and B are the children of T , and that height(A) ≤ height(B), which implies height(T ) = height(B) + 1. By the induction hypothesis, height(B) ≤ h(B), which by Lemma 2 is at most ℓ(B). Therefore, height(T ) ≤ ℓ(B) + 1. Now we analyze three different possibilities: 
If
Joining together Proposition 1, Lemma 2 and Theorem 1 yields the following important conclusion.
Corollary 2.
For every Fib-tree T , height(T ) ≤ log φ |T |.
Since Fib-trees have exactly the same worst-case bound as AVL-trees, a natural question is whether they are in fact the same set of trees. They are not. AVL-trees use the actual (difference of) height of their children as balancing information. By contrast, Fib-trees use the potential height of their children computed from their size. For instance, if we build a BST from two Fib-trees A and B such that |A| = |B| and height(A) ≤ height(B) − 2, the result will be a Fib-tree but not an AVL-tree. The opposite situation is also possible. However, both balancing strategies share the same worst case, namely a Fibonacci tree (see [4, page 417]).
Inserting into Fibonacci BSTs
Here we show how to perform insertions in logarithmic time while preserving the conditions for a Fib-tree.
First, we observe that there are eight different cases for a Fib-tree R with a fixed ℓ(R) = λ, depending on the labels of its left child A and of its right child D. All these cases are included in Fig. 2 .
We consider the insertion of a new key x into a Fib-tree from a recursive point of view. Let L and R b be respectively the left and right children before the insertion, and assume w.l.o.g. that x is recursively inserted in R b . Let R denote the result.
by Corollary 1 the resulting tree is a Fib-tree.
The following lemma allows us to prove that an insertion in the larger child cannot produce a difference of 3 or larger in the labels of the children.
Lemma 3. For every Fib-tree T , if h(T
Proof. Consider Fig. 1 . There are three possibilities for h(T ) = ℓ(T )−1 and ℓ(A) = λ. In all of them we bound |T | = |A|+|B| as follows.
But by the last lemma, the label cannot increase after one single insertion, so ℓ(R) = λ.
Therefore, the only cases that we need to consider are those with ℓ(L) = λ − 2, λ − 1 ≤ ℓ(R b ) ≤ λ, and ℓ(R) = λ. In this situation the resulting tree could indeed be unbalanced, depending on the cases shown in Fig. 2 . As Fig. 3 proves, for the first three cases in Fig. 2 the tree is already balanced after the insertion. Indeed, despite the fact
For the fourth, sixth and seventh cases in Fig. 2 it is enough to perform a single rotation (see Fig. 4 ). Note that for the first of these three cases, it could happen that no rotations were necessary: if h(D) = λ − 2, then h(R) = λ − 1 and T would already be a Fib-tree. However, computing h(D) could imply exploring several levels, so we rather perform the rotation unconditionally. We finally deal with the fifth case in Fig. 2 . Its first three subcases require no rotations at all, since h(A) = λ − 2 implies h(R) = λ − 1 (see Fig. 6 ).
The last five subcases of the fifth case in Fig. 2 are handled with a double rotation, as can be seen in Fig. 7 . Note that the first two of these subcases could require no rotations. Consider the first subcase. If h(C ) = λ − 3, then h(A) = λ − 2 and h(R) = λ − 1. But we perform the double rotation anyway to avoid exploring the subtree C (or B, in the second subcase).
Deleting from Fibonacci BSTs
Here we consider how to remove a key x from a Fib-tree. To delete x we first search for it. If x is found, we remove the node (call it ν) where it is located. This can be done using a well known approach, namely to replace ν by the node with the maximum (or minimum) element in the left (or right) child of ν. (There is an exception to this rule: the trivial case where ν has no children.) The possible situations found when extracting the maximum (or minimum) of a Fib-tree are basically the same as when recursively deleting an element, because the size of the subtree always decreases by one unit.
Let L and R be respectively the left and right children, and assume w.l.o.g. that the deletion of x (or the extraction of the maximum) takes place at L. Let L ′ denote L after the update, and suppose that ℓ(R) = λ. It is easy to see that no unbalance is possible when ℓ(L) equals λ or λ + 1. When ℓ(L) = λ − 1 and ℓ(L ′ ) = λ − 2, we reach exactly the unbalance situation already considered for insertions, so we can apply the same set of rotations.
There is a new case that is exclusive to deletions, namely when
That is, when h(R) < ℓ(R) it is possible that the difference of the labels of the siblings becomes 3 (see Fig. 8 ). By a reasoning largely similar to the one for insertions, a single (see Fig. 9 ) or double (see Fig. 10 ) rotation can be shown to suffice for all the subcases.
In principle, there could be another way of unbalancing a Fib-tree with one single deletion. Suppose that ℓ(
Then we should use the same set of rotations as in the case of insertions.
However, the next theorem states that deleting a key never increases the function h, so that situation is impossible.
Theorem 2. Let T ′ be the result of deleting a key from a Fib-tree T , by using only the rotations considered in this section. Then h(T ′ ) ≤ h(T ).
Proof. By induction on |T |. If T has one key, h(T ) = 1 and h(T ′ ) = 0. Suppose now that |T | ≥ 2, and that we recursively delete from L (or we extract from L its maximum). Let ℓ(R) = λ. There are three cases: 
Note that no rotation after the deletion is needed, even if ℓ(L ′ ) = λ + 2, because h(L) must be λ + 1 for T to be a Fib-tree, and by the induction hypothesis h(L ′ ) cannot be larger than λ
Obviously, no rotation after the deletion is needed either. cases are proved similarly, so we only sketch them. For the first two subcases in Fig. 7 , we have h(T ) ≥ λ and h(T ′ ) = λ. For the last three subcases in Fig. 7 , we have h(T ) = λ + 1 and h(T ′ ) ≤ λ + 1. Finally, for all the cases and subcases in Figs. 9 and 10, we have h(T ) = λ and h(T ′ ) ≤ λ.
Therefore, we only need to check for the balance property after recursively deleting a key from the smaller sibling, just as we only need to check for the balance property after recursively inserting a key into the larger sibling.
Other operations

Rank operations
Fib-trees permit rank operations with no additional space, because the size of each subtree (measured as the number of leaves) is already stored at its root. All these operations are as usual. To compute the rank of a given key x in a Fib-tree T , we add the size of every left child discarded when searching for x in T . To find the i-th key, we consider the size n of the left child of T . If n = i, the result is the key at the root of T . If n ≥ i, we recursively find the i-th key in the left child. Otherwise, we recursively find the (i − n)-th key in the right child. To delete the i-th key, we first find it using the method just described, and afterwards we use the normal deletion algorithm. The cost of all these rank operations is obviously O(log |T |). 
Joining Fib-trees
Here we examine how to build a Fib-tree from two Proof. For instance, consider the penultimate case in Fig. 9 . Even if the label of the result is λ + 1, its h is λ, because both children have label λ − 1. The rest of the cases and subcases in Figs. 9 and 10 are also easily checkable.
Returning to the fifth case in Fig. 11 , let J be the result of joining L, x and A by using the methods of Section 5. We join J, R and D this way: if ℓ(J) = λ, we use the methods of Section 4; and if ℓ(J) = λ + 1 (and, by the last lemma, h(J) = λ), we use the methods of Section 5.
Finally, we make use of recursion to solve the case where ℓ(L) = λ − k for k ≥ 4. Consider all the possibilities for R included in Fig. 2 . If we denote J the result of recursively joining L, x and A, we have ℓ(A) ≤ ℓ(J) ≤ ℓ(A) + 1. Therefore, the difference between ℓ(J) and ℓ(D) is at most 3, and we can use the algorithms already considered so far to produce a Fib-tree.
It is not difficult to see that this joining method always finishes, because the difference between ℓ(R)+h(R) and ℓ(L)+h(L) strictly decreases after every recursive call. Furthermore, the number of calls is Θ(ℓ(R) − ℓ(L)), and the non-recursive cost of each call is constant. Moreover, extracting the minimum of R b has cost Θ(log |R b |), because we traverse the left spine of R b . Altogether, the cost of joining two Fib-trees is Θ(log n), where n is the sum of the sizes of the trees.
Splitting a Fib-tree
Splitting is the inverse operation of joining. Given a Fib-tree T and a key x, we produce two Fib-trees: S, with the keys smaller than x, and G, with the keys greater than x. Consider the non-trivial case where T is non-empty and the key at its root (call it y) is different than x. Assume w.l.o.g. that x < y. First, we recursively split the left child of T , getting two Fib-trees S ′ and G ′ . Then, we make S equal to S ′ , and G the result of joining G ′ , y and the right child of T by using the algorithm just presented in the previous subsection.
Similarly to the joining algorithm, it is easy to prove that the number of steps when x is not present is Θ(ℓ(S) + ℓ(G)).
Moreover, the splitting process visits exactly the same nodes as when searching for x. The cost of splitting a Fib-tree T by a non-existent key is thus Θ(log |T |). Table 2 First values of ψ(n). . . .
Set operations
It is also possible to perform the common set operations (union, intersection, difference) in linear time. 
Since this maximum is taken over weighted means of the function C , we also have the bound C (n) ≤ O(log n/n) + max n/13≤i≤12n/13 C (i). For large n (to avoid rounding issues), the largest sum when iterating this recurrence is achieved for the largest possible i (that is, i = 12n/13), so C (n) ≤ O(log n/n) + C (12n/13), whose solution, by using for instance a Master Theorem, is C (n) = O (1) . As a conclusion,
The set intersection and set difference can be implemented with similar linear-time algorithms.
Fib-trees under only insertions
It is well-known that an insertion into an AVL-tree requires at most one (single or double) rotation. By contrast, and as is the case for weighted-trees and Logarithmic-BSTs, an insertion into a Fib-tree may require more than one rotation. However, the amortized number of rotations per insertion of the first two variants is known to be constant. Below, we show that this property is also true for Fib-trees. We start with a useful lemma. Fig. 4 and the first three subcases in Fig. 7 .
Lemma 5. When only insertions are performed into an initially empty Fib-tree, the only rotations required are those for the first two cases in
Proof. First of all, observe that all the rotations in Section 4 produce trees with a difference of at most 1 in the labels of the siblings. So, for instance, in the last case in Fig. 4 (ℓ(L) = ℓ(A) = λ − 2, ℓ(R) = ℓ(D) = λ), the subtree R cannot be the result of a rotation in the right child of T . In other words, A and D already had to be the children of R before the insertion. However, D must have label λ − 1 before it reaches label λ. But the first time that ℓ(D) = λ − 1, the first case in Fig. 4 applies and a rotation takes place, so the last case in Fig. 4 is unreachable. The rest of the cases and subcases can be reasoned similarly. Therefore, the code for Fib-trees can be simplified when only insertions take place. Furthermore, we will use the lemma above in the following theorem.
Theorem 3. When n keys are inserted into an initially empty Fib-tree, the total number of rotations is O(n).
Proof. We use the potential method [8] . In what follows, let T be a non-empty subtree, and let L and R be its children. Also, let G and U respectively be the parent and the sibling of T (if they exist). Let us call such G and U the grandparent and uncle of L and R.
To continue, we need some definitions. For every integer number n ≥ 1, define ψ(n) = (n − F ℓ(n)+2 )/F ℓ(n)+1 . Table 2 shows the first values of ψ(n).
, if U does exist and ℓ(T ) > ℓ(U); and 0, otherwise. Define the potential of a node (the root of T ) as φ(T ) = 2ψ (T ) + δ(T ) + Υ (T ). Intuitively speaking, this function provides a measure of how potentially bad the node is: if ψ(T ) is close to 1, T may be likely to increase its label soon, which could imply a rotation. The larger δ(T ) is, the more unbalanced is the root of T . And, in general, we prefer the children of the larger of two siblings to be smaller than its uncle. Now, let S(t) be the set of all the non-empty subtrees in a Fib-tree t (that is, we have one subtree for every node of t).
Define Φ(t) =  T ∈S(t) φ(T ). Let t 0 be the initial empty tree, and let t i for 1 ≤ i ≤ n be the Fib-tree after the i-th insertion. Define C i as the cost (measured as the number of single or double rotations) of the i-th insertion. Define the amortized cost of the i-th insertion
Since Φ(t 0 ) = 0 and Φ(t n ) ≥ 0, if we are able to prove that
To bound each A i , we separately consider, in this order: 1. the total contribution to ∆ i due to the ψ function;
2. the change of potential around every node that increases its label; 3. the effect of rotations.
For the first contribution, note that a grandparent has a label strictly larger that its grandchildren, so the insertion path visits nodes with the same label at most twice. The total increase of potential due to the term 2ψ is thus bounded by
, because F i grows exponentially. Note that we are assuming that no node increases its label. Therefore, if a node does change its label from λ to λ + 1, thus dropping its ψ function from close to 1 to 0, we count the term 2/F λ+1 here anyway, so as to reserve a whole −2 term for the analysis below.
Regarding the second and third contributions to A i , assume that we update the potentials from the leaf where the new key has been inserted up to the root. For every traversed node T , and after the recursive call, we first update its label if necessary, and afterwards we consider whether or not a rotation is required.
We first deal with the second contribution, and show that it is never positive. Assume that the label of T has increased, and that ℓ(T ) denotes the new label. There are four cases to consider. In all of them, Υ (G) increases by at most 1, and by adding the −2 term reserved when analyzing the first contribution, we have a common −1 that we add to each case.
• If ℓ(T ) = ℓ(U) − 1, then δ(G) drops from 3 to 2, and Υ (U) decreases by 2. Altogether, the increment is at most −4.
• If ℓ(T ) = ℓ(U), then δ(G) drops from 2 to 0, and Υ (U) increases by at most 2 (note that, before the insertion, −2 ≤ Υ (U) ≤ 0, and, after the insertion, Υ (U) = 0). Altogether, the increment is at most −1.
• If ℓ(T ) = ℓ(U) + 1, then δ(G) grows from 0 to 2, and Υ (T ) decreases by at least 1 (note that, before the insertion, Υ (T ) = 0, and, after the insertion, Υ (T ) ≤ −1, because the size of T is just the minimum possible for the new label, so its children cannot be too large). 1 Altogether, the increment is at most 0.
• If ℓ(T ) = ℓ(U) + 2, then δ(G) grows from 2 to 3, with no more changes. Altogether, the increment is at most 0.
We finally cope with the third contribution. Henceforth, we will use a prime symbol to distinguish between the same node before and after a rotation takes place. According to Lemma 5, these are the cases that we must consider:
• First case in Fig. 4 , with ℓ(
, and the sibling of T , if any, does not change),
Adding everything (taking into account the factor 2 of the ψ function), the increment is at most −2.
The increment is at most −3.
• Second case in Fig. 4. (From now on, we will omit the trivial identities and the null terms.) We have ψ(
The increment is at most −1.
• First subcase in Fig. 7 , with ℓ(R ′ ) = λ − 1. Apart from the ψ function, we have δ(
For the moment, the increment is at most −3.
.
In order to bound ∆ψ,
, which is at most 4/3 for λ ≥ 3. Altogether, the increment is at most 2 · 4/3 − 3 = −1/3. • First subcase in Fig. 7 , with ℓ(R ′ ) = λ. Apart from the ψ function, we have δ(
, and Υ (C) ≥ −2. For the moment, the increment is at most −2. On the other hand,
1 There is just one exception to this rule: when U is an empty tree and T has one node. However, this happens at most once per insertion, for an overall contribution of O(n) to the cost, which cannot affect the statement of the theorem.
We bound ∆ψ by using again l ≤ F λ+1 , c ≥ F λ and b ≥ F λ−1 , this time to get ∆ψ ≤ F λ−1 /F λ − F λ−1 /F λ+1 , which is at most 1/3 for λ ≥ 3. Altogether, the increment of potential is at most 2 · 1/3 − 2 = −4/3. • Second subcase in Fig. 7 . It is symmetrical to the first subcase, already considered.
• Third subcase in Fig. 7 , with ℓ(
, and Υ (R) = 1. Moreover, ∆ψ ≤ 2. The increment is at most 2 · 2 − 6 = −2.
, Υ (R) = 1 and ∆ψ ≤ 2, for an increment of at most 2 · 2 − 5 = −1.
• Third subcase in Fig. 7 , with ℓ(T ′ ) = λ and ℓ(R ′ ) = λ − 1. It is like the one just considered.
• Third subcase in Fig. 7 , with ℓ(T ′ ) = ℓ(R ′ ) = λ. Apart from the ψ function, we have δ(R) = 2, δ(T ) = 3, Υ (A ′ ) ≤ Υ (T )+2, and Υ (R) = 1. For the moment, the increment is at most −4. On the other hand, For the third contribution, we still have to pay for the rotation itself, which increases A i by 1/3. However, since the increment of potential is at most −1/3, the third contribution to A i is never positive. As a final conclusion, A i = O(1) and the theorem follows.
Implementation issues
We finally deal with some implementation issues. First, observe that keeping the size of every subtree does not increase the asymptotic cost of any of the algorithms presented in this paper, which can easily update that information recursively. In particular, note that a single rotation requires updating the size information of only two nodes.
More intriguing is how to decide in constant time per node whether or not a rotation is needed. This reduces to computing ℓ(S) in cost Θ(1), where S stands for each of the subtrees either directly visited by the algorithms, or later explored to take a decision nearby. Recall that we do not explicitly store the label of the subtrees.
One possibility is to use the fact that, for every i ≥ 0, F i is the integer number closest to φ i / √ 5. Conversely, given the size n of a subtree, it can be seen that ℓ(n) = ⌊log φ ( √ 5n + 1/2)⌋ − 2. This already solves the problem, if floating-point operations are available and fast enough to consider that their cost is constant. There is at least another way to proceed, which is to recursively compute the required Fibonacci numbers during the ascension from the reached leaf to the root. Note that the decisions of which rotations must be performed are taken after the recursive update has been made. Therefore, we can wait until the end of the recursion call to find out the label of every subtree in play, and inductively compute the next few Fibonacci numbers for the next level of the tree.
To reduce the complications of the code, it may be useful to precompute and store the first Fibonacci numbers, which grow exponentially. Hence, a small array F (of less than 50 integer numbers if we use 32-bit integer numbers) is enough. Assume that the first values of the array are F[0] = 1 and F[1] = 2. Let n be the size of a subtree, and let ell be the label, recursively computed, of a subtree nearby. This C + + code computes ℓ(n):
int compute_ell(int n, int ell) { while (F[ell] <= n) ++ell; while (F[ell] > n) --ell; return ell; } As a final observation, note that this code has constant cost after the recursive calls of all the algorithms considered, because the difference of labels between the involved subtrees is always bounded by a constant.
