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Abstract
We consider an initial value problem for the second-order di-erential equation with a Dirichlet-to-Neumann
operator coe0cient. For the numerical solution we carry out semi-discretization by the Laguerre transformation
with respect to the time variable. Then an in5nite system of the stationary operator equations is obtained. By
potential theory, the operator equations are reduced to boundary integral equations of the second kind with
logarithmic or hypersingular kernels. The full discretization is realized by Nystr8om’s method which is based
on the trigonometric quadrature rules. Numerical tests con5rm the ability of the method to solve these types
of nonstationary problems. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Evolution problem; Dirichlet-to-Neumann operator; Laguerre transformation; Boundary integral equations of
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1. Introduction
Most of the nonstationary problems in applied sciences consist of the determination of the func-
tion u that satis5es some partial di-erential equation (or system of equations) with parabolic or
hyperbolic operators and corresponding boundary and initial conditions in the bounded or unbounded
spatial domain ∈Rn; n=2; 3. However, there exist some other classes of the nonstationary problems
in which the derivative of u with respect to the time does not occur in , but only on the boundary
@, The problems of this type arise in the theory of water waves, in the theory of viscous @ows,
in acoustics and elastostatics. For example, it is known that the motion of an incompressible liquid
with free surface in a uniform gravitation 5eld describes a certain potential function . In [2,4,14] it
is shown that in the linearized version  satis5es the operator-di-erential equation with the second
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time derivative of  and the initial conditions on the free boundary. These problems belong to the
class of the problems for the evolution di-erential equations with an integral operator coe0cient.
The numerical solution of an evolution problem of 5rst order in time on a closed curve is con-
sidered in [6]. Here the combination of the Cayley transformation and the integral equation method
is used. The solution is sought in the form of
u(x; t) = e−	t
∞∑
n=0
(−1)nLn(2	t)U	;n(x); (1.1)
where Ln are the Laguerre polynomials and 	¿ 0 is some constant. The unknown functions U	;n
are represented by using the Cayley transformation of the given integral operator coe0cient. The
functions U	;n form geometrical progression with the denominator smaller or equaling one and are
determined from a certain system of stationary operator equations.
In this paper we consider the evolution problem with the second time derivative and the integral
operator coe0cient on closed smooth boundary in R2. Let D ⊂ R2 be a bounded and simply
connected domain with the counter-clockwise orientation boundary  of the class C2. Further let w
be a solution of the Laplace equation
w = 0 in D (1.2)
with the Dirichlet boundary condition
w = v on : (1.3)
Now we introduce the Dirichlet-to-Neumann map as
Av=
@w
@
on ; (1.4)
where  denotes the outward unit normal to the boundary . We seek for the function u that satis5es
the following equation:
@2u
@t2
+ (A+ I)u= f on  × (0; T ] (1.5)
and the initial conditions
u(·; 0) = w0 and @u@t (·; 0) = w1 on : (1.6)
Here f; w0 and w1 are the given functions and T ¿ 0 and ¿ 0 are the given constants. We remark
that most evolution problems of this type in applications (for example: the motion of @uid in open
channel [2,14]) are de5ned only on the free surface. Then the operator coe0cient (1.4) is given using
the mixed Dirichlet–Neumann boundary value problem for Laplace equation. We want to consider
these evolution problems in our future researches.
It is known [13] that for f∈L2(×(0; T )); w0 ∈H 1=2() and w1 ∈L2() the initial value problem
(1.5), (1.6) has the unique solution u∈L∞(0; T ;H 1=2()) ∩ L∞(0; T ;L2()). If w0; w1; f and  are
smooth, then one can expect that u is also smooth. Note here that in [5] the explicit representation
of the solution of the Cauchy problem for the abstract second order di-erential equations is to be
found. This representation can be used in the case of the homogeneous equation and the homogeneous
second initial condition. Therefore, we propose for problem (1.5), (1.6) a combination of classical
R. Chapko / Journal of Computational and Applied Mathematics 145 (2002) 493–503 495
Laguerre transformation and the boundary integral equation method. The Laguerre transformation is
used for various nonstationary problems (see for example [1,3] and references therein). In this way,
the solution is expressed as Fourie–Laguerre series
u(x; t) = 
∞∑
n=0
un(x)Ln(t); (1.7)
where ¿ 0 is some 5xed parameter and
un(x) =
∫ ∞
0
u(x; t) exp(−t)Ln(t) dt: (1.8)
From (1.8) we see that the Laguerre transformation gives the “natural” discretization for the trans-
form functions and as a result we have the simple formula (1.7) for the inverse transformation.
Series (1.7) is the scaled version of Fourie–Laguerre expansion. In principle, we can use the scaling
parameter  as some regularization parameter for the summation of this series. Let us remark that
the representation (1.7) di-ers from (1.1) by the system of used basis functions.
This paper is organized as follows. In Section 2 by the Laguerre transformation the nonstationary
problem (1.5), (1.6) is reduced to the system of the operator equations. Then we use the potential
theory for the Laplace equation and receive the system of the integral equations of the second
kind. The full discretization is realized in Section 3 by Nystr8om’s method with the trigonometric
interpolation quadrature rule [6,10]. In Section 4 we present some results of numerical experiments.
2. Semi-discretization and boundary integral equation method
As the 5rst step in order to reduce the dimension of problem (1.5), (1.6) we use the Laguerre
transformation with respect to the time variable.
Theorem 2.1. Assume that function u is bounded and twice continuously di2erentiable (with boun-
ded 3rst and second derivatives). Then the Fourie–Laguerre series (1:7) is the solution of problem
(1:5); (1:6) if and only if the coe7cients un satisfy the following system of operator equations:
(	2I + A)un = gn − 2
n−1∑
m=0
(n− m+ 1)um on (2.1)
for n = 0; 1; : : : and where 	2 = 2 + ; gn = fn + w1 + (n + 1)w0 and fn(x) =
∫∞
0 f(x; t)
exp(−t)Ln(t) dt. (In (2:1) and in similar cases to the end of this paper the sums with neg-
ative upper index have to be set equal to zero.)
Proof. On the basis of the classical properties of the Laguerre polynomials [12] we can obtain the
relations
L′n(z) =−
n−1∑
m=0
Lm(z) and L′′n (z) =
n−2∑
m=0
(n− m)Lm(z):
Then by the de5nition of the Fourie–Laguerre coe0cients (1.8) and by the partial integration
we can 5nd the following representation for the Fourie–Laguerre coe0cients u˜ n of the
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derivative @2u=@t2:
u˜ n(x) =−@u@t (x; 0)− (n+ 1)u(x; 0) + 
2
n∑
m=0
(n− m+ 1)un(x): (2.2)
If we replace u by (1.7) in (1.5) using formula (2.2) and initial conditions (1.6); we obtain system
(2.1). The su0ciency is proved through analogous reasoning in the reverse order.
Next, we will 5nd the integral representation of operator (1.4). It is obvious that the solution of
the boundary value problem (1.2), (1.3) has an integral representation in the form of a single-layer
potential
U (x) =
1
2!
∫

"(y)$(x; y) ds(y) (2.3)
or a double-layer potential
W (x) =
1
2!
∫

’(y)
@
@(y)
$(x; y) ds(y):
Here $(x; y) = In |x − y|−1 is the fundamental solution of (1.2) and "; ’∈C() are the unknown
densities. In the case of single layer approach, we assume that the capacity of curve  di-ers from
one. Then the solution of Dirichlet boundary value problem (1.2), (1.3) in the form of (2.3) is
unique if it exists. From the properties of these potentials [10] we have the following representations
for the operator A:
(Av)(x) =
1
2
"(x) +
1
2!
∫

"(x)
@
@(x)
$(x; y) ds(y) (2.4)
or
(Av)(x) =
1
2!
@
@(x)
∫

’(y)
@
@(y)
$(x; y) ds(y): (2.5)
Using the connection of the normal derivative of the double-layer potential with the single-layer
potential (see [10, p. 102]) we can rewrite (2.5) in the form
(Av)(x) =
1
2!
∫

@
@((y)
’(y)
@
@((x)
$(x; y) ds(y);
where ((x) is the unit tangential vector at the point x on  with respect to the counter-clockwise
orientation. Thus, the system of operator equation (2.1) can be reduced to the system of logarithmic
integral equations of the second kind
1
2
"n(x) +
1
2!
∫

"n(y)
[
	2$(x; y) +
@
@(x)
$(x; y)
]
ds(y)
= gn(x)− 
2
2!
n−1∑
m=0
(n− m+ 1)
∫

"m(y)$(x; y) ds(y) (2.6)
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or to the system of hypersingular integral equations of the second kind
− 	
2
2
’n(x) +
1
2!
∫

[
’n(y)	2
@
@(y)
$(x; y) +
@
@((y)
’n(y)
@
@((x)
$(x; y)
]
ds(y)
= gn(x)− 2
n−1∑
m=0
(n− m+ 1)
[
−1
2
’m(x) +
1
2!
∫

’m(y)
@
@(y)
$(x) ds(y)
]
; (2.7)
where x∈ and n= 0; 1; : : : :
Note that when  is a circle with the radius R we can reduce the operator equations directly
to the integral equations. In this case the solution of the boundary value problem (1.2), (1.3) is
represented in the form of Poisson integral
w(x) =
1
2!
∫

v(y)
R2 − |x|2
|x − y|2 ds(y):
Hence, we obtain the following representation for the operator A:
(Av)(x) =−R
!
∫

v(y)
|x − y|2 ds(y):
Obviously, the integral in the last formula is interpreted as Hadamard’s hypersingular integral.
3. Existence and full discretization
We assume that the boundary curve  is given through a parametric representation
 = {x(s) : 06 s6 2!};
where x :R→ R2 is C2 and 2!-periodic with |x′(s)|¿ 0 for all s. Then we transform (2.6) into the
parametric form
qn(s) +
1
2!
∫ 2!
0
qn(+)[K1(s; +) + 	2K2(s; +)] d+ = Gn(s); 06 s6 2! (3.1)
with the right-hand sides
Gn(s) = 2gn(x(s))− 
2
2!
n−1∑
m=0
(n− m+ 1)
∫ 2!
0
qm(+)K2(s; +) d+ (3.2)
for n= 0; 1; 2; : : : : Here qn(s) = "n(x(s)) and the kernels K1 and K2 have the form
K1(s; +) = 2|x′(+)|(x(s)− x(+))(x(s))|x(s)− x(+)|2
and
K2(s; +) =−2|x′(+)| ln|x(s)− x(+)|: (3.3)
Denote also that w˜0(s) = w0(x(s)); w˜1(s) = w1(x(s)) and f˜n(s) = fn(x(s)) for n = 0; 1; : : : and
s∈ [0; 2!]. Taking into account the logarithmic singularity of K2, we can write
K2(s; +) =−|x′(+)| ln
(
4 sin2
s− +
2
)
+ K12 (s; +);
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where
K12 (s; +) = K2(s; +) + |x′(+)| ln
(
4 sin2
s− +
2
)
:
The kernels K12 and K1 are continuous with the diagonal terms
K12 (s; s) =−2|x′(s)| ln|x′(s)| and K1(s; s) =
x′′(s)(x(s))
|x′(s)| :
Clearly, their smoothness depends on the smoothness of the boundary .
We can interpret Eq. (3.1) for n=0 as the integral equation of the Robin boundary value problem
for the Laplace equation in R2. Then from the uniqueness of the solution for this problem follows
the uniqueness of the solution for the corresponding integral equation. On the other hand, the loga-
rithmic singularity in kernel (3.3) provides the compactness of the corresponding integral operator in
L2[0; 2!]. Thus, using the Riesz–Fredholm theory and induction, we obtain the following existence
result.
Theorem 3.1. For every w˜0; w˜1 and f˜n ∈L2[0; 2!] the integral equations (3:1) are uniquely solvable
in L2[0; 2!]. Furthermore; the solution depends continuously on w˜0; w˜1 and f˜n.
Now using the trigonometric quadrature formulas for 2!-periodic functions [10]
1
2!
∫ 2!
0
f(s) ds ≈ 1
2M
2M−1∑
i=0
f(si); si =
i!
M
; i = 0; 1; : : : ; 2M − 1; M ∈N (3.4)
and
1
2!
∫ 2!
0
f(+) ln
(
4 sin2
s− +
2
)
d+ ≈
2M−1∑
k=0
Rk(s)f(sk)
with the function weights
Rj(s) =− 1M
{
M−1∑
m=1
1
m
cosm(s− sj) + cosM (s− sj)2M
}
together with the collocation at the nodal points, we arrive at the following sequence of the systems
of linear equations:
qn;k +
2M−1∑
i=0
qn; i
{
	2
[
−|x′(si)|Ri(sk) + 12M K
1
2 (sk ; si)
]
+
1
2M
K1(sk ; si)
}
= Gn;M (sk); (3.5)
where
Gn;M (sk) = 2gn(x(sk))− 2
n−1∑
m=0
(n− m+ 1)
2M−1∑
i=0
qm; i
[
−|x′(si)|Ri(sk) + 12M K
1
2 (sk ; si)
]
; (3.6)
qn;k ≈ qn(sk); k=0; 1; : : : ; 2M −1 and n=0; 1; : : : : The evaluation of the approximate solutions q˜n;M
of integral equations (3.1) is carried out by
q˜n;M (s) = Gn;M (s)−
2M−1∑
i=0
qn; i
{
	2
[
−|x′(si)|Ri(s) + 12M K
1
2 (s; si)
]
+
1
2M
K1(s; si)
}
:
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For a more detailed description of this Nystr8om method and error and convergence analysis based
on the theory of collectively compact operators we refer to [10]. The error analysis in [10,11] is
carried out in a Sobolev space setting and implies that
‖qn − q˜n;M‖∞6CnM−‘
for some constant Cn¿ 0 provided that  is analytic, the initial functions w0; w1 and the function
f (with respect to the space variable) are (‘ + 1)-times continuously di-erentiable. Again for this
case we have a super-algebraic convergence. The error analysis in [10] in the Banach space gives
the exponential convergence for the case of analytical data.
With the approximate solutions of systems (3.5), the approximate values of the coe0cients un are
obtained from the single layer potentials by the formula
un;M (x(s)) =
2M−1∑
k=0
qn;k
[
−|x′(sk)|Rk(s) + 12M K
1
2 (s; sk)
]
; s∈ [0; 2!]:
This yields that the fully discrete approximation for the solution of the initial value problem (1.5),
(1.6) has the form
uN;M (x(s); t) = 
N∑
m=0
um;M (x(s))Lm(t) (3.7)
according to series (1.7).
Now we brie@y describe the numerical solution of the integral equations (2.7). It is easily shown
(for details see [6,9]) that system (2.7) gives us the following parametrized integral equations:
−	2pn(s) + 12!|x′(s)|
∫ 2!
0
{
p′n(+) cot
+ − s
2
+ pn(+)[	2|x′(s)|H1(s; +) + H2(s; +)]
}
d+
=Pn(s) (3.8)
with the right-hand sides
Pn(s) = 2gn(x(s)) + 2
n−1∑
m=0
(n− m+ 1)
[
pm(s)− 12!
∫ 2!
0
pm(+)H1(s; +) d+
]
(3.9)
for 06 s6 2! and n= 0; 1; 2; : : : : Here pn(s) = ’n(x(s)) and the kernels have the form
H1(s; +) = 2|x′(+)| (x(+)− x(s))(x(+))|x(s)− x(+)|2
and
H2(s; +) = 4
x′(+)(x(+)− x(s))x′(s)(x(+)− x(s))
|x(s)− x(+)|4 − 2
x′(s)x′(+)
|x(s)− x(+)|2 −
1
2 sin2 (s− +)=2
with diagonal terms H1(s; s) = K1(s; s) and
H2(s; s) =
1
3
x′(s)x′′′(s)
|x′(s)|2 +
1
2
|x′′(s)|2
|x′(s)|2 −
1
6
− (x
′(s)x′′(s))2
|x′(s)|4 :
Let us remark that in this case the minimal smoothness of the boundary ∈C3 is necessary. By
similar arguments as in the case of Theorem 3.1, we have the following result on the well-posedness
of the integral equations (3.8).
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Theorem 3.2. For any w˜0; w˜1 and f˜n ∈L2[0; 2!] the integral equations (3:8) have unique solutions
pn ∈H 1[0; 2!]. Furthermore; the solution depends continuously on w˜0; w˜1 and f˜n.
The trigonometric Nystr8om’s method using rule (3.4) and the quadrature formula from [9]
1
2!
∫ 2!
0
f′(+) cot
+ − s
2
d+ ≈
2M−1∑
i=0
f(si)Ti(s)
with the weights functions
Ti(s) =− 1M
M−1∑
m=1
m cosm(s− si)− 12 cosM (s− si)
gives us the sequence of linear systems
−	2pn;k +
2M−1∑
i=0
pn; i
{
1
|x′(si)|
[
Ti(sk) +
1
2M
H2(sk ; si)
]
+
	2
2M
H1(sk ; si)
}
= Pn;M (sk)
with the right-hand sides Pn;M that are obtained analogous to (3.6).
The results about the error and convergence analysis for Nystr8om’s method for integral equations
(3.1) remain in force also for this case (see also [7,8]).
We note that the proposed method is applicable to the complicated equation
@2u
@t2
+ 6
@u
@t
+ (A+ I)u= f on  × (0; T ];
where 6¿ 0 is the given constant.
4. Numerical experiments
For the numerical experiments we consider the boundary curve
 = {x(s) = (0:2 cos s; 0:4 sin s− 0:3 sin2s); 06 s6 2!}; (4.1)
which is illustrated in Fig. 1. In the 5rst example  = 1, the initial functions are given by
w0 = 1 and w1 =−1 on 
and the function f is
f(x; t) = 2 exp(−t) on  × (0; T ]:
Then the exact solution of the evolution problem (1.5), (1.6) has the form
u(x; t) = exp(−t):
Note that for the exact calculation of fn we use the Fourie–Laguerre expansion
exp(−z) = 
∞∑
n=0
1
( + 1)n+1
Ln(z):
Table 1 gives the error between the exact solution and the numerical solution obtained by using the
suggested method with single-layer approach at the point x(0) on  and for time steps t = 0; 1; 2; 3.
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Fig. 1. Boundary (4.1).
Table 1
Numerical results for Example 1
t N =M  = 1  = 3
0.0 8 1:921 · 10−3 1:082 · 10−5
16 7:548 · 10−6 2:132 · 10−10
32 1:164 · 10−10 6:106 · 10−15
1.0 8 6:366 · 10−4 1:136 · 10−4
16 2:564 · 10−7 3:429 · 10−8
32 2:935 · 10−12 1:511 · 10−15
2.0 8 9:862 · 10−4 4:860 · 10−4
16 8:660 · 10−7 2:809 · 10−7
32 5:928 · 10−11 3:586 · 10−13
3.0 8 2:069 · 10−3 9:183 · 10−4
16 1:189 · 10−7 1:195 · 10−6
32 6:852 · 10−11 2:151 · 10−12
For the second numerical example the boundary curve is again given by (4.1) and the initial
functions now are
w0 = 0 and w1 = 1 on 
and the function f is
f(x; t) = t exp(−t sin |x|) on  × (0; T ]:
Some values for the numerical solution at two points x(0) and x(!=2) are given in Table 2. Here
 = 1 and  = 3. The exponential convergence with respect to the number M of quadrature points
is clearly exhibited.
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Table 2
Numerical results for Example 2
t M s = 0 s = !=2
N = 30 N = 35 N = 40 N = 30 N = 35 N = 40
0.0 8 −9 · 10−8 1 · 10−9 2 · 10−8 −4 · 10−7 −3 · 10−8 1 · 10−7
16 2 · 10−8 5 · 10−9 −2 · 10−8 −4 · 10−7 6 · 10−8 6 · 10−8
32 3 · 10−8 1 · 10−8 −3 · 10−8 −4 · 10−7 6 · 10−8 5 · 10−8
1.0 8 0.984710 0.984710 0.984710 0.989425 0.989425 0.989425
16 0.984695 0.984695 0.984695 0.989382 0.989382 0.989382
32 0.984695 0.984695 0.984695 0.989382 0.989382 0.989382
2.0 8 1.780717 1.780717 1.780717 1.803977 1.803977 1.803977
16 1.780412 1.780412 1.780412 1.803503 1.803503 1.803503
32 1.780412 1.780412 1.780412 1.803502 1.803503 1.803503
3.0 8 2.053367 2.053366 2.053366 2.105325 2.105328 2.105328
16 2.051953 2.051952 2.051952 2.103762 2.103765 2.103766
32 2.051953 2.051952 2.051952 2.103761 2.103764 2.103765
4.0 8 1.687415 1.687415 1.687414 1.762549 1.762573 1.762572
16 1.684424 1.684420 1.684421 1.759198 1.759227 1.759229
32 1.684421 1.684418 1.684419 1.759194 1.759222 1.759225
Finally, we wish to mention that the presented numerical results are obtained via the integral
approach using single layer potential and for M = 32 they agree with those that use double layer
potential.
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