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Abstract
We consider the system of second order elliptic equations
−
∑
k
∇(Ei,k∇uk) + Pi,kuk = 0, 1 in
in a bounded simply-connected domain B. Using a factorisation method ansatz, we show that the difference of two
Neumann-to-Dirichlet maps  − 0 is sufﬁcient to uniquely determine the support of the tensor E − E0 and the
matrix P − P0, where E0 and P0 are known and
−
∑
k
∇(E0i,k∇u0k) + P 0i,ku0k = 0, 1 in
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1. Motivation
Let  ⊂ Rn be an open simply connected set with a C2 boundary. The inverse problem of impedance
tomography is to recover the scalar coefﬁcient p ∈ L∞() of the equation
−∇ · (p(x)∇u) = 0 in , (1)
from measurements on the boundary . It is well known (see, for example, [4] or [10]), that if n2 and
p smooth enough, p is uniquely determined by the corresponding Dirichlet–Neumann map
 : H 1/2 → H−1/2, p= pu, (2)
where  = u| and pu denotes the co-normal derivative of u. This result does not hold anymore for
the anisotropic case, i.e., if the scalar function p is replaced by a symmetric, positive deﬁnite matrix
q ∈ L∞()n×n. See, for example, [7] or [4]. However, in a recent paper by Kirsch [6] it was shown,
using the so-called factorization method, that if q is a perturbation of a known symmetric positive deﬁnite
matrix q0, then the common support of the difference q1 := q − q0 is uniquely determined by the
Dirichlet–Neumann maps corresponding to q and q0.
We can also consider a second-order system of partial differential equations
−
∑
k
∇(Ei,k∇uk) + Pi,kuk = 0, 1in in , (3)
where E ∈ L∞()n×n×n×n is a positive deﬁnite, symmetric fourth-order tensor and P ∈ L∞()n×n
a positive deﬁnite, symmetric matrix. If the tensor E and the matrix P are isotropic, then it follows
from a result by Nakamura and Uhlmann (see [11,12]), that E and P are uniquely identiﬁed by the
Dirichlet–Neumann map.
In this paper, we want to show, that the result for the anisotropic scalar case is also valid for systems of
elliptic equations of form (3), i.e., if E and P are perturbations, E := E0 + E1 and P := P 0 + P 1, then
the common support ofE1 and P1 is uniquely determined by the Dirichlet–Neumann map corresponding
to E and P and the Dirichlet–Neumann map corresponding to E0 and P0. Our method is based on the one
used by Kirsch; however we require different regularity and positivity conditions.
2. Introduction
Let B ⊂ Rn, n= 2, 3, denote a bounded simply connected domain with C2 boundary B. We consider
the boundary value problem for an elliptic system of second-order partial differential equations
−
∑
k
∇(Ei,k∇uk) + Pi,kuk = 0, 1in in B, (4)
Eu = f on B.
Here, E is a positive deﬁnite fourth-order tensor with complex matrix valued entries Ei,k ∈ L∞(B)n×n,
1i, kn. Eu denotes the co-normal derivative of u, i.e., (Eu)i =
∑
k〈Ei,k∇uk, 〉, 1in. P is a
matrix with complex-valued entries inL∞(B). The matrix entries of E satisfyEi,k =ETk,i . This symmetry
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(but not Hermitian) condition is important for the approach in this work. Further, do E and P satisfy the
inequalities
Im〈E(x)X,X〉Cn×n0
for all X ∈ Cn×n and for almost all x ∈ .
Im〈P(x)z, z〉Cn0
for all z ∈ Cn and for almost all x ∈ .
We can deﬁne a Neumann–Dirichlet map  : H−1/2(B)n → H 1/2(B)n by
f = u|B . (5)
 depends on the tensor E, and the matrix P. Before we state the main result of this work, we state some
results from the theory of partial differential equations and some smoothness and positivity conditions
needed for our approach.
We deﬁne the tensor E and the matrix P as a perturbation of a real positive deﬁnite, symmetric tensor
E0 and a real positive deﬁnite symmetric matrix P 0. Therefore, E0 must also satisfy E0i,k = (E0k,i)T. We
consider the following boundary value problem
−
∑
k
∇ · (E0i,k∇u0k) + P 0i,ku0k = 0, 1in in B, (6)
E0u
0 = f on B.
We set
E(x) =
{
E0(x), x ∈ B\,
E0(x) + E1(x), x ∈  (7)
and
P(x) =
{
P 0(x), x ∈ B\,
P 0(x) + P 1(x), x ∈ . (8)
Here, denotes a domain with aC2-boundary such that ⊂ B andB\ is connected. If we consider Eqs.
(4) and (6), then the Lax–Milgram Lemma gives us unique solutions u, u0 ∈ H 1(B)n in the variational
sense, i.e∫
B
∑
i,k
(∇i)TE(0)i,k ∇vk + P 0i,kvki dx = 〈f,〉(H−1/2,H 1/2) ∀ ∈ H 1(B)n,
where v denotes either u or u0. We denote the Neumann–Dirichlet operator for the unperturbed case by
0 : H−1/2(B)n → H 1/2(B)n with 0f = u0|B .
We also have to require the following essential conditions.
(C1) The Cauchy Problem
−
∑
k
∇(E0i,k∇u0k) + P 0i,ku0k = 0, 1in in B, (9)
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E0u
0 = f on B, u0 = g on B
has a unique solution in B\.
(C2) There exists a Green matrix  for the homogeneous Neumann problem
−
∑
k
∇(E0i,k∇u0k) + P 0i,ku0k = f, 1in in B,
0Eu = 0 on B.
(C3) 〈P 0x, x〉Re〈Px, x〉‖x‖2, for some real constant > 0.
We can easily achieve this if we demand E0i,k ≡ 0 in B if i = k and that P 0 is a diagonal matrix. Then
the partial differential system in (6) uncouples to become
−∇(E0i,i∇u0i ) + P 0i,iu0i = 0, 1in in B. (10)
In this case E0 and P 0 would satisfy the above conditions, if their coefﬁcients are Lipschitz, since this is
a sufﬁcient condition for the uniqueness of the Cauchy problem in the scalar case (see, for example, [9,
Theorems 19,II. and 19,III.]). However, it is usually possible to allow more freedom on P 0 and E0, but
we do not explore this here. This is important since we will need also one of the two following conditions
in Section 3.
(C4) There exists a c > 0 such that
〈(E0 − E(Re(E))−1E¯T)X,X〉c‖X‖2
for all X ∈ Cn×n and for almost all x ∈ .
(C5) Alternatively it is sufﬁcient that the tensor E1 is positive semideﬁnite, i.e., there exists a c > 0 such
that
Re〈E1X,X〉c‖X‖2
for all X ∈ Cn×n and for almost all x ∈ .
Fortunately there are various results available for systems of second-order, elliptic, partial differential
equations which guarantee, under certain smoothness conditions, that (C2) is satisﬁed, even if the system
is not uncoupled. For example, we ﬁnd a condition for (C2) in [3].
Theorem 2.1. Let the coefﬁcients of a strongly elliptic system be continuous, then there exists a Green
matrix for this system.
Proof. See [3]. 
Results on the unique solvability of Cauchy problems can, for example, be found in [4, Chapter 3; 2]
or [1].
Finally, we need a standard regularity result from the theory of strongly elliptic systems.
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Theorem 2.2. Let u be the unique solution of the Neumann problem (4), then the following estimate
holds:
‖u‖H 1()nC‖Eu‖H−1/2()n , (11)
for a positive constant C.
Proof. See [8, Theorem 4.10]. 
Remark. An analogous result holds for Eq. (6) and also for the Dirichlet problem.
Now we can state the main theorem of this work.
Theorem 2.3. Let conditions (C1)–(C4) or (C5) hold. Then the common support ofE1 andP1 is uniquely
identiﬁed by the difference of the Neumann–Dirichlet maps − 0.
We want to prove this theorem in the next section.
3. The proof
In this section, we provide the basic results to prove Theorem 2.3. First, we deﬁne two very important
operators, which will allow us to factorize the difference − 0.
For  ∈ H−1/2()n and h ∈ H 1/2()n we deﬁne
G : H−1/2()n → H 1/2(B)n,
T : H 1/2()n → H−1/2()n
by G= v|B where v ∈ H 1(B\)n with v|B ∈ H 1/2(B)n and
−
∑
k
∇(E0i,k∇vk) + P 0i,kvk = 0, 1in in B\, (12)
E0v =  on , E0v = 0 on B.
Also let T h = E0+ on  with  ∈ H 1(B\)n ∩ H 1()n and
−
∑
k
∇(Ei,k∇k) + Pi,kk = 0, 1in, in B\, (13)
E0= 0 on B, E0+ − E− = 0 on , + − − = h on ,
where + denotes the trace from the exterior of  and − denotes the trace from the interior of .
The boundary value problem (12) and the transmission problem (13) have unique solutions. For (12)
this follows from the Lax–Milgram Lemma. For (13) this can be seen as follows. If h = 0, then we have
 ∈ H 1(B)n since we have homogenous transmission conditions. Therefore  solves (4) with f =0, and
this implies that  vanishes.We can show existence after a transformation to a problem with homogenous
transmission conditions. Choose z ∈ H 1()n with Ez = h and set z˜ =  in B\ and z˜ =  − z in
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. Existence follows now from the Lax–Milgram Lemma when we consider the variational form of the
boundary value problem for z˜.
We deﬁne the operator T 0 in a similar way to which we deﬁned T, but with E and P replaced by E0
and P 0.
Remark. From theTrace theorem (see, for example, [13, Theorem 8.7]) and fromTheorem 2.2, it follows
that the operators G and T are bounded.
Lemma 3.1. The adjoint of G is given by
G∗ : H−1/2(B)n → H 1/2()n
with G∗= −z|, where z ∈ H 1(B\)n satisﬁes
−
∑
k
∇(E0i,k∇zk) + P 0i,kzk = 0, 1in, in B\, (14)
E0z = 0 on , E0z =  on B.
Proof.
〈G,〉 − 〈,G∗〉
=
∫
B
∑
i,k
〈E0i,k∇zk, 〉vi dS +
∫

∑
i,k
〈E0i,k∇vk, 〉zi dS.
An integration by parts gives
〈G,〉 − 〈,G∗〉
=
∫
B\
∑
i,k
E0i,k∇zk∇vi dx
︸ ︷︷ ︸
a
+
∫
B\
∑
i,k
∇(E0i,k∇zk)vi dx +
∫

∑
i,k
〈E0i,k∇zk, 〉vi dS
︸ ︷︷ ︸
=0
−
∫
B\
∑
i,k
E0i,k∇vk∇zi dx
︸ ︷︷ ︸
b
−
∫
B\
∑
i,k
∇(E0i,k∇vk)zi dx +
∫
B
∑
i,k
〈E0i,k∇vk, 〉zi dS
︸ ︷︷ ︸
=0
.
Since E0i,k = (E0k,i)T we have a = b and therefore get
〈G,〉 − 〈,G∗〉 =
∫
B\
∑
i,k
−P 0i,kzkvi + P 0i,kvkzi dx = 0,
since P 0 is symmetric. 
Lemma 3.2. The adjoint of T is given by T ∗h = E0+, where  ∈ H 1(B\)n ∩ H 1()n solves
−
∑
k
∇(E¯i,k∇k) + P¯i,kk = 0, 1in in B\, (15)
E0= 0 on B, E0+ − E¯− = 0 on , + − − = h on .
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Proof. Let z be a solution of (15) with g instead of h. Then
〈T h, g〉 − 〈h, T ∗g〉 =
∫

∑
i
(E0+)i[z¯+,i − z¯−,i] − [+,i − −,i](E0 z¯+)i dS
An integration by parts and the transmission conditions in (13) and (15) gives
〈T h, g〉 − 〈h, T ∗g〉 = −
∫

∑
i
(E0−)i z¯−,i − −,i(E0 z¯−)i dS
−
∫
B\
∑
i,k
∇(E0i,k∇k)z¯i − ∇(E0i,k∇ z¯k)i dx
︸ ︷︷ ︸
= ∫B\∑i,k−z¯iP 0i,kk+z¯iP 0i,kk dx=0
+
∫
B
∑
i
(E0)i z¯i − i(E0 z¯)i dS
= 0,
because of Green’s second identity. 
The last two lemmas enable us to show the following important result.
Theorem 3.3. The following factorization holds:
− 0 = G(T − T 0)G∗.
Proof. We deﬁne an operator
L : H−1/2(B)n → H 1/2()n, Lf = E0u+,
where u solves (4). The adjoint of L is given by
L∗ : H−1/2()n → H 1/2(B)n, L∗h = |B ,
where solves (15). Therefore, we can concludeL∗h=|B=GT ∗h and if we deﬁneL0 analogously to L
but withE0 andP 0 instead ofE andPwe get (L0)∗h=G(T 0)∗h=GT 0h. This givesL−L0=(T −T 0)G∗
and since by the deﬁnition of L, − 0 = G(L − L0) we get
− 0 = G(T − T 0)G∗.
We still have to conﬁrm the form of L∗. Since L = TG∗ it has to be bounded. Further, we get
〈Lf , h〉 − 〈f,L∗h〉 =
∫

∑
i
(E0u+)i[¯+,i − ¯−,i] dS −
∫
B
∑
i
(E0u)i¯i dS.
An integration by parts gives
〈Lf , h〉 − 〈f,L∗h〉 = −
∫

∑
i
(E0u+)i¯−,i dS −
∫
B\
∑
i,k
∇(Ei,k∇uk)¯i + Ei,k∇uk∇¯i dx.
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A further integration by parts yields
〈Lf , h〉 − 〈f,L∗h〉 = −
∫

∑
i,k
∇(Ei,k∇uk)¯i + Ei,k∇uk∇¯i dx
−
∫
B\
∑
i,k
∇(Ei,k∇uk)¯i − Ei,k∇uk∇¯i dx
= −
∫
B
∑
i,k
∇(Ei,k∇uk)¯i +
∑
i,k
Ei,k∇uk∇¯i
︸ ︷︷ ︸
=∑i,kEi,k∇¯k ·∇ui, since Ei,k=(Ek,i )T
dx,
which after a further integration by parts leads to
〈Lf , h〉 − 〈f,L∗h〉 = −
∫
B
∑
i,k
∇(Ei,k∇uk)¯i dx +
∫
B
∑
i,k
∇(Ei,k∇¯k)ui dx
−
∫
B
∑
i
(E0¯)iui dS
︸ ︷︷ ︸
=0
= −
∫
B
∑
i,k
¯iPi,kuk − ukPi,k¯i dx = 0. 
We now establish further properties of G which will be needed later.
Theorem 3.4. The operator G is compact and one-to-one with dense range.
Proof. First, we prove the compactness of G. We choose a connected domain ′ with C∞-boundary
such that  ⊂ ′ and ′ ⊂ B and write G = G2G1 with G1 : H−1/2()n → H−1/2(′)n and
G2 : H−1/2(′)n → H 1/2(B)n. We deﬁne G1 and G2 by
G1= E0v on ′,
where v solves (12) in B\ and
G2= u|B ,
where u satisﬁes (12) inB\′ with boundary data  instead of . It follows from interior regularity results
(see again the Trace theorem and Theorem 11), thatG2 is bounded. Thus, we only have to show thatG1 is
compact. This can be seen as follows. If j ∈ H−1/2()n is a bounded sequence, then the corresponding
sequence vj is bounded in B\ (see again the Trace theorem and Theorem 11). Theorem 4.17 of [8],
implies that if the coefﬁcients of E0 are Lipschitz, then
‖vj‖H 2(U)c3 ∀j ,
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for some c3 > 0, where U is any subdomain of B\with U ⊂ B\ and ′ ⊂ U . Now the trace theorem
yields
‖E0vj‖H 1/2(′)nc4 ∀j ,
for some c4 > 0. Therefore, G1 is bounded as an operator from H−1/2()n to H 1/2(′)n. The result
now follows from the compactness of the embedding H 1/2(′)n ⊂ H−1/2(′)n, since this yields the
existence of a convergent subsequence. Now we prove injectivity of G. If G = 0, then v must satisfy
v|B = 0 and E0v|B = 0. Since we have chosen E0 such that uniqueness of the Cauchy problem holds,
v has to vanish in B\. In the same way, injectivity of G∗ can be seen, and therefore G must have dense
range. 
Theorem 3.5. Let Assumptions (C1)–(C3) hold. Then we have
Im〈(T − T 0)h, h〉0 ∀h ∈ H 1/2()n. (16)
If in addition (C4) holds, we get
Re〈(T − T 0)h, h〉c‖h‖H 1/2()n ∀h ∈ H 1/2()n. (17)
If (C5) holds instead of (C4), we get
Re〈(T 0 − T )h, h〉c‖h‖H 1/2()n ∀h ∈ H 1/2()n. (18)
Proof. First, we show (16).
〈T h, h〉 − 〈T 0h, h〉
=
∫

∑
i
(E0+)i[ ¯+,i − ¯−,i] − [0+,i − 0−,i](E0+)i dS.
Integration by parts yields
〈T h, h〉 − 〈T 0h, h〉 = −
∫

∑
i,k
∇(Ei,k∇k)¯i − Ei,k∇k∇¯i dx
−
∫

∑
i,k
∇(E0i,k∇0k)0i − E0i,k∇0k∇0i dx
−
∫
B\
∑
i,k
∇(Ei,k∇k)¯i − Ei,k∇k∇¯i dx
−
∫
B\
∑
i,k
∇(E0i,k∇0k)0i − E0i,k∇0k∇0i dx
= −
∫
B
∑
i,k
∇(Ei,k∇k)¯i − ∇(E0i,k∇0k)0i dx
−
∫
B
∑
i,k
Ei,k∇k∇¯i − E0i,k∇0k∇0i dx.
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Therefore, we get
Im〈(T − T 0)h, h〉 = Im〈T h, h〉
= − Im
∫

∑
i,k
E1i,k∇k∇¯i dx − Im
∫

∑
i,k
P 1i,kk¯i dx0.
We shall now prove (17). From the calculations above we can conclude
〈T h, h〉 − 〈T 0h, h〉
= −
∫
B
∑
i,k
Pi,kk¯i − P 0i,k0k0i dx
︸ ︷︷ ︸
:=(∗)
−
∫
B
∑
i,k
Ei,k∇k∇i + E0i,k∇0k∇0i dx
=
∫
B
∑
i,k
E0i,k∇0k∇0i − 2Ei,k∇k∇0i + Ei,k∇k∇¯i dx
−
∫
B
∑
i,k
2Ei,k∇k(∇¯i − ∇0i ) dx
︸ ︷︷ ︸
:=(∗∗)
.
For (∗∗) we get
(∗∗) =
∫
B
∑
i,k
2∇(Ei,k∇k)(¯i − 0i ) dx =
∫
B
∑
i,k
2Pi,kk(¯i − 0i ) dx.
Thus, we get
(∗∗) + (∗) =
∫
B
∑
i,k
2Pi,kk(¯i − 0i ) − Pi,kk¯i + P 0i,k0k0i dx
=
∫
B
〈P,〉 + 〈P 00,0〉 − 2〈P,0〉 dx︸ ︷︷ ︸
:=(∗∗∗)
.
Assumption (C3) then gives
Re(∗ ∗ ∗)
∫
B
〈Re(P )(− 0), (− 0)〉 dx0.
Thus, we can conclude
Re〈T h, h〉 − 〈T 0h, h〉

∫
B
〈E0∇.0,∇.0〉 − 2Re〈E∇.,∇.0 + 〈Re(E)∇.,∇.〉 dx,
M. Jais / Journal of Computational and Applied Mathematics 194 (2006) 3–16 13
where ∇. denotes the element-wise operation of ∇. Since Re(E) is symmetric, real valued and positive
deﬁnite, (Re(E))1/2 exists, and so
Re〈T h, h〉 − 〈T 0h, h〉
=
∫
B
‖(Re(E))1/2∇.‖2 − 2Re〈E(Re(E))−1/2(Re(E))1/2∇.,∇.0〉 + 〈E0∇.0,∇.0〉 dx
=
∫
B
‖(Re(E))1/2∇.− (Re(E))−1/2E¯T∇.0‖2 + 〈E0∇.0,∇.0〉
− 〈E(Re(E))−1E¯T∇.0,∇.0〉 dx

∫
B
〈[E0 − E(Re(E))−1E¯T]∇.0,∇.0〉 dxc
∫

‖∇.0‖2 dx,
because of Assumption (C4).
A similar calculation gives result (18) under Assumption (C5).
If now 〈Re(T − T 0)h, h〉 = 0, we get ∇.0 ≡ 0 in  and so E00+ = E00− = 0 giving 0 ≡ 0 in
B\. Since 0 satisﬁes (13), E00− = 0 yields 0 ≡ 0 in  and thus 0 ≡ 0 in B which implies h = 0.
Now let us assume we have hj ∈ H 1/2()n with ‖hj‖ = 1 ∀j and
Re〈(T − T 0)hj , hj 〉 → 0 as j → ∞. (19)
Thus, ‖∇.0j‖L2 → 0 which implies T 0hj → 0 and therefore T hj → 0, because of (19).
We can therefore conclude E− → 0 and since  satisﬁes (13) we get j → 0 in . However, since
E0j |B = 0 ∀j and E0j,+ = E0j,− = 0 we get j → 0 in B\ and therefore j → 0 in B which
implies hj → 0. This is a contradiction to ‖hj‖ = 1.
Let us now assume that (C5) holds. As above we can write
Re〈T 0h, h〉 − 〈T h, h〉
=
∫
B
‖(E0)1/2∇.0‖2 − 2Re〈(E0)1/2∇., ((E0)1/2∇.0)∗〉 + Re〈E∇.,∇.〉 dx
=
∫
B
‖(E0)1/2(∇.0 − ∇.)‖2 + Re〈(E − E0)∇.,∇.〉 dx
c
∫

‖∇.‖2,
because of Assumption (C5). The rest of proof follows as above. 
Before we go on we need some intermediate results from spectral theory.
Theorem 3.6. Let X ⊂ H ⊂ X∗ be a Gelfand triple with compact imbedding from X to H and A :
X∗ → X a self-adjoint operator. Then the operator A|H is self-adjoint and compact and the following
expansions hold:
• A=∑j	j 〈,j 〉j ,  ∈ H.
• |A|=∑j |	j |〈,j 〉j ,  ∈ H.
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• If A is self-adjoint and non-negative, then
A1/2=
∑
j
√
	j 〈,j 〉j ,  ∈ H
and A = (A1/2)(A1/2)∗.
• If A is also coercive, then A1/2 is an isomorphism from H onto X and (A1/2)∗ is an isomorphism from
X∗ onto H.
• If B : X → X∗ is self-adjoint and coercive, the previous point holds for A = B−1 and we get
B = (B1/2)∗(B1/2).
We also need the following lemma.
Lemma 3.7. Let H1 and H2 be Hilbert spaces, X a reﬂexive Banach space, Aj : Hj → X bounded
and one-to-one with A1A∗1 = A2A∗2. Then the ranges of A1 and A2 coincide. Furthermore, the operator
A−11 A2 is an isometric isomorphism from H2 onto H1 with inverse A−12 A1.
Proof. See [6, Lemma 2.4]. 
To prove Theorem 2.3 we now deﬁne B := Re(T − T 0) if (C4) holds and B := Re(T 0 − T ) if (C5)
holds. Then
|Re(− 0)| = GBG∗
and B : H 1/2()n → H−1/2()n is self-adjoint and coercive. We can see that also |Re( − 0)| is
self-adjoint and coercive and the results from Theorem 3.6 yield
|Re(− 0)|1/2(|Re(− 0)|1/2)∗ = |Re(− 0)| = G(B1/2)∗B1/2G∗
= [G(B1/2)∗][G(B1/2)∗]∗.
An application of Lemma 3.7 then shows that the ranges of |Re( − 0)|1/2 and G(B1/2)∗ coincide.
Since (B1/2)∗ is an isomorphism from L2()n onto H−1/2()n we get:
Theorem3.8. The ranges of the operators |Re(−0)|1/2 : L2()n → H 1/2(B)n andG : H−1/2()n →
H 1/2(B)n coincide. Let(	j ,j ), j ∈ N be an eigensystem of Re(−0). Then 
 ∈ H 1/2(B)n belongs
to the range of G, if and only if
∑
j
|〈
,j 〉|2
|	j | <∞.
Proof. This follows from Lemma 3.7, the theorem of Picard (see [5, TheoremA.51]) and the expansion
of |Re(− 0)|1/2. 
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This theorem enables us to characterize the range of G by our data −0. Since we have ensured that
there exists a Green function N(x, y) for the problem
−
∑
k
∇(E0i,k∇u0k) + p0u0i = f, 1in,
0Eu = 0.
If we ﬁx two unit vectors bˆ and aˆ we can deﬁne a function for a ﬁxed y by

y(x) = (E0(y)∇y(N(x, y)bˆ))aˆ ∈ H 1/2(B)n, x ∈ B. (20)
Then we can show:
Theorem 3.9. Let 
y be deﬁned by (20), for y ∈ B. Then 
y belongs to the range of G, if and only if
y ∈ .
Before we prove the theorem we remind the reader of a property of the Green Matrix N(x, y).
Lemma 3.10.
lim sup
x→y
N(x, y)|x − y|2−n > 0.
Proof. See [3, (4.25)]. 
Now we can prove Theorem 3.9.
Proof. If y ∈ , then obviously, G= 
y for = E0[E0(y)∇y(N(x, y)bˆ)aˆ] on .
Now we consider the case y /∈. From the lemma above we can conclude that
lim
x→y ‖∇y(N(x, y)bˆ)aˆ‖ = ∞. (21)
Now assume that G= 
y for some  ∈ H−1/2()n. By v ∈ H 1(B\)n we denote the corresponding
solution of (13). We set u = ∇y(N(x, y)bˆ)aˆ in B\. From E0u = 0 = E0v and v|B = 
y = u|B and
the uniqueness of the Cauchy problem, we conclude that v = u in B\{ ∪ b(y)} for every > 0, where
b(y) is the ball around y with radius . However, since the tensorE0 has differentiable coefﬁcients, v has
to be continuous on every subset U ⊂⊂ B\{}. Therefore, we can say that ‖v‖L∞ <c for some constant
c on b0(y) for a distinct 0. But this is a contradiction since u → ∞ as x → y and therefore‖u‖L∞ >c
in b(y) for a < 0 and therefore u and v cannot coincide on B\{ ∪ b/2(y)}. This completes the
proof. 
The last two theorems yield
Theorem 3.11. y in  if and only if,
∑
j
|〈
,j 〉|2
|	j | <∞,
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where 
 is deﬁned by (20) and (	j ,j ), j ∈ N is an eigensystem of Re( − 0). The characteristic
function of  is given by
sgn(W(y)),
where W(y) is deﬁned as
W(y) :=
⎛
⎝∑
j
|〈
,j 〉|2
|	j |
⎞
⎠
−1
.
We see that under conditions (C1)–(C4) (resp., (C5)), the support  is completely determined by an
eigensystem of the operator Re( − 0) and therefore Theorem 2.3 is proved. The last theorem also
provides a method to solve the inverse problem. Thus, we do not have to use an indirect method—like a
regularization method—to solve the inverse problem.We only have to compute W(y) to get the common
support of E1 and P1.
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