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Interaction corrections at intermediate temperatures: Longitudinal conductivity and
kinetic equation
Ga´bor Zala, B.N. Narozhny, and I.L. Aleiner
Department of Physics and Astronomy, SUNY at Stony Brook, Stony Brook, NY, 11794
(October 28, 2018)
It is well known that electron-electron interaction in two dimensional disordered systems leads to
logarithmically divergent Altshuler-Aronov corrections to conductivity at low temperatures (Tτ ≪ 1;
τ is the elastic mean-free time). This paper is devoted to the fate of such corrections at intermediate
temperatures Tτ >
∼
1. We show that in this (ballistic) regime the temperature dependence of conduc-
tivity is still governed by the same physical processes as the Altshuler-Aronov corrections - electron
scattering by Friedel oscillations. However, in this regime the correction is linear in temperature; the
value and even the sign of the slope depends on the strength of electron-electron interaction. (This
sign change may be relevant for the “metal-insulator” transition observed recently.) We show that
the slope is directly related to the renormalization of the spin susceptibility and grows as the system
approaches the ferromagnetic Stoner instability. Also, we obtain the temperature dependence of the
conductivity in the cross-over region between the diffusive and ballistic regimes. Finally, we derive
the quantum kinetic equation, which describes electron transport for arbitrary value of Tτ .
PACS numbers: 72.10.-d, 71.30.+h, 71.10.Ay
I. INTRODUCTION
Temperature dependent corrections to conductivity
due to electron-electron interactions has been a subject
of theoretical1–7 and experimental8–10 studies for more
than two decades. Recently the interest in the matter was
renewed with appearance of new data11,12 showing a sign
change in the temperature dependence of conductivity in
two dimensions (2D). Theoretical discussions12 that fol-
lowed emphasized the question of whether that data indi-
cated a non-Fermi liquid behavior. However, the experi-
ments were performed in a regime where the temperature
T was of the same order of magnitude as the inverse scat-
tering time τ−1 (obtained from the Drude conductivity),
while pre-existing calculations were focused on the two
limiting cases: the diffusive regime1–3 Tτ ≪ 1, and the
ballistic regime6,7 Tτ ≫ 1.
In the diffusive limit one finds1–3 for the logarithmi-
cally divergent correction to the diagonal conductivity
δσ:
δσ = − e
2
2π2h¯
ln
(
h¯
T τ
)[
1 + 3
(
1− ln(1 + F
σ
0 )
F σ0
)]
, (1.1)
where F σ0 is the interaction constant in the triplet chan-
nel which depends on the interaction strength. It is clear,
that the sign of this logarithmically divergent correction
may be positive (metallic) or negative (insulating), de-
pending on the value of F σ0
13.
The result6,7 for the ballistic region frequently cited in
literature reads
δσ = − e
2
πh¯
(
Tτ
h¯
)
f(rs), (1.2)
where f(rs) is a positive function of the gas parameter
of the system, rs. In a sharp contrast to Eq. (1.1), equa-
tion (1.2) predicts always metallic sign of the interaction
correction.
The absence of a rigorous calculation at intermediate
temperatures, Tτ/h¯ ≃ 1, may have contributed to the
notion that those two limits are governed by different
physical processes. In this paper we prove that notion
erroneous: the results (1.1) and (1.2) are due to the same
physical process, namely elastic scattering of electrons by
the self-consistent potential created by all the other elec-
trons. Therefore, these two different expressions are in
fact the two limits of a single interaction correction. We
calculate the correction within assumptions of the Fermi
liquid theory (other limitations of our approach we dis-
cuss below) and present the cross-over function between
the diffusive and ballistic limits.
Moreover, we show that the existing theory for the
ballistic limit (1.2) is incomplete. First, the results of
Ref. 4–7 account only for Hartree-like interaction terms
missing the exchange or Fock terms. Second, this theory
essentially employs a perturbative expansion in terms of
the interaction strength, which breaks down for stronger
coupling. Both issues lead to the change in the theoreti-
cal prediction even on a qualitative level.
The consequence of the first point is that the correction
to conductivity (1.2) is always negative unlike the correc-
tion in the diffusive limit that changes sign depending on
the value of F σ0 . This sign change is due to competition
between the universal (and positive) Fock correction and
the coupling-specific (and negative) Hartree contribution.
If the Fock potential (or, to be more precise, singlet chan-
nel) is properly taken into account, then the sign of the
correction in the ballistic limit is also not universal (being
positive for weak interaction in contrast to Refs. 4–7).
As follows from the second point, for the stronger in-
teraction the Hartree correction should be modified to
include higher order processes. For this case we show
1
(see Section III) that in fact it should be replaced by the
triplet channel correction, which is characterized by the
Fermi liquid constant F σ0 . This constant measures the
strength of the spin-exchange interaction. If F σ0 < 0, the
spin-exchange interaction tends to align electron spins
and (if it is strong enough) leads to the ferromagnetic
Stoner instability13. Even though this constant is un-
known, it can be found experimentally by means of in-
dependent measurement of the spin susceptibility of the
system. As a function of temperature the interaction
correction to conductivity is almost always monotonous,
except for a narrow region of parameters (where it is so
small that it can hardly be observed).
The remainder of the paper is organized as follows: the
following section is devoted to qualitative discussion of
the physics involved. In the same section we summarize
our results. Then we present two alternative approaches
to the microscopic calculation. In Section III we use the
traditional perturbation theory1 to derive the results pre-
sented in Section II, while in Section IV the same results
are obtained using the quantum kinetic equation that we
derive. The advantage of the kinetic equation approach
is that it can be readily used to discuss the temperature
behavior of quantities other than conductivity. These re-
sults are advertised in Conclusions and will be published
elsewhere14.
II. QUALITATIVE DISCUSSION AND RESULTS
In this section we describe the scattering processes con-
tributing to the temperature dependence of conductivity.
We show that unlike the standard Fermi liquid T 2 correc-
tions, the leading correction to conductivity is accumu-
lated at large distances, of the order vF /min(T,
√
T/τ).
In the ballistic limit such correction is linear in temper-
ature and we derive this result here using a text-book
quantum mechanical approach. The diffusive limit is
discussed in detail in Ref. 1. The resulting correction
δσ ∼ lnT seems to be rather different from the linear
one, but we show that both corrections arise due to the
same physics - coherent scattering by Friedel oscillations.
Throughout the paper we keep the units such that h¯ = 1,
except for the final answers.
A. Scattering by Friedel oscillations
We start with the simplest case of a weak short-range
interaction V0(~r1 − ~r2) and show how one can obtain the
correction to conductivity in the ballistic limit, i.e. due
to a single scatterer. This discussion is similar to that
of Ref. 15, where the correction to the one-particle den-
sity of states (DoS) was discussed, and also of Ref. 16,
which describes the correction to the conductivity in the
diffusive limit.
Consider a single impurity localized at some point,
taken as the origin. The impurity potential U(~r) induces
a modulation of electron density close to the impurity.
The oscillating part of the modulation is known as the
Friedel oscillation, which in 2D can be written as
δρ(~r) = − νλ
2πr2
sin(2kF r). (2.1)
Here r denotes the distance to the impurity and its poten-
tial is treated in the Born approximation λ =
∫
U(~r)d~r.
In 2D the free electron DoS is given by ν = m/πh¯2 and
m is the electron mass, kF is the Fermi momentum.
Taking into account electron-electron interaction
V0(~r1 − ~r2) one finds additional scattering potential due
to the Friedel oscillation Eq. (2.1). This potential can be
presented as a sum of the direct (Hartree) and exchange
(Fock) terms17
δV (~r1, ~r2) = VH(~r1)δ(~r1 − ~r2)− VF (~r1, ~r2); (2.2a)
VH(~r1) =
∫
d~r3V0(~r1 − ~r3)δρ(~r3); (2.2b)
VF (~r1, ~r2) =
1
2
V0(~r1 − ~r2)δn(~r1, ~r2), (2.2c)
where by ρ(~r) we denote diagonal elements of the one
electron density matrix n,
n(~r1, ~r2) =
∑
k
Ψ∗k(~r1)Ψk(~r2). (2.3)
The factor 1/2 indicates that only electrons with the
same spin participate in exchange interaction. As a func-
tion of distance from the impurity the Hartree-Fock en-
ergy δV oscillates similarly to Eq. (2.1).
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FIG. 1. Scattering by the Friedel oscillation. Interfer-
ence between the two paths A and B contributes mostly
to backscattering. The Friedel oscillation is created due to
backscattering on the impurity, path C.
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The leading correction to conductivity is a result of in-
terference between two semi-classical paths depicted on
Fig. 1. If an electron follows path “A”, it scatters off
the Friedel oscillation created by the impurity and path
“B” corresponds to scattering by the impurity itself. In-
terference is most important for scattering angles close
to π (or for backscattering), since the extra phase fac-
tor accumulated by the electron on path “A” (ei2kR with
R being the length of the extra path interval relative to
“B” and 2k being the difference between initial and fi-
nal momenta for that extra path interval) is canceled by
the phase of the Friedel oscillation e−i2kFR so that the
amplitudes corresponding to the two paths are coherent.
As a result, the probability of backscattering is greater
than the classical expectation (taken into account in the
Drude conductivity). Therefore, taking into account in-
terference effects leads to a correction to conductivity.
We note that the interference persists to large distances,
limited only by temperature R ≈ 1/|k − kF | ≤ vF /T .
Thus there is a possibility for the correction to have a
non-trivial temperature dependence. The sign of the cor-
rection depends on the sign of the coupling constant that
describes electron-electron interaction.
To put the above argument onto more rigorous footing
and to find the temperature dependence of the correc-
tion consider now a scattering problem in the potential
Eq. (2.2). Following the textbook approach18, we write
a particle’s wave function as a sum of the incoming plane
wave and the out-coming spherical wave (in 2D it is given
by a Bessel function, which we replace by its asymptotic
form)
Ψ = ei
~k·~r + if(θ)
√
2π
kr
eikr . (2.4)
Here f(θ) is the scattering amplitude, which we will dis-
cuss in the Born approximation. For the impurity po-
tential itself the amplitude f(θ) weakly depends on the
angle. At zero temperature it determines the Drude con-
ductivity σD, while the leading temperature correction is
proportional to T 2, as is usual for Fermi systems. We now
show that this is not the case for the potential Eq. (2.2).
In fact, taking into account Eq. (2.2) leads to enhanced
backscattering and thus to the conductivity correction
that is linear in temperature.
First, we discuss the Hartree potential Eq. (2.2b). Far
from the scatterer the wave function of a particle can
be found in the first order of the perturbation theory as
Ψ = ei
~k·~r + δΨ(~r), where the correction is given by18
δΨ(~r) = i
∫
d~r1VH(~r1)e
i~k·~r1
√
2π
k|~r − ~r1|e
ik|~r−~r1|. (2.5)
Here |~r − ~r1| ≈ r − ~r · ~r1/r, since we are looking at
large distances. Substituting the form of the potential
Eq. (2.2b) and introducing the Fourier transfer of the
electron-electron interaction V0 we can rewrite Eq. (2.5)
as
δΨ(~r) = −i νλ√
2π
V0(q)
eikr√
kr
∫
d~r1
r21
sin(2kF r1)e
i~q·~r1 , (2.6)
where
~q = ~k − k~r/r, |q| = 2k sin(θ/2),
with θ being the angle of scattering. Comparing to
Eq. (2.4) we find the scattering amplitude as a function
of θ (it also depends on the electron’s energy ǫ = k2/2m)
f(θ) = −νλ
2π
V0(q)
∫
d~r
r2
sin(2kF r)e
i~q·~r. (2.7)
The integral can be evaluated exactly19 and the result is
given by
f(θ) = −νλ
2π
V0(q)
{ π
2 , |q| < 2kF ;
arcsin
(
2kF
q
)
, |q| > 2kF . (2.8)
Let us examine this expression more closely. Since
|q| ≤ 2k, the scattering amplitude Eq. (2.8) for small k
weakly depends on the angle through the Fourier com-
ponent of the interaction V0(q), see background value of
f(θ) on Fig. 2. However, we are dealing with electronic
excitations close to the Fermi surface, so in fact k is close
to kF , |k − kF |/kF ≪ 1. If k > kF , then the scattering
amplitude Eq. (2.8) has a non-trivial angular dependence
around θ = π shown on Fig. 2.
According to Eq. (2.8) such dependence is only pos-
sible in the region |q| > 2kF . This translates into the
condition |θ − π| < [2(k − kF )/kF ]1/2, which determines
the singular dependence of the width of the feature in
the scattering amplitude on the energy of the scattered
electron. Finally, using the fact that arcsin(1 − x) =
π/2−√2x, we find that the dependence of the height of
the feature in the scattering amplitude is also singular:
δf(θ) ≃ [(k − kF )/kF ]1/2.
θf(  )
θ
F
pi
(ε−ε  /ε  )
F F
1/2
1/2(ε−ε  /ε  )
F
FIG. 2. Scattering amplitude. The singularity for
backscattering is due to interference of paths “A” and “B”
on Fig. 1.
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The transport scattering rate τ−1 is determined by the
scattering cross-section and can be found with the help
of the amplitude Eq. (2.8), as well as the constant am-
plitude f0 of the scattering by the impurity itself
τ−1(ǫ) =
∫
dθ
2π
(1− cos θ)|f0 + f(θ)|2. (2.9)
The leading energy dependence of τ−1 comes from the
interference term, which is proportional to f(θ). Then
integration around θ = π is dominated by the feature of
f(θ) resulting in a term of order (ǫ − ǫF )/ǫF . It is this
term that gives rise to the linear temperature dependence
we are after. Since we are interested in this leading cor-
rection only, in all other terms we can set k ≈ kF and
write the scattering rate as
τ−1(ǫ) = τ−10 +
νλ
2
V0(2kF )
ǫ − ǫF
ǫF
η(ǫ− ǫF )f0. (2.10)
Here η(x) is the Heaviside step function and τ−10 is the
zero-temperature rate that determines the Drude con-
ductivity (indeed, the θ = π feature in f(θ) only exists
for k > kF and at T = 0 there are no electrons with
k > kF ).
To obtain the scattering time we have to integrate the
energy-dependent rate Eq. (2.10) with the derivative of
the Fermi distribution function nF (ǫ)
τ =
∫
dǫτ(ǫ)
∂
∂ǫ
nF (ǫ).
Then the second term in Eq. (2.10) leads to a linear cor-
rection to the Drude conductivity, small as T/ǫF . How-
ever this is not the only contribution to the temperature
dependence. At finite temperatures we also have to mod-
ify the Friedel oscillation Eq. (2.1) as follows:
δρ(~r) = − νλT
2
2πv2F sinh
2
(
rT
vF
) sin(2kF r).
Consequently, the scattering amplitude Eq. (2.7) be-
comes temperature dependent
f(θ) = −νλ
2π
V0(q)
∫
d~r2
r22
e
−2r2
T
vF sin(2kF r2)e
i~q·~r2
= −νλ
2π
V0(q) arcsin
(
4kF
p
)
; (2.11)
p =
√(
2T
vF
)2
+ (q + 2kF )2 +
√(
2T
vF
)2
+ (q − 2kF )2.
Neglecting the small temperature dependent term in the
denominator in Eq. (2.11) brings us back to Eq. (2.8).
Keeping this term leads to the same feature in f(θ) as
the one on Fig. 2, only now its width and magnitude are
proportional to
√
T . The resulting correction to the con-
ductivity is therefore similar to the one discussed above.
Up to a numerical coefficient,
δσ
σD
= −2νV0(2kF ) T
ǫF
. (2.12)
The conductivity Eq. (2.12) is the same correction as
the one calculated in Ref. 6, see also Eq. (1.2), up to
a numerical factor. It is also clear that Eq. (2.12) is
not the full story. We have forgotten about the Fock
part of the potential Eq. (2.2)! Substituting Eq. (2.4)
into Eq. (2.3), we find the perturbation of the density
matrix [which appears in the Fock potential Eq. (2.2c)]
δn(~r1, ~r2) ≈ δρ[(~r1 + ~r2)/2]. Then the argument can be
repeated. The only difference is that the leading tem-
perature correction comes from the Fourier component
at q = 0, rather than q = 2kF . What is most important,
the Fock potential enters with the opposite sign. There-
fore the expression for the conductivity Eq. (2.12) has to
be corrected
σ = σD
[
1− ν
(
2V0(2kF )− V0(0)
) T
ǫF
]
. (2.13)
The sign of the correction is thus not universal and
depends on the details of electron-electron scattering.
If the weak interaction is reasonably long-ranged, then
V0(0) ≫ V0(2kF ), so that the correction in Eq. (2.13)
has the sign opposite to that in Ref. 6.
C
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FIG. 3. Scattering process with two impurities and the
Friedel oscillation. Scattering to all angles is affected by in-
terference. The relevant Friedel oscillation is created by the
self-intersecting path C.
So far we have considered the effect of a single impu-
rity. The extension of the above arguments to the case
of many impurities is straightforward. In particular, one
can consider a scattering process, which involves two im-
purities and the Friedel oscillation shown on Fig. 3. It is
clear that this process contributes to the scattering am-
plitude at any angle, and not just for backscattering as
the single impurity process on Fig. 1 (which is typical for
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the diffusive motion of electrons). Such processes were
discussed in detail (although using a slightly different
language) in Ref. 16. Scattering by Friedel oscillations
created by multiple impurities results in a conductivity
correction (1.1) that is logarithmic in temperature and is
typical for 2D diffusive systems1.
Comparing the scattering processes on Figs. 1 and
3, one can clearly see that conductivity corrections,
which arise from these processes are governed by the
same physics: coherent scattering by the Friedel oscilla-
tion, which means that the ballistic and diffusive regions
should be analyzed on the same footing. In the next sub-
section we present the results of such anlysis, postponing
the actual calculations until Secs. III and IV.
B. Results
Let us first consider the case of a weak, short range in-
teraction potential. Then the interaction can be treated
in the lowest order of perturbation theory, so that the re-
sulting correction is proportional to the interaction con-
stant:
δσw =
e2
πh¯
[
γ1
Tτ
h¯
[
1− 3
8
w(Tτ)
]
− γ2
4π
ln
EF
T
]
. (2.14)
Similarly to Eq. (2.13), it can be written as a sum of
Hartree and Fock contributions (similar expression for
γ1 in one-dimensional systems was obtained in Ref. 20):
γ1 = ν
[
V0(0)− 2V0(2kF )
]
,
γ2 = ν
[
V0(0)− 2〈V0(k)〉FS
]
, (2.15)
where 〈. . .〉FS stands for the average over the Fermi sur-
face. Here we kept the notation for the electron-electron
interaction adopted in the previous Section. Then the
Hartree correction is proportional to the Fourier compo-
nent of V0(q) at q = 2kF , while for the Fock correction
q = 0. The two corrections have different sign as we
discussed above. The extra factor of 2 in the Hartree
correction is due to electron spin degeneracy.
Note, that Eq.(2.14) is defined only up to a
temperature-independent constant which is determined
by the ultraviolet contribution. We have chosen the ar-
gument of the logarithm to be EF /T instead of the usual
1/T τ to emphasize that contrary to the naive expecta-
tions the logarithmic term persists up to temperatures
much larger than 1/τ , see also Ref. 15.
The different expressions for the Hartree terms in γ1
and γ2 are related to the fact that the single impurity
scattering, see Fig. 1, and multiple impurity case, see
Fig. 3, allow for different possible scattering angles.
The dimensionless function w(Tτ) describes the
crossover between ballistic and diffusive regimes. In the
ballistic limit Tτ ≫ 1 it vanishes as
w(x≫ 1) ≈ 8
3πx
[
ln(2x)− 1
4
(lnx− 1)(6 ln 2− 1)
]
.
In the opposite limit Tτ ≪ 1 it approaches a constant
value (C ≈ 0.577 . . . is the Euler’s constant and ζ′(x) is a
derivative of the Riemann zeta function),
w(x≪ 1) ≈ 1 + 2πx
9
(
lnx− ln 2− C + 3
4
+ 6ζ′(2)
)
,
so that the linear correction does not completely vanish
in the diffusive limit, but competes with the logarithmic
term and in semiconductor structures with low Fermi en-
ergy it might be important except for the lowest temper-
atures. The full function w(x) is plotted on Fig 4.
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0.0
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w
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x
FIG. 4. Dimensionless function w(x), which is defined so
that w(0) = 1.
If the Coulomb interaction is considered, then the low-
est order in interaction is not sufficient since for the long
range interaction νV0(q ≈ 0) ≫ 1. Although the in-
teraction itself is still independent of the electron spin,
summation of the perturbation theory depends on the
spin state of the two electrons involved. In the first order
correction Eq. (2.14) all spin channels gave identical con-
tributions. The total number of channels is 4 and they
can be classified by the total spin of the two electrons:
one state with the total spin zero (“singlet”) and three
states with the total spin 1 (“triplet”; the three states
differ by the value of the z-component of the total spin).
For long range interaction the perturbation theory for the
Hartree correction singlet and triplet channels is differ-
ent. It is known1,2 (see also Section III), that the singlet
channel contribution should be combined with the Fock
correction as a renormalization of the coupling constant.
However, the final result is universal due to dynamical
screening: the singlet channel modification of the cou-
pling does not affect the result. What remains of the
Hartree term is the triplet channel contribution, which
now depends on the corresponding Fermi liquid constant
F σ0 . Thus, the total correction to the conductivity can be
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written as a sum of the “charge” (which combines Fock
and singlet part of Hartree) and triplet contributions
σ = σD + δσT + δσC , (2.16a)
where the charge channel correction is given by
δσC =
e2
πh¯
T τ
h¯
[
1− 3
8
f(Tτ)
]
− e
2
2π2h¯
ln
EF
T
, (2.16b)
and the triplet channel correction is
δσT =
3F σ0
(1 + F σ0 )
e2
πh¯
T τ
h¯
[
1− 3
8
t(Tτ ;F σ0 )
]
−3
(
1− 1
F σ0
ln(1 + F σ0 )
)
e2
2π2h¯
ln
EF
T
. (2.16c)
here the factor of three in the triplet channel correc-
tion Eq. (2.16c) is due to the fact that all three com-
ponents of the triplet state contribute equally. We re-
iterate that the corrections Eqs.(2.16) are defined only
up to a temperature independent (however not neces-
sarily Fermi-liquid constant independent) term, see also
discussion after Eq. (2.14).
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x
FIG. 5. Dimensionless function f(x), defined so that
f(0) = 1
We should warn the reader here, that we describe the
interaction in the triplet channel by one coupling con-
stant F σ0 . For the weak coupling limit, it corresponds to
the approximation V0(2kF ) ≃ 〈V0(k)〉FS . This approxi-
mation overestimates the triplet channel contribution to
the ballistic case for rs =
√
2e2/(κh¯vF )≪ 1. However, in
this limit contribution itself is much smaller than the sin-
glet one. For better estimates in this regime one should
use
F σ0 → −
1
2
rs
rs +
√
2
in the first line of Eq. (2.16c) and
F σ0 → −
1
2π
rs√
2− r2s
ln
(√
2 +
√
2− r2s√
2−
√
2− r2s
)
, r2s < 2;
F σ0 → −
1
π
rs√
r2s − 2
arctan
√
1
2
r2s − 1, r2s > 2
in the second line. For rs >∼ 1 our replacament is well
justified even within weak coupling scheme.
Similar to Eq. (2.14) the dimensionless functions f(x)
and t(x;F σ0 ) describe the cross-over between ballistic and
diffusive limits. They are plotted on Figs. 5 and 6 and
full expressions are given by Eqs. (3.35). The universal
function f(x) has the following limits
f(x≫ 1) ≈ − 1
3πx
(
2(lnx− 1) ln 2− 7
2
ln(2x)
)
; (2.17a)
f(x≪ 1) ≈ 1− γ1x+ π
6
x lnx; (2.17b)
γ1 = −ζ
′(2)
π
+
π
6
(
C + 1
3
ln 2
)
≈ 0.7216;
0 5 10
0.0
0.5
1.0
1.5
2.0
2.5
 
 
 F
0
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0
=1
 F
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=0.1           F
0
=-0.1
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=-0.3          F
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=-0.6
 F
0
=-0.8
t(
x
)
X
FIG. 6. Dimensionless function t(x, F σ0 ) defined so that
t(0, F σ0 ) = 1.
The function t(x;F σ0 ) depends on the coupling con-
stant and therefore its asymptotic form also depends on
F σ0 . For very small x≪ 1 + F σ0 the asymptotic form is
t(x≪ 1 + F σ0 ) ≈ 1− γ2x+
π
18
x ln x
(
3 +
1
1 + F σ0
)
;
γ2 = −ζ
′(2)
3π
(
3 +
1
1 + F σ0
)
− πγ3
9(1 + F σ0 )
(2.18)
+
π
18
[
C
(
3 +
1
1 + F σ0
)
+ ln 2
(
1 +
3
1 + F σ0
)]
;
6
γ3 = 1− 5F
σ
0 − 3
1 + F σ0
−
(
5
2
− 2F σ0
)
ln(1 + F σ0 )
F σ0
.
Notice that at Tτ → 0, Eqs. (2.16) reproduce the known
result (1.1). Let us point out that for numerical reasons
contributions of scaling functions w, f, t change the re-
sult only by few percents and they can be neglected for
all the practical purposes.
Notice that while the charge channel correction
Eq. (2.16b) is universal, the triplet channel correction
Eq. (2.16c) is proportional to F σ0 , which might be nega-
tive. That leads to the conclusion, that the overall sign
of the total correction Eqs. (2.16) depends on value of
F σ0 : it can be either positive or negative, see Fig. 7.
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FIG. 7. Total interaction correction to conductivity. The
divergence at Tτ/h¯ → 0 is due to the usual logarithmic
correction1. Curve F σ0 = 0 corresponds to the universal be-
havior of completely spin polarized electron gas. The cor-
rection is defined up to a temperature independent part, see
Eq. (3.32) and discussion after Eq. (2.14).
Combining together all of the above results we plot the
total correction to the conductivity on Fig. 7 for differ-
ent values of F σ0 . The divergence at low temperature is
due to the usual logarithmic correction1. Although the
exact value of F σ0 can not be calculated theoretically (in
particular, its relation to the conventional measure of the
interaction strength, rs, is unknown for rs > 1), in prin-
ciple it can be found from a measurement of the Pauli
spin susceptibility
χ =
ν
1 + F σ0
, (2.19)
where the density of states ν should be obtained from a
measurement of the specific heat (at τ−1 ≪ T ≪ EF ).
The constant F σ0 is the only parameter in our theory
which describes all the data, including the Hall coefficient
and the magneto-resistance in the parallel field. The the-
ory for interaction corrections in the magnetic field will
be addressed in the forthcoming paper14.
The correction in Fig. 7 is almost always monotonous,
except for a narrow region −0.45 < F σ0 < −0.25. A typi-
cal curve in this region is shown in Fig. 8. Note, however,
that the overall magnitude of the correction in the range
of Tτ in Fig. 7 is so small that it can hardly be observed.
0.0 0.1 0.2 0.3 0.4 0.5
−1.0
−0.8
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−0.2
0.0
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FIG. 8. The non-monotonous correction to conductivity.
Note the difference in the overall scale relative to the previ-
ous figure.
When the interaction becomes so strong that the sys-
tem approaches the Stoner instability, F σ0 ceases to be a
constant and becomes momentum-dependent. Thus the
result Eq. (2.16) is no longer valid. Although the sim-
ple condition δσT < σD suggests that this happens at
T ≈ (1 + F σ0 )EF , the more detailed analysis (see Sec-
tion III E) shows that it happens much earlier. In fact,
the approximation of the constant F σ0 is valid in the pa-
rameter region defined by the inequality
T
EF
< (1 + F σ0 )
2, (2.20)
see Section III E for the origin of this inequality. We were
not able to make a reliable calculation of δσ(T ) at higher
temperatures.
III. PERTURBATION THEORY
In this section we show how the announced results
Eq. (2.16) can be obtained with the help of the tradi-
tional perturbation theory. We try to explain the most
important points of the calculation in detail. The com-
prehensive review of the diagrammatic technique for dis-
ordered systems can be found in Ref. 1. We start by a
brief discussion of the case of a weak, short-range inter-
action potential. Although this case is artificial and is
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unrelated to any experiment, it is governed by the same
physics as the general problem, and it is simple enough
to allow a transparent presentation. To generalize to
stronger coupling, we need to recall the basic ideas of
the Landau Fermi liquid theory and to identify the soft
modes in the system. Then we present the calculation
leading to Eq. (2.16). Finally, to establish the relation of
our results to existing literature, we briefly discuss scat-
tering on a single impurity (this discussion is completely
analogous to the one in Section II but uses the language
of diagrams).
A. Hartree-Fock considerations.
The static conductivity of a system of electrons is given
by the Kubo formula
σαβ = (3.1)
− lim
ω→0
Re
 1
Ωn
1/T∫
0
dτ〈Tτ jˆα(τ)jˆβ(0)〉eiΩnτ

iΩn→ω
,
where jˆα(τ) is the operator of the electric current at
imaginary time τ and the analytic continuation of the
function defined at Matzubara frequencies Ωn = 2πTn
to function analytic at Imω > 0 is performed.
α
j βj α j β j α j β
j β
j α
j β
j
j
b
α j βj α
a
3
1 2 3
2
1
FIG. 9. Interaction correction to conductivity in the low-
est order of perturbation theory. Here solid lines correspond
to Matsubara Green’s functions −G(iǫn;~r1, ~r2) and the wavy
line represents the interaction potential, −V (~r1 − ~r2).
Assuming that electrons interact by means of a
weak, short-range interaction (range shorter than
vFmin(τ, 1/T ), V (r) it is sufficient to consider the lowest
order of the perturbation theory. The perturbation the-
ory can be conveniently expressed in terms of Feinman
diagrams. The lowest order diagrams for the interaction
correction to the conductivity are shown on Fig. 9. The
Hartree term corresponds to the diagrams “a”, while the
Fock contribution corresponds to diagrams “b”. Eval-
uation of the correction consists of two main steps: (i)
analytic continuation to real time, and (ii) disorder av-
eraging. While these two steps can be performed in any
order without affecting the result, it is more convenient
(for technical reasons) to start with step (i).
Although analytic continuation in Eq. (3.1) is now a
textbook task, we include a brief discussion of the stan-
dard procedure in the Appendix to make the paper self-
contained. After the continuation any physical quantity
is expressed in terms of exact (i.e. not averaged over dis-
order) retarded and advanced Green’s functions of the
electronic system, which are defined as
G
R(A)
12 (ǫ) =
∑
j
Ψ∗j (~r1)Ψj(~r2)
ǫ− ǫj ± ı0 , (3.2)
where j labels the exact eigenstates of the system and ǫj
are the exact eigenvalues, counted from the Fermi energy:(−∇2
2m
+ U(~r)
)
Ψj(~r) = (ǫj + ǫF )Ψj(~r).
Here U(~r) is the disorder potential.
The resulting expression for the correction to the sym-
metric part of the conductivity (the Hall conductivity will
be discussed in a separate publication14) can be written
as16
δσαβ =
∞∫
−∞
dΩ
8π2
[
∂
∂Ω
(
Ωcoth
Ω
2T
)]∫
d2r3d
2r4 (3.3)
×Im
{
V (~r3 − ~r4)
(
BαβF (Ω;~r3, ~r4)− 2BαβH (Ω;~r3, ~r4)
+{α↔ β}
)}
,
where the extra factor of 2 in the Hartree term is due
to the summation over electron spin. Here we denoted
products of four Green’s functions as BF (H). For the
Fock term we have
BαβF (Ω;~r3, ~r4) =
∫
d2r1d
2r5
V
×
{
Jˆα1 G
R
15(ǫ)Jˆ
β
5 G
A
53(ǫ)G
R
34(ǫ − Ω)GA41(ǫ) (3.4a)
+Jˆα1 G
A
15(ǫ)Jˆ
β
5 G
R
53(ǫ)G
R
34(ǫ− Ω)GR41(ǫ) (3.4b)
+2Jˆα1 G
R
13(ǫ)G
R
35(ǫ− Ω)Jˆβ5 GR54(ǫ− Ω)GA41(ǫ) (3.4c)
−Jˆα1 GA15(ǫ)Jˆβ5 GA53(ǫ)GR34(ǫ− Ω)GA41(ǫ) (3.4d)
−Jˆα1 GA13(ǫ)GR35(ǫ − Ω)Jˆβ5 GR54(ǫ − Ω)GA41(ǫ)
}
, (3.4e)
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where V is the area of the system. Equations (3.4c) and
(3.4e) come from the diagram “b3” on Fig. 9 and the rest
of Eq. (3.4) correspond to diagrams “b1” and “b2”. For
the Hartree term the expression is similar,
BαβH (Ω;~r3, ~r4) =
∫
d2r1d
2r5
V
×
{
Jˆα1 G
R
15(ǫ)Jˆ
β
5 G
A
53(ǫ)G
R
44(ǫ − Ω)GA31(ǫ) (3.5a)
+Jˆα1 G
A
15(ǫ)Jˆ
β
5 G
R
53(ǫ)G
R
44(ǫ− Ω)GR31(ǫ) (3.5b)
+2Jˆα1 G
R
13(ǫ)G
R
45(ǫ− Ω)Jˆβ5 GR54(ǫ− Ω)GA31(ǫ) (3.5c)
−Jˆα1 GA15(ǫ)Jˆβ5 GA53(ǫ)GR44(ǫ− Ω)GA31(ǫ) (3.5d)
−Jˆα1 GA13(ǫ)GR45(ǫ − Ω)Jˆβ5 GR54(ǫ − Ω)GA31(ǫ)
}
. (3.5e)
Again, Eqs. (3.5c) and (3.5e) correspond to the diagram
“a3” in Fig. 9. The current operator is defined as
f1(~r) ~ˆJf2(~r)=
ie
2m
[(
~∇f1
)
f2 −
(
f1~∇f2
)]
−e
~A(~r)
m
f1(~r)f2(~r). (3.6)
In the above expressions terms corresponding to dia-
grams “b3” and “a3” on Fig. 9 allow for at least one
of the spatial integrations to be performed with the help
of the identity∫
d~r5G
R
35(ǫ)Jˆ
β
5 G
R
54(ǫ) = −ie(~r3 − ~r4)βGR34(ǫ). (3.7)
Now it is clear that Hartree terms Eqs. (3.5c) and (3.5e)
vanish identically, since there the identity (3.7) should be
applied with coordinates ~r3 and ~r4 being equal to each
other. In the Fock terms Eqs. (3.4e) and (3.4c) one needs
to further multiply the result of Eq. (3.7) by the interac-
tion potential V (~r3 − ~r4). In the case of the short range
interaction potential this also gives vanishing contribu-
tion. Thus we conclude, that the diagram “a3” on Fig. 9
does not contribute for any form of the interaction, while
the diagram “b3” vanishes for the short-range interac-
tion.
The same identity can also be applied to terms
Eqs. (3.4d) and (3.5d), which also vanish by the same rea-
son. Thus the task of averaging over disorder is now sim-
plified because we only need to average two Fock terms
Eqs. (3.4a) and (3.4b) and two Hartree terms Eqs. (3.5a)
and (3.5b). These expressions contain only Green’s func-
tions of non-interacting electrons and can be averaged
using the standard diagrammatic technique of the the-
ory of disordered systems (see Ref. 1 for review). The
diagrams for averaged quantities can be constructed us-
ing the four “building blocks” (we use the momentum
representation since translational invariance is restored
after averaging):
(1) the average electronic Green’s function (denoted as a
solid line; there should be no confusion with the previous
use of the solid line for exact Green’s functions before
averaging), which in momentum space can be written as
〈GR(A)〉(k, ǫ) = 1
ǫ− ξk ± i2τ
; (3.8)
(2) the disorder potential, which is assumed to be Gaus-
sian with the correlator
〈U(~r1)U(~r2)〉 = 1
2πντ
δ(~r1 − ~r2).
In the diagrams this correlator is represented by the dot-
ted line;
k k - q
A R A R
k - qk
p p - q  k k - q
A R
FIG. 10. Dressed interaction vertex.
(3) the dressed interaction vertex Γ (q and Ω are momen-
tum and frequency of the interaction propagator), which
represents a geometric series in disorder potential shown
on Fig. 10;
Γ(~q; Ω) = 1 +
1/τ
S − 1τ
(3.9a)
where we denote
S =
√(
iΩ+
1
τ
)2
+ v2F q
2, (3.9b)
(4) the averaged product of a retarded and an advanced
Green’s functions (sometimes referred to as the diffuson),
where we have summed up a geometric series shown on
Fig. 11
A
R
Γ
  
2piντ
FIG. 11. Diffuson - geometric series of impurity lines
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Using these building blocks we can average the prod-
ucts of Green’s functions as shown on Fig. 12. It is con-
venient to write the averaged BF (H) in the momentum
representation. The product BF , which appears in the
Fock term, can be viewed as a function of coordinates of
the two interaction vertices and can be transformed to
the momentum space as
〈BF (Ω;~r1, ~r2)〉 =
∫
d2q
(2π)2
ei~q(~r3−~r4)〈BF (q,Ω)〉. (3.10)
Using the explicit expressions Eqs. (3.8) and (3.9) we can
write the analytic form of the averaged BF
1
σD
BF (q,Ω) =
(Γ2 − 1)τ
S
+
Γ(Γ + 1)
v2F q
2
(
iΩ+ 1τ
S
− 1
)2
.
In the absence of magnetic field, BαβF (H) = δ
αβBF (H),
which is why we did not include the Greek indices in
Eq. (3.11).
β
j α
j β
j α
j β
j α
j β
j α
j β
j α
j
b
R
A A
RR
A A
R
A
R R
R
A
R R
R
R
A AR
a
FIG. 12. Averaged product of four Green’s functions. The
wavy lines indicate δ(~pin−~pout+~q) for the Fock contribution
BF (q) and 2πδ(~pin − ~pout + ~q)δ[~̂n~pin] for the Hartree contri-
bution BH(q, n1, n2).
The Hartree contribution is considered analogously.
One can write
〈BH(Ω;~r1, ~r2)〉 =
∫
dθ1
(2π)
dθ2
(2π)
d2q
(2π)2
eikF (~n1−~n2)(~r1−~r2)
×BH(Ω;~n1, ~n2, ~q), (3.11)
where ~ni = (cos θi, sin θi) indictates the direction of the
momentum. Then, disorder averaging of BH(Ω;~n1, ~n2, ~q)
is performed with the help of the same diagrams (see
Fig. 12) but the expression for the vertices changed as
indicated in the figure caption.
Accordingly, the expression for the dressed vertex
(3.9a), see also Fig. 10, is changed to
ΓH(~n, ~nk; ~q; Ω) = 2πδ(~̂n~nk) +
1
SH
S
Sτ − 1 , (3.12)
SH(~n, ~q; Ω) = iΩ− ivF ~q~n+ 1/τ,
where ~nk corresponds to the direction of the momentum
k on Fig. 10. The final expression for BH is similar to
Eq. (3.11)
1
σD
BH(Ω;~n1, ~n2, ~q) = −
−2πδ
(
~̂n1~n2
)
τ
S
+
τ
S
∫
dθ3
2π
ΓH(~n1, ~n3)ΓH(~n2, n3) (3.13)
+
∫
dθ3
2π
∫
dθ4
2π
(~n3~n4)
ΓH(~n1, n3)ΓH(~n2, n4)
SH(~n3)SH(~n4)
+ (~n1~n2)
Γ
SH(~n1)SH(~n2)
,
and we suppressed the arguments q,Ω in the right-hand-
side of the equation.
We note in passing, that by construction of Eqs. (3.4a),
(3.4b), (3.5a) and (3.5b) that
BF (Ω;~r, ~r) = BH(Ω;~r, ~r),
and, therefore, according to Eqs. (3.10) and (3.11) the
relation
BF (Ω; ~q) =
∫
dθ1
2π
dθ2
2π
BH(Ω;~n1, ~n2, ~q)
must hold [this can be easily verified using explicit ex-
presions (3.11) and (3.13)].
We are now prepared to calculate the temperature de-
pendence of the conductivity from Eq. (3.3). We substi-
tute Eqs. (3.11) and (3.13) into Eq. (3.3). As we will see,
the main contribution to the temperature dependence
is provided by wave-vectors qT ≃ max(T, (T/τ)1/2)/vF .
On the other hand the potential V (~r) has a range much
shorter than 1/qT . This enables us to use the following
approximations∫
d2r3d
2r4
V V (~r3 − ~r4)e
i~q(~r3−~r4) ≈ V (0);
∫
d2r3d
2r4
V V (~r3 − ~r4)e
ikF (~n1−~n2)(~r3−~r4)
≈ V
(
2kF sin
~̂n1~n2
2
)
,
where V (k) in the right-hand-side of the above equations
denotes the Fourier transform of the interaction poten-
tial.
Altogether, we now write the conductivity correction
as
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δσ =
∞∫
−∞
dΩ
8π2
∂
∂Ω
(
Ωcoth
Ω
2T
)∫
d2q
(2π)2
(3.14)
×Im
{
V0(0)BF (q,Ω)
−2
∫
dθ1
2π
∫
dθ2
2π
V0
(
2kF sin
~̂n1~n2
2
)
BH(Ω;~n1, ~n2, ~q)
}
.
Evaluating this integral (where we only keep the temper-
ature dependent part, see Section III F for details) one
arrives to the same result Eq. (2.14), but with the co-
efficient in the form Eq. (2.15), in agreement with the
discussion of Section II.
Let us now turn to the case of the Coulomb potential,
where the scheme of the calculation (as described so far)
breaks down. In the Fock term we have V (0), which di-
verges for the Coulomb interaction (V (q) ∼ 1/q). To ob-
tain meaningful results one needs to take into account the
effect of dynamical screening. The Hartree term seems
to work better since using just the static screening makes
the result finite. However, this is wrong also, since in this
case diagrams with extra interaction lines do not contain
any smallness (see e.g. Fig. 13; there the correction is
∼ V (2kF )V (0)). Thus one can not justify the perturba-
tion theory in the interaction potential. The way out of
this problem is the standard theory of Landau Fermi liq-
uid, which we briefly discuss in the following subsection.
α
j β j α j β
j
ba
FIG. 13. (a) Single impurity contribution to the Hartree
term, see Section III F for a detailed discussion (b) Second
order correction to the Hartree term (a).
B. Soft modes
As we already discussed, the main contribution to
the temperature dependence of physical quantities comes
from the processes characterized by spatial scales much
larger than the Fermi wave-length λF . Therefore, there
is a scale separation in the problem; all the Fermi liq-
uid parameters21 Fi are established at small distances
of the order of λF , and are not affected by disorder if
the relation ǫF τ >∼ 1 holds. On the other hand, all the
temperature and disorder dependence is determined by
infrared behavior of the system where Fi can be consid-
ered as fixed.
Therefore, our first step is to identify the terms in the
interaction Hamiltonian, which may produce the biggest
contributions at temperatures much smaller than the
Fermi energy. This procedure contains nothing new in
comparison with the standard identification of singlet,
triplet and Cooper channels, see Ref. 22, and we present
here the main steps to make the paper self-contained.
The original interaction Hamiltonian has the form
Hˆint =
∑
~q,~pi
V (q)
2
ψ†σ1(~p1)ψ
†
σ2 (~p2)ψσ2(~p2 + ~q)ψσ1 (~p1 − ~q),
and we imply summation over repeated spin indices. Soft
modes of the system correspond to the situation when
two of the fermionic operators have momenta close to
each other. The difference of the momenta q∗ defines the
scale 1/q∗ ≫ λF , which is the smallest length scale al-
lowed in the theory. Therefore, we explicitly separate the
Hamiltonian into a part that contains all the soft modes
(first three terms) and a correction δHˆ , which does not
contain such pairs of fermionic operators:
Hˆint = Hˆρ + Hˆσ + Hˆpp + δHˆ. (3.15)
The explicit expressions for the entries of the Hamil-
tonian (3.15) are the following. The interaction in the
singlet channel (charge dynamics) is described by
Hˆρ =
1
2
∑
|~q|<q∗,~pi
V (q) + F ρ
(
~̂n1~n2
)
ν
 (3.16)
× [ψ†σ1 (~p1)ψσ1 (~p1 − ~q)] [ψ†σ2 (~p2)ψσ2 (~p2 + ~q)] ,
where ~ni = ~pi/|pi|, the dimensionless parameter
F ρ
(
~̂n1~n2
)
is related to the original interaction poten-
tial V (q) by
F ρ (θ) = −ν
2
V
(
2kF sin
θ
2
)
, (3.17)
and ν is the thermodynamic density of states of non-
interacting electrons (introduced here to make F ρ dimen-
sionless).
Interaction in the triplet channel (spin density dynam-
ics) is governed by
Hˆσ =
1
2
∑
~pi
|~q|<q∗
∑
j=x,y,z
F σ
(
~̂n1~n2
)
ν
× (3.18)
[
ψ†σ1 (~p1) σˆ
j
σ1σ2ψσ2 (~p1 − ~q)
] [
ψ†σ3 (~p2) σˆ
j
σ3σ4ψσ4 (~p2 + ~q)
]
where parameters F σ
(
~̂n1~n2
)
are
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F σ (θ) = −ν
2
V
(
2kF sin
θ
2
)
. (3.19)
Finally, the Hamiltonian
Hˆpp =
∑
|~q|<q∗,~pi
{
F e
(
~̂n1~n2
)
ν
[
ψ†σ1 (~p1) σˆ
y
σ1σ2ψ
†
σ2 (~q − ~p1)
]
× [ψσ3 (~p2) σˆyσ3σ4ψσ4 (~q − ~p2)] (3.20)
+
∑
j=x,y,z
F o
(
~̂n1~n2
)
ν
[
ψ†σ1 (~p1) σ˜
j
σ1σ2ψ
†
σ2 (~q − ~p1)
]
×
[
ψσ3 (~p2)
(
σ˜j
)†
σ4σ3
ψσ4 (~q − ~p2)
]}
describes singlet, F e, and triplet, F o, pairing fluctua-
tions. The parameters in this Hamiltonian are
F e,o (θ) =
ν
4
[
V
(
2kF sin
θ
2
)
± V
(
2kF cos
θ
2
)]
,
(3.21)
where plus and minus signs correspond to even (e) and
odd (o) pairing respectively. Here σˆjσ1σ2 are the elements
of the Pauli matrices in spin space
σˆx =
(
0 1
1 0
)
, σˆy =
(
0 −i
i 0
)
, σˆz =
(
1 0
0 −1
)
,
and σ˜j = σˆyσˆj .
Deriving Eqs. (3.16) – (3.21), we used the condition,
q∗ ≪ kF . This condition allowed us to make the follow-
ing approximation
(~p1 − ~p2)2 ≈ 4k2F sin2
(
~̂n1~n1
2
)
.
We also used the identity
2δσ1σ2δσ3σ4 = δσ1σ3δσ2σ4 + σˆ
j
σ1σ3 σˆ
j
σ4σ2
= σˆyσ1σ3 σˆ
y
σ2σ4 + σ˜
j
σ1σ3
(
σ˜j
)†
σ4σ2
.
So far, the representation (3.15) of original interac-
tion is exact. The only advantage of this representation
is that it explicitly separates the term δH which does
not contain coupling to the low energy excitations of the
fermionic system. Therefore, the contribution of δH to
physical quantities is regular and not infrared divergent
[like (T/vF q∗)2]. Therefore, for the electron system with
weak short range interaction, δH can be disregarded at
all.
Moreover, even if the interaction is not weak or long
range, δH can be treated in all the orders of perturbation
theory without generating a soft mode. If this term does
not break the translational symmetry at short distances,
its only effect is to renormalize the interaction parameters
F ’s in Eqs. (3.16), (3.18) and (3.20) and the Fermi veloc-
ity in the non-interacting part of the Hamiltonian. For
instance, one obtains for the two-dimensional electron
gas with the Coulomb interaction V (q) = 2πe2/(κ|q|)
F ρ (θ) = F σ (θ) = −1
2
rs√
2| sin θ2 |+ rs
, (3.22)
where
rs ≡
√
2e2
κh¯vF
(3.23)
is the conventional parameter characterizing interaction
strength and κ is the low frequency dielectric constant of
the host material. Expression (3.22) is applicable only for
rs ≪ 1, however, keeping it in denominator is legitimate
for small angle scattering.
For stronger interaction rs >∼ 1, but still far from the
Wigner crystal instability23, rs <∼ 37, exact calculation of
the parameters F from the first principles (as well as their
explicit expressions in terms of rs) is not possible. Never-
theless, to study the behavior of the system at distances
much larger than λF , one can still disregard the term δH
in Eq. (3.15). Then parameters F are no longer bound
by Eqs. (3.17), (3.19), and (3.21) [or by Eq. (3.22) for
the Coulomb interaction] but rather should be treated as
starting parameters for the low energy theory. The form
of Eqs. (3.16), (3.18) and (3.20) is guarded by symme-
tries of the system: Eq. (3.16) is guarded by translational
symmetry and charge conservation; Eq. (3.18) is guarded
by translational symmetry and symmetry with respect
to spin rotations; and Eq. (3.20) is guarded by all above
symmetries and the electron-hole symmetry, which holds
approximately at low energies.
All the consideration above essentially repeats the ba-
sics of the Landau Fermi-liquid theory21. We reiterate,
that this theory does not imply that the interaction is
weak; the only assumption here is that no symmetry is
broken at small distances.
C. Disorder averaging
To study the interaction correction to conductivity due
to charge and triplet channel interactions introduced in
the previous subsection, we follow the same route as in
the case of the short-range interaction. In particular, the
charge channel correction is a direct generalization of the
Fock term. We start however with the discussion of dis-
order averaging.
The correction to conductivity Eq. (3.3) represents the
first order perturbation theory in the original potential
V (q), valid when the potential is weak. For stronger cou-
pling we make use of the effective Hamiltonian Eq. (3.15).
Although the diagrams for conductivity look similar to
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the Fock term “b” on Fig. 9, their content is now quite
different. First, the wavy line now represents the propa-
gator for one of the soft modes in Eq. (3.15). Therefore
the expression for the conductivity Eq. (3.3) should be
rewritten as
δσαβ = −
∞∫
−∞
dΩ
8π2
[
∂
∂Ω
(
Ωcoth
Ω
2T
)]
(3.24)
×Im
∫
d2r3d
2r4
V
{[
DA(Ω, ~r3, ~r4) +TrD̂AT (Ω, ~r3, ~r4)
]
×
(
BαβF (Ω, ~r3, ~r4) + {α↔ β}
)}
,
where DA and D̂AT are advanced propagators for charge
and triplet channels [D̂T is a 3×3 matrix as follows from
Eq. (3.18), see also Sec. III E] and BF is the product of
electronic Green’s functions given by Eq. (3.4), the same
as in the Fock term. Deriving Eq. (3.24) we assumed that
the spin rotational symmetry is preserved, i.e. no Zee-
man splitting or the spin-orbit interaction is present. We
also neglected the dependence of the interaction propa-
gators on the direction of the electron momenta. Lifting
of those two assumptions is straightforward but it will
not be done in the present paper. To the leading order
in 1/kF l we can average the propagators independently
of BF (see e.g. Ref. 1). Here we proceed with averaging
BF and the discussion of the propagators follows.
We have already averaged the product BF of four
Green’s functions for the case of the short-range poten-
tial. There the three terms Eqs. (3.4e), (3.4c), and (3.4d)
vanished due to the particular form of the potential. Now
we have to take these terms into account and consider the
full set of diagrams shown on Figs. 14 and 15. These dia-
grams can be evaluated in exactly the same way as those
in Section IIIA (where we considered a subset of these
diagrams).
As a result, the averaged BF has a form similar to
Eq. (3.11) and can again be expressed in terms of the
dressed vertex Γ [see Eq. (3.9)]. We are still interested
in the longitudinal conductivity and thus disregard the
Hall contribution. Thus, after averaging the correction
Eq. (3.24) takes the form
δσ = −e2v2Fπν
∞∫
−∞
dΩ
4π2
∂
∂Ω
(
Ωcoth
Ω
2T
)∫
d2q
(2π)2
×Im
{[
DA(Ω, q) +TrD̂AT (Ω, q)
]
B˜F (Ω, q)
}
;
B˜F (Ω, q) = −
2τ(iΩ+ 1τ )Γ
S3
+
(Γ2 − 1)τ2
S
+
v2F q
2 − 2 (iΩ+ 1τ )2
S5
Γ2
2
+
τΓ(Γ + 1)
v2F q
2
(
iΩ + 1τ
S
− 1
)2
−2Γ
2
S3
(
iΩ+ 1τ
S
− 1
)
+
Γ3v2F q
2
τS6
. (3.25)
where quantities Γ and S are defined in Eq. (3.9).
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FIG. 14. Conductivity diagrams, group I. Diagrams (a),
(b), and (d) were evaluated for the short range interaction in
Sec. III A. In the diffusive regime1 only diagrams (a), (d), (e),
were considered at ω, qvF ≪ 1/τ .
j β
j α
j β
j α
j β
j α
j βj α
c
A
R R
R
j βj α
R
R
A
AA
j βj α
a
R
A A
b
A
R R
d
A
A AR R R
e
R
R
A
FIG. 15. Conductivity diagrams, group II. Diagrams (a)
and (b) were evaluated for the short range interaction in
Sec. IIIA. In the diffusive regime1 only diagrams (a), (d),
(e), were considered at ω, qvF ≪ 1/τ .
It is important to emphasize that
B˜F (Ω, q = 0) = 0, (3.26)
[to see this one should use explicit expressions (3.9) in
Eq. (3.25)]. This property is not accidental – it is guarded
by the gauge invariance of the system: no interaction
with zero momentum transfer can affect the value of the
closed loop.
To proceed further with the actual calculation of the
correction (3.25) we need to specify the interaction prop-
agator. It will be done in the following two subsections.
D. Charge channel
In this section we discuss the charge channel correc-
tion, described by the Hamiltonian (3.16). Because the
effective interaction is characterized by the momentum
transfer much smaller than the Fermi wave vector, the
Random Phase Approximation (RPA), see Fig. 16, is ap-
plicable.
To simplify further considerations, we approximate the
Fermi liquid parameter F ρ by its zero angular harmonic
F ρ(θ) ≈ F ρ0 , (3.27)
this approximation does not affect the final result be-
cause of the long range nature of the Coulomb potential
V (q → 0)→∞.
Consequently, we write the charge channel propagator
in the form
DA(Ω, q) = − νV (q) + F
ρ
0
ν + (νV (q) + F ρ0 )Π
A
, (3.28a)
where the polarization operator is given by
ΠA(Ω, q) = ν
[
1− iΩ
S − 1τ
]
, (3.28b)
using the notation (3.9b).
The polarization operator (3.28b) differs from the more
standard one (used for instance in Ref. 16) since the dif-
fusion approximation has not been made yet. Indeed,
expanding the polarization operator in small Ω and q we
can recover the usual diffusive form. In terms of the scat-
tering time it corresponds to the limit Tτ ≪ 1. We do
not do that here since we want to calculate the conduc-
tivity for all values of Tτ .
The form of the propagator (3.28) and expression for
the conductivity correction (3.25) suggests that there
could be two contributions. First, the propagator
Eq. (3.28) has a pole which corresponds to the 2D plas-
mon. However, the plasmon dispersion relation is
(vF qpl)
2νV (qpl) = 2Ω
(
Ω+
i
τ
)
,
i.e. (vF qpl)
2 ≪ |Ω (Ω + iτ ) | at all distances larger than
the screening radius. According to the gauge invariance
condition (3.26) this contribution is strongly suppressed
(by a factor of the order of max[T, (T/τ)1/2]dsc/vF , with
dsc being the screening radius, νV (1/dsc) = 1) and we
will not take it into account.
Second, at frequencies smaller than the plasmon fre-
quency we can neglect the unity in the denominator in
Eq. (3.28), which corresponds to the unitary limit, i.e.
DA = − 1
ΠA
= − 1
ν
S − 1τ
S − 1τ − iΩ
. (3.29)
Thus the original coupling V (q) as well as the renormal-
ization of the coupling by the Fermi liquid parameter
Eq. (3.16) does not affect the resulting propagator. In
other words the propagator becomes universal.
It is important to emphasize that Eq. (3.29) gives the
upper bound for the strength of the repulsive interac-
tion. This is guaranteed by stability of the electron sys-
tem with respect to the Wigner crystallization, i.e. by
the condition νV (q) + F ρ0 > 0 at q < q∗. Therefore, we
always have
νV + F ρ0
ν + (νV + F ρ0 )Π
<
1
Π
,
so that Eq. (3.29) is indeed the upper bound for the prop-
agator Eq. (3.28a). Note, that the above condition is
satisfied regardless of the sign of F ρ0 . In particular, it is
possible to have F ρ0 < −1 so that the so-called compress-
ibility of the system ν/(1 + F ρ0 ) is negative. This fact,
however, has nothing to do with stability of the Fermi
liquid and does not affect transport phenomena24.
Using the propagator Eq. (3.29) in the expression for
the correction Eq. (3.25) we obtain after momentum in-
tegration
δσC = −e2τ
∞∫
0
dΩ
2π
∂
∂Ω
(
Ωcoth
Ω
2T
)
{
2
π
arctanΩτ +
1
πΩτ
+
Ωτ
2π
H(Ωτ) ln 2
+
1
π
[
1 +H(Ωτ)
]
arctan
1
Ωτ
+
Ωτ
4π
[
1
2
+H(Ωτ)
]
ln
(
1 +
1
Ω2τ2
)}
, (3.30)
where the dimensionless function H(x) is defined as
H(x) =
1
4 + x2
.
In the frequency integral Eq. (3.30) we single out the
first two terms as being dominant in the ballistic and dif-
fusive limits respectively with the rest being the crossover
function. The diffusive limit is given by
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δσC(Tτ ≪ 1) = −e2τ
∞∫
0
dΩ
2π
∂
∂Ω
(
Ωcoth
Ω
2T
)
1
πΩτ
=
= − e
2
2π2
ln
(
EF
T
)
. (3.31)
In the opposite limit we can replace arctanΩτ by π/2.
Then the integral is divergent in the ultra-violet, but that
large constant can be incorporated in the definition of τ .
This is done as follows:
∞∫
0
dΩ
∂
∂Ω
(
Ωcoth
Ω
2T
)
→ −2T + EF coth EF
2T
, (3.32)
where EF is put for the upper limit of the integral. This
is consistent with the approximations in momentum inte-
gration, where one typically relies on fast convergence in
order to set the integration limit (otherwise determined
by the Fermi energy) to infinity and to set all momenta
in the numerator to the Fermi momentum in magnitude.
Since we are interested in temperatures T ≪ EF , the
second term is essentially a temperature independent (al-
though infinite) constant. The temperature dependent
correction to the conductivity is determined by the first
term. As a result
δσC(Tτ ≫ 1) = −e2τ
∞∫
0
dΩ
2π
∂
∂Ω
(
Ωcoth
Ω
2T
)
=
= e2
Tτ
π
. (3.33)
Integrating the full expression Eq. (3.30) we find the
correction valid at all values of Tτ ,
δσC = − e
2
2π2
ln
(
EF
T
)
+ e2
Tτ
π
[
1− 3
8
f(Tτ)
]
, (3.34)
where the dimensionless function f(x) is defined as a di-
mensionless integral:
f(x) =
8
3
∞∫
0
dz
[
∂
∂z
(z coth z)− 1
]{xz
π
H(2xz) ln 2
+
1
π
[
1 +H(2xz)
]
arctan
1
2xz
+
xz
2π
[
1
2
+H(2xz)
]
ln
(
1 +
1
(2xz)2
)
+
2
π
arctan2xz − 1
}
. (3.35)
The factor 3/8 is introduced for convenience, so that
f(0) = 1. The integral can be evaluated analytical in the
two limiting cases and the result is given by Eq. (2.17).
In the intermediate regime the integral can be evaluated
numerically and the result is plotted on Fig. 5.
E. Triplet channel
In this section we discuss the correction in the triplet
channel. Similar to the case of the charge channel, we
need to derive the interaction propagator in the triplet
channel and then use Eq. (3.25). As follows from the
Hamiltonian Eq. (3.18), the triplet channel propagator is
now a 3× 3 matrix. Apart from this minor complication,
the propagator can be found using the same RPA ap-
proximation as the one used in Section III D, see Fig. 16.
   
   
   
a
b
D -V
-F
D -F
ρ
σ
ij σ σ σσi j i jij
FIG. 16. Interaction propagator in the (a) singlet and (b)
triplet channel
Similarly to the charge channel, we take the Fermi liq-
uid coupling Fˆ σ to be independent of electron momenta
F σ (θ) ≈ F σ0 . (3.36)
Unlike the case of the charge channel, this approxima-
tion slightly affects final results (see discussion after
Eqs. (2.16) for the drawbacks of this approximation as
well as for its remedies). Then the matrix equation for
the triplet propagator has the form
[DT ]ij = −δij
F σ0
ν
− F
σ
0
ν
∑
k=x,y,z
Πˆik [DT ]kj (3.37)
where i, j = x, y, z.
In the absence of the magnetic field and spin-orbit scat-
tering each electronic Green’s function is a diagonal ma-
trix in the spin space, and therefore
ΠAik(q,Ω) = δikΠ
A(q,Ω), (3.38)
where ΠA(q,Ω) is the polarization operator given by
Eq. (3.28b).
Altogether, using Eq. (3.38) in the equation (3.37), we
find the triplet channel propagator as
[DAT (Ω, q)]ij = −δij F σ0ν + F σ0 ΠA(Ω, q) . (3.39)
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Before we continue, let us discuss the validity of the
approximation Eq. (3.36). Consider the situation close
to the Stoner instability F σ0 → −1. In this case the pole
of the propagator Eq. (3.39) describes a magnetic exci-
tation in the system. In the ballistic case (q > 1/l) it is
a slow, over-damped spin wave
−iω ≈ (1 + F σ0 )vF |q|.
The main contribution to the temperature dependent
conductivity correction comes from this pole at ω ∼ T .
The corresponding typical momenta are k∗ ∼ T/[(1 +
F σ0 )vF ]. Although we are using the momentum indepen-
dent F σ0 , it is known
25 that fluctuations in the triplet
channel produce a non-analytic correction to the spin
susceptibility, so up to a numerical coefficient F σ ≈
F σ0 (1 − |q|/kF ). Such momentum dependence can only
be neglected if k∗ ≤ kF (1 + F σ0 ). This translates into
a limitation for the temperature range where the results
listed in Section II B are valid26:
T ≪ T ∗ ≈ (1 + F σ0 )2EF . (3.40)
At higher temperatures T > T ∗ our theory is not appli-
cable.
Having discussed the validity of the approach, we pro-
ceed with the straightforward calculation: one has to sub-
stitute the propagator Eq. (3.39) into the expression for
the correction Eq. (3.25) and evaluate the integral. The
result of the momentum integration is given by
δσT = −3e2τ
∞∫
−∞
dΩ
4π
∂
∂Ω
(
Ωcoth
Ω
2T
)
{(
1− 1
F σ0
ln(1 + F σ0 )
)
1
πΩτ
+
F σ0
(1 + F σ0 )
[
2
π
arctanΩτ
+
Ωτ
2π
([
H(Ωτ) + h1(Ωτ)
]
ln 2 + h4(Ωτ)
)
(3.41a)
+
1
π
[
1 +H(Ωτ) + (Ωτ)2h3(Ωτ)
]
arctan
1
Ωτ
+
Ωτ
4π
[
1
2
+H(Ωτ) + h2(Ωτ)
]
ln
(
1 +
1
Ω2τ2
)]}
,
where we introduce notations:
h1(x) = H˜(x; 1 + 2F
σ
0 )
×
[
5 + 6F σ0 − 4(2 + 3F σ0 )H(x)
]
, (3.41b)
h2(x) = h1(x) + H˜(x;F
σ
0 )
[
−1
2
(1 + F σ0 )
+F σ0 x
2
(
1
2
− (1 + F σ0 )H˜(x;F σ0 )
)]
, (3.41c)
h3(x) = H˜(x; 1 + 2F
σ
0 )
[
− 1− 2F σ0 + (2 + 3F σ0 )H(x)
]
+
F σ0
2
H˜(x;F σ0 )
[
1 + F σ0 x
2H˜(x;F σ0 )
]
, (3.41d)
h4(x) = H˜(x;F
σ
0 )
[
5F σ0 − 3
2
+
1− (F σ0 )2
F σ0
ln(1 + F σ0 )
]
+h5(x)
1 + F σ0
F σ0
ln(1 + F σ0 ), (3.41e)
h5(x) = (2F
σ
0 − 1)H˜(x; 1 + 2F σ0 ) + H˜2(x;F σ0 ) (3.41f)
×
[(
1
2
− 2F σ0
)
(1 + F σ0 )
2 − (F σ0 )2x2
(
1
2
+ 2F σ0
)]
.
Here we introduce a dimensionless function H˜(x; y)
H˜(x; y) =
1
(1 + y)2 + (xy)2
,
which is related to the function H(x) introduced in Sec-
tion III D simply by H(x) = H˜(x; 1).
The expression in brackets turns into its counterpart
in the charge channel in the unitary limit (F σ0 → ∞).
Its first term describes the diffusive limit described in
Ref. 1 (the formal difference in the coefficient stems from
the difference in the definition of the coupling constant).
The frequency integral is evaluated in the same way as in
Eq. (3.31). Similar to our discussion of the charge chan-
nel correction [see e.g. Eq. (3.33)], we identify the sec-
ond term in Eq. (3.41a) with the ballistic limit (which we
discuss in more detail in the next Section). The interme-
diate temperature regime is described by the expression
[which appeared previously in Section II B, Eq. (2.16c)]:
δσT = −3
(
1− 1
F σ0
ln(1 + F σ0 )
)
e2
2π2
ln
(
EF
T
)
+
3F σ0
(1 + F σ0 )
e2
Tτ
π
[
1− 3
8
t(Tτ ;F σ0 )
]
. (3.42)
where the dimensionless function t(x;F σ0 ) is defined as
t(x;F σ0 ) =
8
3
∞∫
0
dz
[
∂
∂z
(z coth z)− 1
]
×
{
xz
π
([
H(2xz) + h1(2xz)
]
ln 2 + h4(2xz)
)
+
1
π
[
1 +H(2xz) + 4x2z2h3(2xz)
]
arctan
1
2xz
+
xz
2π
[
1
2
+H(2xz) + h2(2xz)
]
ln
(
1 +
1
(2xz)2
)
+
[
2
π
arctan(2xz)− 1
]}
. (3.43)
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Except for the limiting cases [see Eq. (2.18)] the integral
in Eq. (3.43) has to be evaluated numerically. We plot
the result for several values of F σ0 in Fig. 6.
F. Single impurity limit
In the previous Sections we obtained the expression for
the correction to conductivity averaged over disorder. To
complete the calculation we needed to separately average
the interaction propagator and use the result to evaluate
the integral in Eq. (3.25). In doing this we assumed that
the dimensionless conductance of the system is large or
in terms of the scattering time τEF ≫ 1. We have not,
however, assumed anything about the relative value of
the scattering rate and temperature. In other words, the
correction Eq. (3.25) is valid in both the diffusive Tτ ≪ 1
and ballistic Tτ ≫ 1 limits. It also describes the cross-
over behavior at intermediate temperatures.
The temperature behavior of the interaction correc-
tion in the limiting cases can of course be obtained from
the general result Eq. (2.16). As we pointed out in Sec-
tion II B, in the diffusive limit our results coincide with
the standard theory, Ref. 1. On the other hand the
correction in the ballistic limit is subject to conflicting
claims in literature6,27. Unfortunately, neither result is
completely correct. Therefore we discuss the ballistic
limit in some detail, starting with diagrams before av-
eraging (i.e. diagrams on Figs. 9). This way we are able
to point out exactly which diagram produces the domi-
nant result and which diagrams were missed in existing
theories.
We begin by discussing the Hartree term. This contri-
bution was considered in Ref. 6 in the framework of the
temperature dependent dielectric function. The physical
idea was that electrons tend to screen the charged im-
purities and thus modify the scattering rate. In what
follows we show which diagrams describe this process
and how to calculate the resulting correction, which ap-
pears to be the same (up to a numerical factor miscal-
culated in Ref. 6; see below for detailed explanation).
The important difference between the two approaches is
that the impurity screening picture described only the di-
rect (Hartree) interaction, while missing on the exchange
part. The latter was later considered in Ref. 27. We think
that this consideration is erroneous, and we discuss the
Fock term in Section III F 2.
1. Single impurity limit for Hartree term
The goal of this discussion is to show which diagrams
correspond to the ballistic limit of the Hartree term (as
discussed in Section II) and how it relates to other inter-
action corrections we discuss in this paper.
The Hartree term corresponds to averaging the two di-
agrams on Fig. 9, where the wavy line represents a weak
interaction potential. In this case the diagram “a3” of
Fig. 9 is equal to zero even before the averaging (as a to-
tal derivative) and we only need to average the diagrams
“a1” and “a2”. The rigorous procedure would involve
dressing the interaction vertices according to Fig. 10 and
adding diffusons Fig. 11 as it was done in Section III A
(see Fig. 12), evaluating the resulting expression, and
finally taking the limit Tτ → ∞. However, the same re-
sult can be obtained by making the expansion by notic-
ing that impurity line brings smallness 1/T τ . Therefore,
high temperature limit may be studied by considering di-
agrams on Fig. 17 directly. Such approach is completely
equivalent to that of Ref. 6. The result [which can also
be obtained from the general expression Eq. (2.16c)] is
similar to the one obtained in Ref. 6 (the difference is
the extra factor of ln 2 found in Ref. 6 due to an error
in this reference, which consists in putting the energy
of the scattered electron on the Fermi shell rather than
integrating over it):
δσH = −4σD
(
T
EF
)
[−νD(2kF )] (3.44)
(for weak coupling D(2kF ) ≡ −V (2kF ) The factor of 4 in
Eq. (3.44) can be interpreted as a result of a summation
over four spin configurations. Although correct for weak
coupling, this factor should be modified when stronger
interaction is considered, see discussion above.
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FIG. 17. Single impurity diagrams for Hartree channel.
2. Fock contribution
In the similar manner one can discuss the single im-
purity contribution to the Fock term. Again, for weak
interaction we could simply expand the result of disor-
der averaging for the Fock term Eq. (3.11) to the leading
order in 1/T τ . For Coulomb interaction we would ex-
pand Eq. (3.25), since in Eq. (3.11) the special form of
the delta-function potential was utilized to eliminate the
diagram “b3” on Fig. 9. Diagrammatically, such expan-
sions equivalent to direct evaluation of diagrams with-
out impurity lines (but with averaged electron Green’s
functions) shown in Fig. 3 and diagrams with only one
impurity line shown on Figs. 19, 20, and 21.
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The evaluation of the single impurity diagrams for the
Fock term is straight-forward and is completely analo-
gous to the Hartree term discussed in the previous sub-
section. The result can be written as
σF =
e2τT
π
. (3.45)
This result contradicts (even in sign) that of Ref. 27.
Here we briefly discuss the reason for this contradiction.
We notice that one has to be careful to keep track of
gauge invariance while evaluating diagrams for the Fock
term. Gauge invariance manifests itself in the fact that
any interaction at zero momentum gives no contribution
to physical quantities, which are expressed diagrammat-
ically as closed loops, see Eq. (3.26). This is indeed the
case for Eq. (3.25), where we summed up all the dia-
grams. On the other hand, any individual diagram is not
gauge invariant. In particular, each subset of diagrams
in Figs. 18-21 is not gauge invariant. Therefore to obtain
the result Eq. (3.45) from these diagrams one has to dis-
regard terms which contain higher than second powers of
the scattering rate 1/τ .
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FIG. 18. Fock channel diagrams without impurity lines.
As we already mentioned, the contribution from the
plasmon pole is small due to the condition (3.26). How-
ever, in Ref. 27 it was claimed otherwise. Namely, dia-
grams in Fig. 18 were claimed to be important for the
plasmon correction and to give a large result, while dia-
grams in Figs. 19-21 were alleged to be not important
for the plasmon correction. This claim explicitly vi-
olates gauge invariance and leads to incorrect conclu-
sions. In particular, the plasmon contribution to the
conductivity was overestimated by a factor of order of
(vF /dsT ) ≃ (EF /T ).
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FIG. 19. Single impurity diagrams for Fock channel with
the impurity line dressing one interaction vertex.
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FIG. 20. Single impurity diagrams for Fock channel with
the impurity line connecting a retarded and an advanced
Green’s functions across the diagram.
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FIG. 21. The single impurity diagram for Fock channel
with the impurity line connecting two advanced Green’s func-
tions.
IV. KINETIC EQUATION APPROACH
Our purpose in this Section is to put the treatment
of the interaction effects in disordered systems into the
framework of the kinetic equation. Even though at this
point this will not produce any further physical results,
this proves to be more convenient for practical calcula-
tions of more sophisticated quantities, such as the Hall
coefficient, the thermal conductivity, energy relaxation,
etc. The kinetic equation approach is also applicable for
the description of non-linear effects. The main technical
advantage of the kinetic equation is that it operates with
gauge invariant quantities from the very beginning, un-
like the perturbation theory, where each diagram taken
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separately is not gauge invariant (and may produce non-
physical divergences).
We will present the final form of the kinetic equation in
subsection IVA, and show how to operate with this equa-
tion for the conductivity calculation in subsection IVB.
The derivation of this equation based on the Keldysh
technique for non-equilibrium systems28 is presented in
subsection IVC.
A. Final form of the kinetic equation
As usual in the kinetic equation approach, averages of
observable quantities are expressed as certain integrals
of the distribution function f(t; ǫ, ~r, ~n). For instance the
averaged density is
ρ(t, ~r) = ν
∞∫
−∞
dǫ〈f(t; ǫ, ~r, ~n)〉n (4.1a)
and the average current is
~J(t, ~r) = eνvF
∞∫
−∞
dǫ〈~nf(t; ǫ, ~r, ~n)〉n (4.1b)
and so on. Here ν is the density of states (entering into
linear specific heat of the clean system) at the Fermi sur-
face and vF is the Fermi velocity, ~n = (cos θ, sin θ) is the
unit vector in the direction of the electron momentum
and angular averaging is introduced as
〈. . .〉n =
∫
dθ
2π
. . .
The Boltzmann-like equation for the distribution func-
tion has the form[
∂t + vF~n~∇+ evF (~n ~E) ∂
∂ǫ
+ ~ωc
(
~n× ∂
∂~n
)]
f = St {f} ,
(4.2)
where ~E denotes the external electric field and ~ωc is a vec-
tor with the magnitude equal to the cyclotron frequency
corresponding to an external magnetic field perpendicu-
lar to the plane and the direction along the field.
Equations (4.1) and (4.2) neglect energy dependence of
the velocity of electrons, which makes it inapplicable for
quantities associated with electron-hole asymmetry, such
as the thermopower. On the other hand, any component
of the thermal and electrical conductivities is still within
our description.
All of the interaction effects are taken into account in
the collision integral
St {f} = Stel {f}+ Stin {f} . (4.3)
The elastic part of the collision integral describes
scattering of electrons by static impurities (we assume
point-like scattering; generalization to the finite range
is straightforward) as well as by the self-consistent field
generated by all the other electrons:
Stel {f} = −f(t; ǫ, ~r, ~n)− 〈f(t; ǫ, ~r, ~n)〉n
τ
+
8
τ
I0(t; ǫ, ~n,~r)〈f(t; ǫ, ~r, ~n)〉n (4.4)
+
8
τ
nαI
αβ
1 (t; ǫ, ~r)〈nβf(t; ǫ, ~r, ~n)〉n.
The effect of the self-consistent field is described by the
last two terms, where we introduce notations:
I0(t; ǫ, ~n,~r) = −
∫
dω
2π
{
nαK
αβ
0 (ω)〈nβf(t; ǫ− ω,~r, ~n)〉n
+
nαL
αβ
0 (ω)
2
[
∇β + eEβ ∂
∂ǫ
]
〈f(t; ǫ− ω,~r, ~n)〉n
}
(4.5a)
Iαβ1 (t; ǫ, ~r) = −
∫
dω
2π
Kαβ1 (ω)〈f(t; ǫ− ω,~r, ~n)〉n. (4.5b)
The collision integral Eq. (4.4) preserves the num-
ber of particles on a given energy shell: integrating
Stel{f(t; ǫ, ~r, ~n)} over directions of ~n gives zero for any
value of ǫ [see also Eq.(4.58)].
The term I1 expresses enhanced momentum relaxation
due to static disorder. The physics of this term was dis-
cussed in detail in Section II. The term I0 describes
electron scattering by non-equilibrium non-local Fock like
potential created by all other electrons. This process is
responsible for generation of the finite drift velocity of
electrons. One can easily see that I0 vanishes in the equi-
librium situation f(ǫ, ~n,~r) = f [ǫ+ eϕ(~r)], ∇αϕ = −Eα.
The kernelsK0,K1, and L0 entering into Eqs. (4.5) can
be expressed in terms of interaction propagators and the
propagators describing semi-classical dynamics of non-
interacting electrons. Explicitly:
Kαβ1 (ω) = Im
∫
d2q
(2π)2
DR(ω, ~q) (4.6a)
×
{
〈nαD〉〈Dnβ〉 − δαβ
2
(
〈D〉〈D〉 + i ∂
∂ω
〈D〉
)}
Kαβ0 (ω) = Im
∫
d2q
(2π)2
DR(ω, ~q) (4.6b)
×
{
〈nαDnβ〉〈D〉 − i
vF
∂
∂qα
〈Dnβ〉 − 〈Dnα〉〈Dnβ〉
}
Lαβ0 (ω) = −Re
∫
d2q
(2π)2
DR(ω, ~q) (4.6c)
×
{
〈D〉 ∂
∂qβ
〈nαD〉 − 〈Dnα〉 ∂
∂qβ
〈D〉 − 〈Dnα ∂
∂qβ
D〉
}
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Here, DR(ω) = DA(−ω) denotes the retarded interac-
tion propagator [see i.e. Eq. (3.29)] and we introduce the
short hand notation for the angular averaging
〈aDb〉 ≡
∫
dθdθ′
(2π)2
a(~n)D(~n, ~n′;ω, q)b(~n′),
〈aDbDc〉 ≡
∫
dθdθ′dθ′′
(2π)3
a(~n)D(~n, ~n′)b(~n′)D(~n′, ~n′′)c(~n′′)
for arbitrary functions a, b. The function D(~n, ~n′;ω, ~q)
describes the classical motion of a particle on the energy
shell ǫF in a magnetic field:[
− iω + ivF~n~q + ~ωc
(
~n× ∂
∂~n
)]
D(~n, ~n′;ω, ~q) (4.7)
+
1
τ
(
D(~n, ~n′;ω, ~q)− 〈D(~n, ~n′;ω, ~q)〉n
)
= 2πδ(~̂n~n′).
As we have already mentioned, the elastic part of the
collision integral is nulled by a distribution function of
the form f [ǫ + eϕ(~r)] for an arbitrary f . It is the in-
elastic term that is responsible for establishing the local
thermal equilibrium and it has the standard form
Stin{f} =
∫
dω
∫
dǫ1A(ω)f(ǫ1) [1− f(ǫ1 − ω)] (4.8a)
×
{
− f(ǫ) [1− f(ǫ+ ω)] + [1− f(ǫ)] f(ǫ− ω)
}
f(ǫ) = 〈f(t; ǫ, ~r, ~n)〉n.
The kernel A(ω) describes matrix elements for inelastic
processes in both ballistic and diffusive limits. The ex-
plicit expression for this kernel is
A(ω) =
2ν
π
∫
d2q
(2π)2
[Re〈D〉]2
∣∣DR(ω, ~q)∣∣2 , (4.8b)
where 〈D〉 is given by the solution to Eq. (4.7) averaged
over angles.
The above equations are written for the interaction in
the singlet channel only. In a situation where both triplet
and singlet channels are present, but the distribution
function does not have a spin structure (no Zeeman split-
ting or non-equilibrium spin occupation present), one has
to replace
DR → DR +TrD̂RT (4.9)
in Eqs. (4.6) and
|DR|2 → |DR|2 +Tr
{
D̂RT
[
D̂RT
]†}
(4.10)
in Eq. (4.8b).
Equations (4.2) - (4.8) constitute the complete system
of transport equations with the leading interaction cor-
rections taken into account. They may be used to study
both linear and non-linear response. We reiterate that
they do not include effects of electron-hole asymmetry
and in this form can not produce finite thermopower.
The Hall effect, the thermal conductivity, and energy re-
laxation, however, are included and will be studied in a
subsequent publication14. In the following Subsection we
apply the kinetic equation approach to study the inter-
action correction to the conductivity at intermediate and
low temperatures and reproduce the results obtained in
Section III by means of diagrammatic technique. The
reason for doing so is to show how the kinetic equa-
tion works and to demonstrate explicitly that both ap-
proaches are equivalent.
Closing our description of the structure of the kinetic
equation, we discuss the range of its applicability. Any
kinetic equation implies that the distribution function
changes slowly on the spatial scale of the Fermi wave
length λF and on the time scale 1/ǫF . In our case, the
conditions are more restrictive. First, in the interaction
correction to the elastic collision integral we take into ac-
count only the effect of the interaction on the zeroth and
first angular harmonics of the distribution function. This
implies that the equation gives the correct description for
the interaction effects on the conductivity and diffusion,
whereas it is not correct for description of the quantities
involving higher angular harmonics. Second, we made a
gradient expansion in Eq. (4.5a) and only took into ac-
count terms linear in the electric field. This implies that
the distribution function changes slowly on the spatial
scale LT = min(h¯vF /T, vF (h¯τ/T )
1/2), and on the time
scale of the order of h¯/T . The electric field expansion
is justified by the condition eELT ≪ T . One can check
that both these conditions are satisfied, if the energy re-
laxation time is much longer than the time for the elastic
collisions. We also did not include quantum effects of the
magnetic field. This is justified at ωc ≪ max(T/h¯, τ−1).
Finally, the interaction part of Eq. (4.4) is calculated
in the first loop approximation. It means, that it has to
be considered as the first order correction to 1/τ . If one is
interested in the next order interaction correction to the
elastic part, one should take into account the second loop
correction, which is not considered in the present paper.
On the contrary, the inelastic part (4.8) can be consid-
ered in all orders to find the zero angular momentum part
of the distribution function; the only assumption here is
the validity of the Fermi liquid description at energies
smaller than ǫF .
B. Conductivity calculation
In order to calculate the conductivity at zero magnetic
field ωc = 0 we look for the solution of Eqs. (4.2) - (4.4)
in a form
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f(~n, ǫ) = fF (ǫ) + ~n~Γ(ǫ), (4.11)
where fF (ǫ) = 1/(e
ǫ/T+1) is the Fermi distribution func-
tion (all the energies are counted from the Fermi level),
and Γ is the quantity to be found and it is proportional
to the electric field.
We substitute Eq. (4.11) into Eqs. (4.2), (4.4), (4.5)
and (4.8). The inelastic part of the collision integral [see
Eq. (4.8)] obviously vanishes, as effects of the heating are
proportional to at least the second power of the electric
field. As a result, we obtain an equation for Γ:
evFEα
∂fF (ǫ)
∂ǫ
= −Γα(ǫ)
τ
(4.12)
− 4
τ
∫
dω
2π
[
Kαβ1 (ω)fF (ǫ − ω)Γβ(ǫ)
+Kαβ0 (ω)fF (ǫ)Γβ(ǫ − ω)
]
−4fF (ǫ)
τ
∫
dω
2π
Lαβ0 (ω)eEβ
∂
∂ǫ
fF (ǫ − ω)
We solve Eq. (4.12) by iterations. As usual for kinetic
equations, the solution is expressed in terms of the un-
perturbed distribution function fF (ǫ) and the kernels,
which in this case are given by Eq. (4.6):
Γα(ǫ)= −evF τEα ∂fF (ǫ)
∂ǫ
(4.13)
+4evF τ
∫
dω
2π
[
Kαβ1 (ω)fF (ǫ− ω)
∂fF (ǫ)
∂ǫ
+Kαβ0 (ω)fF (ǫ)
∂fF (ǫ − ω)
∂ǫ
]
Eβ
−4fF (ǫ)
∫
dω
2π
Lαβ0 (ω)eEβ
∂
∂ǫ
fF (ǫ− ω)
Substituting Eqs. (4.13) into Eq. (4.11) and the result
into Eq. (4.1b), we integrate over ǫ and find the conduc-
tivity
σ = σD + δσ, (4.14a)
δσ
σD
=
∞∫
−∞
dω
π
∂
∂ω
(
ω coth
ω
2T
)
×
[
K0(ω)−K1(ω)− L0(ω)
vF τ
]
, (4.14b)
where the Drude conductivity is σD = e
2νv2F τ/2. Here
we used the fact that in the absence of the magnetic field
all the kernels are diagonal,Kαβi = δαβKi, L
αβ
0 = δαβL0.
We also used the identities
2
∞∫
−∞
dǫfF (ǫ)
∂fF (ǫ − ω)
∂ǫ
= −1 + ∂
∂ω
(
ω coth
ω
2T
)
,
∞∫
−∞
dωKi(ω) =
∞∫
−∞
dωL0(ω) = 0.
In order to derive explicit expressions for the kernels
Ki and L0 we have to solve Eq. (4.7) for the function D
in the absence of the magnetic field. The result can be
written as
D(~n, ~n′;ω, ~q)= 2πδ(~̂n~n′)D0(~n, ω, ~q) (4.15)
+D0(~n, ω, ~q)D0(~n
′, ω, ~q)
C
Cτ − 1 ,
where D0 denotes the solution of Eq. (4.7) without the
angular averaged term (and in the absence of the mag-
netic field)
D0(~n, ω, ~q) =
1
−iω + ivF~n~q + 1/τ .
Here we used the short-hand notation
C =
√
(−iω + 1/τ)2 + v2F q2,
which is similar to the notation S used in Section III [in
fact, C = S∗, see Eq. (3.9b)]. Substituting Eq. (4.15)
into Eqs. (4.6a) – (4.6c) and performing the angular in-
tegration we arrive to
K1(ω) = −Im
∫
qdq
4π
DR(ω, q) (4.16a)
×
{
1
v2F q
2
(
C − (−iω + 1/τ)
C − 1/τ
)2
+
C − (−iω + 1/τ)
C(C − 1/τ)2
}
,
K0(ω) = Im
∫
qdq
4π
DR(ω, q) (4.16b)
×
{
C − (−iω + 1/τ)
C(C − 1/τ)2 +
(C − (−iω + 1/τ))2
C(C − 1/τ)
1
v2F q
2
}
,
L0(ω)
vF τ
= −Im
∫
qdq
4π
DR(ω, q) (4.16c)
×
{
3
2τ
v2F q
2
C3(C − 1/τ)2 +
v2F q
2
C3
1/τ2
(C − 1/τ)3
}
.
Together with the conductivity correction Eq. (4.14b) the
above expressions Eq. (4.16) are identical to Eq. (3.25)
obtained in Section III by means of the standard per-
turbation theory. Thus the kinetic equation approach is
completely equivalent to such diagrammatic calculation.
Integration over the wave vector q requires the
knowledge of the interaction propagator. Substituting
Eq. (3.29) for the singlet channel and Eq. (3.39) for the
triplet channel and performing the straightforward inte-
gration we arrive to the results in Section II B.
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C. Derivation of the kinetic equation
In this section we derive the kinetic equation discussed
in Section IVA. For simplicity we show the derivation
for the case of the singlet channel interaction Eq. (3.16).
The case of the triplet channel can be treated in the same
manner with minor differences (introduction of extra spin
indices) described in the end of this Section. To keep the
discussion at the same level as in Section III, we treat the
Fermi liquid parameter F ρ in Eq. (3.16) as a constant,
similar to our treatment of the triplet channel in Section
III E.
1. Keldysh formalism
Here we summarize the results originally obtained by
Keldysh28 that enable us to calculate correlation func-
tions for any non-equilibrium distribution.
Let us first consider a Green’s function of electrons be-
fore disorder averaging. The electron-electron interaction
is described by the Hamiltonian Eq. (3.16). In the path-
integral formulation it can be decoupled from fermion
operators using an auxiliary bosonic field φ. Then the
Green’s function can be written as
Ĝ(x1, x2) =
∫
[Dφ] Ĝ(x1, x2|φ)e−iSB [φ], (4.17)
with the action defined as
SB[φ] =
∞∫
−∞
dtd2r
{
1
2
φTV −10 σ3φ
}
+ i logZ[φ], (4.18)
where −V0 is the (bare; following Eq. (3.16) V0 = V (q)+
F ρ0 /ν) electron-electron interaction propagator and Z is
the partition function,
Z[φ] = 〈TCe−iSF [φ,ψ]〉 (4.19)
SF [φ, ψ] =
∞∫
−∞
dtd2r
{
ψ†φαγˆ
αψ
}
, (4.20)
where σˆz = diag(−1, 1) is the Pauli matrix in the Keldysh
space.
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Fig. 22. The Keldysh contour
In the above expressions all the fields are defined on the
Keldysh time contour shown in Fig. 22. In particular,
the fermionic fields ψ† and ψ (as well as the bosonic field
φ) can be treated as doublets
ψ =
(
ψ+
ψ−
)
, (4.21)
where we adopt the notation that fields with a − (+)
subscript (also referred to by Greek letters in this Sec-
tion) reside on the lower (upper) part of the contour on
Fig. (22). The time dependent fermionic operators ψ are
taken in the interaction represntation
−i∂tψ(t) =
[
Hˆ1(t);ψ(t)
]
,
where Hˆ1 is the one-electron Hamiltonian which includes
the static disorder potential as well as external fields.
Consequently, the Green’s function in Eq. (4.17) is a
2 × 2 matrix. Time ordering along the contour is de-
noted in Eq. (4.19) by TC. Matrices γˆ
α in Eq. (4.20) are
defined as
γˆ+ =
(−1 0
0 0
)
; γˆ− =
(
0 0
0 1
)
The Green’s function Ĝ(x1, x2|φ) in Eq. (4.17) is given
by
Ĝ(x1, x2|φ) = 1
Z[φ]
〈TCψ†α(x1)ψβ(x2)e−iSF [φ,ψ]〉. (4.22)
Here, as well as in Eq. (4.19) the angular brackets 〈. . .〉
denote quantum-mechanical averaging. In this section
we will use the short hand notation
xi ≡ (ti, ~ri).
The bosonic action Eq. (4.18) can be treated in the
saddle point approximation:
〈e−iSB [φ]〉 = e−iF [φ], (4.23a)
F [φ] = F [φ = 0] +
1
2
φT Π̂φ+O(φ3), (4.23b)
where Π is the electronic polarization operator, defined
as
Παβ(x1, x2) =
δ2F
δφα(x1)δφβ(x2)
∣∣∣∣
φ=0
. (4.24)
The quadratic expansion in Eq. (4.23b) is justified, pro-
vided that the fields φ are slowly changing on the scale
much larger than λF .
Let us now average the Green’s function Eq. (4.17)
over disorder:
〈Ĝ(x1, x2)〉dis =
∫
[Dφ] 〈Ĝ(x1, x2|φ)〉dise−i〈SB[φ]〉dis ,
(4.25)
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where 〈. . .〉dis hereafter denotes averaging over disorder.
Here we average the electronic Green’s function
Eq. (4.22) separately from the bosonic action Eq. (4.23).
This approximation means that we neglect correlations
between mesoscopic fluctuations of the polarizability in
Eq. (4.23b) and the fermionic operators in Eq. (4.22)
(which describe the motion of conduction electrons).
This is the same approximation we used in Section III. It
is justified by the well known fact that mesoscopic fluc-
tuations are smaller than average quantities by a factor
of the order 1/(EF τ)
2.
It is convenient31 to rotate the Keldysh basis as follows
Ĝ→ 1
2
σˆx
(
1 −1
1 1
)
Ĝ
(
1 1
−1 1
)
. (4.26)
In the new basis the Green’s function Eq. (4.22) has the
form
Ĝ(x1, x2|φ) =
(
GR(x1, x2|φ) GK(x1, x2|φ)
GZ(x1, x2|φ) GA(x1, x2|φ)
)
. (4.27)
After the averaging over the bosonic field and over the
disorder according to Eq. (4.25) the entries in Eq. (4.27)
acquires the following meaning/ where after integrating
over the bosonic field φ the diagonal elements GR(A) be-
come the retarded (advanced) Green’s functions of the
electron system
〈GR(t1, t2)〉 = −iη(t1 − t2)〈ψ(t1)ψ†(t2) + ψ†(t2)ψ(t1)〉,
〈GA(t1, t2)〉 = iη(t2 − t1)〈ψ(t1)ψ†(t2) + ψ†(t2)ψ(t1)〉,
where η(t) is the Heaviside step function. The lower di-
agonal element vanishes due to the causality,
〈GZ(t1, t2)〉 = 0,
even before the disorder averaging. Finally, the upper
off-diagonal element (the so-called Keldysh Green’s func-
tion) is related to the one particle density matrix
〈GK(t1, t2)〉 = −i〈ψ(t1)ψ†(t2)− ψ†(t2)ψ(t1)〉, (4.28)
the quantum mechanical averaging is performed with an
arbitrary distribution function to be found from the so-
lution of the kinetic equation.
The bosonic field in the rotated basis has the two com-
ponents
φ1(2) =
1
2
(φ+ ± φ−) (4.29)
which are described by the propagators
〈φ1(t1, ~r1)φ1(t2, ~r2)〉 = i
2
DK(t1, t2;~r1, ~r2), (4.30a)
〈φ1(t1, ~r1)φ2(t2, ~r2)〉 = i
2
DR(t1, t2;~r1, ~r2), (4.30b)
〈φ2(t1, ~r1)φ1(t2, ~r2)〉 = i
2
DA(t1, t2;~r1, ~r2), (4.30c)
〈φ2(t1, ~r1)φ2(t2, ~r2)〉 = 0. (4.30d)
The coupling Eq. (4.20) between the fermionic and
bosonic fields in the rotated basis has the form:
ψ†φαγˆ
αψ → ψ†
(
φ1 φ2
φ2 φ1
)
ψ. (4.31)
The propagators Eq. (4.30) are solutions of the Dyson
equations
Dˆ(1, 2) = Dˆ0(1, 2) +
∫
d3d4Dˆ0(1, 3)Πˆ(3, 4)Dˆ(4, 2)
Dˆ =
(DR DK
0 DA
)
, Πˆ =
(
ΠR ΠK
0 ΠA
)
(4.32)
and we introduced the short hand notation (i) ≡ (ti, ~ri).
The bare interaction propagators are
DR0 = DA0 = − [V (r1 − r2) + F ρ0 δ(r1 − r2)] δ(t1 − t2),
DK0 = 0. (4.33)
Any classical external field takes identical values on the
two branches of the contour and, hence, in the rotated
basis has only a diagonal component.
The matrix Green’s function (4.27) satisfies the equa-
tion{
i∂t1 + EF −
[
−i~∇r1 + ~Aext(x1)
]2
2m
− φˆ(x1) (4.34)
−U(~r1)− ϕext(x1)
}
Ĝ(x1, x2|φ) = Iˆδ(x1 − x2)
where U(~r) is the potential due to the static disorder,
~Aext(x1) and ϕext(x1) are the vector and scalar poten-
tial due to the external electric and magnetic fields.
e ~E = ∂t ~Aext − ~∇ϕext, e ~B = −1
c
~∇× ~Aext (4.35)
The equation (4.34) is the basis for the further considera-
tion. One can perform the disorder average in Eq. (4.34)
in the leading in 1/(EF τ) approximation, which amounts
to summation over all the non-intersecting impurity lines
one obtains{
i∂t1 + EF −
[
−i~∇r1 + ~Aext(x1)
]2
2m
− φˆ(x1)
−ϕext(x1)
}
Ĝ(x1, x2|φ) = (4.36)
Iˆδ(x1 − x2) +
∫
dx3Σ̂(x1, x3|φ)Ĝ(x3, x2|φ);
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Σ̂(x1, x2|φ) = δ(r1 − r2)
2πντ
Ĝ(x1, x2|φ).
The equation (4.36) allows for semi-classical treatment
introduced in Refs. 29,30, and described in great details
in Ref. 31. Since we have already averaged the equa-
tion of motion over disorder, the semi-classical approxi-
mation now amounts to averaging the Green’s function
Ĝ(x1, x2|φ) over the distance from the Fermi surface.
This is done in two steps:
Ĝ(t1, t2; ~p; ~R) =
∫
d2rei
~P ·~rĜ(x1, x2|φ), (4.37)
~r = ~r1 − ~r2; ~R = 1
2
(~r1 + ~r2);
~P = ~p− 1
2
[
~Aext
(
t1, ~R
)
+ ~Aext
(
t2, ~R
)]
;
gˆ(t1, t2;~n, ~r) = (4.38)
i
π
∞∫
−∞
dξĜ
(
t1, t2;~n
[
pF +
ξ
vF
]
;~r
)
,
Since we follow the avenue of Ref. 31, we will skip fur-
ther intermediate steps, and use the semiclassical equa-
tion written in the next subsection.
2. Eilenberger equation
The dynamics of the electron matrix Green’s function
is then described by the Eilenberger equation29:[
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
gˆ =
gˆ〈gˆ〉n − 〈gˆ〉ngˆ
2τ
,
(4.39)
where angular averaging is defined as before
〈. . .〉n =
∫
dθ
2π
. . . , ~n = (cos θ, sin θ),
and the covariant derivatives in Eq. (4.39) are defined as
∂˜tgˆ = ∂t1 gˆ + ∂t2 gˆ + iϕˆ(t1, r)gˆ − igˆϕˆ(t2, r), (4.40a)
~˜∇gˆ = ~∇gˆ + i ~ˆA(t1, ~r)gˆ − igˆ ~ˆA(t2, ~r). (4.40b)
Here gˆ is a matrix in Keldysh space,
gˆ(t1, t2;~n,~r) =
(
gR gK
gZ gA
)
, (4.41)
and we will suppress the coordinate and the time ar-
guments unless otherwise is stated. A product of such
matrices should be understood as a matrix product in
Keldysh space and a convolution in time:[
gˆ(~n,~r)gˆ(~n1, ~r)
]
ij
≡ (4.42)
∞∫
−∞
dt3
∑
k
[
gˆ(t1, t3;~n,~r)
]
ik
[
gˆ(t3, t2;~n1, ~r)
]
kj
,
and solutions of the homogeneous equation (4.39) are
subject to the constraints
gˆ(~n,~r)gˆ(~n,~r) = IˆK ,
∞∫
−∞
dt Tr gˆ(t, t;~n,~r) = 0, (4.43)
where
[IK ]ij = δijδ(t1 − t2).
The scalar and vector potentials in Eq. (4.40) have the
following structure in the Keldysh space
~ˆA(t, ~r) =
(
~Aext(t, ~r) 0
0 ~Aext(t, ~r)
)
, (4.44)
ϕˆ(t, ~r) =
(
ϕext(t, ~r) + φ1(t, ~r) φ2(t, ~r)
φ2(t, ~r) ϕext(t, ~r) + φ1(t, ~r)
)
,
where ϕext and ~Aext are the external (classical) poten-
tials due to the electric field ~E,
e ~E = ∂t ~Aext − ~∇ϕext (4.45)
acting on the electron system, and φ1,2(t, ~r) are the aux-
iliary fluctuating fields decoupling the interaction in the
singlet channel. Because the singlet channel describes
processes with small momentum transfers (smaller than
q∗, see Section III B), the fields φ1,2(t, ~r) vary slowly on
the scale of the 1/q∗.
The condition (4.30d) enforces causality of the physical
response functions. It is worth noticing that the decou-
pling of interaction can be performed also using a fluctu-
ating vector potential; our choice is strictly a matter of
taste.
In this formalism any observable quantity described by
one electron operator O(pˆ, rˆ) is given by [see Eqs. (4.28)
and (4.38)]
O(t, ~r) = −ν
∫
dθ
2π
O(pF~n,~r) (4.46)
× lim
t1→t
[π
2
〈gK(t1, t;~n,~r)〉φ + ϕext(t, ~r)
]
,
where 〈. . .〉φ stands for averaging over both auxiliary
fields φ1,2 fluctuating according to Eqs. (4.30). The
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last term in brackets is a consequence of the ultravio-
let anomaly, and its form is enforced by the requirement
of the gauge invariance.
Finally, the electronic polarization operators are deter-
mined [see Eqs. (4.24) and (4.38)] as variational deriva-
tives of the solutions to the Eilenberger equation (4.39):
ΠR(1, 2) = ΠA(2, 1) (4.47)
= ν
∫
dθ
2π
(
δ12 +
π〈δgK(t1, t1;~n,~r1)〉φ
2δφ1(t2, r2)
)
;
ΠK(1, 2) = νπ
×
∫
dθ
2π
〈δgK(t1, t1;~n,~r1) + δgZ(t1, t1;~n,~r1)〉φ
2δφ2(t2, ~r2)
.
3. Derivation of the kinetic equation
Our goal now is to obtain an equation for the
Keldysh function averaged over the fluctuating fields,
〈gK(t1, t1;~n,~r1)〉φ. It is this quantity that determines
physical observables, see Eq. (4.46). We will do this us-
ing the non-crossing approximation for bosonic propa-
gators (i.e. the first loop approximation for the collision
integral), see Fig. 16. This approximation is justified pro-
vided that the resulting dynamics for the electrons (char-
acterized by time τǫ) is slow in comparison with motion
of relevant bosonic mode, Tτǫ ≫ 1.
To do so, we notice that only two components of the
matrix gˆ are independent, and the other two are fixed by
the constraint (4.43). For our purposes, we choose to fix
the diagonal components
gR =
√
1− gKgZ ; gA = −
√
1− gZgK , (4.48)
where the square root should be understood in opera-
tor sense: as a sum of its Taylor series, with all aris-
ing products hereafter being time convolutions, similar
to Eq. (4.42). The two remaining independent compo-
nents of the Eilenberger equation have the explicit form[
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
gZ = (4.49a)
−i[φ1(t1, ~r)− φ1(t2, ~r)]gZ − iφ2(t1, ~r)gR + igAφ2(t2, ~r)
+
1
2τ
[
gZ〈gR〉n − 〈gZ〉ngR + gA〈gZ〉n − 〈gA〉ngZ
]
,
[
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
gK = (4.49b)
−i[φ1(t1, ~r)− φ1(t2, ~r)]gK − iφ2(t1, ~r)gA + igRφ2(t2, ~r)
+
1
2τ
[
gK〈gA〉n − 〈gK〉ngA + gR〈gK〉n − 〈gR〉ngK
]
,
and we redefine the covariant derivatives Eq. (4.40) to
include only the external scalar and vector potentials:
∂˜tg = ∂t1g + ∂t2g + i [ϕext(t1, r)− ϕext(t2, r)] g, (4.50)
~˜∇g = ~∇g + i
[
~Aext(t1, r)− ~Aext(t2, r)
]
g.
Now we are prepared to derive the collision integral.
We notice that due to causality 〈gZ〉φ = 0 in all orders
of the perturbation theory. We separate slow and fast
degrees of freedom as follows
gK = 〈gK〉φ + δgK ; gZ = δgZ , (4.51)
where δg is the contribution fluctuating with the auxil-
iary fields and we calculate it to first order in φ. In the
same approximation Eq. (4.48) becomes
gR = δ(t1 − t2)− 1
2
gKδgZ ;
gA = −δ(t1 − t2) + 1
2
δgZgK , (4.52)
[expansion up to the second order in δgZ is unnecessary
because terms of such kind vanish due to Eq. (4.30d)].
We now substitute Eqs. (4.51) and (4.52) into
Eqs. (4.49) and obtain equations governing the behav-
ior of the fluctuating parts[
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
δgZ − 1
τ
[
δgZ − 〈δgZ〉n
]
= −2iφ2(t1, r)δ(t1 − t2), (4.53a)
[
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
δgK +
1
τ
[
δgK − 〈δgK〉n
]
= 2iφ2(t1, r)δ(t1 − t2)− i [φ1(t1, r)− φ1(t2, r)] 〈gK〉φ
+
1
4τ
[〈gK〉φ〈δgZ〈gK〉φ〉n − 〈〈gK〉n〉φδgZ〈gK〉φ] (4.53b)
− 1
4τ
[〈gK〉φδgZ〈〈gK〉n〉φ − 〈〈gK〉φδgZ〉n〈gK〉φ] ,
Solutions to the equations (4.53) should be substituted
into the equation (4.49b) for the smooth part. Than the
equation for the smooth part should be averaged over the
fluctuating fields φ1,2 with the help of Eq. (4.30). As a
result [
∂˜t + vF~n~˜∇+ ~ωc
(
~n× ∂
∂~n
)]
〈gK〉φ (4.54)
= Stin
{〈gK〉φ}+ Stel {〈gK〉φ} .
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Here we separate the collision integrals into two contri-
butions. The physical meaning of such separation will be
discussed shortly. The first, inelastic part has the struc-
ture
Stin
{〈gK〉φ} (t1, t2;~n,~r) (4.55)
= −i〈[φ1(t1, ~r)− φ1(t2, ~r)] δgK(t1, t2;~n,~r)〉φ.
The second, elastic contribution has the form
Stel
{〈gK〉φ} (t1, t2;~n;~r) = 1
τ
[
〈〈gK(t1, t2;~n;~r)〉φ〉n − 〈gK(t1, t2;~n;~r)〉φ
]
(4.56)
+
∫
dt3
∫
dθ1
2π
[〈〈gK(t1, t3;~n1, ~r)〉φFA(t3, t2;~n1, ~n;~r)− 〈〈gK(t1, t3;~n,~r)〉φFA(t3, t2;~n, ~n1;~r)]
+
∫
dt3
∫
dθ1
2π
[
FR(t1, t3;~n, ~n1;~r)〈〈gK(t3, t2;~n1, ~r)〉φ − FR(t1, t3;~n1, ~n;~r)〈〈gK(t3, t2;~n,~r)〉φ
]
,
where the first term is just the ordinary impurity scattering and the remaining terms characterize interaction effects.
The kernels in Eq. (4.56) are defined as
FR(t1, t2;~n, ~n1;~r) =
1
4τ
∫
dt3〈δgK(t1, t3;~n,~r)
[
δgZ(t3, t2;~n1, ~r)− δgZ(t3, t2;~n,~r)
]〉φ
FA(t1, t2;~n, ~n1;~r) =
1
4τ
∫
dt3〈
[
δgZ(t1, t3;~n1, ~r)− δgZ(t1, t3;~n,~r)
]
δgK(t3, t2;~n,~r)〉φ (4.57)
The equations (4.54), (4.55), (4.56), (4.53), (4.30), and
(4.32) constitute a closed system of kinetic equations. Al-
though sufficient for description of interaction effects in
disorder systems, these equations are inconvenient for an-
alytical calculations because the expressions for the col-
lision integral are nonlocal in space and time. To sim-
plify further calculations we will use the assumption that
〈gK(t1, t2;n, r)〉φ is a smooth function so that a gradient
expansion will be possible.
Before embarking on such calculation we pause to dis-
cuss the physical distinction between the elastic (4.56)
and inelastic (4.55) collision terms. One immediately no-
tices from Eq. (4.56) that∫
dθ Stel(t1, t2;~n;~r) = 0, (4.58)
for any t1 and t2. This indicates that this part of the
collision integral preserves the number of particles on
a given energy shell [see below for explicit connections
between time representation and energy representation
Eq. (4.65)].
The inelastic term (4.55) does not vanish after angular
averaging. Therefore this part does promote electrons
between energy shells. However, we notice that
Stin
{〈gK〉φ} (t1, t1;~n, r) = 0, (4.59)
for any direction ~n. Taking coinciding time arguments
is equivalent to integrating over the whole energy spec-
trum [see Eq. (4.65)], so that not only the total number
of particles is conserved, but the total number of parti-
cles moving along a given direction ~n is conserved (i.e.
inelastic forward scattering).
Let us now perform the actual calculation of the colli-
sion integrals. We solve Eq. (4.53a) and obtain
δgZ(t1, t2;~n,~r) = 2iδ(t1 − t2) (4.60)
×
∫
dr1dt3φ2(r1, t3)
∫
dθ′
2π
D(t3 − t1, ~n′, ~n;~r1, ~r)
D(t;~n, ~n′;~r1, ~r2) =
∫
dωd2q
(2π)3
ei~q(~r1−~r2)−iωtD(~n, ~n′;ω, ~q),
where the diffuson propagator D is defined in Eq. (4.7).
To simplify the analytic solution of Eq. (4.53b), we as-
sume without loss of generality that 〈gK〉φ varies slowly
on the spatial scale LT = vFmin(1/T,
√
τ/T ), and also
a slow function of t1+ t2 on the time scale ≃ 1/T . These
assumptions are consistent with the first loop approxi-
mation we already invoked.
In what follows we will keep only the zeroth and first
angular harmonics (which is consistent with assumption
about the spatial smoothness) in the direction depen-
dence of the Keldysh function:
〈g (t1, t2;~n,~r)〉φ ≈ 〈g (t1, t2;~n,~r)〉n
+2~n〈~n′g (t1, t2;~n′, ~r)〉n′ (4.61)
This approximation does not affect results for any rele-
vant quantities. From now on we will suppress the ex-
plicit sign of averaging over the fluctuating fields because
we will not be dealing with non-averaged quantities any-
more.
We now substitute Eq. (4.61) into the right-hand side
of Eq. (4.53b) and obtain
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δgK(t1, t2;~n,~r) = δg
K
1 (t1, t2;~n,~r)
+δgK2 (t1, t2;~n,~r) (4.62)
The first term in Eq. (4.62) is proportional to the field
φ1 and gives contributions to both the elastic and the
inelastic parts of the collision integral. To obtain non-
vanishing contribution to the latter we have to do each
one of the following: (i) take into account the first angular
harmonic; (ii) perform the first order gradient expansion;
(iii) expand up to the first order in external fields, ~Aext.
The result is
δgK1 (t1, t2;~n,~r) = −i
∫
dt [φ1(~r1, t1 − t)− φ1(~r1, t2 − t)]
∫
d~n′
2π
D(t, ~n, ~n′;~r, ~r1)
×
{
〈gK(t1 − t, t2 − t;~n1, ~r)〉~n1 (4.63a)
+2~n′〈~n1gK(t1 − t, t2 − t;~n1, ~r)〉~n1 (4.63b)
+ (~r1 − ~r) ~˜∇〈gK(t1 − t, t2 − t;~n1, ~r)〉~n1
}
(4.63c)
where the covariant derivative is defined in Eq. (4.50) and we neglected higher order derivatives of the external fields.
Expansion in the time coordinate t1 + t2 (using the covariant derivative ∂˜t) is not necessary because it produces a
negligible correction to the inelastic collision integral and does not affect the elastic one.
The second term in the RHS of Eq. (4.62) is proportional to the field φ2, and according to Eqs. (4.57) and (4.30d)
it does not contribute to the elastic collision integral. Therefore, it is sufficient to keep only the zeroth angular
component and neglect gradient terms at all. This yields
δgK2 (t1, t2;~n,~r) =
∫
dθ′
2π
dθ′′
2π
∫
d~r1dtD(t, ~n, ~n
′;~r, ~r1)
{
2iφ2(~r1, t1 − t)δ(t1 − t2) (4.64)
+
i
τ
〈g (t1 − t, t3;~n1, ~r)〉~n1〈g (t3, t2 − t;~n1, ~r)〉~n1 [〈D(t4 − t3, ~n′′, ~n1;~r2, ~r1)〉~n1 −D(t4 − t3, ~n′′, ~n′;~r2, ~r1)] .φ2(~r2, t4)
}
As we already mentioned, g(t1, t2) has a much faster
dependence on the difference t1 − t2 then on the sum
t1+ t2. Therefore it is more convenient to use a temporal
transformation of the Green’s function
gK(t1, t2;~n,~r) =
∫
dǫ
2π
g
(
t1 + t2
2
, ǫ;~n,~r
)
eiǫ(t2−t1),
(4.65)
which defines the precise notion of energy ǫ in this con-
text. We introduce the same transformation for the prop-
agators of auxiliary fields (4.30)
D(t1, t2) =
∫
dω
2π
D
(
t1 + t2
2
, ω
)
eiω(t2−t1) (4.66)
The transformed functions have the symmetry property
(hereafter we omit the K superscript for brevity since we
are only dealing with the Keldysh function)
g(t, ǫ) = −g(t,−ǫ); (4.67)
DK (t, ω;~r1, ~r2) = DK (t,−ω;~r2, ~r1) ;
DR (t, ω;~r1, ~r2) = DA (t,−ω;~r2, ~r1) .
Now, we are ready to obtain the explicit form of the
collision integral. We start with the inelastic contribu-
tion and perform the following three steps: (1) substitute
Eq. (4.63a) and (4.64) into Eq. (4.8a); (2) average over
the fields φ1,2 with the help of Eq. (4.30); (3) perform
the temporal transformation (4.65) of the result. As a
result we obtain with the help of Eqs. (4.66) and (4.67)
the following form of the collision integral:
Stin
{
gK
}
(t, ǫ;~r) = − i
2
∫
d2r1
∫
dω
2π
DK (t, ω;~r, ~r1) [〈D(ω;~r, ~r1)〉+ 〈D(−ω;~r1, ~r)〉]
× [〈g (t, ǫ;~n,~r)〉~n − 〈g (t, ǫ− ω;~n,~r)〉~n]
+
i
2τ
∫
d~r1d~r2
∫
dω
2π
[DR (t, ω;~r1, ~r2)−DA (t, ω;~r2, ~r1)] [〈D(ω;~r, ~r1)〉〈D(−ω;~r, ~r2)〉 − 〈D(ω;~r, ~r1)D(−ω;~r, ~r2)〉]
×〈g (t, ǫ+ ω;~n,~r)〉~n〈g (t, ǫ;~n,~r)〉~n (4.68)
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where the angular averaging of the diffusons is defined after Eqs. (4.6).
Now, we have to express the bosonic propagator in terms of the fermionic polarization operators. The polarization
operators are given by Eqs. (4.47), where we now substitute Eqs. (4.60), (4.63a), and (4.64). After the temporal
transformation (4.65) we find
ΠR(ω; t, ~r1, ~r2) = Π
A(−ω; t, ~r2, ~r1)
= ν
[
δ(~r1 − ~r2) + i
4
〈D(ω;~r1, ~r2)〉
∫
dǫ [〈g (t, ǫ;~n,~r)〉~n − 〈g (t, ǫ− ω;~n,~r)〉~n]
]
(4.69a)
= ν [δ(~r1 − ~r2) + iω〈D(ω;~r1, ~r2)〉] (4.69b)
ΠK(t, ω;~r1, ~r2) =
iν
4τ
∫
d~r
[
〈D(ω;~r, ~r1)〉〈D(−ω;~r, ~r2)〉 − 〈D(ω;~r, ~r1)D(−ω;~r, ~r2)〉
]
(4.70)
×
∫
dǫ [〈g (t, ǫ+ ω;~n,~r)〉~n〈g (t, ǫ;~n,~r)〉~n − 4]
The last step in the calculation of the interaction propagators is to solve Eq. (4.32) with the polarization operators
Eq. (4.69a). This gives DR,A in the form given by Eq. (3.28a) and for the Keldysh component we obtain
DK = DRΠKDA. (4.71a)
Also we can relate the difference of the retarded and advanced propagators which enters the collision integral Eq. (4.68)
to the polarization operators:
DR −DA = DR [ΠR −ΠA]DA. (4.71b)
To obtain the final form of the inelastic part of the collision integral Eqs. (4.8) we need to substitute Eq. (4.71)
into Eq. (4.68), while using Eq. (4.69a) for ΠR −ΠA. In addition, we note that
2
τ
[
〈D(ω; q)D(−ω;−q)〉 − 〈D(ω; q)〉〈D(−ω;−q)〉
]
= 〈D(ω; q)〉 + 〈D(−ω;−q)〉.
Finally, we introduce the gauge invariant distribution function f as
f(ǫ, t;~n,~r) =
1
2
− 1
4
g(ǫ+ ϕext(~r), t;~n,~r) (4.72)
and obtain Eqs. (4.8).
The calculation of the elastic part of the collision integral is completely analogous. We substitute Eqs. (4.63a)–
(4.63c) and Eq. (4.60) into Eqs. (4.57) and average over fluctuating fields with the help of Eq. (4.30). After the
temporal transformation (4.65) we find
FR(ǫ, t;~n1, ~n2, ~r) = F
A(ǫ, t;~n1, ~n2, ~r)
∗ =
i
4τ
∫
dω
2π
∫
d~r1d~r2DR(ω,~r1, ~r2)
×
∫
d~n3
2π
d~n4
2π
[D(ω;~n3, ~n2, ~r2, ~r)−D(ω;~n3, ~n1, ~r2, ~r)]D(ω;~n1, ~n4, ~r, ~r1)
×
{
〈g(t, ǫ− ω;~n′, ~r)〉~n′ (4.73a)
+2~n4〈~n′g(t, ǫ− ω;~n1, ~r)〉~n′ (4.73b)
+ (~r1 − ~r)
(
~∇+ ∂
~Aext
∂t
∂
∂ǫ
)
〈g(t, ǫ− ω;~n′, ~r)〉~n′
}
(4.73c)
Deriving Eq. (4.73) we use the fact that
∫
dωDR(ω)D(ω) = 0.
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We substitute Eqs. (4.73) and (4.61) into Eq. (4.58). We expand the result into angular harmonics. The zeroth an-
gular harmonic vanishes because of the conservation law (4.58), and the first harmonic gives (we write only interaction
correction to the collision integral)
Stel(t; ǫ;~r) =
2
τ
∫
dω
2π
[
nαK
αβ
1 (ω)〈nβg(t; ǫ, ~r, ~n)〉n〈g(t; ǫ− ω,~r, ~n)〉n (4.74a)
+ nαK
αβ
0 (ω)〈nβg(t; ǫ− ω,~r, ~n)〉n〈g(t; ǫ, ~r, ~n)〉n (4.74b)
+
nαL
αβ
0 (ω)
2
〈g(t; ǫ, ~r, ~n)〉n
(
∇β + ∂[Aext]β
∂t
∂
∂ǫ
)
〈g(t; ǫ − ω,~r, ~n)〉n
]
. (4.74c)
Here the kernels K and L are given by Eq. (4.6). Each labeled separately term in Eqs. (4.74) corresponds to ones in
Eqs. (4.73) and in Eqs. (4.63) so the origin of terms can be easily traced.
Finally, we use the gauge invariant distribution func-
tion (4.72) instead of g and we arrive to Eqs. (4.5).
Closing this section, we remark that the above treat-
ment can be easily generalized to include other chan-
nels as well as the higher angular harmonics of the Fermi
liquid constant. For the latter task one has to intro-
duce angle dependent auxiliary fields φ1,2(~r, ~n, t) and use
F ρ0 → F ρ(~̂n1~n2).
The triplet channel requires introduction of the cou-
pling of the form ~h1,2(~r, t)~ˆσ, where σˆ
j , j = x, y, z are
the Pauli matrices in the spin space, and ~h1,2(~r, t) are
the auxiliary fields. Accordingly, each bosonic propa-
gator from Eq. (4.30) becomes a 3 × 3 matrix. The
equation (4.32) retains the same form with the matrix
multiplication in Keldysh and spin spaces implied. The
equation (4.33) becomes
[DR0 ]ij = [DA0 ]ij = −F σ0 δijδ(~r1 − ~r2)δ(t1 − t2), (4.75)
and Eq. (4.47) is modified to
ΠRij(1, 2) = Π
A
ji(2, 1) (4.76)
= ν
∫
dθ
2π
(
δ12δji +
π〈TrσiδgK(t1, t1;~n,~r1)〉φ
4δhj1(t2, ~r2)
)
;
ΠK(1, 2) = πν
∫
dθ
2π
〈TrσiδgK(t1, t1;~n,~r1) +TrσiδgZ(t1, t1;~n,~r1)〉φ
4δhj2(t2, ~r2)
where trace is performed in spin space.
Further derivation consists of a repetition of the steps
described in this section, and in the absence of the spin
structure of the distribution function, fij = δijf , re-
sults in Eqs. (4.9) and (4.10). The spin-orbit interaction
or Zeeman splitting by external magnetic field slightly
changes the results, but we will postpone the correspond-
ing analysis until the future publication14.
Finally, the Cooper channel interaction (3.20) can be
treated in the same manner by introducing auxiliary
fields in the Gorkov-Nambu space. We will not discuss
this question further in the present paper.
V. CONCLUSIONS
This paper is an attempt to consistently describe the
effect of electron-electron interaction on longitudinal con-
ductivity of disordered 2D electron gas at T ≪ EF . Our
results are valid for an arbitrary relation between T and
h¯/τ and are summarized in Section II B. At low tem-
peratures Tτ ≪ h¯ we reproduce the logarithmically di-
vergent Altshuler-Aronov correction. At higher temper-
atures Tτ > h¯, i.e. in the ballistic region, we found the
linear temperature dependence in accord with Refs. 6,27.
However, even the sign of the slope of this dependence de-
pends on the strength of electron-electron interaction in
contradiction to the results of Refs. 6,27 (see Sections II
and III F for discussions of this discrepancy).
We deliberately did not compare the theory with ex-
perimental data, postponing this comparison until the
publication of theoretical results for Hall conductivity
and magneto-resistance in the parallel field. For com-
parison with data obtained for Si-MOSFET samples the
valley degeneracy should be taken into account (the de-
genaracy may increase the numerical factor in Eq. (2.16c)
by as much as a factor of 5 in the case of low intervalley
scattering). We also relegate the corresponding discus-
sion to a separate publication.
Finally, we derived a kinetic equation to describe the
effect of electron-electron interaction at arbitrary Tτ .
The advantage of this approach is that it turns out to
be more convenient for practical calculations of transport
properties in magnetic field as well as thermal transport
properties.
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APPENDIX:
n
C C1
Ωi
FIG. 23. Integration contours for analytic continuation of
Eqs. (A1).
In this Appendix we show in some detail the procedure
of analytical continuation that leads to the expression for
the interaction correction Eq. (3.3) to the conductivity in
terms of exact Green’s function of noninteracting disor-
dered system. The structure of the current correlator
is
1/T∫
0
dτ〈Tτ jˆα(τ)jˆβ(0)〉eiΩnτ =
−T
∑
ǫn
JαG(iǫn + iΩn)JβG(iǫn) (A1a)
−T
∑
ǫn
JαG(iǫn + iΩn)Γβ(iǫn + iΩn, iǫn)G(iǫn), (A1b)
where ǫn = πT (2n + 1) is the fermionic Matsubara fre-
quency, G(iǫn) is the exact Green’s function of the inter-
acting system (diagrams 1 and 2 on Fig. 9 are the first or-
der correction to the Green’s function), Γβ(iǫn+iΩn, iǫn)
is the vertex function (not to be confused with disorder
averaged interaction vertex Γ from Sec. III). Diagrams 3
on Fig. 9 are the first order correction to the vertex func-
tion. The current operator is defined in Eq. (3.6). Note,
that we omit the spatial coordinates and the integration
whenever it should cause no confusion.
We perform the analytic continuation in each term
(A1a) and (A1b) separately. In Eq. (A1a) we use the
standard procedure
T
∑
ǫn
(. . .) =
1
4πi
∫
C
dǫ tanh
ǫ
2T
(. . .), (A2)
where integration contour is shown on Fig. 23. We
deform this contour to form C1, use the facts that
tanh(ǫ+ iΩn)/2T = tanh ǫ/2T , and G(ǫ± i0) = GR(A)(ǫ)
and we obtain
M1(iΩn) = T
∑
ǫn
JαG(iǫn + iΩn)JβG(iǫn)
=
∫
dǫ
4πi
tanh
ǫ
2T
{
JαG(ǫ+ iΩn)Jβ
[
GR(ǫ)−GA(ǫ)]
+Jα
[
GR(ǫ)−GA(ǫ)] JβG(ǫ− iΩn)} (A3)
In the form (A3) frequency Ω is present only in func-
tions which may have singularities only on the real axis,
so that the required analytic continuation can be easily
performed:
M1(ω) = M1(iΩn → ω + i0)
=
∫
dǫ
4πi
tanh
ǫ
2T
{
JαG
R(ǫ+ ω)Jβ
[
GR(ǫ)−GA(ǫ)]
+Jα
[
GR(ǫ)−GA(ǫ)] JβGA(ǫ − ω)} (A4)
Thus one obtains for the quantity entering into conduc-
tivity (3.1)
N1 = − lim
ω→0
Im
(
M1(ω)
ω
)
= Re
∫
dǫ
2π
tanh
ǫ
2T
JαG
A(ǫ)Jβ∂ǫG
A(ǫ)
+
∫
dǫ
4π
(
d
dǫ
tanh
ǫ
2T
)
JαG
R(ǫ)JβG
A(ǫ) (A5)
Equation (A5) can be further simplified for the calcula-
tion of the symmetric part of the conductivity
Nsym1 = Re
∫
dǫ
8π
(
d
dǫ
tanh
ǫ
2T
)
(A6)
×
[
− JαGA(ǫ)JβGA(ǫ) + JαGR(ǫ)JβGA(ǫ) + (α↔ β)
]
Term (A1b) is considered analogously. We find similarly to Eq. (A3)
M2(iΩn) = T
∑
ǫn
JαG(iǫn + iΩn)Γβ(iǫn + iΩn, iǫn)G(iǫn)
=
∫
dǫ
4πi
tanh
ǫ
2T
{
JαG(ǫ+ iΩn)
[
Γβ(ǫ+ iΩn, ǫ+ i0)G
R(ǫ)− Γβ(ǫ + iΩn, ǫ− i0)GA(ǫ)
]
+Jα
[
GR(ǫ)Γβ(ǫ+ i0, ǫ− iΩn)−GA(ǫ)Γβ(ǫ − i0, ǫ− iΩn)
]
G(ǫ− iΩn)
}
(1.7)
Using analytic properties of the Green’s function and the vertex function, we perform the analytic continuation and
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obtain
M2(ω) =M2(iΩn → ω + i0)
= lim
δ1→0+
lim
δ2→0+
∫
dǫ
4πi
tanh
ǫ
2T
{
JαG
R(ǫ + ω)
[
Γβ(ǫ+ ω + iδ1, ǫ+ iδ2)G
R(ǫ)− Γβ(ǫ + ω + i0, ǫ− i0)GA(ǫ)
]
+Jα
[
GR(ǫ)Γβ(ǫ+ i0, ǫ− ω − i0)−GA(ǫ)Γβ(ǫ− iδ2, ǫ− ω − iδ1)
]
GA(ǫ− ω)
}
. (1.8)
In the appropriate frequency limit, we find
N2 = − lim
ω→0
Im
(
M2(ω)
ω
)
= Re
∫
dǫ
2π
tanh
ǫ
2T
JαG
A(ǫ)
∂
∂ǫ1
∣∣∣∣
ǫ1=ǫ
[
lim
δ1→0+
lim
δ2→0+
Γβ(ǫ− iδ2, ǫ1 − iδ1)GA(ǫ1)
]
+
∫
dǫ
4π
(
d
dǫ
tanh
ǫ
2T
)
JαG
R(ǫ)Γβ(ǫ+ i0, ǫ− i0)GA(ǫ) (1.9)
Further calculation requires specification of the form
of the self-energy and the vertex function. We have to
find both in the first order in interaction propagator, and
expand Eq. (A6) up to the first order:
δNsym1 = Re
∫
dǫ
4π
(
d
dǫ
tanh
ǫ
2T
)
(1.10)
×
[
− JαGA(ǫ)ΣA(ǫ)GA(ǫ)JβGA(ǫ)
+JαG
R(ǫ)JβG
A(ǫ)ΣA(ǫ)GA(ǫ) + (α↔ β)
]
.
For brevity we consider only the “Fock” contribution of
Fig. 9 b:
Σ(iǫn)12 = T
∑
Ωm
D12(iΩm)G12(iǫn − iΩm) (1.11)
where D is the bosonic propagator, and we restored the
notation for spatial coordinates. In the same order
[Γ(iǫn, iǫm)β ]12 (1.12)
= T
∑
Ωm
D12(Ωm) [G(iǫn − iΩm)JβG(iǫm − iΩm)]12 .
After analytic continuation similar to that in the
derivation of Eq. (A4) we find
ΣA12(ǫ) = −
∫
dΩ
2π
coth
Ω
2T
[
ImDA12(Ω)
]
GA12(ǫ− Ω) (1.13)
+i
∫
dΩ
4π
tanh
ǫ− Ω
2T
DA12(Ω)
[
GA12(ǫ− Ω)−GR12(ǫ− Ω)
]
and for the vertex function we have two cases:
lim
δ1→0+
lim
δ2→0+
Γβ(ǫ− iδ2, ǫ1 − iδ1)= −
∫
dΩ
2π
coth
Ω
2T
[
ImDA12(Ω)
][
GA(ǫ − Ω)JβGA(ǫ1 − Ω)
]
12
+i
∫
dΩ
4π
tanh
ǫ− Ω
2T
DA12(Ω)
[(
GA(ǫ− Ω)−GR(ǫ− Ω)
)
JβG
A(ǫ1 − Ω)
]
12
+i
∫
dΩ
4π
tanh
ǫ1 − Ω
2T
DA12(Ω)
[
GR(ǫ− Ω)Jβ
(
GA(ǫ1 − Ω)−GR(ǫ1 − Ω)
)]
12
(1.14a)
Γβ(ǫ+ i0, ǫ− i0)= −
∫
dΩ
2π
coth
Ω
2T
[
ImDA12(Ω)
][
GR(ǫ − Ω)JβGA(ǫ − Ω)
]
12
+i
∫
dΩ
4π
tanh
ǫ− Ω
2T
DR12(Ω)
[(
GA(ǫ− Ω)−GR(ǫ− Ω)
)
JβG
A(ǫ − Ω)
]
12
+i
∫
dΩ
4π
tanh
ǫ− Ω
2T
DA12(Ω)
[
GR(ǫ− Ω)Jβ
(
GA(ǫ− Ω)−GR(ǫ− Ω)
)]
12
(1.14b)
We now substitute Eq. (1.13) into Eq. (1.10). We use the fact that the combination containing only retarded or
only advanced Green’s functions vanish upon the disorder averaging. Moreover, the average of the combinations like
G(ǫ)G(ǫ−Ω1) . . . G(ǫ−ΩN ) does not depend on the energy ǫ, which enable us to perform the integration over ǫ using∫
dǫ tanh
ǫ− Ω
2T
d
dǫ
tanh
ǫ
2T
= −2 d
dΩ
(
Ωcoth
Ω
2T
)
.
We find using DA(Ω) = [DA(−Ω)]∗
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δNsym1 = Im
∫
dΩ
8π2
[
d
dΩ
(
Ωcoth
Ω
2T
)]
DA12(Ω) (1.15a)
×
[
JαG
A(ǫ)GR12(ǫ − Ω)GA(ǫ)JβGA(ǫ)− JαGA(ǫ)GR12(ǫ − Ω)GA(ǫ)JβGR(ǫ)− JαGR(ǫ)GR12(ǫ− Ω)GR(ǫ)JβGA(ǫ)
]
−
∫
dΩ
4π2
[ Ω
2T sinh2 Ω2T
ImDA12(Ω)
]
Re
[
JαG
A(ǫ)GA12(ǫ − Ω)GA(ǫ)JβGR(ǫ)
]
+ (α↔ β). (1.15b)
The samemanipulations are performed with substituition of Eqs. (1.14) into Eq. (1.9). One finds for the symmetrized
part
δNsym2 = Im
∫
dΩ
8π2
[
d
dΩ
(
Ωcoth
Ω
2T
)]
DA12(Ω) (1.16a)
×
{[
GA(ǫ)JαG
A(ǫ)
]
12
[
GR(ǫ− Ω)JβGR(ǫ − Ω)
]
21
− 2
[
GR(ǫ)JαG
A(ǫ)
]
12
[
GR(ǫ− Ω)JβGR(ǫ − Ω)
]
21
}
−
∫
dΩ
8π2
[ Ω
2T sinh2 Ω2T
ImDA12(Ω)
]{[
GR(ǫ)JαG
A(ǫ)
]
12
[
GA(ǫ − Ω)JβGR(ǫ − Ω)
]
21
}
+ (α↔ β). (1.16b)
Total correction to the conductivity is just N1 + N2. In the Hartree-Fock approximation D
A = −V (q) and we
obtain Eq. (3.3). In the case for the stronger interaction terms (1.15a) and (1.16a) are added to produce Eq. (3.24)
and terms (1.15b), (1.16b) give rise to the inelastic or so-called dephasing term:
δσdephαβ = −
∫
dΩ
8π2
[ Ω
2T sinh2 Ω2T
ImDA12(Ω)
]
Re
{[
2JαG
A(ǫ)GA12(ǫ− Ω)GA(ǫ)JβGR(ǫ)
]
+
[
GR(ǫ)JαG
A(ǫ)
]
12
[
GA(ǫ− Ω)JβGR(ǫ− Ω)
]
21
}
+ (α↔ β). (1.17)
In our leading approximation in 1/EF τ this term van-
ishes, see Fig. 24. The role of this term in the temper-
ature dependence of weak localization correction is dis-
cussed in detail in Ref. 16.
β
j α
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R R
R
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j
0
α
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FIG. 24. Cancellation of inelastic term (1.17) in the leading
ladder approximation.
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