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Resum
En aquest treball hem desenvolupat un conjunt d’algorismes d’àudio. N’hi ha
de molt variats, incloent reverberadors, generadors de senyals, delays,
equalitzadors gràfics i paramètrics, moduladors i analitzadors d’espectres
basats en la Transformada Ràpida de Fourier (FFT).
Tots els algorismes estan desenvolupats sota l’entorn de desenvolupament
proporcionat per Steinberg i està destinat a totes les aplicacions d’àudio que
suporten la tecnologia Virtual Studio Technology (VST), creada per Steinberg, i
suportada per fabricants com ara Sony, Yamaha i Tascam, entre d’altres. La
tecnologia VST també és suportada per Windows, Mac OS i Linux. Aquests
algorismes normalment reben en nom de plugins, simplement.
En el primer capítol, hem analitzat el context en el qual hem desenvolupat
aquest treball.
En el segon capítol, hem parlat dels objectius del projecte i les eines utilitzades
per tal de desenvolupar-lo.
En el tercer capítol, hem analitzat els plugins desenvolupats.
Finalment, hem extret unes conclusions i proposat idees per a nous projectes
futurs per tal de desenvolupar aquesta tecnologia més profundament.
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Overview
In this project we have developed a collection of audio algorithms.
They are very varied, including reverberators, signal generators, delays,
parametric and graphic equalizer, modulators and spectrum analyzers, based
upon the Fast Fourier Transform (FFT).
All the algorithms are developed under development environment provided by
Steinberg and it’s destined to all audio applications that support Virtual Studio
Technology (VST), created by Steinberg, and held by manufacturers like Sony,
Yamaha and Tascam, among others. VST technology is held by Windows, Mac
OS and Linux. These algorithms are usually simply called plugins.
In the first chapter, we have analyzed the context on which we have developed
this project.
In the second chapter, we have talked about the objectives of the project and
the tools used to develop it.
In the third chapter, we have analyzed the developed plugins.
Finally, we have extracted conclusions and proposed idees for new future
projects to develop this technology more deeply.
A la Patty, per recolzar-me de forma incondicional
durant tot el temps dedicat al món del pro àudio.
A en Joel, per ser on és.
A tots aquells
que intenten il·luminar el món del processat d’àudio
 i trencar el secretisme que l’envolta.
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Introducció 1
INTRODUCCIÓ
En la indústria de l’àudio, els efectes sonors són usats molt habitualment.
Aquests efectes poden ser creats mitjançant equipament analògic o digital.
Actualment, tots els equips digitals de tota mena van guanyant terreny als
equips analògics, en tots els camps. En el camp de l’àudio, això també es
compleix.
Pel que fa a la implementació d’algorismes d’àudio, dins la literatura es pot
observar que hi ha un cert secretisme, en gran part degut al fet que la major
part d’investigació es realitza dins d’empreses privades (Lexicon [25], TC
Electronic [26], entre d’altres) i aquestes són les que tenen la informació. Per a
posar només un exemple, un dels efectes menys documentats és el de
reverberació, que està principalment en mans de les dues empreses citades,
concretament, en mans de Lexicon, creadors de les reverberacions
universalment acceptades com state-of-the-art.
Amb aquest projecte esperem trencar una part d’aquest secretisme i poder
proporcionar una base sobre la qual d’altres estudiants d’enginyeria puguin
treballar per desenvolupar nous algorismes d’àudio o bé millorar els aquí
creats.
Veurem com són implementats alguns efectes digitals; com funciona el
processat digital d’àudio, aplicat a una plataforma àmpliament estesa com és la
tecnologia VST de Steinberg.
Mostrarem els diagrames de blocs emprats i també tot el codi programat. Els
efectes que crearem són anomenats habitualment plugins.
Els efectes poden ser agrupats de la següent manera:
a) Basats en retards de senyal (delays, reverberacions…);
b) Basats en l’amplitud (compressors, tremolos…);
c) Basats en la distorsió de la forma de l’ona (distorsió de guitarra…);
d) Basats en la resposta freqüencial (equalitzadors, analitzadors
d’espectres…).
Nosaltres en crearem de tipus a), b) i d).
Cal comentar que bona part d’aquests efectes es connecten a taules de
mescles (físiques, o virtuals, dins d’un ordinador), i poden connectar-se de dues
maneres diferents: per inserció o bé per enviament a un bus d’efectes. Tots els
plugins aquí desenvolupats suporten aquests dos connexionats.
Pel que fa a la organització d’aquest redactat, bàsicament està organitzat en 4
capítols.
En el primer, veurem el context en el qual hem desenvolupat aquest treball.
En el segon, parlarem dels objectius del projecte i les eines utilitzades per tal
de desenvolupar-lo.
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En el tercer, analitzarem els plugins desenvolupats.
En el quart, extraurem conclusions i proposarem idees per a nous projectes
futurs per tal de desenvolupar aquesta tecnologia més profundament.
Als annexos, veurem alguns codis font (potser els més representatius),
juntament amb el treball realitzat en dissenyar els algorismes de reverberació.
En aquest projecte veurem com qualsevol estudiant d’enginyeria que conegui el
llenguatge de programació C pot programar algorismes d’àudio que funcionin a
temps real sobre qualsevol ordinador i sistema operatiu, i sense necessitat de
cap hardware específic. Tot això gràcies a Steinberg i a la seva tecnologia VST.
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CAPÍTOL 1. CONTEXT:
ESTUDIS DE GRAVACIÓ ACTUALS
1.1. Introducció
Tot el que en aquest projecte elaborarem està dirigit bàsicament al món de la
gravació d’àudio. Qualsevol entorn en què es gravi àudio pot fer ús de tot el
que desenvoluparem en aquest projecte, però per mirar de centrar-nos més,
veurem l’entorn arquetípic en què més s’usarà tot el creat a continuació.
Aquest entorn és l’estudi de gravació.
1.2. Composició d’un estudi
D’estudis de gravació n’hi ha de moltes menes, amb objectius ben diferenciats
entre tots ells, però en tots hi ha unes característiques fonamentals que són el
seu denominador comú i que mencionarem a continuació.
Parts fonamentals de qualsevol estudi de gravació:
1- Multipistes: És on es graven les pistes d’àudio. Es diu multipistes perquè en
té moltes, de pistes.
N’hi ha que són de 2 pistes, de 8, de 16, 24, etc.
N’hi ha que són analògics i d’altres digitals. Dins dels digitals, n’hi ha que
funcionen en cinta magnètica i d’altres basats en disc dur. D’aquests últims n’hi
ha que no tenen limitació pel que fa a número de pistes i n’hi ha que sí. Són els
que actualment s’estan imposant. N’hi ha que graven a 16, 24 o 32 bits, i també
poden treballar a diferents freqüències de mostreig: 44’1, 48, 88’2, 96 i 192
kHz.
2- Taula de Mescles: Totes les pistes que tenim gravades han de ser
mesclades i aquest dispositiu se n’ocupà d’això. Cal dir que n’hi ha també
d’analògiques i digitals.
3- Racks d’efectes: S’anomena així a uns mobles d’amplada format rack que
estan carregats d’unitats d’àudio que tenen com a principal objectiu el
processar el senyal d’àudio. N’hi ha de tot tipus (compressors, masteritzadors,
reverberacions, multiefectes,…). Cal dir que hi ha efectes analògics i també de
digitals. Fins ara, hi havia unes funcions típicament digitals (reverberació,
flanger, chorus, delays…), i d’altres més típicament analògiques (compressor,
porta de soroll, equalitzadors,…), però ara mateix la tendència és que cada cop
més tota mena d’efectes siguin digitals. La tecnològica analògica està en clar
retrocés en aquest camp.
4- Kit de Microfonia: Són el conjunt de micròfons amb què es grava tot l’àudio.
Els micròfons són fonamentals ja que són els responsables d’aconseguir el
senyal d’àudio en format elèctric. Tots ells són analògics.
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5- Sistema de Monitoratge: Tot estudi de gravació necessita tenir uns altaveus
amb què escoltar allò que grava, mescla i masteritza. Els monitors són els
oïdes de l’estudi. Hi ha estudis que treballen en stereo, d’altres en 5.1. Alguns
sistemes estan formats per etapes de potència i altaveus per separat. D’altres,
que s’estan imposant cada cop més, duen les etapes incorporades als altaveus
i s’anomenen “autoamplificats”.
D’entre aquests sistemes autoamplificats, alguns  són completament analògics i
d’altres són digitals, el que vol dir que l’entrada d’àudio a l’amplificador és
digital.
L’objectiu d’això és evitar conversions A/D i D/A innecessàries en el cas dels
estudis que són bàsicament digitals.
1.3. Estudi clàssic versus estudi actual
Per tant, podem veure que hi ha dues grans visions dels estudis de gravació.
Una d’aquestes visions, que anomenarem “estudi clàssic”, està basada en
components analògics.
L’altre visió, que podem dir que ja s’ha imposat, està basada en components
digitals.
Hi ha molts tipus d’estudis digitals, que es basen en la següent diferenciació:
hardware i software.
Resumint, fins la dècada dels 80, era comú que el 100 % de l’estudi fos
analògic.
En la dècada dels 90, era comú disposar de dispositius digitals “hardware”.
Actualment, la tendència és digital i “software”. Anomenarem aquest tipus
d’estudi “estudi actual”.
Per tant, podem dir que l’estudi del segle XXI és un estudi digital basat en
software majoritàriament.
Veiem en una taula aquesta diferència pel que fa a la composició de l’estudi:
Taula 1.1. Composicions dels dos tipus d’estudi típic.
CLÀSSIC ACTUAL
Multipistes Hardware Software
Taula de mescles Hardware Software
Racks d’efectes Hardware Software
Kits de microfonia Hardware Hardware
Sistema de monitoratge Hardware Hardware
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Comentem breument els canvis ocorreguts en els últims 30 anys.
El multipistes ha estat substituït per un disc dur, el qual està a dins o bé d’un
PC o bé d’un Apple. Els sistemes operatius predominants són el Mac OS i el
Windows però també existeixen plataformes LINUX.
La taula de mescles i tota la pila de cables necessaris per interconnectar tots
els dispositius de l’estudi han estat substituïts:
1- Per un programa software que gestiona tots els dispositius de l’estudi (en el
món Apple la plataforma estrella és Digidesign Pro Tools i en el món PC la
plataforma estrella és Steinberg Nuendo).
2- Per un únic dispositiu hardware, que és una tarja de so que s’ocupa de fer la
conversió món real analògic / món virtual digital. Aquesta tarja de so té
conversors A/D, previs de micròfon, entrades de línia, ports MIDI, i tot el
necessari per no haver de necessitar dispositius extra.
3- Per l’ordinador que té tot això instal·lat, sigui aquest Apple o PC, fix o portàtil.
El rack d’efectes ha estat substituït per un conjunt de “plugins” per al software
utilitzat. En el cas del Steinberg Nuendo, per a posar-ho com exemple, aquests
plugins són, en el cas de Windows, fitxers DLL, els quals es copien a la carpeta
anomenada “VstPlugins” on està instal·lat el Nuendo. Aquestes DLL són
efectes que es poden insertar a les diferents pistes d’àudio d’un projecte
Nuendo, o bé com insercions de canal, o bé com a auxiliars (bussos que
passen per tots els diferents canals que es volen enviar al processador
d’efectes, que és un plugin).
1.4. Estudi actual: Tecnologia VST
Degut al seu baix cost i a la seva molt bona disponibilitat i acceptació arreu,
parlarem de la tecnologia més usada actualment al mon de l’àudio professional
basat en PC: la tecnologia VST.
La tecnologia VST va començar com uns drivers per a targetes d’àudio units a
uns efectes i instruments virtuals. Això va ser creat per Steinberg en un intent
de poder aconseguir la creació d’un estudi virtual en entorn PC. Els drivers
d’àudio, anomenats ASIO, tenen com a objectiu aconseguir unes latències molt
baixes equiparables a les unitats hardware dels estudis digitals. És habitual
treballar amb latències de tan sols 1 mil·lisegon, la qual cosa és imperceptible
per l’oïda i permet gravar a temps real.
Així, és possible gravar la veu d’un cantant, afegint-li reverberació i un efecte
de delay, i que el cantant se senti a temps real amb tot això incorporat a la seva
veu, i que cap d’aquests efectes es gravi a la pista d’àudio. I tot això tenint en
compte que són efectes virtuals a dins del PC, ocupant-se la CPU de
l’ordinador d’executar el processat d’àudio necessari. Aquest exemple pot
semblar una mica retorçat, però no ho és gens, ja que és molt habitual que els
cantants gravin escoltant-se amb reverb. És acceptat que se senten molt més
còmodes així. Però, és clar, cap tècnic ni enginyer de so (ni productor) se la vol
jugar gravant la veu amb reverb ja que, si posteriorment es vol ajustar la
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reverberació d’una altra manera, ja no hi ha marxa enrere (s’hauria de tornar a
gravar, amb tot el que això comporta).
El funcionament d’un plugin qualsevol VST el podem veure resumit a la
següent figura:
Fig. 1.1. Funcionament d’un sistema VST simple.
Cada plugin d’àudio (VST Client), que pot ser tan un efecte com un instrument
virtual (per exemple, un Hammond B3, un Korg Triton, un baix elèctric, unes
congues, un violí, etc.), es relaciona amb el programa mare (VST Host)
mitjançant uns buffers. El tamany d’aquests buffers determina la latència que
tenim.
Actualment, la tecnologia VST està molt estesa i d’altres fabricants apart de
Steinberg l’han incorporada. D’entre aquests fabricants cal destacar Adobe,
Apple, Sony, Tascam o Yamaha, entre molts d’altres. No tan sols la trobem a
software de producció musical, sinó que també la podem trobar a editors
d’àudio, editors de vídeo, samplers, seqüenciadors, etc.
De fet, està sent tanta la popularitat i efectivitat d’aquesta tecnologia que ja
estant començant a comercialitzar-se unitats hardware que són capaces
d’executar plugins VST en el seu interior. L’objectiu principal d’això és poder
exportar aquesta tecnologia a d’altres entorns, com ara el món de la música i el
so en directe.
A la propera figura podem observar un rack d’efectes hardware, amb unes
unitats analògiques de TL Audio de color blanc, usat per a actuacions musicals
de so en directe. No és disparatat pensar que d’aquí no gaire aquestes unitats
analògiques seran substituïdes per unitats digitals que executin plugins VST en
el seu interior (només es mantidrà en analògic la part de la circuiteria més
imprescindible i difícil de digitalitzar).
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Fig. 1.2. L’autor d’aquest TFC, mesclant, durant les proves de so d’una
actuació de Talking Rabitts.
Cal dir que en aquesta tecnologia hi ha ara mateix molts diners invertits i
possibilitats i moltes empreses estan fent grans esforços en investigació i
desenvolupament. Es poden trobar molts paquets d’efectes (cal destacar
empreses com Waves [30] o TC Works [31]) que es venen tant cars o més que
els seus equivalents hardware.
D’altres empreses es conformen creant productes shareware i amb un preu de
venda més reduït.
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CAPÍTOL 2. OBJECTIUS DEL PROJECTE I ENTORN
2.1. Objectius del projecte
Tenint en compte l’abast d’aquesta tecnologia, hem volgut treballar-la en
aquest projecte. Ens ha semblat aquesta una manera única de poder
implementar efectes d’àudio i veure com sonen, treballar amb ells i fins i tot
posar-los a disposició del públic en general com a alternativa a les unitats
d’efectes hardware i software comercials.
Per tant, hem definit com a objectius del projecte els següents:
1- Crear tot un conjunt de 20 o 30 efectes software, tant mono com stereo,
per a crear una alternativa freeware a tots els paquets d’efectes software
comercials que hi ha al mercat.
2- Implementar aquests efectes com a plugins VST per tal que tinguin la
millor sortida possible (cal destacar més de 130 programes software que
els suporten, a més d’una unitat hardware que també els podrà
executar) i puguin ser usats en molts àmbits.
3- Crear una pàgina web on poder descarregar aquests plugins.
S’informarà que la versió actual és la 0.1 i que és desig del creador
d’aquests plugins millorar-los donant-els-hi més funcionalitats, i crear-ne
d’altres de nous, i que sempre seran freeware, per tal que puguin ser
usats per qualsevol, sense cap cost econòmic, i amb total llibertat per a
qualsevol aplicació.
2.2. Entorn de desenvolupament
Les eines utilitzades són:
- Compilador de Visual C++:
La primera eina i la més imprescindible de totes és el compilador de C++. En el
nostre cas, hem escollit el Microsoft Visual C++ 6.0, degut a la seva implantació
i alta disponibilitat. A més, tal i com veurem ara, el SDK proporcionat per
Steinberg ve donat en format workspace per al Microsoft Visual C++. És per
això que l’opció fàcil era escollir aquest compilador per a treballar.
Malauradament, ens ha donat múltiples problemes i ha demostrat no ser un
compilador fiable. En ocasions ha donat errades tant de compilació com
d’execució de plugins, quan de fet tot estava correcte.
Hem hagut de recórrer a solucions una mica “peculiars” que en la major part
dels casos ens han solucionat miraculosament els problemes. Algunes
d’aquestes solucions han passat per “retocs” de codi font (coses com ara
canviar el nom d’una variable, per exemple, o convertir una operació
matemàtica en dues de diferents – per parts), reiniciar el sistema (o bé la
sessió o bé el PC sencer), o crear nous projectes amb els mateixos fitxers de
codi font.
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Hem optat per mirar als fòrums d’Internet [1] per veure si això que estàvem fent
era excepcional, però tothom coincidia en què era un problema clàssic i que la
millor solució era canviar de compilador.
Donades les circumstàncies, hem optat per continuar usant aquest (quan ens
adonarem que el problema possiblement era del compilador ja portàvem massa
feina feta com per fer un canvi de format de projecte).
- Software Development Kit (SDK) v2.3 de Steinberg
Són el conjunt de fitxers amb el codi font necessari per tal de poder crear els
nostres projectes en base a ells. Defineixen tot l’entorn (variables clau,
objectes, classes, etc.). El plugin en si consisteix a treballar unes funcions que
són les que varien de plugin en plugin i fan possible que funcioni tot plegat com
és d’esperar. Ve donat amb un petit manual [2] per a la part del
desenvolupament del plugin en si, sense interfície gràfica. Pel que fa a la
creació de la interfície gràfica, amb prou feines hi ha exemples, però es
disposen de les llibreries amb uns petits comentaris sobre el seu funcionament.
Tot plegat ve en forma de workspace per al Microsoft Visual C++. Es pot
descarregar gratuïtament [24].
-  Llibreria FFTW
Alguns dels plugins desenvolupats (analitzadors d’espectres i equalitzadors
gràfics) estan basats en la transformada ràpida de Fourier (FFT). Després d’un
període de proves i recerca amb d’altres llibreries de FFT, com ara la de
Numerical Recipes, hem optat per treballar amb aquesta.
El gran avantatge d’aquesta llibreria [3] és que és gratuïta. El principal
problema és que només hi ha les llibreries, sense cap exemple de com usar-
les. Això ha fet que una part important de temps hagi estat invertit en
desenvolupar exemples (mitjançant assaig i error) per tal d’entendre el
funcionament de les funcions per a, finalment, aplicar-les als plugins.
- Matlab 6.5
És l’eina que hem usat per debuggar tot plegat. En un primer moment vam
optar per usar-lo apart, i, bàsicament, consistia en rescriure la part del codi
corresponent a l’algorisme d’àudio en si a Matlab i veure com funcionava.
Aquest primer mètode de Debugging l’hem usat al plugin “Reverberator v2”.
Posteriorment, i donada la pèrdua de temps que això comporta, hem localitzat
unes llibreries disponibles a Internet que permeten treballar amb Matlab en
consonància amb Microsoft Visual C++ 6.0, la qual cosa ens ha permès
debuggar mentre executàvem el codi per passes. De fet, també ha estat
necessari crear un projecte que s’ocupa de debuggar, el qual té copiat i
enganxat al main() les parts clau del codi del plugin (és a dir, no ho hem fet
treballant directament amb el codi del plugin), juntament amb petites funcions
que simulen l’entrada d’àudio d’una sinusoide.
El motiu de treballar així i no directament amb el plugin (que funciona com un
objecte) ha estat que això últim requeria crear un VST Host, la qual cosa està
fora de l’abast d’aquest TFC, ja que un VST Host  és una aplicació complexa
que requereix molt de temps de programació.
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Aquest segon mètode de debugging l’hem usat per a implementar els
equalitzadors gràfics.
- Tobybear Minihost
Necessitem VST Hosts per a comprovar el funcionament dels plugins in situ.
Aquest Host [4] és una versió molt reduïda freeware d’un VST Host. La
principal avantatge és que és freeware i requereix molt poc espai de disc dur
per a ser executat i es carrega molt ràpidament. És per tant ideal per a provar
els plugins.
L’inconvenient és que, com hem dit, és tan senzill que no permet executar els
plugins corresponents als analitzadors d’espectres.
Això sí, la resta de plugins funcionen correctament.
- Steinberg Nuendo 3.0
El VST Host [5] per excel·lència. L’hem hagut d’usar per a provar els
analitzadors d’espectres i també l’hem usat per a crear tots els fitxers d’àudio
que es poden escoltar al fitxer Powerpoint de la presentació i al CD.
- Macromedia Fireworks MX
Els VST Plugins tenen el que s’anomena el VSTGUI (VST Graphical User
Interface). Dita interfície gràfica s’ha de dissenyar. Aquesta ha estat l’eina
usada per a crear les pantalles dels plugins i tot el que es veu per pantalla.
- Adobe Photoshop
Com que el Fireworks crea els fitxers en format PNG i el SDK 2.3 de Steinberg
treballa amb BMP, hem usat aquest programa per a convertir els PNG en
fitxers BMP de 16 bits de color.
- Macromedia Dreamweaver MX
La pàgina web on estan aquests plugins a disposició del públic en general ha
estat creada i penjada a Internet usant aquest software.
-ASIO4ALL v2.7
Malgrat que el Steinberg Nuendo permet usar tota mena de drivers d’àudio, els
drivers ideals són els ASIO. Aquesta aplicació freeware [6] el que fa és instal·lar
drivers ASIO per a la major part de targes de so “de sèrie” que avui dia porten,
tant els PCs de sobretaula com els portàtils, integrats a les seves plaques base,
i també d’altres targes de so de gamma mitja i baixa.
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2.3. Plugins d’àudio desenvolupats
S’han desenvolupat tota una sèrie de plugins.
Al proper apartat els veurem amb molt de detall. Ara mencionarem bàsicament
quins tipus d’efectes hem creat:
- Efectes basats en delays;
- Sintetitzadors de sinusoides;
- Equalitzadors;
- Efectes basats en modulacions;
- Vumeters;
- Analitzadors d’espectres.
Objectius del projecte i entorn 13
CAPÍTOL 3. EFECTES D’ÀUDIO IMPLEMENTATS
3.1. Introducció
Aquest és el llistat de plugins desenvolupats:
• Equalitzadors de 7, 15, 31 i 62 bandes (Mono i Stereo)
• Single Delay (Mono i Stereo)
• Multiple Delay (Mono i Stereo)
• PingPong Delay (Stereo)
• MultiTap Delay (Mono i Stereo)
• Reverberator (dues versions Mono)
• Sinusoidal Synthesizers (dues versions Mono)
• Spectrum Analyzer (Mono i Stereo)
• Tremolo (Mono i Stereo)
• Ring Modulator (Mono i Stereo)
• Parametric Equalizer (Mono i Stereo)
• VuMeterPack (dues versions Stereo)
TOTAL: 29 Plugins
Abans de passar a explicar-los en detall, comentarem uns controls que veurem
a la major part d’aquests plugins (de fet, són uns faders molt clàssics que són
presents en bona part de les unitats d’efectes hardware, en forma de
potenciòmetres habitualment).
Cal comentar que tots aquests plugins, tal com estan programats, suporten
freqüències d’àudio de 44’1, 48, 88’2, 96 i 192 kHz, i 16, 24 i 32 bits. A més,
només canviant el compilador, el mateix codi, pot funcionar també sota Mac OS
i Linux (per ara estan compilats només per a funcionar sota Windows).
3.2. Paràmetres habituals dels plugins
Controls habituals:
- “In”: Guany d’entrada al plugin. El guany comença a –  dB i té el màxim a 0
dB. Apliquem aquesta escala per similitud amb les unitats hardware.
- “Mix”: Controla la mescla entre senyal original i senyal processat. Quan estem
completament a Wet vol dir que només sentirem el senyal processat. Si estem
completament a Dry vol dir que sentirem només el senyal original. Podem
ajustar amb aquest control el balanç entre els dos senyals, en %. Va del 0 %
(Dry) al 100% (Wet).
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- “Out”: Guany de sortida al plugin. Igual que el control “In”, té el seu mínim
a   dB i el màxim a 0 dB, per similitud a la major part d’unitats hardware.
Característica típica de bona part dels plugins mono:
Un fet molt habitual a quasi totes les unitats d’efectes hardware és que tenen
entrada i sortida stereo, amb la peculiaritat que si connectes tan sols l’entrada
esquerre, la unitat interpreta automàticament que entres un senyal mono. Tot i
així, la sortida és stereo (senzillament duplicant el senyal del canal esquerre al
dret).
Aquest fenomen també es produeix a tots els plugins mono, en la sortida. És a
dir, el plugin comprova si existeix la sortida dreta, i si hi és, hi duplica el senyal
del canal esquerre.
Ara passem a explicar en detall els plugins en si.
3.3. Equalitzador de 7 bandes, mono i stereo
Com que les dues versions són idèntiques, gràficament parlant, mostrarem
només la versió stereo.
Fig. 3.1. Plugin: Equalitzador de 7 bandes, stereo.
Com podem veure, el plugin consta d’uns faders que ajusten el guany, segons
freqüències. Aquest guany va de -12 a +12 dB. El fader Gain té un guany,
també de -12 a +12 dB, però que afecta a tot el senyal (és com el control Out
d’altres plugins).
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El funcionament és el següent: agafem el senyal contingut al buffer d’entrada i
la processem fent la FFT (2048 mostres, amb oversampling 4 i FFT Overlap
and Add). Tenim 7 guanys. Assignem cadascun d’aquests al coeficient de la
FFT que li correspongui, tenim en compte les freqüències a les quals estan
assignats i ho multipliquem. Un cop tenim els 1024 coeficients multiplicats pel
guany que li correspon en lineal, fem la IFFT i posem el resultat al buffer de
sortida.
No entrarem en molts més detalls pel que fa a la FFT i IFFT ja que considerem
que aquest és un tema molt habitual en bona part de treballs fi de carrera, i no
creiem que calgui incidir més en un tema tan conegut com aquest (també en
part degut a que, donada l’extensió d’aquest treball, no disposem de molt
espai). Tot i així, a l’equalitzador de 31 bandes, donarem quatre pinzellades
més.
3.4. Equalitzador de 15 bandes, mono i stereo
El funcionament és el mateix que a l’anterior equalitzador. En aquest les
bandes són de 2/3 d’octava.
Fig. 3.2. Plugin: Equalitzador de 15 bandes, stereo.
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3.5. Equalitzador de 31 bandes, mono i stereo
El funcionament és el mateix que a l’anterior equalitzador. En aquest les
bandes són de 1/3 d’octava.
Fig. 3.3. Plugin: Equalitzador de 31 bandes, stereo.
Prendrem aquest equalitzador com a base per tenir una lleugera idea de com
funciona (que és igual que els altres i també com els analitzadors d’espectres).
El comentarem breument, tot i que amb més detall que fins ara. Per a
aprofundir més, recomanem obrir el projecte anomenat “ConsoleApp”, dins del
Workspace anomenat FFTW3st.dsw, dins del CD. És un projecte que funciona
tant em mode “Debug” com en mode “Release” (tots els altres projectes només
són “Release”). Serveix per veure com funcionen tant els equalitzadors com els
analitzadors d’espectres i permet usar Matlab com a Debugger integrat al
Visual C++, sense haver de reescriure el codi a Matlab.
Sens dubte és la configuració més potent que em trobat per debuggar els
plugins. Per a crear aquest projecte hem seguit les indicacions trobades ens
uns articles escrits per A. Riazi a [27], [28] i [29].
A continuació, farem una simulació (executant el fitxer ConsoleApp.exe
disponible al CD),  d’equalitzador de 31 bandes, entrant-hi una sinusoide de
44100 mostres (1 segon, donada la freqüència de sampleig de 44’1 kHz) a 5
kHz, fent una FFT de longitud 1024, amb un OVERSAMPLING de 4.
Com que està en stereo i el senyal és idèntic per a tots dos canals, només
mirarem el canal esquerre.
Veurem totes les taules tal com les mostra Matlab.
Efectes d’àudio implementats 17
Inicialment, tenim un senyal d’entrada així:
Fig. 3.4. Detall d’un fragment del senyal d’entrada.
Després de fer 172 FFTs (són les que corresponen ja que 44100/1024 dóna,
arrodonint 43, que multiplicant-ho per 4 donat el factor d’oversampling, resulta
172), obtenim (en valor absolut) el següent resultat:
Fig. 3.5. Resultat de la FFT, no normalitzada en amplitud.
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Veiem ara els guanys aplicats, en lineal, pels 31 coeficients:
Fig. 3.6. Guanys en lineal dels 31 coeficients.
Ara veurem com això es materialitza en els 512 dels 1024 coeficients que ens
interessen:
Fig. 3.7. Guanys de 512 coeficients de la FFT.
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La finestra aplicada ha estat de tipus cosinus realçat.
Fig. 3.8. Finestra aplicada.
Veiem ara com hem assignat les 31 bandes als 512 coeficients que ens
interessen:
Fig. 3.9. 31 bandes assignades a 512 coeficients.
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Cal d’alguna manera retocar els valors dels coeficients dins de cadascuna de
les bandes, per tal de tenir a cada banda una resposta freqüencial que
s’assimili a la d’un equalitzador paramètric, tal com es pot veure a la figura
3.39.
Fig. 3.10. Modificació dels guanys dels coeficients segons la seva posició dins
de cada banda.
Finalment, veurem el senyal de sortida resultant:
Fig. 3.11. Detall d’un fragment del senyal de sortida.
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3.6. Equalitzador de 62 bandes, mono i stereo
El funcionament és el mateix que a l’anterior equalitzador.
La gran novetat d’aquest equalitzador és que és d’1/6 d’octava.
De fet, no tenim constància de cap equalitzador comercial de tanta resolució, ni
software ni hardware.
Tot i així, si ho pensem bé, tenim en compte l’alta resolució que podem tenir
amb la FFT, no hi ha raó per no treballar amb equalitzadors de major resolució
que 31 bandes. Aquí, doncs, tenim el primer.
Per garantir millor resolució, hem treballar amb una FFT de 4096 mostres,
enlloc de 2048 mostres, com a la resta d’equalitzadors.
Fig. 3.12. Plugin: Equalitzador de 62 bandes, stereo.
A continuació veurem les freqüències escollides, seguint una escala logarítmica
i prenent com a base les freqüències de l’equalitzador de 31 bandes.
Taula 3.1. 62 freqüències de l’equalitzador, en Hz.
16 20 22’5 25 27’5 31’5 35 40 45 50
55 63 70 80 90 100 110 125 140 160
180 200 220 250 285 315 370 400 450 500
570 630 740 800 900 1k 1’15k 1’25k 1’45k 1’6k
1’8k 2k 2’3k 2’5k 2’9k 3’15k 3’6k 4k 4’6k 5k
5’8k 6’3k 7’2k 8k 9’2k 10k 11’6k 12’5k 14’4k 16k
18’4k 20k
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3.7. Single Delay, mono i stereo
L’efecte més simple basat en delays que es pot crear és generar una única
repetició. Aquest delay es basa en una configuració feed-forward i és la unitat
de delay bàsica.
En aquest plugin es produeix una còpia retardada de l’entrada, que és
mesclada amb el so original.
Si el temps de delay està entre 40 i 120 ms aproximadament, aquest delay
s’anomena slapback delay. Si és més llarg, més aviat ho anomenarem eco.
Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.13. Plugin: Single Delay, mono.
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Fig. 3.14. Plugin: Single Delay, stereo.
Controls:
- Delay: És el temps de delay del senyal retardat. Va de 0 a 1000 ms.
En el cas de la unitat stereo, controlem els Delay i Mix dels canals esquerre i
dret independentment.
3.8. Multiple Delay, mono i stereo
Si desitgem una pila d’ecos del senyal, en lloc d’un de sol, hem de realimentar
(feedback) el senyal retardat, prenent com a base la configuració feedforward
del Simple Delay.
Podem controlar el nombre de repeticions amb el control Feedback. El seu
valor va de 0 a 1, per així garantir que cada repetició sona amb menys
intensitat que l’anterior i garantir l’estabilitat.
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Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.15. Plugin: Multiple Delay, mono.
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Fig. 3.16. Plugin: Multiple Delay, stereo.
Controls:
- Delay: És el temps de delay del senyal retardat. Va de 0 a 1000 ms.
- Feedback: Guany de realimentació. Va de   a 0 dB (no sobrepassa els 0
dB per a garantir l’estabilitat).
En el cas de la unitat stereo, controlem els Delay, Feedback i Mix dels canals
esquerre i dret independentment.
3.9. PingPong Delay, stereo
El diagrama de blocs d’aquest efecte és molt similar al del Multiple Delay en
stereo. La diferència és que, enlloc de realimentar al mateix canal, els creuem;
és a dir, realimentem el canal dret sobre l’esquerre i l’esquerre sobre el dret.
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Així, tenim delays múltiples a ambdós canals, que si s’ajusten amb una mica de
gràcia (d’acord al tempo de la cançó), poden arribar a crear uns efectes
musicals meravellosos, difícils d’igualar amb cap dels altres delays. La clau
consisteix en aconseguir la sensació que el so salta d’una banda a l’altra.
Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.17. Plugin: PingPong Delay, stereo.
Controls:
- Delay: És el temps de delay del senyal retardat. Va de 0 a 1000 ms.
- Feedback: Guany de realimentació. Va de   a 0 dB (no sobrepassa els 0
dB per a garantir l’estabilitat).
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Controlem els Delay, Feedback i Mix dels canals esquerre i dret
independentment.
3.10. MultiTap Delay, mono i stereo
Aquesta unitat de delay pot ser usada per a aconseguir bonics efectes
musicals. Podem produir patrons més o menys complexos que amb un sol
delay (per exemple, repeticions a interval de negres, corxeres, etc.).
Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.18. Plugin: MultiTap Delay, mono.
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Fig. 3.19. Plugin: MultiTap Delay, stereo.
Controls:
- Delay: És el temps de delay del senyal retardat. Va de 0 a 1000 ms.
- Feedback: Guany de realimentació. Va de   a 0 dB (no sobrepassa els 0
dB per a garantir l’estabilitat).
- Tap: És el guany que té cadascun dels delays. Com sempre, va de   dB a
0 dB.
Tots els controls modifiquen tan el senyal del canal esquerre com el dret, és a
dir, els canals no tenen controls independents.
3.11. Reverberator, mono
La reverberació és l’efecte més usat, i amb diferència, dins del món de l’àudio.
És un efecte que intenta simular l’efecte de múltiples reflexions que hi ha en un
entorn amb murs (habitacions, sales de concerts, esglésies, …).
Per saber programar aquest efecte, cal tenir clar el seu funcionament.
Suposant una habitació (sigui aquesta des d’un lavabo fins una sala de
concerts o auditori) amb una font de so i un oient,  podem veure que el so viatja
vers oient per varis camins, que es poden classificar en: directe i indirecte.
El so directe és el que prové sense reflexions.
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El so indirecte és el que prové de les reflexions del so sobre les parets. Cal
distingir-ne dues parts: reflexions properes (early reflections) i reflexions
llunyanes (late reflections o diffuse reverberation). Les reflexions llunyanes
corresponen a les reflexions que arriben a l’oient després d’haver estat
reflectides més d’un cop. Aquestes reflexions llunyanes són generalment més
febles que les reflexions properes.
Fig. 3.20. So directe i indirecte [18].
Veiem-ho amb una petita figura d’una resposta impulsional típica d’una
habitació:
Fig. 3.21. Resposta impulsional típica [18].
Resumint,
Reverberació = early reflections + late reflections (diffuse reverberation)
Generalment les late reflections decauen d’una manera aproximadament
exponencial.
Així, se sol definir el temps de reverberació (RT60) com el temps que un impuls
triga en decaure 60 dB d’intensitat (és a dir, dB SPL).
Aquest temps depèn fundamentalment de tres factors: tamany, geometria i
tipus de superfícies de la sala.
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Cal mencionar un paràmetre anomenat pre-delay, que és el temps que les
primeres reverberacions triguen en ser escoltades després de l’impuls original.
En el cas de voler dissenyar una reverberació stereo, hauríem de tenir en
compte, a més, la correlació dels dos senyals que arriben a l’oient.
La cosa es pot millorar més encara, usant, per exemple, filtres passa-baixos
per simular l’efecte de l’aire, el qual atenua el so, segons la humitat i
temperatura, afectant més a les altes freqüències.
El diagrama de blocs que presentem en aquest plugin és el primer diagrama
publicat que va crear una reverberació “realista”.
Aquest diagrama de blocs va ser proposat per M. R. Schroeder en [7].
Aquest article va passar a la història ja que va servir de base per a crear el
primers reverberadors digitals (cal destacar les creacions de Lexicon, empresa
líder mundial en efectes de reverberació).
El diagrama de blocs, per parts, serà comentat amb més de detall al següent
apartat, al Reverberator v2.
Fig. 3.22. Plugin: Reverberador, mono.
3.12. Reverberator v2, mono
Aquí veiem un diagrama de blocs molt similar a l’anterior. El podem trobar a [8].
És anomenat “reverberador de Schroeder”, i és lleugerament diferent de
l’anterior, ja que integra en el diagrama de blocs la senyal original amb la
reverberada (a l’anterior diagrama existia el control Mix i aquí no el tenim).
Efectes d’àudio implementats 31
Ara comentarem breument el treball realitzat amb aquest plugin. Per a tenir
més detalls sobre l’estudi realitzat proposem llegir l’Annex II: Estudi exhaustiu
del Reverberador de Schroeder, on s’analitza amb més detall tot el que veurem
a continuació.
Fig. 3.23. Plugin: Reverberador v2, mono.
Primer, comentarem aquí breument la funcionalitat de cada part del diagrama
de blocs i els controls d’aquest reverberador.
La primera part consisteix en 4 comb filters, que s’ocupen de crear les Early
reflections.
Van seguits de dos all pass filters, que són els encarregat de crear les Late
reflections.
Seria interessant crear uns controls que permetessin ajustar de forma directe
els paràmetres bàsics de la reverberació: el temps de reverberació i el pre-
delay.
Com que això no és fàcil de fer i necessita d’una quantitat de temps molt
important, hem preferit no fer-ho en aquest TFC, per tal de poder dedicar més
temps a crear la resta de plugins.
Pel contrari, hem optat per posar sota control de l’usuari tots els controls dels
diagrama de blocs. Així, guanyem que l’usuari pot experimentar directament
sobre el plugin i no sobre uns paràmetres (RT60 i Predelay) que desconeix
sobre com han estat ajustats internament pel dissenyador del plugin.
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Controls:
- Delays: Els 4 primers corresponen als Comb filters i els 2 següents als All
Pass filters.
- A Gains: Guanys de Feedback dels Comb filters i guanys dels All pass filters.
- B Gains: Guanys de sortida dels Comb filters.
Hem creat tres presets de simulació d’espais acústics: Small Room, Concert
Hall i Church. Ara veurem com hem ajustat els paràmetres als presets
generats.
Els guanys s’ajusten per tots els plugins exactament igual, de la següent
manera (valors en lineal):
Taula 3.2. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’75 0’75 0’75 0’75 0’75 0’75 0’75 0’75 0’75 0’75
Pel que fa als delays (valors en samples, referit a una freqüència de sampleig
de 44’1 kHz), s’ajusten de la següent manera, segons el preset correspon:
Taula 3.3. Valors dels delays en samples del reverberador, a una freqüència de
mostreig de 44’1 kHz.
Concert Hall Small Room Church
delay1 1559 258 2910
delay2 1132 370 3770
delay3 1329 455 4430
delay4 2358 589 4820
delay5 1953 653 2120
delay6 1373 693 2658
Amb aquests valors obtenim uns temps de reverberació (RT60) de 1’64 segons
en el preset Concert Hall, 0’63 segons en el preset Small Room i 3’42 segons
en el preset Church.
De fet, tal com es pot veure a la figura 3.14., els valors al plugin es poden
ajustar en dB i mil·lisegons i els presets ja estan memoritzats al plugin (si
s’observa a la part de dalt del plugin, a la figura en qüestió hi ha carregat el
plugin Small Room).
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Ara, per a acabar, veurem la resposta impulsional (en mòdul) de cadascun dels
presets, tal i com ens ha mostrat Matlab:
Fig. 3.24. Resposta impulsional del preset Concert Hall.
Fig. 3.25. Resposta impulsional del preset Small Room.
Fig. 3.26. Resposta impulsional del preset Church.
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3.13. SinSynth i SubSynth, mono
Aquests plugins són molt senzills i simplement creen sinusoides, les quals es
poden ajustar en freqüència i amplitud.
Un ús típic pot ser amb el Mix ajustat al Dry i permet veure un equip d’àudio
quina resposta freqüencial té, fent un escombrat de freqüències amb el nostre
Synth i veient com respon.
El SinSynth pot treballar amb freqüències de 0 a 20 kHz.
El SubSynth treballa amb freqüències de 0 a 200 Hz.
El motiu de crear tots dos plugins és degut a què la longitud del fader del
SinSynth és curta en comparació a la àmplia banda de freqüències amb què
treballa, la qual cosa dóna molt poca resolució a baixes freqüències. En el
SubSynth tenim dita resolució.
Fig. 3.27. i 3.28. Plugin: Sin Synthesizer, mono i stereo.
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3.14. SpecAnalyzer, mono i stereo
Aquests analitzadors d’espectres es basen en els codis usats per a fer els
equalitzadors gràfics (de 7, 15, 31 i 62 bandes), amb petites diferències.
La primera gran diferència és que, enlloc de treballar amb FFT de 2048
mostres, n’hem fet servir una de 1024.
Això és així degut a què tot plegat és ben difícil de fer, sobre tot pel que fa a la
interfície gràfica dels plugins VST, que no és trivial de programar. Per reduir
complexitat a l’assumpte, hem optat per deixar l’escala de freqüències en lineal.
El que hem fet ha estat treballar amb una FFT de 1024 mostres, de les quals
512 són importants (les altres són mirall de les anteriors). Si ens fixem en
l’amplada de la pantalla de l’analitzador, veurem que és just de 512 píxels.
La segona gran diferència és que, un cop feta la FFT i tenint tots els coeficients
de la mateixa, el que fem és, enlloc de multiplicar-los per uns guanys
corresponents a cada banda d’equalització, representar-ho gràficament. Cada
píxel correspon a un coeficient de la FFT. La forma que hem trobat per a poder
representar això ha estat crear 512 petits vumeters logarítmics (dels usats al
plugin VuMeterPack) d’una amplada d’un píxel cadascun.
Fig. 3.29. Plugin: SpecAnalyzer, mono.
36                                                                              Programació en C d’Algorismes Avançats de Processament d’Àudio
Fig. 3.30. Plugin: SpecAnalyzer, stereo.
Tot i que posem les freqüències pensant que el plugin s’està fent servir amb
una freqüència de mostreig de 44’1 kHz, també funciona per a la resta de
freqüències. Així, podríem haver posat, enlloc de 22k, 2/sf ; enlloc de 11.0k,
4/sf  i així successivament.
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3.15. Tremolo, mono i stereo
Aquest efecte consisteix en multiplicar-li al senyal d’entrada una sinusoide de
molt baixa freqüència. Amb això aconseguim un efecte de modulació
d’amplitud.
L’ideal és ajustar la freqüència segons el tempo de la cançó. És un efecte
habitualment usat en guitarres i d’altres instruments de corda.
Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.31. Plugin: Tremolo, mono.
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Fig. 3.32. Plugin: Tremolo, stereo.
Controls:
- Freq: És la freqüència de la sinusoide. Va de 0 a 10 Hz.
- Depth: És l’amplitud de la sinusoide. Va de   dB a 0 dB.
En la versió stereo d’aquest plugin controlem els Freq, Depth i Mix dels canals
esquerre i dret independentment.
Efectes d’àudio implementats 39
3.16. Ring Modulator, mono i stereo
Aquest plugin està basat en un efecte de modulació. Té un SinSynth que
multiplica al senyal d’entrada. Està a una freqüència molt elevada; per tant,
tenim una modulació en freqüència. A més, aquesta freqüència varia ja que
tenim un Synth de molt baixa freqüència  (l’hem anomenat LFO Synth) que
varia la freqüència que té ajustada el Sin Synth.
Això crea una efecte molt original i peculiar, que és conegut com a “modulació
en anell” o ring modulator [19].
Podem veure el diagrama de blocs al mateix plugin.
Fig. 3.33. Plugin: Ring Modulator, mono.
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Fig. 3.34. Plugin: Ring Modulator, stereo.
Controls:
- Freq: És la freqüència de la sinusoide. Va de 0 a 20 kHz.
- LFO Freq: És la sinusoide de baixa freqüència que modifica a la sinusoide
anterior. Va de 0 a 5 Hz.
- Depth: És l’amplitud de la sinusoide de baixa freqüència. A major profunditat,
més varia de freqüència la sinusoide d’alta freqüència. Està en %. Va del 0 al
100 % (no ens ha semblat adequat posar-la en dB).
En la versió stereo d’aquest plugin no controlem els canals esquerre i dret
independentment. Hem preferit mantenir-ho així ja que si no l’efecte seria
massa “paranormal”.
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Veiem molt breument el seu funcionament:
  umentdepthfInputOutput o argsinsin*  (3.1.)
Està representada a la següent figura:
Fig. 3.35. Funcionament del Ring Modulator.
3.17. Parametric Equalizer, mono i stereo
Aquest plugin consisteix en un equalitzador paramètric al qual se li pot ajustar
el guany, la freqüència i l’amplada del filtre.
Fig. 3.36. Plugin: Parametric EQ, mono.
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Fig. 3.37. Plugin: Parametric EQ, stereo.
Controls:
- Freq: És la freqüència del filtre. Va de 0 a 20 kHz.
- Gain: Va de -12 a +12 dB.
- BW (BandWidth): És l’amplada del filtre. Va de 0’01 a 2 octaves.
En la versió stereo d’aquest plugin no controlem els canals esquerre i dret
independentment. Hem preferit mantenir-ho així per similitud amb les unitats
hardware.
A la següent figura podem veure el diagrama de blocs:
Fig. 3.38. Diagrama de blocs de l’equalitzador paramètric.
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La funció de transferència és:
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La resposta en freqüència ve a ser d’aquest estil:
Fig. 3.39. Resposta en freqüència de l’equalitzador paramètric [9].
3.18. VumeterPack HiRes i VuMerPack, stereo
Aquest plugin consisteix en una pila de vumeters que tracten de donar-nos una
referència visual i escrita de les característiques del senyal.
Veiem-les breument:
Average RMS: Fa un promig del senyal, en RMS. Té en compte des de l’instant
en què es carrega el plugin fins l’actual, o bé, tot el temps que hi ha entre dos
resets.
Continual RMS: Ens dóna una referència més contínua, sense considerar
períodes de temps que poden ser tan llargs com al cas d’Average RMS.
Absolute Peak: Ens diu el pic absolut des de l’instant en què es carrega el
plugin fins l’actual, o bé, tot el temps que hi ha entre dos resets.
Continual Peak: Ens dóna una referència més contínua, sense considerar
períodes de temps que poden ser tan llargs com al cas d’Absolute Peak.
La diferència entre tots dos vumeters és que el HiRes (High Resolution)
VuMeterPack té l’escala lineal, mentre que el VuMeterPack té l’escala
logarítmica.
Tots dos són stereo ja que no ens ha semblat necessari fer les corresponents
versions mono, degut a què aquestes versions estan programades per a poder
ser usades en mono sense problemes.
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Fig. 3.40. Plugin: VuMeterPack, stereo.
Fig. 3.41. Plugin: VuMeterPack HiRes, stereo.
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Controls:
- Reset: Reinicia el vumeter corresponent.
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CAPÍTOL 4. CONCLUSIONS
La conclusió de tot el treball realitzat és que, gràcies a la tecnologia VST i al
SDK que Steinberg té disponible a la seva pàgina web [24], qualsevol estudiant
d’enginyeria amb coneixements d’àudio i il·lusió pot realitzar plugins d’una
qualitat de so molt acceptable. Els anomenats plugins són molt barats de
realitzar, pel que fa a cost material (bàsicament cal software). El que més
requereixen són temps (hores de programació i disseny gràfic).
Degut al poc tamany que ocupen, són de distribució molt fàcil, ja que es poden
distribuir per Internet. Les seves possibilitats són molt àmplies degut a què la
tecnologia VST és actualment suportada per molts fabricants i molts sistemes
operatius diferents. El mateix codi font, pot ser compilat tant per a PC com per
a Mac i pot ser usat tant sota Windows, com Mac OS, com Linux.
Pot ser distribuït tant freeware, com shareware, donationware,…
El gran potencial que tenen aquests plugins és que degut a l’actual potència
dels PCs, es poden executar a l’hora molts plugins sobre múltiples pistes
d’àudio. A més potència l’ordinador tingui, més plugins es poden executar. Per
tant, no hi ha un límit per se de nombre de plugins a executar, sinó que, a mida
que la potència dels ordinadors augmenti, també augmentaran les possibilitats
dels plugins (tant pel que fa a nombre d’ells en execució simultània com
potència de processat dels mateixos).
Desitjo que l’abast d’aquest projecte no sigui aquest treball només i d’altres
estudiants d’enginyeria desenvolupin nous TFC basats en aquesta tecnologia
aprofitant el camí recorregut per aquest projecte, el qual poden prendre com a
base per a fer processats d’àudio més avançats que els aquí realitzats. Les
possibilitats són enormes i, per exemple, ara mateix s’està investigant molt l’ús
de la resposta impulsional, tant de dispositius electrònics com de sales, tant per
crear reverberacions, com d’altres efectes que tracten de reproduir digitalment
el processat que efectuen unitats hardware ja mítiques dins el món del pro
àudio i que, degut al seu cost o bé l’antiguitat del producte, no tothom pot
disposar.
La tecnologia VST unida a l’esforç i il·lusió d’una sola persona pot fer possible
el somni de molts: disposar de tecnologia punta de processat d’àudio al nostre
ordinador a un baix cost i així poder posar a disposició de tots el que no hauria
de ser el privilegi d’uns pocs que poden pagar-s’ho.
A més, permeten, a partir d’una “plantilla”, que pot ser qualsevol dels plugins
aquí desenvolupats, que qualsevol estudiant d’enginyeria pugui aprendre a
programar, entendre i  escoltar els seus propis processats d’àudio a temps real.
Es podria fer fins i tot en algun laboratori d’alguna assignatura que tractés
aquest tema tan apassionant. Cal tenir en compte que no cal cap plataforma
hardware ni cap DSP específic ja que el processat el realitza la CPU de
l’ordinador i amb una simple tarja de so, que pot anar incorporada a la mateixa
placa base de l’ordinador, n’hi ha prou. Bàsicament, només cal el Minihost, el
Microsoft Visual C++ i el SDK d’Steinberg, i, en un moment donat, algun
programa freeware de l’estil Photoshop, tot i que això és opcional ja que
sempre hi ha la possibilitat de desenvolupar els plugins sense una VSTGUI
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específica. En aquest cas, tots els VST Host ja tenen una interfície gràfica per
defecte que permet treballar amb els plugins sense necessitat d’efectuar cap
mena de disseny gràfic.
Els plugins desenvolupats, en format DLL, estan a una pàgina web a Internet
[23], a disposició de tothom i poden ser descarregats lliurement, sense cap cost
(són freeware).
Pel que fa a l’ambientalització d’aquest treball, no cal fer-ne especial esment,
donades les característiques del mateix, ja que és purament software i per si
mateix no té repercussions ambientals.
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ANNEX I: CODIS FONT D’ALGUNS DELS PLUGINS
DESENVOLUPATS
I.1. Introducció
Degut a l’extensió d’aquest projecte, i a la limitació d’espai físic, només posaré
en aquest annex els codis d’alguns plugins representatius, i, no tot el codi, sinó
la part més important del mateix, obviant els fitxers que acostumen a ser molt
semblants d’uns plugins a uns altres.
Si es desitja veure tots els codis programats, al CD s’han inclòs dos espais de
treball (workspaces) on trobem tots els projectes en Visual C++. Un d’ells té
tots els plugins que fan servir la llibreria FFTW, i l’altre té tots els plugins que no
fan servir l’anomenada llibreria.
Abans, però, passarem a comentar breument l’estructura de les carpetes de
codi incloses al CD i l’estructura típica d’un projecte.
Pel que fa a l’estructura de carpetes físiques al CD, tenim quatre carpetes
principals:
- common: Fitxers amb els codis font comuns a tots els plugins desenvolupats.
- FFTPlugins: Plugins que treballen amb la llibreria FFTW.
- release: Hi ha les DLL dels plugins quan aquests es compilen.
-VSTVarisPlugins: Plugins que no treballen amb la llibreria FFTW. Cada
carpeta dins d’aquesta és un projecte, que correspon a un plugin.
Pel que fa a com és un projecte, dins de la carpeta física on tenim cadascun
dels projectes, hi ha les següents carpetes:
- Debug: On trobem els fitxers quan compilem amb la configuració “Debug” del
projecte. Quasi sempre la trobarem buida ja que quasi sempre treballem amb la
configuració “Release” només.
- pngs: Fitxers en format PNG usats per a la interfície gràfica (background,
faders, etc.).
- Release: Trobarem els fitxers intermitjos quan compilem el projecte.
- Resource: Es troben aquí els fitxers en BMP que es fan servir a la interfície
gràfica del plugin.
- Source: Codi font específic del plugin.
Pel que fa al projecte dins del Visual C++, veurem l’estructura típica a la
pestanya FileView. Veiem-ho, prenent com a exemple el projecte del Multiple
Delay Mono.
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Fig. I.1. FileView del projecte Multiple Delay Mono.
A Source Files trobem els fitxers amb els codis font pròpiament del plugin; els
que són a la carpeta física Source.
Dins d’aquí, trobem varis fitxers:
Els MultipleDelayMono.cpp i MultipleDelayMono.hpp són els codis que
contenen les funcions pròpies del plugin, sense interfície gràfica (VSTGUI).
Els MultipleDelayMonoEdit.cpp i MultipleDelayMonoEdit.hpp són els codis que
s’ocupen de cridar a l’editor per tal de poder tenir VSTGUI.
Els MultipleDelayMonoEditor.cpp i MultipleDelayMonoEditor.hpp contenen tot el
necessari per a crear i poder interactuar amb la interfície gràfica.
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El MultipleDelayMonoEditMain.cpp és el creador de tot. Hi ha un punt clau. On,
en funció de si cridem
ADelayEdit* effect = new ADelayEdit (audioMaster); (I.1.)
o bé
ADelay* effect = new ADelay (audioMaster); (I.2.)
generarem el plugin amb o sense interfície gràfica. En el cas (I.2.) el generarem
sense interfície gràfica. En aquest cas, el VST Host carregarà el plugin amb la
interfície que ell disposa per defecte. Veiem, per exemple, com seria el plugin
que estem estudiant sense VSTGUI quan el carrega Steinberg Nuendo (al CD
hem inclòs, de fet, varis plugins sense VSTGUI):
Fig. I.2. Multiple Delay Mono sense VSTGUI.
A Resource Files trobem un fitxer que també forma part del plugin, que s’ocupa
d’assignar als diferents BMP una referència per tal de poder treballar amb ells
als fitxers de codi destinats a la interfície gràfica (VSTGUI).
A VSTGUI Files, trobem els codis font comuns a tots els plugins, i necessaris
per a generar la interfície gràfica. Físicament, es troben a la carpeta common.
A VST Files, trobem els codis font comuns a tots els plugins, i necessaris per a
generar el plugin en sí. Físicament, es troben a la carpeta common.
A External Dependencies trobem els fitxers que no estan inclosos al projecte
pròpiament dit, però dels quals se’n fa ús. Són els BMP que formen la VSTGUI
del plugin, i un fitxer del Visual C++.
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Finalment, hi ha un fitxer anomenat multipledelaymono.def, que és el que conté
la definició del plugin. És necessari per tal de crear el plugin correctament, i
posar el nom correcte a la DLL.
Abans de passar a veure alguns codis font, veurem els identificadors que cada
plugin d’aquest projecte té. Els identificadors (Plugin ID) són uns codis de
quatre xifres que assigna el fabricant (Steinberg) a tot qui el sol·licita a una
pàgina web especialment dissenyada per a això [22]. És interessant demanar-
ho per tal d’assegurar que cap altre plugin al mercat pugui tenir el mateix
identificador que el nostre plugin i així evitar confusions en un moment donat,
que podria patir el VST Host si a la carpeta on són tots els plugins trobés varis
DLL amb el mateix Plugin ID.
Taula I.1. Identificadors registrats dels plugins desenvolupats.
Nom del Plugin Plugin ID
Mono Multiple Delay MMD1
Stereo Multiple Delay SMD2
Mono MultiTap Delay MTD1
Stereo MultiTap Delay MTD2
Mono Parametric EQ PEQ1
Stereo Parametric EQ PEQ2
Stereo PingPong Delay PPD1
Mono Reverberator v1 RVB1
Mono Reverberator v2 RVB2
Mono Ring Modulator MRM1
Stereo Ring Modulator SRM1
Mono Single Delay MSD1
Stereo Single Delay SSD1
Mono SinSynth MSS1
Mono SubSynth MSS2
Mono Tremolo MTR1
Stereo Tremolo STR1
Stereo HiRes VuMeterPack SVM1
Stereo VuMeterPack SVM2
7 Band Mono Equalizer 07E1
7 Band Stereo Equalizer 07E2
15 Band Mono Equalizer 15E1
15 Band Stereo Equalizer 15E2
31 Band Mono Equalizer 31E1
31 Band Stereo Equalizer 31E2
62 Band Mono Equalizer 62E1
62 Band Stereo Equalizer 62E2
Mono Spectrum Analyzer MSA1
Stereo Spectrum Analyzer SSA1
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Tot seguit, veurem els codis de quatre dels vint-i-nou plugins desenvolupats.
Degut a la quantitat de codi, i com a excepció, hem usat un tipus de lletra molt
més reduïda per tal de no ocupar massa espai.
I.2. Equalitzador de 62 bandes stereo
EQ.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// 62 band EQ (VST 2.0)
// 62 band equalizer plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#include <stdlib.h>
#include <math.h>
#ifndef __EQ__
#include "EQ.hpp"
#endif
#ifndef __AEffEditor__
#include "AEffEditor.hpp"
#endif
fft_plan plan_rcL = NULL, plan_rcR = NULL;
fft_plan plan_crL = NULL, plan_crR = NULL;
// definim les 62 bandes (d'1/6 d'octava)
float bands[EQBANDS] =
{
16.0f,
20.0f, 22.5f, 25.0f, 27.5f, 62.5f, 35.0f,
40.0f, 45.0f, 50.0f, 55.0f, 63.0f, 70.0f,
80.0f, 90.0f, 100.0f, 110.0f, 125.0f, 140.0f,
160.0f, 180.0f, 200.0f, 220.0f, 250.0f, 285.0f,
625.0f, 370.0f, 400.0f, 450.0f, 500.0f, 570.0f,
630.0f, 740.0f, 800.0f, 900.0f, 1000.0f, 1620.0f,
1250.0f, 1450.0f, 1600.0f, 1800.0f, 2000.0f, 2300.0f,
2500.0f, 2900.0f, 6250.0f, 3600.0f, 4000.0f, 4600.0f,
5000.0f, 5800.0f, 6300.0f, 7200.0f, 8000.0f, 9200.0f,
10000.0f, 11600.0f, 12500.0f, 14400.0f, 16000.0f, 18400.0f,
20000.0f
};
//-----------------------------------------------------------------------------
// Constructor de la classe EQProgram
EQProgram::EQProgram ()
{
for (int i=0; i<EQBANDS; i++)
fGains[i] = 0.5f; // correspon a 0 dB
fOutput = 0.5f; // correspon a 0 dB
strcpy(name, "Init");
}
//-----------------------------------------------------------------------------
void EQ::setFactorySounds(void)
{
// Aqui inclourem alguns defaults programs - presets
int i, x;
if (programs)
{
x = 2;
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// program #2 ("Mastering curve")
float gains1[EQBANDS] =
{
0.70f,
0.70f, 0.69f, 0.68f, 0.67f, 0.66f, 0.66f,
0.65f, 0.64f, 0.63f, 0.62f, 0.61f, 0.60f,
0.60f, 0.59f, 0.58f, 0.57f, 0.56f, 0.56f,
0.55f, 0.55f, 0.55f, 0.55f, 0.55f, 0.55f,
0.55f, 0.55f, 0.55f, 0.55f, 0.55f, 0.55f,
0.55f, 0.56f, 0.56f, 0.57f, 0.58f, 0.58f,
0.59f, 0.60f, 0.60f, 0.61f, 0.62f, 0.62f,
0.63f, 0.64f, 0.65f, 0.66f, 0.67f, 0.68f,
0.68f, 0.68f, 0.68f, 0.69f, 0.69f, 0.69f,
0.70f, 0.70f, 0.70f, 0.70f, 0.70f, 0.70f,
0.70f
};
for (i=0; i<EQBANDS; i++)
programs[x].fGains[i] = gains1[i];
programs[x].fOutput = 0.50f;
strcpy(programs[x].name, "Mastering curve");
x = 3;
// program #3 ("Weird curve")
float gains2[EQBANDS] =
{
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f,
0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f,
0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f, 0.90f, 0.10f
};
for (i=0; i<EQBANDS; i++)
programs[x].fGains[i] = gains2[i];
programs[x].fOutput = 0.5f;
strcpy(programs[x].name, "Weird curve");
x = 4;
// program #4 ("Old Radio")
float gains3[EQBANDS] =
{
0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.90f,
0.90f, 0.90f, 0.90f, 0.90f, 0.90f, 0.90f,
0.90f, 0.90f, 0.90f, 0.90f, 0.90f, 0.90f,
0.90f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f, 0.00f, 0.00f, 0.00f, 0.00f, 0.00f,
0.00f
};
for (i=0; i<EQBANDS; i++)
programs[x].fGains[i] = gains3[i];
programs[x].fOutput = 0.5f;
strcpy(programs[x].name, "Old Radio");
}
}
//-----------------------------------------------------------------------------
// Constructor de la classe EQ
EQ::EQ(audioMasterCallback audioMaster)
: AudioEffectX(audioMaster, kNumPrograms, (EQBANDS + 1))
{
initEQ();
programs = new EQProgram[numPrograms];
setFactorySounds();
if (programs)
setProgram(0);
setNumInputs(2); // stereo in
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setNumOutputs(2); // stereo out
canMono();
hasVu ();
canProcessReplacing(); // pot fer els dos processats
setUniqueID('62E2'); // li donem un nom
resume();
}
//-----------------------------------------------------------------------------------------
EQ::~EQ()
{
if (programs) delete[] programs;
finishEQ(); //s'ocupara d'esborrar els buffers
}
//-----------------------------------------------------------------------------------------
void EQ::setProgram(long program)
{
EQProgram * ap = &programs[program];
if (ap)
{
curProgram = program;
for (int i=0; i<EQBANDS; i++)
{
setParameter(i, ap->fGains[i]);
}
setParameter(EQBANDS, ap->fOutput);
}
}
//-----------------------------------------------------------------------------------------
void EQ::setProgramName(char *name)
{
strcpy (programs[curProgram].name, name);
}
//-----------------------------------------------------------------------------------------
void EQ::getProgramName(char *name)
{
if (!strcmp (programs[curProgram].name, "Init"))
sprintf (name, "%s %d", programs[curProgram].name, curProgram + 1);
else
strcpy (name, programs[curProgram].name);
}
//-----------------------------------------------------------------------------------------
bool EQ::getProgramNameIndexed (long category, long index, char* text)
{
if (index < kNumPrograms)
{
strcpy (text, programs[index].name);
return true;
}
return false;
}
//-----------------------------------------------------------------------------------------
void EQ::resume()
{
// res en concret a resetejar
AudioEffectX::resume ();
}
//-----------------------------------------------------------------------------------------
void EQ::setParameter(long index, float value)
{
EQProgram* ap = &programs[curProgram];
if ((index >= 0) && (index < EQBANDS))
fGains[index] = ap->fGains[index] = value;
else if (index == EQBANDS)
fOutput = ap->fOutput = value;
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setValuesEQ();
if (editor)
editor->postUpdate ();
}
//-----------------------------------------------------------------------------------------
float EQ::getParameter(long index)
{
float v = 0;
if ((index >= 0) && (index < EQBANDS))
v = fGains[index];
else if (index == EQBANDS)
v = fOutput;
return v;
}
//-----------------------------------------------------------------------------------------
void EQ::getParameterName(long index, char *label)
{
if ( (index >= 0) && (index < EQBANDS) )
sprintf(label, "%5.0f Hz", fBands[index]);
else if (index == EQBANDS)
strcpy(label, "Output");
}
//-----------------------------------------------------------------------------------------
void EQ::getParameterDisplay(long index, char *text)
{
float value = 0.0f;
if ( (index >= 0) && (index < EQBANDS) )
{
value = fGains[index];
sprintf(text, "%2.2f", value);
}
else if (index == EQBANDS)
{
value = fOutput;
sprintf(text, "%2.2f", value);
}
}
//-----------------------------------------------------------------------------------------
void EQ::getParameterLabel(long index, char *label)
{
float value = 0.0f;
if ((index >= 0) && (index < EQBANDS) )
{
value = fBands[index - 0];
if (value >= 1000.0f)
{
value /= 1000.0f;
sprintf(label, "%2.1fk", value);
}
else
sprintf(label, "%3.f", value);
}
else if (index == EQBANDS)
strcpy(label, "Gain");
else
strcpy(label, "Err");
}
//------------------------------------------------------------------------
bool EQ::getEffectName (char* name)
{
strcpy (name, "Oscar Esteve 62 Band Stereo Equalizer");
return true;
}
//------------------------------------------------------------------------
bool EQ::getProductString (char* text)
{
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strcpy (text, "Oscar Esteve - Class Studios VST Plugin");
return true;
}
//------------------------------------------------------------------------
bool EQ::getVendorString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios");
return true;
}
//-----------------------------------------------------------------------------------------
void EQ::allocateBuffers()
{
in_fifoL = (float *) calloc(FFT_LENGTH, sizeof(float));
in_fifoR = (float *) calloc(FFT_LENGTH, sizeof(float));
out_fifoL = (float *) calloc(FFT_LENGTH, sizeof(float));
out_fifoR = (float *) calloc(FFT_LENGTH, sizeof(float));
out_accumL = (float *) calloc(FFT_LENGTH * 2, sizeof(float));
out_accumR = (float *) calloc(FFT_LENGTH * 2, sizeof(float));
originalsignalL = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
originalsignalR = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
transformatL    = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
transformatR    = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
window = (float *) calloc(FFT_LENGTH, sizeof(float));
bin_base = (int *)   calloc(FFT_LENGTH/2, sizeof(int));
bin_delta = (float *) calloc(FFT_LENGTH/2, sizeof(float));
coeffs = (float *) calloc(FFT_LENGTH/2+1, sizeof(float));
}
//-----------------------------------------------------------------------------------------
void EQ::calcBins()
{
int i;
int bin = 0;
float last_bin;
float next_bin;
float hz_per_bin = (float)sample_rate / (float)FFT_LENGTH;
while (bin <= bands[0]/hz_per_bin)
{
bin_base[bin] = 0;
bin_delta[bin++] = 0.0f;
}
for (i = 1; 1 < EQBANDS - 1 && bin < (FFT_LENGTH/2)-1 && bands[i+1] < sample_rate/2; i++)
{
last_bin = (float)bin;
next_bin = (bands[i+1])/hz_per_bin;
    while (bin <= next_bin)
{
bin_base[bin] = i;
    bin_delta[bin] = (float)(bin - last_bin) / (float)(next_bin - last_bin);
        bin++;
}
}
for (; bin < (FFT_LENGTH/2); bin++)
{
bin_base[bin] = EQBANDS - 1;
bin_delta[bin] = 0.0f;
}
}
//-----------------------------------------------------------------------------------------
void EQ::calcCoeffs()
{
int bin;
float value;
// Calculem els coeficients per a cada bin de la FFT
coeffs[0] = 0.0f; // la frequencia 0 ha de ser zero
// resta de coeffs de la resta de frequencies
// cal retocar els fGains per a passar-los a l'escala que correspon
// ARA estan entre 0 i 1, que seria -oo dB a 0 dB
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// ho volem de 0.25 (0 antic) a 3.98 (1 antic) que correspon a -12 dB i +12 dB
// amb les seguents operacions 0.5 correspon a 1, que es 0 dB
for (int i=0; i<EQBANDS; i++)
{
value = ((float)(fGains[i]*24)- 12.0f);
fGainsRetocats[i] = (float)pow(10.0f, value/20.0f); // 0.25 .. 3.98 lineal
}
// correspon a -12 .. +12 dB
// tambe cal retocar el fOutput
value = ((float)(fOutput*24) - 12.0f);
// fent la seguent operacio tindrem 0.25 .. 3.98 lineal, que correspon a -12 .. +12 dB
fOutputRetocat = (float)pow(10.0f, value/20.0f);
// ara apliquem aquests "valors retocats" per obtenir els coeffs
for (bin=1; bin < (FFT_LENGTH/2-1); bin++)
{
coeffs[bin] = ((1.0f-bin_delta[bin]) * fGainsRetocats[bin_base[bin]])
+ (bin_delta[bin]  * fGainsRetocats[bin_base[bin]+1]);
}
}
//-----------------------------------------------------------------------------------------
void EQ::setSampleRate (float sampleRate)
{
sample_rate = (unsigned long) sampleRate;
calcBins();
calcCoeffs();
}
//-----------------------------------------------------------------------------------------
// canvia els parametres de l'EQ
void EQ::setValuesEQ()
{
calcCoeffs();
}
//-----------------------------------------------------------------------------------------
void EQ::resetEQ()
{
fGains[EQBANDS] = 0.0f;     // aixo cal per a la FFT
for (int i=0; i<EQBANDS; i++)
{
fGains[i] = 0.5f; // 0 dB
}
fOutput = 0.5f; // 0 dB
}
//-----------------------------------------------------------------------------------------
// inicialitzem l'EQ
void EQ::initEQ()
{
int i;
VstTimeInfo *timeInfo = getTimeInfo (kVstPpqPosValid|kVstTempoValid|kVstBarsValid |
kVstTimeSigValid|kVstCyclePosValid|kVstSmpteValid);
if (timeInfo)
sample_rate = (unsigned long)timeInfo->sampleRate;
else
sample_rate = 44100;
allocateBuffers();
fifo_pos   = 0;
// Setup FFT transformations
plan_rcL = fftwf_plan_r2r_1d(FFT_LENGTH, originalsignalL, transformatL, FFTW_R2HC, FFTW_MEASURE);
plan_rcR = fftwf_plan_r2r_1d(FFT_LENGTH, originalsignalR, transformatR, FFTW_R2HC,
FFTW_MEASURE);
plan_crL = fftwf_plan_r2r_1d(FFT_LENGTH, transformatL, originalsignalL, FFTW_HC2R, FFTW_MEASURE);
plan_crR = fftwf_plan_r2r_1d(FFT_LENGTH, transformatR, originalsignalR, FFTW_HC2R,
FFTW_MEASURE);
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// Creem la finestra en forma de taula,
// que es del tipus cosinus realçat
for (i=0; i < FFT_LENGTH; i++)
window[i] = (float)(-0.5f*cos(2.0f*PI*(double)i/(double)FFT_LENGTH)+0.5f);
// calculem els Bins
calcBins();
// inicialitzem l'EQ
resetEQ();
// calculem els coeficients
calcCoeffs();
// Frequency Bands;
fBands = bands;
fifo_pos = 0;
}
//-----------------------------------------------------------------------------------------
void EQ::releaseBuffers()
{
free(in_fifoL);
free(in_fifoR);
free(out_fifoL);
free(out_fifoR);
free(out_accumL);
free(out_accumR);
free(originalsignalL);
free(originalsignalR);
free(transformatL);
free(transformatR);
free(window);
free(bin_base);
free(bin_delta);
free(coeffs);
}
//-----------------------------------------------------------------------------------------
void EQ::finishEQ()
{
releaseBuffers();
}
//-----------------------------------------------------------------------------------------
void EQ::process(float **inputs, float **outputs, long sampleFrames)
{
processAudio(inputs, outputs, sampleFrames, false);
}
//-----------------------------------------------------------------------------------------
void EQ::processReplacing(float **inputs, float **outputs, long sampleFrames)
{
    processAudio(inputs, outputs, sampleFrames, true);
}
//-----------------------------------------------------------------------------------------
void EQ::processAudio(float **inputs, float **outputs, long sampleFrames, bool replace)
{
float *inL  =  inputs[0]; // entrada canal L
    float *inR  =  inputs[1]; // entrada canal R
    float *outL = outputs[0]; // sortida canal L
    float *outR = outputs[1]; // sortida canal R
int *tmp_bin_base = EQ::bin_base;
float *tmp_bin_delta = EQ::bin_delta;
fftw_real *tmp_transformatL = EQ::transformatL;
fftw_real *tmp_transformatR = EQ::transformatR;
long tmp_fifo_pos = EQ::fifo_pos;
float *tmp_in_fifoL = EQ::in_fifoL;
float *tmp_in_fifoR = EQ::in_fifoR;
float *tmp_out_accumL = EQ::out_accumL;
float *tmp_out_accumR = EQ::out_accumR;
float *tmp_out_fifoL = EQ::out_fifoL;
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float *tmp_out_fifoR = EQ::out_fifoR;
fftw_real *tmp_origsignalL = EQ::originalsignalL;
fftw_real *tmp_origsignalR = EQ::originalsignalR;
float *tmp_window = EQ::window;
float tmp_gain = EQ::fOutputRetocat;
float *tmp_coeffs = EQ::coeffs;
const float fix = 2.0f / ((float) FFT_LENGTH * (float) OVER_SAMP);
int i;
long pos;
int step_size = FFT_LENGTH / OVER_SAMP;
int latency = FFT_LENGTH - step_size;
if (tmp_fifo_pos == 0)
tmp_fifo_pos = latency;
for (pos = 0; pos < sampleFrames; pos++)
{
tmp_in_fifoL[tmp_fifo_pos] = inL[pos];
tmp_in_fifoR[tmp_fifo_pos] = inR[pos];
if (replace)
{ // multipliquem pel guany fOutput, encarnat en la variable tmp_gain
outL[pos] = (tmp_out_fifoL[tmp_fifo_pos - latency] * tmp_gain);
outR[pos] = (tmp_out_fifoR[tmp_fifo_pos - latency] * tmp_gain);
}
else
{ // multipliquem pel guany fOutput, encarnat en la variable tmp_gain
outL[pos] += (tmp_out_fifoL[tmp_fifo_pos - latency] * tmp_gain);
outR[pos] += (tmp_out_fifoR[tmp_fifo_pos - latency] * tmp_gain);
}
tmp_fifo_pos++;
// Si la FIFO es plena
if (tmp_fifo_pos >= FFT_LENGTH)
{
tmp_fifo_pos = latency;
// Enfinestrem la FIFO d'entrada
for (i=0; i < FFT_LENGTH; i++)
{
tmp_origsignalL[i] = tmp_in_fifoL[i] * tmp_window[i];
tmp_origsignalR[i] = tmp_in_fifoR[i] * tmp_window[i];
}
// Transformada
fftwf_execute(plan_rcL);
fftwf_execute(plan_rcR);
// Multipliquem els bin pels coeficients
for (i = 0; i < FFT_LENGTH/2; i++)
{
float coeff = tmp_coeffs[i];
tmp_transformatL[i] *= coeff;
tmp_transformatR[i] *= coeff;
tmp_transformatL[FFT_LENGTH-i] *= coeff;
tmp_transformatR[FFT_LENGTH-i] *= coeff;
}
// Antitransformada
fftwf_execute(plan_crL);
fftwf_execute(plan_crR);
// Enfinestrem el output accumulator
for (i = 0; i < FFT_LENGTH; i++)
{
tmp_out_accumL[i] += fix * tmp_window[i] * tmp_origsignalL[i];
tmp_out_accumR[i] += fix * tmp_window[i] * tmp_origsignalR[i];
}
for (i = 0; i < step_size; i++)
{
tmp_out_fifoL[i] = tmp_out_accumL[i];
tmp_out_fifoR[i] = tmp_out_accumR[i];
}
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// Shift output accumulator
memmove(tmp_out_accumL, tmp_out_accumL + step_size, FFT_LENGTH*sizeof(float));
memmove(tmp_out_accumR, tmp_out_accumR + step_size, FFT_LENGTH*sizeof(float));
// Shift input fifo
for (i = 0; i < latency; i++)
{
tmp_in_fifoL[i] = tmp_in_fifoL[i+step_size];
tmp_in_fifoR[i] = tmp_in_fifoR[i+step_size];
}
}
}
// Guardem la fifo_position
EQ::fifo_pos = tmp_fifo_pos;
sampleFrames = 0;
}
EQ.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// 62 band EQ (VST 2.0)
// 62 band equalizer plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __EQ__
#define __EQ__
#ifndef __audioeffectx__
#include "audioeffectx.h"
#endif
#define FFTW3 1
#ifndef __FFTW3__
#include "fftw3.h"
typedef fftwf_plan fft_plan;
typedef float fftw_real;
#endif
#define FFT_LENGTH 4096
#define OVER_SAMP 4
// EQ de 62 bandes definit a Project/Settings/C/C++/Preprocessor definitions
#define PI 3.14159265358979323846
enum
{
// Global
kNumPrograms = 10,
// Parameters Tags
kNumParams = EQBANDS + 1
};
class EQ;
//------------------------------------------------------------------------
class EQProgram
{
friend class EQ;
public:
EQProgram ();
~EQProgram () {}
private:
float fGains[EQBANDS];
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float fOutput;
char name[24];
};
//------------------------------------------------------------------------
class EQ : public AudioEffectX
{
public:
EQ(audioMasterCallback audioMaster);
~EQ();
virtual void process(float **inputs, float **outputs, long sampleFrames);
virtual void processReplacing(float **inputs, float **outputs, long sampleFrames);
void processAudio(float **inputs, float **outputs, long sampleFrames, bool replace);
virtual void setProgram (long program);
virtual void setProgramName (char *name);
virtual void getProgramName (char *name);
virtual bool getProgramNameIndexed (long category, long index, char* text);
void setFactorySounds(void);
virtual void setParameter(long index, float value);
virtual float getParameter(long index);
virtual void getParameterLabel (long index, char *label);
virtual void getParameterDisplay (long index, char *text);
virtual void getParameterName (long index, char *text);
virtual void setSampleRate (float sampleRate);
virtual void resume();
virtual bool getEffectName (char* name);
virtual bool getVendorString (char* text);
virtual bool getProductString (char* text);
virtual long getVendorVersion () { return 1000; }
virtual VstPlugCategory getPlugCategory () { return kPlugCategEffect; }
void allocateBuffers();
void releaseBuffers();
void calcBins();
void calcCoeffs();
void finishEQ();
void initEQ();
void resetEQ();
void setValuesEQ();
protected:
EQProgram *programs;
float fGains[EQBANDS];
float fGainsRetocats[EQBANDS];
float   fOutput;
float fOutputRetocat;
float *fBands;
int *bin_base;
float *bin_delta;
fftw_real *transformatL, *transformatR;
fftw_real *originalsignalL, *originalsignalR;
float *coeffs;
long fifo_pos;
float *in_fifoL, *in_fifoR;
float *out_accumL, *out_accumR;
float *out_fifoL, *out_fifoR;
float *window;
unsigned long sample_rate;
};
#endif
Annex 1: Codis font d’alguns dels plugins desenvolupats 65
EQEditor.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// 62 band EQ (VST 2.0)
// 62 band equalizer plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __EQEditor__
#include "EQEditor.hpp"
#endif
#ifndef __EQ__
#include "EQ.hpp"
#endif
#include <stdio.h>
#include <math.h>
//-----------------------------------------------------------------------------
// resource id's
enum
{
// resource IDs - bitmaps
kFaderBodyId = 129,
kFaderHandleId = 130,
kBackgroundId = 132,
kResetButtonID = 133,
// Posicions dels faders - el rerafons de color negre del fader
kFaderX = 20,
kFaderY = 30,
kFaderGainX = 970,
kFaderInc = 15, // tambe l'usem per a incrementar els displays
// Posicions dels displays
kDisplayX = 13,
kDisplayXinc = 18,
kDisplayY = 195,
kDisplayXWidth = 24,
kDisplayHeight = 14,
kGainDisplayX = 963,
// Posicions dels botons
kButtonX = 100,
kButtonY = 235,
kResetTag,
kResetVumetersTag,
};
//-----------------------------------------------------------------------------
// Funcio per a convertir float -> dB pel que fa a gains d'eq per bandes
void dB2Disp (float value, char *text);
void dB2Disp (float value, char *text)
{
// Cal recordar que
// lineal dB
// 0.0 = -12
// 0.5 = 0
// 1.0 = +12
// primer cal retocar el value
value = ((float)(value * 24 - 12)); // aqui de fet el tenim en dBs
// fent la seguent operacio tindrem 0.25 .. 3.98 lineal, que correspon a -12 .. +12 dB
float valueRetocat = (float)pow(10.0f, value/20.0f);
if ((value >= -12.00f) && (value <= +12.00f))
sprintf(text, "%2.1f", value);
else
strcpy(text, "Err");
}
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//-----------------------------------------------------------------------------
// EQEditor class implementation
//-----------------------------------------------------------------------------
EQEditor::EQEditor (AudioEffect *effect)
 : AEffGUIEditor (effect)
{
frame = 0;
bOpened = false;
// inicialitzem
gResetButton = 0;
resetButton = 0;
backgroundDisplay = 0;
// load the background bitmap
// we don't need to load all bitmaps, this could be done when open is called
hBackground = new CBitmap (kBackgroundId);
// init the size of the plugin
rect.left   = 0;
rect.top    = 0;
rect.right  = (short)hBackground->getWidth ();
rect.bottom = (short)hBackground->getHeight ();
}
//-----------------------------------------------------------------------------
EQEditor::~EQEditor ()
{
// free the background bitmap
if (hBackground)
hBackground->forget ();
hBackground = 0;
}
//-----------------------------------------------------------------------------
long EQEditor::open (void *ptr)
{
// !!! always call this !!!
AEffGUIEditor::open (ptr);
// load some bitmaps
if (!gResetButton)
gResetButton = new CBitmap (kResetButtonID);
hFaderBody    = new CBitmap (kFaderBodyId);
hFaderHandle  = new CBitmap (kFaderHandleId);
//--init background frame-----------------------------------------------
CRect size (0, 0, hBackground->getWidth (), hBackground->getHeight ());
frame = new CFrame (size, ptr, this);
frame->setBackground (hBackground);
//--init the faders------------------------------------------------
int minPos = kFaderY;
int maxPos = kFaderY + hFaderBody->getHeight () - hFaderHandle->getHeight () - 1;
CPoint point (0, 0);
CPoint offset (1, 0);
// EQ-Band Faders
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset(kFaderX, kFaderY);
for (int band=0; band < EQBANDS; band++)
{
EQFader[band] = new CVerticalSlider (size, this, band, minPos, maxPos, hFaderHandle,
hFaderBody, point);
EQFader[band]->setOffsetHandle (offset);
EQFader[band]->setValue (effect->getParameter (band));
frame->addView (EQFader[band]);
size.offset (kFaderInc, 0);
}
// Output Gain fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderGainX, kFaderY);
EQFader[EQBANDS] = new CVerticalSlider (size, this, EQBANDS, minPos, maxPos, hFaderHandle,
hFaderBody, point);
EQFader[EQBANDS]->setOffsetHandle (offset);
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EQFader[EQBANDS]->setValue (effect->getParameter (EQBANDS));
frame->addView (EQFader[EQBANDS]);
//--init the display------------------------------------------------
// EQ-Band Displays
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset(kDisplayX, kDisplayY);
for (band=0; band<EQBANDS; band++)
{
EQDisplay[band] = new CParamDisplay (size, 0, kCenterText);
EQDisplay[band]->setFont (kNormalFontVerySmall);
EQDisplay[band]->setFontColor (kGreenCColor);
EQDisplay[band]->setBackColor (kBlackCColor);
EQDisplay[band]->setFrameColor (kGreyCColor);
EQDisplay[band]->setValue (effect->getParameter (band));
EQDisplay[band]->setStringConvert(dB2Disp);
frame->addView (EQDisplay[band]);
if (band%2==0)
size.offset (kFaderInc, kDisplayXinc);
else
size.offset (kFaderInc, -kDisplayXinc);
}
// Output Gain Display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kGainDisplayX, kDisplayY);
EQDisplay[EQBANDS] = new CParamDisplay (size, 0, kCenterText);
EQDisplay[EQBANDS]->setFont (kNormalFontVerySmall);
EQDisplay[EQBANDS]->setFontColor (kBlueCColor);
EQDisplay[EQBANDS]->setBackColor (kBlackCColor);
EQDisplay[EQBANDS]->setFrameColor(kGreyCColor);
EQDisplay[EQBANDS]->setValue (effect->getParameter (EQBANDS));
EQDisplay[EQBANDS]->setStringConvert(dB2Disp);
frame->addView (EQDisplay[EQBANDS]);
// Reset Button - FADERS
size (0, 0, gResetButton ->getWidth(), (gResetButton ->getHeight())/2);
size.offset (kButtonX, kButtonY);
resetButton = new CKickButton (size, this, kResetTag, (gResetButton->getHeight())/2, gResetButton, point);
resetButton->setValue(0.0f);
frame->addView (resetButton);
//Note : in the constructor of a CBitmap, the number of references is set to 1.
//Then, each time the bitmap is used (for hinstance in a vertical slider), this
//number is incremented.
//As a consequence, everything happens as if the constructor by itself was adding
//a reference. That's why we need til here a call to forget ().
//You mustn't call delete here directly, because the bitmap is used by some CControls...
//These "rules" apply to the other VSTGui objects too.
hFaderBody->forget();
hFaderHandle->forget();
gResetButton->forget();
bOpened = true;
return true;
}
//-----------------------------------------------------------------------------
void EQEditor::close ()
{
bOpened = false;
if (frame)
delete frame;
frame = 0;
// alliberem bitmaps
if (gResetButton)
gResetButton->forget();
gResetButton = 0;
if (hFaderBody)
hFaderBody->forget();
hFaderBody = 0;
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if (hFaderHandle)
hFaderHandle->forget();
hFaderHandle = 0;
}
//-----------------------------------------------------------------------------
void EQEditor::setParameter (long index, float value)
{
if (!bOpened)
return;
// called from EQEdit
if ((index >= 0) && (index <= EQBANDS))
{
if (EQFader[index])
EQFader[index]->setValue (effect->getParameter (index));
if (EQDisplay[index])
EQDisplay[index]->setValue (effect->getParameter (index));
}
postUpdate ();
}
//-----------------------------------------------------------------------------
void EQEditor::valueChanged (CDrawContext* context, CControl* control)
{
long tag = control->getTag ();
float value = control->getValue();
if ( ((tag >= 0) && (tag <= EQBANDS)) )
{
if (value <= 0.0f)
value = 0.0f;
else if (value > 1.0f)
value = 1.0f;
effect->setParameterAutomated(tag, value);
control->update (context);
}
else if (tag == kResetTag)
{
if (value >= 0.5f)
// resetegem tot a 0 dB
for (int i=0; i<=EQBANDS; i++)
effect->setParameterAutomated(i, 0.5f);
}
control->update(context);
}
EQEditor.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// 62 band EQ (VST 2.0)
// 62 band equalizer plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __EQEditor__
#define __EQEditor__
// include VSTGUI
#ifndef __vstgui__
#include "vstgui.h"
#endif
#ifndef __vstcontrols__
#include "vstcontrols.h"
#endif
//-----------------------------------------------------------------------------
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class EQEditor : public AEffGUIEditor, public CControlListener
{
public:
EQEditor (AudioEffect *effect);
virtual ~EQEditor ();
public:
virtual long open (void *ptr);
virtual void close ();
virtual void setParameter (long index, float value);
virtual void valueChanged (CDrawContext* context, CControl* control);
private:
// Controls
CVerticalSlider *EQFader [EQBANDS + 1];
CParamDisplay *EQDisplay [EQBANDS + 1];
CKickButton *resetButton;
// parameter value display boxes
CParamDisplay *backgroundDisplay;
// Bitmap
CBitmap *hBackground;
CBitmap *gResetButton;
CBitmap* hFaderBody;
CBitmap* hFaderHandle;
// Others
bool bOpened;
};
#endif
70                                                                              Programació en C d’Algorismes Avançats de Processament d’Àudio
I.3. Spectrum Analyzer Stereo
SpecAnalyzerSt.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// SpecAnalyzer (VST 2.0)
// SpectrumAnalyzer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#include <stdlib.h>
#include <math.h>
#ifndef __SpecAnalyzerSt__
#include "SpecAnalyzerSt.hpp"
#endif
#ifndef __AEffEditor__
#include "AEffEditor.hpp"
#endif
fft_plan plan_rcL = NULL; fft_plan plan_rcR = NULL;
fft_plan plan_crL = NULL; fft_plan plan_crR = NULL;
//-----------------------------------------------------------------------------
// Constructor de la classe SpecAnalyzerProgram
SpecAnalyzerProgram::SpecAnalyzerProgram ()
{
strcpy(name, "Init");
}
//-----------------------------------------------------------------------------
// Constructor de la classe SpecAnalyzer
SpecAnalyzer::SpecAnalyzer(audioMasterCallback audioMaster)
: AudioEffectX(audioMaster, kNumPrograms, 0) // 0 programs, 0 params - no te sentit posar-hi programes
{
initSpectrumAnalyzer();
programs = new SpecAnalyzerProgram[numPrograms];
if (programs)
setProgram(0);
setNumInputs(2); // stereo in
setNumOutputs(2); // stereo out
hasVu ();
canMono();
canProcessReplacing(); // pot fer els dos processats
setUniqueID('SSA1'); // li donem un nom
resume();
}
//-----------------------------------------------------------------------------------------
SpecAnalyzer::~SpecAnalyzer()
{
if (programs) delete[] programs;
finishSpectrumAnalyzer();
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::setProgram(long program)
{
SpecAnalyzerProgram * ap = &programs[program];
if (ap)
curProgram = program;
}
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//-----------------------------------------------------------------------------------------
void SpecAnalyzer::setProgramName(char *name)
{
strcpy (programs[curProgram].name, name);
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::getProgramName(char *name)
{
if (!strcmp (programs[curProgram].name, "Init"))
sprintf (name, "%s %d", programs[curProgram].name, curProgram + 1);
else
strcpy (name, programs[curProgram].name);
}
//-----------------------------------------------------------------------------------------
bool SpecAnalyzer::getProgramNameIndexed (long category, long index, char* text)
{
if (index < kNumPrograms)
{
strcpy (text, programs[index].name);
return true;
}
return false;
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::resume()
{
// resetegem tot plegat
resetGUIcounter();
for (int i=0; i<FFT_LENGTH/2; i++)
LeftContinualPeak[i] = 0.0f;
// res mes a resetejar
AudioEffectX::resume ();
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::setParameter(long index, float value)
{
// res
}
//-----------------------------------------------------------------------------------------
float SpecAnalyzer::getParameter(long index)
{
// res
return 0;
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::getParameterName(long index, char *label)
{
// res
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::getParameterDisplay(long index, char *text)
{
// res
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::getParameterLabel(long index, char *label)
{
// res
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::resetGUIcounter()
{
GUIsamplesCounter = 0;
}
72                                                                              Programació en C d’Algorismes Avançats de Processament d’Àudio
//------------------------------------------------------------------------
bool SpecAnalyzer::getEffectName (char* name)
{
strcpy (name, "Oscar Esteve 512 Stereo Spectrum Analyzer");
return true;
}
//------------------------------------------------------------------------
bool SpecAnalyzer::getProductString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios VST Plugin");
return true;
}
//------------------------------------------------------------------------
bool SpecAnalyzer::getVendorString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios");
return true;
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::allocateBuffers()
{
LeftContinualPeak = (float *) calloc(FFT_LENGTH/2, sizeof(float));
in_fifoL = (float *) calloc(FFT_LENGTH, sizeof(float));
out_fifoL = (float *) calloc(FFT_LENGTH, sizeof(float));
out_accumL = (float *) calloc(FFT_LENGTH * 2, sizeof(float));
originalsignalL = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
transformatL = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
window = (float *) calloc(FFT_LENGTH, sizeof(float));
LeftFourierTransform= (float *) calloc(FFT_LENGTH/2, sizeof(fftw_real));
RightContinualPeak= (float *) calloc(FFT_LENGTH/2, sizeof(float));
in_fifoR = (float *) calloc(FFT_LENGTH, sizeof(float));
out_fifoR = (float *) calloc(FFT_LENGTH, sizeof(float));
out_accumR = (float *) calloc(FFT_LENGTH * 2, sizeof(float));
originalsignalR = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
transformatR = (float *) calloc(FFT_LENGTH, sizeof(fftw_real));
RightFourierTransform= (float *) calloc(FFT_LENGTH/2, sizeof(fftw_real));
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::setSampleRate (float sampleRate)
{
sample_rate = (unsigned long) sampleRate;
}
//-----------------------------------------------------------------------------------------
// inicialitzem SpecAnalyzer
void SpecAnalyzer::initSpectrumAnalyzer()
{
int i;
VstTimeInfo *timeInfo = getTimeInfo (kVstPpqPosValid|kVstTempoValid|kVstBarsValid |
kVstTimeSigValid|kVstCyclePosValid|kVstSmpteValid);
if (timeInfo)
sample_rate = (unsigned long)timeInfo->sampleRate;
else
sample_rate = 44100;
allocateBuffers();
resetGUIcounter(); // per tal d'assegurar-nos que comencem a 0
fifo_pos   = 0;
// Setup FFT transformations
plan_rcL = fftwf_plan_r2r_1d(FFT_LENGTH, originalsignalL, transformatL, FFTW_R2HC, FFTW_MEASURE);
plan_rcR = fftwf_plan_r2r_1d(FFT_LENGTH, originalsignalR, transformatR, FFTW_R2HC,
FFTW_MEASURE);
plan_crL = fftwf_plan_r2r_1d(FFT_LENGTH, transformatL, originalsignalL, FFTW_HC2R, FFTW_MEASURE);
plan_crR = fftwf_plan_r2r_1d(FFT_LENGTH, transformatR, originalsignalR, FFTW_HC2R,
FFTW_MEASURE);
Annex 1: Codis font d’alguns dels plugins desenvolupats 73
// Creem la finestra, que es del tipus cosinus realçat
for (i=0; i < FFT_LENGTH; i++)
window[i] = (float)(-0.5f*cos(2.0f*PI*(double)i/(double)FFT_LENGTH)+0.5f);
fifo_pos = 0;
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::releaseBuffers()
{
free(LeftContinualPeak);
free(in_fifoL);
free(out_fifoL);
free(out_accumL);
free(originalsignalL);
free(transformatL);
free(window);
free(LeftFourierTransform);
free(RightContinualPeak);
free(in_fifoR);
free(out_fifoR);
free(out_accumR);
free(originalsignalR);
free(transformatR);
free(RightFourierTransform);
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::finishSpectrumAnalyzer()
{
releaseBuffers();
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::process(float **inputs, float **outputs, long sampleFrames)
{
processAudio(inputs, outputs, sampleFrames, false);
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::processReplacing(float **inputs, float **outputs, long sampleFrames)
{
    processAudio(inputs, outputs, sampleFrames, true);
}
//-----------------------------------------------------------------------------------------
void SpecAnalyzer::processAudio(float **inputs, float **outputs, long sampleFrames, bool replace)
{
int i;
GUIsamplesCounter += sampleFrames;
float *inL  =  inputs[0];
    float *outL = outputs[0];
float *inR  =  inputs[1];
    float *outR = outputs[1];
long pos;
// anem per feina
fftw_real *tmp_transformatL = SpecAnalyzer::transformatL;
long tmp_fifo_pos = SpecAnalyzer::fifo_pos;
float *tmp_in_fifoL = SpecAnalyzer::in_fifoL;
float *tmp_out_accumL = SpecAnalyzer::out_accumL;
float *tmp_out_fifoL = SpecAnalyzer::out_fifoL;
fftw_real *tmp_originalsignalL = SpecAnalyzer::originalsignalL;
fftw_real *tmp_transformatR = SpecAnalyzer::transformatR;
float *tmp_in_fifoR = SpecAnalyzer::in_fifoR;
float *tmp_out_accumR = SpecAnalyzer::out_accumR;
float *tmp_out_fifoR = SpecAnalyzer::out_fifoR;
fftw_real *tmp_originalsignalR= SpecAnalyzer::originalsignalR;
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float *tmp_window = SpecAnalyzer::window;
const float fix = 2.0f / ((float) FFT_LENGTH * (float) OVER_SAMP);
int step_size = FFT_LENGTH / OVER_SAMP;
int latency = FFT_LENGTH - step_size;
if (tmp_fifo_pos == 0)
tmp_fifo_pos = latency;
int counter = 0; // anem a per la primera fft - comptarem les ffts fetes
for (pos = 0; pos < sampleFrames; pos++)
{
tmp_in_fifoL[tmp_fifo_pos] = inL[pos];
tmp_in_fifoR[tmp_fifo_pos] = inR[pos];
tmp_fifo_pos++;
if (replace)
{
outL[pos] = inL[pos];
outR[pos] = inR[pos];
}
else
{
outL[pos] += inL[pos];
outR[pos] += inR[pos];
}
// If the FIFO is full
if (tmp_fifo_pos >= FFT_LENGTH)
{
tmp_fifo_pos = latency;
// Window input FIFO
for (i=0; i < FFT_LENGTH; i++)
{
tmp_originalsignalL[i] = tmp_in_fifoL[i] * tmp_window[i];
tmp_originalsignalR[i] = tmp_in_fifoR[i] * tmp_window[i];
}
// Transformada
fftwf_execute(plan_rcL);
fftwf_execute(plan_rcR);
/********************************************************************/
// acumulem totes les ffts fetes a LeftFourierTransform
for (i=0; i<FFT_LENGTH/2; i++)
{
if (transformatL[i]<0)
LeftFourierTransform[i] = LeftFourierTransform[i] - 1.0f *
transformatL[i];
else
LeftFourierTransform[i] += transformatL[i];
if (transformatR[i]<0)
RightFourierTransform[i] = RightFourierTransform[i] - 1.0f *
transformatR[i];
else
RightFourierTransform[i] += transformatR[i];
}
/********************************************************************/
// Antitransformada
fftwf_execute(plan_crL);
fftwf_execute(plan_crR);
/********************************************************************/
counter++; // controlem el num de ffts fetes
/********************************************************************/
// Enfinestrem el output accumulator
for (i = 0; i < FFT_LENGTH; i++)
{
tmp_out_accumL[i] += fix * tmp_window[i] * tmp_originalsignalL[i];
tmp_out_accumR[i] += fix * tmp_window[i] * tmp_originalsignalR[i];
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}
for (i = 0; i < step_size; i++)
{
tmp_out_fifoL[i] = tmp_out_accumL[i];
tmp_out_fifoR[i] = tmp_out_accumR[i];
}
// Shift output accumulator
memmove(tmp_out_accumL, tmp_out_accumL + step_size, FFT_LENGTH*sizeof(float));
memmove(tmp_out_accumR, tmp_out_accumR + step_size, FFT_LENGTH*sizeof(float));
// Shift input fifo
for (i = 0; i < latency; i++)
{
tmp_in_fifoL[i] = tmp_in_fifoL[i+step_size];
tmp_in_fifoR[i] = tmp_in_fifoR[i+step_size];
}
}
}
// Store the fifo_position
SpecAnalyzer::fifo_pos = tmp_fifo_pos; // Guardem la fifo_position
sampleFrames = 0; // ja hem processat tots els samples
/********************************************************************/
// CARA VUMETERS
for (i=0; i<FFT_LENGTH/2; i++) // escalem els valors com si equivalgues a 1 sola fft
{
LeftFourierTransform[i]/=counter;
RightFourierTransform[i]/=counter;
}
for (i=0; i<=FFT_LENGTH/2; i++) // escalat tal que vagi de 0 a 1 per tal de representar-la
{
LeftContinualPeak[i] = (LeftFourierTransform[i] / 170);
RightContinualPeak[i] = (RightFourierTransform[i] / 170);
}
}
SpecAnalyzerSt.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// SpecAnalyzer (VST 2.0)
// SpectrumAnalyzer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __SpecAnalyzerSt__
#define __SpecAnalyzerSt__
#ifndef __audioeffectx__
#include "audioeffectx.h"
#endif
#define FFTW3 1
#ifdef FFTW3
#include "fftw3.h"
typedef fftwf_plan fft_plan;
typedef float fftw_real;
#endif // FFTW3
#define FFT_LENGTH 1024
#define OVER_SAMP 4
#define PI 3.14159265358979323846
enum
{
// Global
kNumPrograms = 10,
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// Parameters Tags
kNumParams = 0
};
class SpecAnalyzer;
//------------------------------------------------------------------------
class SpecAnalyzerProgram
{
friend class SpecAnalyzer;
public:
SpecAnalyzerProgram ();
~SpecAnalyzerProgram () {}
private:
char name[24];
};
//------------------------------------------------------------------------
class SpecAnalyzer : public AudioEffectX
{
public:
SpecAnalyzer(audioMasterCallback audioMaster);
~SpecAnalyzer();
virtual void process(float **inputs, float **outputs, long sampleFrames);
virtual void processReplacing(float **inputs, float **outputs, long sampleFrames);
void processAudio(float **inputs, float **outputs, long sampleFrames, bool replace);
virtual void setProgram (long program);
virtual void setProgramName (char *name);
virtual void getProgramName (char *name);
virtual bool getProgramNameIndexed (long category, long index, char* text);
virtual void setParameter(long index, float value);
virtual float getParameter(long index);
virtual void getParameterLabel (long index, char *label);
virtual void getParameterDisplay (long index, char *text);
virtual void getParameterName (long index, char *text);
virtual void setSampleRate (float sampleRate);
virtual void resume();
virtual bool getEffectName (char* name);
virtual bool getVendorString (char* text);
virtual bool getProductString (char* text);
virtual long getVendorVersion () { return 1000; }
virtual VstPlugCategory getPlugCategory () { return kPlugCategEffect; }
void allocateBuffers();
void releaseBuffers();
void finishSpectrumAnalyzer();
void initSpectrumAnalyzer();
float *LeftContinualPeak;
float *RightContinualPeak;
long GUIsamplesCounter;
void resetGUIcounter();
protected:
SpecAnalyzerProgram *programs;
fftw_real *transformatL, *transformatR;
long fifo_pos;
float *in_fifoL;
float *out_accumL;
float *out_fifoL;
float *LeftFourierTransform;
float *in_fifoR;
float *out_accumR;
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float *out_fifoR;
float *RightFourierTransform;
fftw_real *originalsignalL;
fftw_real *originalsignalR;
float *window;
unsigned long sample_rate;
};
#endif
SpecAnalyzerStEditor.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// SpecAnalyzer (VST 2.0)
// SpectrumAnalyzer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __SpecAnalyzerSt__
#include "SpecAnalyzerSt.hpp"
#endif
#ifndef __SpecAnalyzerStEditor__
#include "SpecAnalyzerStEditor.hpp"
#endif
#include <stdio.h>
#include <math.h>
// constant super-important - es la que defineix el temps d'actualitzacio
// de la pantalla de l'analitzador!!!
//#define WaitThis 1764 // 1764 Equival a, si 44100 samples, 25 cops per segon
#define WaitThis 3000
//-----------------------------------------------------------------------------
// resource id's
enum
{
// resource IDs - bitmaps
kStopButtonID = 131,
kBackgroundId = 132,
kResetButtonID = 133,
kVuOnBitmap = 134,
kVuOffBitmap = 135,
// VuMeters
kVuMeterX = 38,
kLeftVuMeterY = 32,
kRightVuMeterY = 285,
kVuMeterInc = 1,
};
//--------------------------------------------------------------------
// per a convertir valors de lineal a dB
float dBvumeterConvert(float valuein);
float dBvumeterConvert(float valuein)
{
float valueout;
if (valuein>0.0010115f) // si > - 59 dB
valueout = ((log10f(valuein))+3)/3;
else
valueout = 0.0f;
return valueout;
}
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//-----------------------------------------------------------------------------
// SpecAnalyzerEditor class implementation
//-----------------------------------------------------------------------------
SpecAnalyzerEditor::SpecAnalyzerEditor (AudioEffect *effect)
 : AEffGUIEditor (effect)
{
// inicialitzem frame
frame = 0;
// inicialitzem backgroundDisplay
backgroundDisplay = 0;
// carreguem el bitmap de background
hBackground = new CBitmap (kBackgroundId);
// inicialitzem el tamany del plugin
rect.left   = 0;
rect.top    = 0;
rect.right  = (short)hBackground->getWidth ();
rect.bottom = (short)hBackground->getHeight ();
}
//-----------------------------------------------------------------------------
SpecAnalyzerEditor::~SpecAnalyzerEditor ()
{
// alliberem el bitmap carregat - background
if (hBackground)
hBackground->forget ();
hBackground = 0;
}
//-----------------------------------------------------------------------------
long SpecAnalyzerEditor::open (void *ptr)
{
// CPoint point (0, 0);
float valor; // l'usarem per posar els vumeters a escala logaritmica
char *tmp_label = (char *) malloc(255);
// !!! always call this !!!
AEffGUIEditor::open (ptr);
//--init background frame-----------------------------------------------
CRect size (0, 0, hBackground->getWidth (), hBackground->getHeight ());
frame = new CFrame (size, ptr, this);
frame->setBackground (hBackground);
// resetegem valors i comptadors
((SpecAnalyzer*)effect)->resetGUIcounter();
//--cVuMeters--------------------------------------
CBitmap* vuOnBitmap  = new CBitmap (kVuOnBitmap);
CBitmap* vuOffBitmap = new CBitmap (kVuOffBitmap);
// Start with SpecAnalyzer-Band VUMETERs
// LEFT CHANNEL VUMETERs
int band;
for (band=0; band < FFT_LENGTH/2; band++)
{
size (0, 0, vuOnBitmap->getWidth (), vuOnBitmap->getHeight ());
size.offset (kVuMeterX + kVuMeterInc * band, kLeftVuMeterY);
cLeftVuMeter[band] = new CVuMeter (size, vuOnBitmap, vuOffBitmap, 111);
cLeftVuMeter[band]->setDecreaseStepValue (0.1f);
frame->addView (cLeftVuMeter[band]);
valor = dBvumeterConvert( ((SpecAnalyzer*)effect)->LeftContinualPeak[band] );
cLeftVuMeter[band]->setValue (valor);
}
// RIGHT CHANNEL VUMETERs
for (band=0; band < FFT_LENGTH/2; band++)
{
size (0, 0, vuOnBitmap->getWidth (), vuOnBitmap->getHeight ());
size.offset (kVuMeterX + kVuMeterInc * band, kRightVuMeterY);
cRightVuMeter[band] = new CVuMeter (size, vuOnBitmap, vuOffBitmap, 111);
cRightVuMeter[band]->setDecreaseStepValue (0.1f);
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frame->addView (cRightVuMeter[band]);
valor = dBvumeterConvert( ((SpecAnalyzer*)effect)->RightContinualPeak[band] );
cRightVuMeter[band]->setValue (valor);
}
//Note : in the constructor of a CBitmap, the number of references is set to 1.
//Then, each time the bitmap is used (for hinstance in a vertical slider), this
//number is incremented.
//As a consSpecAnalyzeruence, everything happens as if the constructor by itself was adding
//a reference. That's why we need til here a call to forget ().
//You mustn't call delete here directly, because the bitmap is used by some CControls...
//These "rules" apply to the other VSTGui objects too.
vuOnBitmap->forget ();
vuOffBitmap->forget ();
bOpened = true;
return true;
}
//-----------------------------------------------------------------------------
void SpecAnalyzerEditor::close ()
{
bOpened = false;
if (frame)
delete frame;
frame = 0;
}
//-----------------------------------------------------------------------------
void SpecAnalyzerEditor::setParameter (long index, float value)
{
if (!bOpened)
return;
// res
postUpdate ();
}
//-----------------------------------------------------------------------------
void SpecAnalyzerEditor::valueChanged (CDrawContext* context, CControl* control)
{
// no hi ha controls
control->update(context);
}
//-----------------------------------------------------------------------------
// aquesta rutina idle es per actualitzar la pantalla
void SpecAnalyzerEditor::idle()
{
// static CDrawContext drawContext (frame, NULL, systemWindow);
// AEffGUIEditor::idle ();
// myControl->update (drawContext);
int i;
if (frame != NULL)
{
if ( frame->isOpen() )
{
float valor; // l'usarem per posar els vumeters a escala logaritmica
SpecAnalyzer *meuplugin = (SpecAnalyzer*)effect;
// refrescarem pantalla si ha passat un temps raonable
if ( meuplugin->GUIsamplesCounter > WaitThis )
{
// iniciem comptadors
meuplugin->resetGUIcounter();
// nomes actualitzarem la pantalla quan stopvalue = FALSE
if (cLeftVuMeter)
{
for (i=0; i<=FFT_LENGTH/2; i++)
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{ // actualitzem les 31 bandes i el gain vumeter
valor = dBvumeterConvert( ((SpecAnalyzer*)effect)-
>LeftContinualPeak[i] );
cLeftVuMeter[i]->setValue (valor);
cLeftVuMeter[i]->setDirty();
}
}
if (cRightVuMeter)
{
for (i=0; i<=FFT_LENGTH/2; i++)
{ // actualitzem les 31 bandes i el gain vumeter
valor = dBvumeterConvert( ((SpecAnalyzer*)effect)-
>RightContinualPeak[i] );
cRightVuMeter[i]->setValue (valor);
cRightVuMeter[i]->setDirty();
}
}
// indicate that changed controls need to be redrawn
postUpdate();
}
}
}
// this is called so that idle() actually happens
AEffGUIEditor::idle();
}
SpecAnalyzerStEditor.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// SpecAnalyzer (VST 2.0)
// SpectrumAnalyzer Mono plugin with Editor using VSTGUI (Mono->Mono)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __SpecAnalyzerMonoEditor__
#define __SpecAnalyzerMonoEditor__
// include VSTGUI
#ifndef __vstgui__
#include "vstgui.h"
#endif
#ifndef __vstcontrols__
#include "vstcontrols.h"
#endif
//-----------------------------------------------------------------------------
class SpecAnalyzerEditor : public AEffGUIEditor, public CControlListener
{
public:
SpecAnalyzerEditor (AudioEffect *effect);
virtual ~SpecAnalyzerEditor ();
protected:
virtual long open (void *ptr);
virtual void close ();
virtual void setParameter (long index, float value);
virtual void valueChanged (CDrawContext* context, CControl* control);
virtual void idle();
private:
// parameter value display boxes
CParamDisplay *backgroundDisplay;
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// Bitmap
CBitmap *hBackground;
// VuMeter
CVuMeter          *cLeftVuMeter[FFT_LENGTH/2];
// Others
bool bOpened;
};
#endif
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I.4. Reverberator v2 mono
Reverberatorv2.cpp
_______________________________________________________________
//------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// Reverberator v2 (VST 2.0)
// Reverberator v2 plugin with Editor using VSTGUI (Mono->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//------------------------------------------------------------------------
#include <stdio.h>
#include <string.h>
#ifndef __Reverberatorv2__
#include "Reverberatorv2.hpp"
#endif
#ifndef __AEffEditor__
#include "AEffEditor.hpp"
#endif
// definit tambe a Reverberatorv2StereoEditor.cpp
#define NUM_SECONDS 1
//-----------------------------------------------------------------------------
ADelayProgram::ADelayProgram ()
{
// default Program Values
fDelay1 = 0.5; fDelay2 = 0.5;
fDelay3 = 0.5; fDelay4 = 0.5;
fDelay5 = 0.5; fDelay6 = 0.5;
fGainA1 = 0.5; fGainA2 = 0.5;
fGainA3 = 0.5; fGainA4 = 0.5;
fGainA5 = 0.5; fGainA6 = 0.5;
fGainB1 = 0.5; fGainB2 = 0.5;
fGainB3 = 0.5; fGainB4 = 0.5;
fIn = 1.0;
fOut = 1.0;
strcpy (name, "Init");
}
//-----------------------------------------------------------------------------
void ADelay::setFactorySounds(void)
{
// Aqui inclourem alguns defaults programs - presets
int x;
if (programs)
{
x = 2;
// program #2 ("Concert Hall")
programs[x].fDelay1 = 0.035351474f; // 1559/44100
programs[x].fDelay2 = 0.025668934f; // 1132/44100
programs[x].fDelay3 = 0.030136054f; // 1329/44100
programs[x].fDelay4 = 0.053469388f; // 2358/44100
programs[x].fDelay5 = 0.044285714f; // 1953/44100
programs[x].fDelay6 = 0.031133787f; // 1373/44100
programs[x].fGainA1 = 0.75;
programs[x].fGainA2 = 0.75;
programs[x].fGainA3 = 0.75;
programs[x].fGainA4 = 0.75;
programs[x].fGainA5 = 0.75;
programs[x].fGainA6 = 0.75;
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programs[x].fGainB1 = 1.0f;
programs[x].fGainB2 = 0.9f;
programs[x].fGainB3 = 0.8f;
programs[x].fGainB4 = 0.7f;
programs[x].fIn = 0.5;
programs[x].fOut = 0.5;
strcpy(programs[x].name, "Concert Hall");
x = 3;
// program #2 ("Small Room")
programs[x].fDelay1 = 0.00585034f; // 258/44100
programs[x].fDelay2 = 0.008390023f; // 370/44100
programs[x].fDelay3 = 0.01031746f; // 455/44100
programs[x].fDelay4 = 0.013356009f; // 589/44100
programs[x].fDelay5 = 0.014807256f; // 653/44100
programs[x].fDelay6 = 0.015714286f; // 693/44100
programs[x].fGainA1 = 0.75;
programs[x].fGainA2 = 0.75;
programs[x].fGainA3 = 0.75;
programs[x].fGainA4 = 0.75;
programs[x].fGainA5 = 0.75;
programs[x].fGainA6 = 0.75;
programs[x].fGainB1 = 1.0f;
programs[x].fGainB2 = 0.9f;
programs[x].fGainB3 = 0.8f;
programs[x].fGainB4 = 0.7f;
programs[x].fIn = 0.5;
programs[x].fOut = 0.5;
strcpy(programs[x].name, "Small Room");
x = 4;
// program #4 ("Church")
programs[x].fDelay1 = 0.065986395f; // 2910/44100
programs[x].fDelay2 = 0.085487528f; // 3770/44100
programs[x].fDelay3 = 0.100453515f; // 4430/44100
programs[x].fDelay4 = 0.109297052f; // 4820/44100
programs[x].fDelay5 = 0.048072562f; // 2120/44100
programs[x].fDelay6 = 0.060272109f; // 2658/44100
programs[x].fGainA1 = 0.75;
programs[x].fGainA2 = 0.75;
programs[x].fGainA3 = 0.75;
programs[x].fGainA4 = 0.75;
programs[x].fGainA5 = 0.75;
programs[x].fGainA6 = 0.75;
programs[x].fGainB1 = 1.0f;
programs[x].fGainB2 = 0.9f;
programs[x].fGainB3 = 0.8f;
programs[x].fGainB4 = 0.7f;
programs[x].fIn = 0.5;
programs[x].fOut = 0.5;
strcpy(programs[x].name, "Church");
}
}
//-----------------------------------------------------------------------------
ADelay::ADelay (audioMasterCallback audioMaster)
: AudioEffectX (audioMaster, kNumPrograms, kNumParams)
{
VstTimeInfo *timeInfo = getTimeInfo (kVstPpqPosValid|kVstTempoValid|kVstBarsValid |
kVstTimeSigValid|kVstCyclePosValid|kVstSmpteValid);
if (timeInfo)
sample_rate = (unsigned long)timeInfo->sampleRate;
else
sample_rate = 44100;
size = NUM_SECONDS * sample_rate; // el delay maxim sera de NUM_SECONDS / 5segons
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cursor1 = 0; cursor2 = 0;
cursor3 = 0; cursor4 = 0;
cursor5 = 0; cursor6 = 0;
delay1 = 0; delay2 = 0;
delay3 = 0; delay4 = 0;
delay5 = 0; delay6 = 0;
buffer1 = new float[size]; buffer2 = new float[size];
buffer3 = new float[size]; buffer4 = new float[size];
buffer5 = new float[size]; buffer6 = new float[size];
programs = new ADelayProgram[numPrograms];
setFactorySounds();
fDelay1 = 0; fDelay2 = 0;
fDelay3 = 0; fDelay4 = 0;
fDelay5 = 0; fDelay6 = 0;
fGainA1 = 0; fGainA2 = 0;
fGainA3 = 0; fGainA4 = 0;
fGainA5 = 0; fGainA6 = 0;
fGainB1 = 0; fGainB2 = 0;
fGainB3 = 0; fGainB4 = 0;
fIn = 0;
fOut = 0;
if (programs)
setProgram (0);
setNumInputs (1); // mono input
setNumOutputs (2); // stereo output
canMono();
setUniqueID ('RVB2');
resume (); // flush buffer
}
//------------------------------------------------------------------------
ADelay::~ADelay ()
{
if (buffer1) delete[] buffer1;
if (buffer2) delete[] buffer2;
if (buffer3) delete[] buffer3;
if (buffer4) delete[] buffer4;
if (buffer5) delete[] buffer5;
if (buffer6) delete[] buffer6;
if (programs)
delete[] programs;
}
//------------------------------------------------------------------------
void ADelay::setProgram (long program)
{
ADelayProgram* ap = &programs[program];
curProgram = program;
setParameter (kDelay1, ap->fDelay1);
setParameter (kDelay2, ap->fDelay2);
setParameter (kDelay3, ap->fDelay3);
setParameter (kDelay4, ap->fDelay4);
setParameter (kDelay5, ap->fDelay5);
setParameter (kDelay6, ap->fDelay6);
setParameter (kGainA1, ap->fGainA1);
setParameter (kGainA2, ap->fGainA2);
setParameter (kGainA3, ap->fGainA3);
setParameter (kGainA4, ap->fGainA4);
setParameter (kGainA5, ap->fGainA5);
setParameter (kGainA6, ap->fGainA6);
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setParameter (kGainB1, ap->fGainB1);
setParameter (kGainB2, ap->fGainB2);
setParameter (kGainB3, ap->fGainB3);
setParameter (kGainB4, ap->fGainB4);
setParameter (kIn, ap->fIn);
setParameter (kOut, ap->fOut);
}
//------------------------------------------------------------------------
void ADelay::setProgramName (char *name)
{
strcpy (programs[curProgram].name, name);
}
//------------------------------------------------------------------------
void ADelay::getProgramName (char *name)
{
if (!strcmp (programs[curProgram].name, "Init"))
sprintf (name, "%s %d", programs[curProgram].name, curProgram + 1);
else
strcpy (name, programs[curProgram].name);
}
//-----------------------------------------------------------------------------------------
bool ADelay::getProgramNameIndexed (long category, long index, char* text)
{
if (index < kNumPrograms)
{
strcpy (text, programs[index].name);
return true;
}
return false;
}
//------------------------------------------------------------------------
void ADelay::setDelay1 (float fdelay)
{
fDelay1 = fdelay;
programs[curProgram].fDelay1 = fdelay;
cursor1 = 0;
delay1 = (long)(fdelay * (float)(size - 1));
}
//------------------------------------------------------------------------
void ADelay::setDelay2 (float fdelay)
{
fDelay2 = fdelay;
programs[curProgram].fDelay2 = fdelay;
cursor2 = 0;
delay2 = (long)(fdelay * (float)(size - 1));
}
//------------------------------------------------------------------------
void ADelay::setDelay3 (float fdelay)
{
fDelay3 = fdelay;
programs[curProgram].fDelay3 = fdelay;
cursor3 = 0;
delay3 = (long)(fdelay * (float)(size - 1));
}
//------------------------------------------------------------------------
void ADelay::setDelay4 (float fdelay)
{
fDelay4 = fdelay;
programs[curProgram].fDelay4 = fdelay;
cursor4 = 0;
delay4 = (long)(fdelay * (float)(size - 1));
}
//------------------------------------------------------------------------
void ADelay::setDelay5 (float fdelay)
{
fDelay5 = fdelay;
programs[curProgram].fDelay5 = fdelay;
cursor5 = 0;
delay5 = (long)(fdelay * (float)(size - 1));
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}
//------------------------------------------------------------------------
void ADelay::setDelay6 (float fdelay)
{
fDelay6 = fdelay;
programs[curProgram].fDelay6 = fdelay;
cursor6 = 0;
delay6 = (long)(fdelay * (float)(size - 1));
}
//------------------------------------------------------------------------
void ADelay::setSampleRate (float sampleRate)
{
sample_rate = (unsigned long) sampleRate;
}
//------------------------------------------------------------------------
void ADelay::resume ()
{
memset (buffer1, 0, size * sizeof (float));
memset (buffer2, 0, size * sizeof (float));
memset (buffer3, 0, size * sizeof (float));
memset (buffer4, 0, size * sizeof (float));
memset (buffer5, 0, size * sizeof (float));
memset (buffer6, 0, size * sizeof (float));
AudioEffectX::resume ();
}
//------------------------------------------------------------------------
void ADelay::setParameter (long index, float value)
{
ADelayProgram* ap = &programs[curProgram];
switch (index)
{
case kDelay1 :  setDelay1 (value); break;
case kDelay2 :  setDelay2 (value); break;
case kDelay3 :  setDelay3 (value); break;
case kDelay4 :  setDelay4 (value); break;
case kDelay5 :  setDelay5 (value); break;
case kDelay6 :  setDelay6 (value); break;
case kGainA1: fGainA1 = ap->fGainA1 = value; break;
case kGainA2: fGainA2 = ap->fGainA2 = value; break;
case kGainA3: fGainA3 = ap->fGainA3 = value; break;
case kGainA4: fGainA4 = ap->fGainA4 = value; break;
case kGainA5: fGainA5 = ap->fGainA5 = value; break;
case kGainA6: fGainA6 = ap->fGainA6 = value; break;
case kGainB1: fGainB1 = ap->fGainB1 = value;break;
case kGainB2: fGainB2 = ap->fGainB2 = value;break;
case kGainB3: fGainB3 = ap->fGainB3 = value;break;
case kGainB4: fGainB4 = ap->fGainB4 = value;break;
case kIn : fIn = ap->fIn = value; break;
case kOut:  fOut = ap->fOut  = value;break;
}
if (editor)
editor->postUpdate ();
}
//------------------------------------------------------------------------
float ADelay::getParameter (long index)
{
float v = 0;
switch (index)
{
case kDelay1 : v = fDelay1; break;
case kDelay2 : v = fDelay2; break;
case kDelay3 : v = fDelay3; break;
case kDelay4 : v = fDelay4; break;
case kDelay5 : v = fDelay5; break;
case kDelay6 : v = fDelay6; break;
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case kGainA1 : v = fGainA1; break;
case kGainA2 : v = fGainA2; break;
case kGainA3 : v = fGainA3; break;
case kGainA4 : v = fGainA4; break;
case kGainA5 : v = fGainA5; break;
case kGainA6 : v = fGainA6; break;
case kGainB1 : v = fGainB1; break;
case kGainB2 : v = fGainB2; break;
case kGainB3 : v = fGainB3; break;
case kGainB4 : v = fGainB4; break;
case kIn : v = fIn; break;
case kOut : v = fOut; break;
}
return v;
}
//------------------------------------------------------------------------
void ADelay::getParameterName (long index, char *label)
{
switch (index)
{
case kDelay1: strcpy (label, "Delay1"); break;
case kDelay2: strcpy (label, "Delay2"); break;
case kDelay3: strcpy (label, "Delay3"); break;
case kDelay4: strcpy (label, "Delay4"); break;
case kDelay5: strcpy (label, "Delay5"); break;
case kDelay6: strcpy (label, "Delay6"); break;
case kGainA1: strcpy (label, "GainA1"); break;
case kGainA2: strcpy (label, "GainA2"); break;
case kGainA3: strcpy (label, "GainA3"); break;
case kGainA4: strcpy (label, "GainA4"); break;
case kGainA5: strcpy (label, "GainA5"); break;
case kGainA6: strcpy (label, "GainA6"); break;
case kGainB1: strcpy (label, "GainB1"); break;
case kGainB2: strcpy (label, "GainB2"); break;
case kGainB3: strcpy (label, "GainB3"); break;
case kGainB4: strcpy (label, "GainB4"); break;
case kIn : strcpy (label, "In"); break;
case kOut: strcpy (label, "Out"); break;
}
}
//------------------------------------------------------------------------
void ADelay::getParameterDisplay (long index, char *text)
{
switch (index)
{
case kDelay1: long2string (delay1, text); break;
case kDelay2: long2string (delay2, text); break;
case kDelay3: long2string (delay3, text); break;
case kDelay4: long2string (delay4, text); break;
case kDelay5: long2string (delay5, text); break;
case kDelay6: long2string (delay6, text); break;
case kGainA1: float2string (fGainA1, text); break;
case kGainA2: float2string (fGainA2, text); break;
case kGainA3: float2string (fGainA3, text); break;
case kGainA4: float2string (fGainA4, text); break;
case kGainA5: float2string (fGainA5, text); break;
case kGainA6: float2string (fGainA6, text); break;
case kGainB1: float2string (fGainB1, text); break;
case kGainB2: float2string (fGainB2, text); break;
case kGainB3: float2string (fGainB3, text); break;
case kGainB4: float2string (fGainB4, text); break;
case kIn: float2string (fIn, text); break;
case kOut: float2string (fOut,text); break;
}
}
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//------------------------------------------------------------------------
void ADelay::getParameterLabel (long index, char *label)
{
switch (index)
{
case kDelay1:   strcpy (label, "samples"); break;
case kDelay2:   strcpy (label, "samples"); break;
case kDelay3:   strcpy (label, "samples"); break;
case kDelay4:   strcpy (label, "samples"); break;
case kDelay5:   strcpy (label, "samples"); break;
case kDelay6:   strcpy (label, "samples"); break;
case kGainA1: strcpy (label, "linear"); break;
case kGainA2: strcpy (label, "linear"); break;
case kGainA3: strcpy (label, "linear"); break;
case kGainA4: strcpy (label, "linear"); break;
case kGainA5: strcpy (label, "linear"); break;
case kGainA6: strcpy (label, "linear"); break;
case kGainB1: strcpy (label, "linear"); break;
case kGainB2: strcpy (label, "linear"); break;
case kGainB3: strcpy (label, "linear"); break;
case kGainB4: strcpy (label, "linear"); break;
case kIn : strcpy (label, "linear"); break;
case kOut:  strcpy (label, "linear"); break;
}
}
//------------------------------------------------------------------------
bool ADelay::getEffectName (char* name)
{
strcpy (name, "Oscar Esteve Mono Schroeder Reverberator v2");
return true;
}
//------------------------------------------------------------------------
bool ADelay::getProductString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios VST Plugin");
return true;
}
//------------------------------------------------------------------------
bool ADelay::getVendorString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios");
return true;
}
//------------------------------------------------------------------------
void ADelay::process (float** inputs, float** outputs, long sampleFrames)
{
// INSERT
processAudio(inputs, outputs, sampleFrames, false);
}
//---------------------------------------------------------------------------
void ADelay::processReplacing (float** inputs, float** outputs, long sampleFrames)
{
// AUXILIAR
processAudio(inputs, outputs, sampleFrames, true);
}
//------------------------------------------------------------------------
void ADelay::processAudio(float **inputs, float **outputs, long sampleFrames, bool replace)
{
float* in = inputs[0];
float* outL = outputs[0];
float* outR = outputs[1];
float x1, x2, x3, x4;
float x1delayed, x2delayed, x3delayed, x4delayed;
float x1out, x2out, x3out, x4out;
float x5, x6, x5pre;
float x5delayed, x6delayed, x6pre, x6out;
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while (--sampleFrames >= 0)
{
float x = *in++ * fIn;
// delay1 - COMB FILTER
x1delayed = buffer1[cursor1]; // traiem x1 del buffer
x1 = x + (x1delayed * fGainA1); // preparem l'entrada al buffer
buffer1[cursor1] = x1; // fiquem x1 al buffer
// actualitzem cursor
cursor1++;
if (cursor1 >= delay1)
cursor1 = 0;
x1out = x1 * fGainB1; // sortida del bloc del delay1
// delay2 - COMB FILTER
x2delayed = buffer2[cursor2]; // traiem x2 del buffer
x2 = x + (x2delayed * fGainA2); // preparem l'entrada al buffer
buffer2[cursor2] = x2; // fiquem x2 al buffer
// actualitzem cursor
cursor2++;
if (cursor2 >= delay2)
cursor2 = 0;
x2out = x2 * fGainB2; // sortida del bloc del delay2
// delay3 - COMB FILTER
x3delayed = buffer3[cursor3]; // traiem x3 del buffer
x3 = x + (x3delayed * fGainA3); // preparem l'entrada al buffer
buffer3[cursor3] = x3; // fiquem x3 al buffer
// actualitzem cursor
cursor3++;
if (cursor3 >= delay3)
cursor3 = 0;
x3out = x3 * fGainB3; // sortida del bloc del delay3
// delay4 - COMB FILTER
x4delayed = buffer4[cursor4]; // traiem x4 del buffer
x4 = x + (x4delayed * fGainA4); // preparem l'entrada al buffer
buffer4[cursor4] = x4; // fiquem x4 al buffer
// actualitzem cursor
cursor4++;
if (cursor4 >= delay4)
cursor4 = 0;
x4out = x4 * fGainB4; // sortida del bloc del delay4
x5pre = x1out + x2out + x3out + x4out; // preparem l'entrada al 1r allpass-filter
// fins aqui hem enllestit el primer bloc -comb-filters- del reverberador de Schroeder //
// delay 5 - ALL PASS FILTER
x5delayed = buffer5[cursor5];
x5 = x5pre + (x5delayed * fGainA5);
buffer5[cursor5] = x5;
cursor5++;
if (cursor5 >= delay5)
cursor5 = 0;
x6pre = x5delayed + ( x5 * (-1.0f * fGainA5) );
// delay 6 - ALL PASS FILTER
x6delayed = buffer6[cursor6];
x6 = x6pre + (x6delayed * fGainA6);
buffer6[cursor6] = x6;
cursor6++;
if (cursor6 >= delay6)
cursor6 = 0;
x6out = x6delayed + ( x6 * (-1.0f * fGainA6) );
// operaciones y aplicando la ganancia de salida
if (replace) // AUXILIAR
{
*outL++ = x6out * fOut;
if (outR)
*outR++ = x6out * fOut;
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}
else // INSERT
{
*outL++ += x6out * fOut; // Acumulo +=
if (outR)
*outR++ += x6out * fOut; // Acumulo +=
}
}
}
Reverberatorv2.hpp
_______________________________________________________________
//------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// Reverberator v2 (VST 2.0)
// Reverberator v2 plugin with Editor using VSTGUI (Mono->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//------------------------------------------------------------------------
#ifndef __Reverberatorv2__
#define __Reverberatorv2__
#ifndef __audioeffectx__
#include "audioeffectx.h"
#endif
enum
{
// Global
kNumPrograms = 16,
// Parameters Tags
kDelay1 = 0,
kDelay2,
kDelay3,
kDelay4,
kDelay5,
kDelay6,
kIn,
kGainA1,
kGainA2,
kGainA3,
kGainA4,
kGainA5,
kGainA6,
kGainB1,
kGainB2,
kGainB3,
kGainB4,
kOut,
kNumParams
};
class ADelay;
//------------------------------------------------------------------------
class ADelayProgram
{
friend class ADelay;
public:
ADelayProgram ();
~ADelayProgram () {}
private:
float fDelay1, fDelay2, fDelay3, fDelay4, fDelay5, fDelay6;
float fIn;
float fGainA1, fGainA2, fGainA3, fGainA4, fGainA5, fGainA6;
float fGainB1, fGainB2, fGainB3, fGainB4;
float fOut;
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char name[24];
};
//------------------------------------------------------------------------
class ADelay : public AudioEffectX
{
public:
ADelay (audioMasterCallback audioMaster);
~ADelay ();
virtual void process (float **inputs, float **outputs, long sampleframes);
virtual void processReplacing (float **inputs, float **outputs, long sampleFrames);
void  processAudio(float **inputs, float **outputs, long sampleFrames, bool replace);
virtual void setProgram (long program);
virtual void setProgramName (char *name);
virtual void getProgramName (char *name);
virtual bool getProgramNameIndexed (long category, long index, char* text);
void  setFactorySounds(void);
virtual void setParameter (long index, float value);
virtual float getParameter (long index);
virtual void getParameterLabel (long index, char *label);
virtual void getParameterDisplay (long index, char *text);
virtual void getParameterName (long index, char *text);
virtual void setSampleRate (float sampleRate);
virtual void resume ();
virtual bool getEffectName (char* name);
virtual bool getVendorString (char* text);
virtual bool getProductString (char* text);
virtual long getVendorVersion () { return 1000; }
virtual VstPlugCategory getPlugCategory () { return kPlugCategEffect; }
protected:
void setDelay1 (float delay);
void setDelay2 (float delay);
void setDelay3 (float delay);
void setDelay4 (float delay);
void setDelay5 (float delay);
void setDelay6 (float delay);
ADelayProgram *programs;
float *buffer1, *buffer2, *buffer3, *buffer4, *buffer5, *buffer6;
float fDelay1, fDelay2, fDelay3, fDelay4, fDelay5, fDelay6;
float fIn;
float fGainA1, fGainA2, fGainA3, fGainA4, fGainA5, fGainA6;
float fGainB1, fGainB2, fGainB3, fGainB4;
float fOut;
long delay1, delay2;
long delay3, delay4;
long delay5, delay6;
long size;
long cursor1, cursor2, cursor3, cursor4, cursor5, cursor6;
unsigned long sample_rate;
};
#endif
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Reverberatorv2Editor.cpp
_______________________________________________________________
//------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// Reverberator v2 (VST 2.0)
// Reverberator v2 plugin with Editor using VSTGUI (Mono->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//------------------------------------------------------------------------
#ifndef __Reverberatorv2Editor
#include "Reverberatorv2Editor.hpp"
#endif
#ifndef __REVERBERATORV2_H
#include "Reverberatorv2.hpp"
#endif
#include <stdio.h>
#include <math.h>
// definit tambe a Reverberatorv2Stereo.cpp
#define NUM_SECONDS 1
//-----------------------------------------------------------------------------
// resource id's
enum {
// resource IDs - bitmaps
kBackgroundId = 128,
kHorizontalFaderBodyId,
kHorizontalFaderHandleId,
kVerticalFaderBodyId,
kVerticalFaderHandleId,
// Posicions dels faders - el rerafons de color negre del fader
kFaderDelayX = 28,
kFaderGainAX = kFaderDelayX + 250,
kFaderGainBX = kFaderDelayX + 250 * 2,
kVerticalFaderX = 780,
kVerticalDisplayX = kVerticalFaderX - 18,
kFaderY = 30,
kVerticalFaderY = 24,
kXInc = 70,
kYInc = 20,
kInc = 70,
// Posicions dels displays
kDelayDisplayX = kFaderDelayX + 163,
kGainADisplayX = kFaderGainAX + 163,
kGainBDisplayX = kFaderGainBX + 163,
kDisplayY = kFaderY,
kVerticalDisplayY = 188,
kDisplayWidth = 50,
kDisplayHeight = 16
};
//--------------------------------------------------------------------
// Funcio per a convertir valors de samples a milisegons
void samplesdisplayConvert(float value, char *string);
void samplesdisplayConvert(float value, char *string)
{
if (value <= 0.0f)
sprintf(string, "0 ms");
else if (value >= 1.0f)
sprintf(string, "%d sec", NUM_SECONDS); // NUM_SECONDS
else
{
float segons = value * NUM_SECONDS * 1000; // convertim el valor a milisegons
// dos decimals seran ok
sprintf(string, " %.1f ms", segons);
}
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}
//-----------------------------------------------------------------------------
// prototype string convert float -> percent
void percentStringConvert (float value, char* string);
void percentStringConvert (float value, char* string)
{
 sprintf (string, "%d%%", (int)(100 * value + 0.5f));
}
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a dB
void dBdisplayConvert(float value, char *string);
void dBdisplayConvert(float value, char *string)
{
if (value <= 0.0f)
sprintf(string, "-oo  dB");
else
{
float dBvalue = 20.0f * log10f(value); // convertim de lineal a dB
if (dBvalue >= 0.01f) // dos decimals seran ok
sprintf(string, " +%.2f dB", dBvalue);
else
sprintf(string, " %.2f dB", dBvalue);
}
}
//-----------------------------------------------------------------------------
// ADEditor class implementation
//-----------------------------------------------------------------------------
ADEditor::ADEditor (AudioEffect *effect)
 : AEffGUIEditor (effect)
{
bOpened = false;
Delay1Fader = 0; Delay2Fader = 0;
Delay3Fader = 0; Delay4Fader = 0;
Delay5Fader = 0; Delay6Fader = 0;
InFader = 0;
GainA1Fader = 0; GainA2Fader = 0;
GainA3Fader = 0; GainA4Fader = 0;
GainA5Fader = 0; GainA6Fader = 0;
GainB1Fader = 0; GainB2Fader = 0;
GainB3Fader = 0; GainB4Fader = 0;
OutFader = 0;
Delay1Display = 0; Delay2Display = 0;
Delay3Display = 0; Delay4Display = 0;
Delay5Display = 0; Delay6Display = 0;
InDisplay = 0;
GainA1Display = 0; GainA2Display = 0;
GainA3Display = 0; GainA4Display = 0;
GainA5Display = 0; GainA6Display = 0;
GainB1Display = 0; GainB2Display = 0;
GainB3Display = 0; GainB4Display = 0;
OutDisplay = 0;
// load the background bitmap
// we don't need to load all bitmaps, this could be done when open is called
hBackground = new CBitmap (kBackgroundId);
// init the size of the plugin
rect.left   = 0;
rect.top = 0;
rect.right  = (short)hBackground->getWidth ();
rect.bottom = (short)hBackground->getHeight ();
}
//-----------------------------------------------------------------------------
ADEditor::~ADEditor ()
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{
// free the background bitmap
if (hBackground)
hBackground->forget ();
hBackground = 0;
}
//-----------------------------------------------------------------------------
long ADEditor::open (void *ptr)
{
// !!! always call this !!!
AEffGUIEditor::open (ptr);
// load some bitmaps
CBitmap* hHorizontalFaderBody   = new CBitmap (kHorizontalFaderBodyId);
CBitmap* hHorizontalFaderHandle = new CBitmap (kHorizontalFaderHandleId);
CBitmap* hVerticalFaderBody = new CBitmap (kVerticalFaderBodyId);
CBitmap* hVerticalFaderHandle = new CBitmap (kVerticalFaderHandleId);
//--init background frame-----------------------------------------------
CRect size (0, 0, hBackground->getWidth (), hBackground->getHeight ());
frame = new CFrame (size, ptr, this);
frame->setBackground (hBackground);
//--init the horizontal faders------------------------------------------------
// faders horitzontals
// y position - faders horitzontals - TOTS
int minPosY = kFaderY;
int maxPosY = kFaderY + hHorizontalFaderBody->getHeight () - hHorizontalFaderHandle->getHeight () - 1;
// x position - faders horitzontals - delays
int minPosX = kFaderDelayX;
int maxPosX = kFaderDelayX + hHorizontalFaderBody->getWidth () - hHorizontalFaderHandle->getWidth () -
1;
CPoint point (0, 0);
CPoint offset (1, 0);
// Delay1 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderDelayX, kFaderY + kYInc * 0);
Delay1Fader = new CHorizontalSlider (size, this, kDelay1, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay1Fader->setOffsetHandle (offset);
Delay1Fader->setValue (effect->getParameter (kDelay1));
frame->addView (Delay1Fader);
// Delay2 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderDelayX, kFaderY + kYInc * 1);
Delay2Fader = new CHorizontalSlider (size, this, kDelay2, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay2Fader->setOffsetHandle (offset);
Delay2Fader->setValue (effect->getParameter (kDelay2));
frame->addView (Delay2Fader);
// Delay3 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderDelayX, kFaderY + kYInc * 2);
Delay3Fader = new CHorizontalSlider (size, this, kDelay3, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay3Fader->setOffsetHandle (offset);
Delay3Fader->setValue (effect->getParameter (kDelay3));
frame->addView (Delay3Fader);
// Delay4 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderDelayX, kFaderY + kYInc * 3);
Delay4Fader = new CHorizontalSlider (size, this, kDelay4, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay4Fader->setOffsetHandle (offset);
Delay4Fader->setValue (effect->getParameter (kDelay4));
frame->addView (Delay4Fader);
// Delay5 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
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size.offset (kFaderDelayX, kFaderY + kYInc * 4);
Delay5Fader = new CHorizontalSlider (size, this, kDelay5, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay5Fader->setOffsetHandle (offset);
Delay5Fader->setValue (effect->getParameter (kDelay5));
frame->addView (Delay5Fader);
// Delay6 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderDelayX, kFaderY + kYInc * 5);
Delay6Fader = new CHorizontalSlider (size, this, kDelay6, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
Delay6Fader->setOffsetHandle (offset);
Delay6Fader->setValue (effect->getParameter (kDelay6));
frame->addView (Delay6Fader);
// x position - faders horitzontals - gains A
minPosX = kFaderGainAX ;
maxPosX = kFaderGainAX  + hHorizontalFaderBody->getWidth () - hHorizontalFaderHandle->getWidth () - 1;
// GainA1 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 0);
GainA1Fader = new CHorizontalSlider (size, this, kGainA1, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA1Fader->setOffsetHandle (offset);
GainA1Fader->setValue (effect->getParameter (kGainA1));
frame->addView (GainA1Fader);
// GainA2 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 1);
GainA2Fader = new CHorizontalSlider (size, this, kGainA2, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA2Fader->setOffsetHandle (offset);
GainA2Fader->setValue (effect->getParameter (kGainA2));
frame->addView (GainA2Fader);
// GainA3 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 2);
GainA3Fader = new CHorizontalSlider (size, this, kGainA3, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA3Fader->setOffsetHandle (offset);
GainA3Fader->setValue (effect->getParameter (kGainA3));
frame->addView (GainA3Fader);
// GainA4 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 3);
GainA4Fader = new CHorizontalSlider (size, this, kGainA4, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA4Fader->setOffsetHandle (offset);
GainA4Fader->setValue (effect->getParameter (kGainA4));
frame->addView (GainA4Fader);
// GainA5 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 4);
GainA5Fader = new CHorizontalSlider (size, this, kGainA5, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA5Fader->setOffsetHandle (offset);
GainA5Fader->setValue (effect->getParameter (kGainA5));
frame->addView (GainA5Fader);
// GainA6 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainAX , kFaderY + kYInc * 5);
GainA6Fader = new CHorizontalSlider (size, this, kGainA6, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainA6Fader->setOffsetHandle (offset);
GainA6Fader->setValue (effect->getParameter (kGainA6));
frame->addView (GainA6Fader);
// x position - faders horitzontals - gains B
minPosX = kFaderGainBX ;
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maxPosX = kFaderGainBX  + hHorizontalFaderBody->getWidth () - hHorizontalFaderHandle->getWidth () - 1;
// GainB1 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainBX , kFaderY + kYInc * 1);
GainB1Fader = new CHorizontalSlider (size, this, kGainB1, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainB1Fader->setOffsetHandle (offset);
GainB1Fader->setValue (effect->getParameter (kGainB1));
frame->addView (GainB1Fader);
// GainB2 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainBX , kFaderY + kYInc * 2);
GainB2Fader = new CHorizontalSlider (size, this, kGainB2, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainB2Fader->setOffsetHandle (offset);
GainB2Fader->setValue (effect->getParameter (kGainB2));
frame->addView (GainB2Fader);
// GainB3 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainBX , kFaderY + kYInc * 3);
GainB3Fader = new CHorizontalSlider (size, this, kGainB3, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainB3Fader->setOffsetHandle (offset);
GainB3Fader->setValue (effect->getParameter (kGainB3));
frame->addView (GainB3Fader);
// GainB4 Fader
size (0, 0, hHorizontalFaderBody->getWidth (), hHorizontalFaderBody->getHeight ());
size.offset (kFaderGainBX , kFaderY + kYInc * 4);
GainB4Fader = new CHorizontalSlider (size, this, kGainB4, minPosX, maxPosX, hHorizontalFaderHandle,
hHorizontalFaderBody, point, kLeft);
GainB4Fader->setOffsetHandle (offset);
GainB4Fader->setValue (effect->getParameter (kGainB4));
frame->addView (GainB4Fader);
//--init the vertical faders------------------------------------------------
// faders verticals
// x position - faders verticals - TOTS
minPosX = kVerticalFaderX;
maxPosX = kVerticalFaderX + hVerticalFaderBody->getWidth () - hVerticalFaderHandle->getWidth () - 1;
// y position - faders verticals - TOTS
minPosY = kVerticalFaderY;
maxPosY = kVerticalFaderY + hVerticalFaderBody->getHeight () - hVerticalFaderHandle->getHeight () - 1;
// In Fader
size (0, 0, hVerticalFaderBody->getWidth (), hVerticalFaderBody->getHeight ());
size.offset (kVerticalFaderX + kXInc * 0, kVerticalFaderY);
InFader = new CVerticalSlider (size, this, kIn, minPosY, maxPosY, hVerticalFaderHandle,
hVerticalFaderBody, point);
InFader->setOffsetHandle (offset);
InFader->setValue (effect->getParameter (kIn));
frame->addView (InFader);
// Out Fader
size (0, 0, hVerticalFaderBody->getWidth (), hVerticalFaderBody->getHeight ());
size.offset (kVerticalFaderX + kXInc * 1, kVerticalFaderY);
OutFader = new CVerticalSlider (size, this, kOut, minPosY, maxPosY, hVerticalFaderHandle,
hVerticalFaderBody, point);
OutFader->setOffsetHandle (offset);
OutFader->setValue (effect->getParameter (kOut));
frame->addView (OutFader);
//--init the display------------------------------------------------
// Delay1 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 0);
Delay1Display = new CParamDisplay (size, 0, kCenterText);
Delay1Display->setFont (kNormalFontSmall);
Delay1Display->setFontColor (kGreenCColor);
Delay1Display->setBackColor (kBlackCColor);
Delay1Display->setFrameColor (kGreyCColor);
Delay1Display->setValue (effect->getParameter (kDelay1));
Delay1Display->setStringConvert (samplesdisplayConvert);
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frame->addView (Delay1Display);
// Delay2 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 1);
Delay2Display = new CParamDisplay (size, 0, kCenterText);
Delay2Display->setFont (kNormalFontSmall);
Delay2Display->setFontColor (kGreenCColor);
Delay2Display->setBackColor (kBlackCColor);
Delay2Display->setFrameColor (kGreyCColor);
Delay2Display->setValue (effect->getParameter (kDelay2));
Delay2Display->setStringConvert (samplesdisplayConvert);
frame->addView (Delay2Display);
// Delay3 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 2);
Delay3Display = new CParamDisplay (size, 0, kCenterText);
Delay3Display->setFont (kNormalFontSmall);
Delay3Display->setFontColor (kGreenCColor);
Delay3Display->setBackColor (kBlackCColor);
Delay3Display->setFrameColor (kGreyCColor);
Delay3Display->setValue (effect->getParameter (kDelay3));
Delay3Display->setStringConvert (samplesdisplayConvert);
frame->addView (Delay3Display);
// Delay4 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 3);
Delay4Display = new CParamDisplay (size, 0, kCenterText);
Delay4Display->setFont (kNormalFontSmall);
Delay4Display->setFontColor (kGreenCColor);
Delay4Display->setBackColor (kBlackCColor);
Delay4Display->setFrameColor (kGreyCColor);
Delay4Display->setValue (effect->getParameter (kDelay4));
Delay4Display->setStringConvert (samplesdisplayConvert);
frame->addView (Delay4Display);
// Delay5 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 4);
Delay5Display = new CParamDisplay (size, 0, kCenterText);
Delay5Display->setFont (kNormalFontSmall);
Delay5Display->setFontColor (kGreenCColor);
Delay5Display->setBackColor (kBlackCColor);
Delay5Display->setFrameColor (kGreyCColor);
Delay5Display->setValue (effect->getParameter (kDelay5));
Delay5Display->setStringConvert (samplesdisplayConvert);
frame->addView (Delay5Display);
// Delay6 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kDelayDisplayX, kDisplayY + kYInc * 5);
Delay6Display = new CParamDisplay (size, 0, kCenterText);
Delay6Display->setFont (kNormalFontSmall);
Delay6Display->setFontColor (kGreenCColor);
Delay6Display->setBackColor (kBlackCColor);
Delay6Display->setFrameColor (kGreyCColor);
Delay6Display->setValue (effect->getParameter (kDelay6));
Delay6Display->setStringConvert (samplesdisplayConvert);
frame->addView (Delay6Display);
// GainA1 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainADisplayX, kDisplayY + kYInc * 0);
GainA1Display = new CParamDisplay (size, 0, kCenterText);
GainA1Display->setFont (kNormalFontSmall);
GainA1Display->setFontColor (kGreenCColor);
GainA1Display->setBackColor (kBlackCColor);
GainA1Display->setFrameColor (kGreyCColor);
GainA1Display->setValue (effect->getParameter (kGainA1));
GainA1Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA1Display);
// GainA2 display
size (0, 0, kDisplayWidth, kDisplayHeight);
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size.offset (kGainADisplayX, kDisplayY + kYInc * 1);
GainA2Display = new CParamDisplay (size, 0, kCenterText);
GainA2Display->setFont (kNormalFontSmall);
GainA2Display->setFontColor (kGreenCColor);
GainA2Display->setBackColor (kBlackCColor);
GainA2Display->setFrameColor (kGreyCColor);
GainA2Display->setValue (effect->getParameter (kGainA2));
GainA2Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA2Display);
// GainA3 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainADisplayX, kDisplayY + kYInc * 2);
GainA3Display = new CParamDisplay (size, 0, kCenterText);
GainA3Display->setFont (kNormalFontSmall);
GainA3Display->setFontColor (kGreenCColor);
GainA3Display->setBackColor (kBlackCColor);
GainA3Display->setFrameColor (kGreyCColor);
GainA3Display->setValue (effect->getParameter (kGainA3));
GainA3Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA3Display);
// GainA4 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainADisplayX, kDisplayY + kYInc * 3);
GainA4Display = new CParamDisplay (size, 0, kCenterText);
GainA4Display->setFont (kNormalFontSmall);
GainA4Display->setFontColor (kGreenCColor);
GainA4Display->setBackColor (kBlackCColor);
GainA4Display->setFrameColor (kGreyCColor);
GainA4Display->setValue (effect->getParameter (kGainA4));
GainA4Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA4Display);
// GainA5 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainADisplayX, kDisplayY + kYInc * 4);
GainA5Display = new CParamDisplay (size, 0, kCenterText);
GainA5Display->setFont (kNormalFontSmall);
GainA5Display->setFontColor (kGreenCColor);
GainA5Display->setBackColor (kBlackCColor);
GainA5Display->setFrameColor (kGreyCColor);
GainA5Display->setValue (effect->getParameter (kGainA5));
GainA5Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA5Display);
// GainA6 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainADisplayX, kDisplayY + kYInc * 5);
GainA6Display = new CParamDisplay (size, 0, kCenterText);
GainA6Display->setFont (kNormalFontSmall);
GainA6Display->setFontColor (kGreenCColor);
GainA6Display->setBackColor (kBlackCColor);
GainA6Display->setFrameColor (kGreyCColor);
GainA6Display->setValue (effect->getParameter (kGainA6));
GainA6Display->setStringConvert (dBdisplayConvert);
frame->addView (GainA6Display);
// GainB1 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainBDisplayX, kDisplayY + kYInc * 1);
GainB1Display = new CParamDisplay (size, 0, kCenterText);
GainB1Display->setFont (kNormalFontSmall);
GainB1Display->setFontColor (kGreenCColor);
GainB1Display->setBackColor (kBlackCColor);
GainB1Display->setFrameColor (kGreyCColor);
GainB1Display->setValue (effect->getParameter (kGainB1));
GainB1Display->setStringConvert (dBdisplayConvert);
frame->addView (GainB1Display);
// GainB2 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainBDisplayX, kDisplayY + kYInc * 2);
GainB2Display = new CParamDisplay (size, 0, kCenterText);
GainB2Display->setFont (kNormalFontSmall);
GainB2Display->setFontColor (kGreenCColor);
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GainB2Display->setBackColor (kBlackCColor);
GainB2Display->setFrameColor (kGreyCColor);
GainB2Display->setValue (effect->getParameter (kGainB2));
GainB2Display->setStringConvert (dBdisplayConvert);
frame->addView (GainB2Display);
// GainB3 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainBDisplayX, kDisplayY + kYInc * 3);
GainB3Display = new CParamDisplay (size, 0, kCenterText);
GainB3Display->setFont (kNormalFontSmall);
GainB3Display->setFontColor (kGreenCColor);
GainB3Display->setBackColor (kBlackCColor);
GainB3Display->setFrameColor (kGreyCColor);
GainB3Display->setValue (effect->getParameter (kGainB3));
GainB3Display->setStringConvert (dBdisplayConvert);
frame->addView (GainB3Display);
// GainB4 display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kGainBDisplayX, kDisplayY + kYInc * 4);
GainB4Display = new CParamDisplay (size, 0, kCenterText);
GainB4Display->setFont (kNormalFontSmall);
GainB4Display->setFontColor (kGreenCColor);
GainB4Display->setBackColor (kBlackCColor);
GainB4Display->setFrameColor (kGreyCColor);
GainB4Display->setValue (effect->getParameter (kGainB4));
GainB4Display->setStringConvert (dBdisplayConvert);
frame->addView (GainB4Display);
//--init the display------------------------------------------------
// In display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kVerticalDisplayX + kXInc * 0, kVerticalDisplayY);
InDisplay = new CParamDisplay (size, 0, kCenterText);
InDisplay->setFont (kNormalFontSmall);
InDisplay->setFontColor (kGreenCColor);
InDisplay->setBackColor (kBlackCColor);
InDisplay->setFrameColor (kGreyCColor);
InDisplay->setValue (effect->getParameter (kIn));
InDisplay->setStringConvert (dBdisplayConvert);
frame->addView (InDisplay);
// Out display
size (0, 0, kDisplayWidth, kDisplayHeight);
size.offset (kVerticalDisplayX + kXInc * 1, kVerticalDisplayY);
OutDisplay = new CParamDisplay (size, 0, kCenterText);
OutDisplay->setFont (kNormalFontSmall);
OutDisplay->setFontColor (kGreenCColor);
OutDisplay->setBackColor (kBlackCColor);
OutDisplay->setFrameColor (kGreyCColor);
OutDisplay->setValue (effect->getParameter (kOut));
OutDisplay->setStringConvert (dBdisplayConvert);
frame->addView (OutDisplay);
//Note : in the constructor of a CBitmap, the number of references is set to 1.
//Then, each time the bitmap is used (for hinstance in a vertical slider), this
//number is incremented.
//As a consequence, everything happens as if the constructor by itself was adding
//a reference. That's why we need til here a call to forget ().
//You mustn't call delete here directly, because the bitmap is used by some CControls...
//These "rules" apply to the other VSTGui objects too.
hHorizontalFaderBody->forget ();
hHorizontalFaderHandle->forget ();
bOpened = true;
return true;
}
//-----------------------------------------------------------------------------
void ADEditor::close ()
{
bOpened = false;
delete frame;
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frame = 0;
}
//-----------------------------------------------------------------------------
void ADEditor::setParameter (long index, float value)
{
if (!bOpened)
return;
// called from ADelayEdit
switch (index)
{
case kDelay1:
if (Delay1Fader)
Delay1Fader->setValue (effect->getParameter (index));
if (Delay1Display)
Delay1Display->setValue (effect->getParameter (index));
break;
case kDelay2:
if (Delay2Fader)
Delay2Fader->setValue (effect->getParameter (index));
if (Delay2Display)
Delay2Display->setValue (effect->getParameter (index));
break;
case kDelay3:
if (Delay3Fader)
Delay3Fader->setValue (effect->getParameter (index));
if (Delay3Display)
Delay3Display->setValue (effect->getParameter (index));
break;
case kDelay4:
if (Delay4Fader)
Delay4Fader->setValue (effect->getParameter (index));
if (Delay4Display)
Delay4Display->setValue (effect->getParameter (index));
break;
case kDelay5:
if (Delay5Fader)
Delay5Fader->setValue (effect->getParameter (index));
if (Delay5Display)
Delay5Display->setValue (effect->getParameter (index));
break;
case kDelay6:
if (Delay6Fader)
Delay6Fader->setValue (effect->getParameter (index));
if (Delay6Display)
Delay6Display->setValue (effect->getParameter (index));
break;
case kGainA1:
if (GainA1Fader)
GainA1Fader->setValue (effect->getParameter (index));
if (GainA1Display)
GainA1Display->setValue (effect->getParameter (index));
break;
case kGainA2:
if (GainA2Fader)
GainA2Fader->setValue (effect->getParameter (index));
if (GainA2Display)
GainA2Display->setValue (effect->getParameter (index));
break;
case kGainA3:
if (GainA3Fader)
GainA3Fader->setValue (effect->getParameter (index));
if (GainA3Display)
GainA3Display->setValue (effect->getParameter (index));
break;
case kGainA4:
if (GainA4Fader)
GainA4Fader->setValue (effect->getParameter (index));
if (GainA4Display)
GainA4Display->setValue (effect->getParameter (index));
break;
case kGainA5:
if (GainA5Fader)
GainA5Fader->setValue (effect->getParameter (index));
if (GainA5Display)
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GainA5Display->setValue (effect->getParameter (index));
break;
case kGainA6:
if (GainA6Fader)
GainA6Fader->setValue (effect->getParameter (index));
if (GainA6Display)
GainA6Display->setValue (effect->getParameter (index));
break;
case kGainB1:
if (GainB1Fader)
GainB1Fader->setValue (effect->getParameter (index));
if (GainB1Display)
GainB1Display->setValue (effect->getParameter (index));
break;
case kGainB2:
if (GainB2Fader)
GainB2Fader->setValue (effect->getParameter (index));
if (GainB2Display)
GainB2Display->setValue (effect->getParameter (index));
break;
case kGainB3:
if (GainB3Fader)
GainB3Fader->setValue (effect->getParameter (index));
if (GainB3Display)
GainB3Display->setValue (effect->getParameter (index));
break;
case kGainB4:
if (GainB4Fader)
GainB4Fader->setValue (effect->getParameter (index));
if (GainB4Display)
GainB4Display->setValue (effect->getParameter (index));
break;
case kIn:
if (InFader)
InFader->setValue (effect->getParameter (index));
if (InDisplay)
InDisplay->setValue (effect->getParameter (index));
break;
case kOut:
if (OutFader)
OutFader->setValue (effect->getParameter (index));
if (OutDisplay)
OutDisplay->setValue (effect->getParameter (index));
break;
}
postUpdate ();
}
//-----------------------------------------------------------------------------
void ADEditor::valueChanged (CDrawContext* context, CControl* control)
{
long tag = control->getTag ();
switch (tag)
{
case kDelay1:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kDelay2:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kDelay3:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kDelay4:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kDelay5:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kDelay6:
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effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA1:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA2:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA3:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA4:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA5:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainA6:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainB1:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainB2:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainB3:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGainB4:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kIn:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kOut:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
}
}
Reverberatorv2Editor.hpp
_______________________________________________________________
//------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// Reverberator v2 (VST 2.0)
// Reverberator v2 plugin with Editor using VSTGUI (Mono->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//------------------------------------------------------------------------
#ifndef __Reverberatorv2Editor
#define __Reverberatorv2Editor
// include VSTGUI
#ifndef __vstgui__
#include "vstgui.h"
#endif
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//-----------------------------------------------------------------------------
class ADEditor : public AEffGUIEditor, public CControlListener
{
public:
ADEditor (AudioEffect *effect);
virtual ~ADEditor ();
public:
virtual long open (void *ptr);
virtual void close ();
virtual void setParameter (long index, float value);
virtual void valueChanged (CDrawContext* context, CControl* control);
private:
// Controls
CHorizontalSlider *Delay1Fader; CHorizontalSlider *Delay2Fader;
CHorizontalSlider *Delay3Fader; CHorizontalSlider *Delay4Fader;
CHorizontalSlider *Delay5Fader; CHorizontalSlider *Delay6Fader;
CVerticalSlider *InFader;
CHorizontalSlider *GainA1Fader; CHorizontalSlider *GainA2Fader;
CHorizontalSlider *GainA3Fader; CHorizontalSlider *GainA4Fader;
CHorizontalSlider *GainA5Fader; CHorizontalSlider *GainA6Fader;
CHorizontalSlider *GainB1Fader; CHorizontalSlider *GainB2Fader;
CHorizontalSlider *GainB3Fader; CHorizontalSlider *GainB4Fader;
CVerticalSlider *MixFader;
CVerticalSlider *OutFader;
CParamDisplay *Delay1Display; CParamDisplay *Delay2Display;
CParamDisplay *Delay3Display; CParamDisplay *Delay4Display;
CParamDisplay *Delay5Display; CParamDisplay *Delay6Display;
CParamDisplay *InDisplay;
CParamDisplay *GainA1Display; CParamDisplay *GainA2Display;
CParamDisplay *GainA3Display; CParamDisplay *GainA4Display;
CParamDisplay *GainA5Display; CParamDisplay *GainA6Display;
CParamDisplay *GainB1Display; CParamDisplay *GainB2Display;
CParamDisplay *GainB3Display; CParamDisplay *GainB4Display;
CParamDisplay *MixDisplay;
CParamDisplay *OutDisplay;
// Bitmap
CBitmap *hBackground;
// Others
bool bOpened;
};
#endif
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I.5. Parametric Equalizer stereo
ParametricEQSt.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// ParametricEQ Stereo (VST 2.0)
// Parametric Equalizer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#include <stdio.h>
#include <string.h>
#include <math.h>
#ifndef __ParametricEQSt__
#include "ParametricEQSt.hpp"
#endif
#ifndef __AEffEditor__
#include "AEffEditor.hpp"
#endif
#define PI 3.14159265359f
// seguents define tambe a ParametricEQEditor.cpp
// freq en Hz; va de min_freq a max_freq
#define min_freq 20
#define max_freq 20000
//ancho de banda en octavas - BW sera de min_bw a max_bw + min_bw
#define min_bw 0.01f
#define max_bw 2.0f
//-----------------------------------------------------------------------------
// Constructor de la clase ParametricEQProgram
ParametricEQProgram::ParametricEQProgram ()
{
fFreq = 0.5;
fGain = 0.5;
fBW = 0.5;
fIn = 1.0;
fMix = 0.5;
fOut = 1.0;
strcpy (name, "Init");
}
//-----------------------------------------------------------------------------
// Constructor de la clase ParametricEQ
ParametricEQ::ParametricEQ (audioMasterCallback audioMaster)
: AudioEffectX (audioMaster, kNumPrograms, kNumParams)
{
VstTimeInfo *timeInfo = getTimeInfo (kVstPpqPosValid|kVstTempoValid|kVstBarsValid |
kVstTimeSigValid|kVstCyclePosValid|kVstSmpteValid);
if (timeInfo)
sample_rate = (unsigned long)timeInfo->sampleRate;
else
sample_rate = 44100;
programs = new ParametricEQProgram[numPrograms];
buffer1L = buffer2L = buffer3L = buffer4L = 0;
buffer1R = buffer2R = buffer3R = buffer4R = 0;
fFreq = 0.0;
fGain = 0.0;
fBW = 0.0;
fIn = 0.0;
fMix = 0.0;
fOut = 0.0;
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setParameters();
if (programs)
setProgram (0);
setNumInputs (2);
setNumOutputs (2);
canMono();
hasVu ();
canProcessReplacing ();
setUniqueID ('PEQ2');
resume (); // flush buffers
}
//------------------------------------------------------------------------
// Destructor de la clase ParametricEQ
ParametricEQ::~ParametricEQ ()
{
// no cal esborrar buffers
// si cal esborrar programes
if (programs)
delete[] programs;
}
//------------------------------------------------------------------------
void ParametricEQ::setParameters (void)
{
float InverseFS = 1.0f / sample_rate;
// fGain va de 0 a 1
// kappa es gain en lineal, de 0.2511 (-12 dB) a 3.98 (+12 dB)
float dB = (fGain * 1000.0f/41.6666f) - 12.0f; // -12 ... +12 dB
kappa =  (float)pow(10.0f, dB/20.0f); // ~ 0.2511 ... 3.98 lineal
float AnalogFrequency = (fFreq * max_freq) + min_freq; // va de min_freq a max_freq+min_freq Hz
rho0 = float (2.0f * PI * AnalogFrequency * InverseFS); //freq a equalitzar
bandwidth = (fBW * max_bw) + min_bw; // bandwidth ira de min_bw a min_bw+max_bw octavas
gamma = sinhf( float ( logf(2.0f) * 0.5f * bandwidth * rho0 / sinf(rho0) ) );
float upb0 = ( 1.0f + ( gamma * sqrtf(kappa) ) );
float downb0 = ( 1.0f + ( gamma / sqrtf(kappa) ) );
fGainB0 = upb0 / downb0;
float upb1 = -2 * float ( cos(rho0) );
fGainB1 = upb1 / downb0;
fGainA1 = fGainB1;
float upb2 = 1 - ( gamma * sqrtf(kappa) );
fGainB2 = upb2 / downb0;
float upa2= 1 - ( gamma / sqrtf(kappa) );
fGainA2 = upa2 / downb0;
}
//------------------------------------------------------------------------
void ParametricEQ::setProgram (long program)
{
ParametricEQProgram * ap = &programs[program];
if (ap)
{
curProgram = program;
setParameter (kFreq, ap->fFreq);
setParameter (kGain, ap->fGain);
setParameter (kBW, ap->fBW);
setParameter (kIn, ap->fIn);
setParameter (kMix, ap->fMix);
setParameter (kOut, ap->fOut);
}
}
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//------------------------------------------------------------------------
void ParametricEQ::setProgramName (char *name)
{
strcpy (programs[curProgram].name, name);
}
//------------------------------------------------------------------------
void ParametricEQ::getProgramName (char *name)
{
if (!strcmp (programs[curProgram].name, "Init"))
sprintf (name, "%s %d", programs[curProgram].name, curProgram + 1);
else
strcpy (name, programs[curProgram].name);
}
//-----------------------------------------------------------------------------------------
bool ParametricEQ::getProgramNameIndexed (long category, long index, char* text)
{
if (index < kNumPrograms)
{
strcpy (text, programs[index].name);
return true;
}
return false;
}
//------------------------------------------------------------------------
void ParametricEQ::setSampleRate (float sampleRate)
{
sample_rate = (unsigned long) sampleRate;
}
//------------------------------------------------------------------------
void ParametricEQ::resume ()
{
// no cal blanquejar cap buffer
AudioEffectX::resume ();
}
//------------------------------------------------------------------------
void ParametricEQ::setParameter (long index, float value)
{
ParametricEQProgram * ap = &programs[curProgram];
switch (index)
{
case kFreq:
fFreq = ap->fFreq = value;
setParameters();
break;
case kGain:
fGain = ap->fGain = value;
setParameters();
break;
case kBW:
fBW = ap->fBW = value;
setParameters();
break;
case kIn:
fIn = ap->fIn = value;
break;
case kMix:
fMix = ap->fMix = value;
break;
case kOut:
fOut = ap->fOut = value;
break;
}
if (editor)
editor->postUpdate ();
}
//------------------------------------------------------------------------
float ParametricEQ::getParameter (long index)
{
float v = 0;
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switch (index)
{
case kFreq : v = fFreq; break;
case kGain : v = fGain;break;
case kBW : v = fBW; break;
case kIn : v = fIn; break;
case kMix : v = fMix; break;
case kOut : v = fOut; break;
}
return v;
}
//------------------------------------------------------------------------
void ParametricEQ::getParameterName (long index, char *label)
{
switch (index)
{
case kFreq: strcpy (label, "Freq"); break;
case kGain: strcpy (label, "Gain"); break;
case kBW: strcpy (label, "BW"); break;
case kIn: strcpy (label, "In"); break;
case kMix: strcpy (label, "Mix");break;
case kOut: strcpy (label, "Out"); break;
}
}
//------------------------------------------------------------------------
void ParametricEQ::getParameterDisplay (long index, char *text)
{
switch (index)
{
case kGain :
float2string ( ((fGain * 24.0f) - 12.0f),text); // passem guany a dBs
break;
case kFreq :
float2string ( ((fFreq * max_freq) + min_freq), text); // va de min_freq a
max_freq+min_freq
break;
case kBW :
float2string (bandwidth, text);
break;
case kIn :
float2string (fIn, text);
break;
case kMix :
float2string (fMix, text);
break;
case kOut:
float2string (fOut, text);
break;
}
}
//------------------------------------------------------------------------
void ParametricEQ::getParameterLabel (long index, char *label)
{
switch (index)
{
case kFreq :    strcpy (label, "Hz"); break;
case kGain : strcpy (label, "dB"); break;
case kBW : strcpy (label, "octaves"); break;
case kIn: strcpy (label, "linear"); break;
case kMix : strcpy (label, "linear"); break;
case kOut: strcpy (label, "linear"); break;
}
}
//------------------------------------------------------------------------
bool ParametricEQ::getEffectName (char* name)
{
strcpy (name, "Oscar Esteve Stereo Parametric EQ");
return true;
}
//------------------------------------------------------------------------
bool ParametricEQ::getProductString (char* text)
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{
strcpy (text, "Oscar Esteve Stereo Parametric EQ");
return true;
}
//------------------------------------------------------------------------
bool ParametricEQ::getVendorString (char* text)
{
strcpy (text, "Oscar Esteve - Class Studios");
return true;
}
//------------------------------------------------------------------------
void ParametricEQ::process (float** inputs, float** outputs, long sampleFrames)
{ // INSERT
processAudio(inputs, outputs, sampleFrames, false);
}
//---------------------------------------------------------------------------
void ParametricEQ::processReplacing(float **inputs, float **outputs, long
 sampleFrames)
{ // AUXILIAR
processAudio(inputs, outputs, sampleFrames, true);
}
//---------------------------------------------------------------------------
void ParametricEQ::processAudio(float **inputs, float **outputs, long sampleFrames, bool replace)
{
float xb0L, xb1L, xb2L;
float xd1L, xd2L;
float yL, ya1L, ya2L;
float yd1L, yd2L;
float xb0R, xb1R, xb2R;
float xd1R, xd2R;
float yR, ya1R, ya2R;
float yd1R, yd2R;
float *inL   = inputs[0];
float *inR   = inputs[1];
    float *outL = outputs[0];
    float *outR = outputs[1];
while (--sampleFrames >= 0)
{
// CHANNEL L
float x = *inL++ * fIn;
xd1L = buffer1L;
buffer1L=x;
xd2L = buffer2L;
buffer2L=xd1L;
xb0L=x*fGainB0;
xb1L=xd1L*fGainB1;
xb2L=xd2L*fGainB2;
yd1L = buffer3L;
ya1L = -fGainA1*yd1L;
yd2L = buffer4L;
buffer4L=yd1L;
ya2L=-fGainA2*yd2L;
yL= xb0L+xb1L+xb2L+ya1L+ya2L;
buffer3L=yL;
yL = (yL * fMix + x * (1 - fMix)) * fOut;
// CHANNEL R
float xR = *inR++ * fIn;
xd1R = buffer1R;
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buffer1R=x;
xd2R = buffer2R;
buffer2R=xd1R;
xb0R=x*fGainB0;
xb1R=xd1R*fGainB1;
xb2R=xd2R*fGainB2;
yd1R = buffer3R;
ya1R = -fGainA1*yd1R;
yd2R = buffer4R;
buffer4R=yd1R;
ya2R=-fGainA2*yd2R;
yR= xb0R+xb1R+xb2R+ya1R+ya2R;
buffer3R=yR;
yR = (yR * fMix + x * (1 - fMix)) * fOut;
// SORTIDA
if (replace) // AUXILIAR
{
(*outL++) = yL;
(*outR++)= yR;
}
else // INSERT
{
(*outL++) += yL;
(*outR++)+= yR;
}
}
}
ParametricEQSt.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// ParametricEQ Stereo (VST 2.0)
// Parametric Equalizer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __ParametricEQSt__
#define __ParametricEQSt__
#ifndef __audioeffectx__
#include "audioeffectx.h"
#endif
enum
{
// Global
kNumPrograms = 16,
// Parameters Tags
kIn = 0,
kFreq,
kGain,
kBW,
kMix,
kOut,
kNumParams,
};
class ParametricEQ;
//------------------------------------------------------------------------
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class ParametricEQProgram
{
friend class ParametricEQ;
public:
ParametricEQProgram ();
~ParametricEQProgram () {}
private:
float fFreq, fGain, fBW;
float fIn;
float fMix;
float fOut;
char name[24];
};
//------------------------------------------------------------------------
class ParametricEQ : public AudioEffectX
{
public:
ParametricEQ (audioMasterCallback audioMaster);
~ParametricEQ ();
virtual void process(float **inputs, float **outputs, long sampleframes);
virtual void processReplacing(float **inputs, float **outputs, long sampleFrames);
void  processAudio(float **inputs, float **outputs, long sampleFrames, bool replacing);
virtual void setProgram(long program);
virtual void setProgramName(char *name);
virtual void getProgramName(char *name);
virtual bool getProgramNameIndexed (long category, long index, char* text);
virtual void setParameter(long index, float value);
virtual float getParameter(long index);
virtual void getParameterLabel(long index, char *label);
virtual void getParameterDisplay(long index, char *text);
virtual void getParameterName(long index, char *text);
virtual void setSampleRate (float sampleRate);
virtual void resume ();
virtual bool getEffectName (char* name);
virtual bool getVendorString (char* text);
virtual bool getProductString (char* text);
virtual long getVendorVersion () { return 1000; }
virtual VstPlugCategory getPlugCategory () { return kPlugCategEffect; }
protected:
void setParameters (void);
ParametricEQProgram *programs;
float fFreq, fGain, fBW;
float fIn, fMix, fOut;
float rho0, kappa, gamma;
float AnalogFrequency, bandwidth;
float buffer1L, buffer2L, buffer3L, buffer4L;
float buffer1R, buffer2R, buffer3R, buffer4R;
float fGainA1, fGainA2;
float fGainB0, fGainB1, fGainB2;
unsigned long sample_rate;
};
#endif
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ParametricEQStEditor.cpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// ParametricEQ Stereo (VST 2.0)
// Parametric Equalizer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __ParametricEQStEditor__
#include "ParametricEQStEditor.hpp"
#endif
#ifndef __ParametricEQSt__
#include "ParametricEQSt.hpp"
#endif
#include <stdio.h>
#include <math.h>
// seguents define tambe a ParametricEQ.cpp
// freq en Hz; va de min_freq a max_freq
#define min_freq 20
#define max_freq 20000
//ancho de banda en octavas - BW sera de min_bw a max_bw + min_bw
#define min_bw 0.01f
#define max_bw 2.0f
//-----------------------------------------------------------------------------
// resource id's
enum
{
// resource IDs - bitmaps
kBackgroundId = 128,
kFaderBodyId,
kFaderHandleId,
// Posicions dels faders - el rerafons de color negre del fader
kFaderX = 46,
kFaderY = 27,
kInc = 70,
// Posicions dels displays
kDisplayX = kFaderX - 20,
kDisplayY = 191,
kDisplayXWidth = 54,
kDisplayHeight = 16
};
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a freq
void freqdisplayConvert(float value, char *string);
void freqdisplayConvert(float value, char *string)
{
if (value <= 0.0f)
sprintf(string, "%d Hz", min_freq); // min_freq
else if (value >= 1.0f)
sprintf(string, "%d kHz", max_freq/1000); // max_freq
else
{
float freq = value * max_freq; // convertim el valor a Hz
// un decimal seran ok
if (freq <1000)
sprintf(string, " %.1f Hz", freq);
else
sprintf(string, " %.1f kHz", freq/1000);
}
}
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a freq
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void bandwidthdisplayConvert(float value, char *string);
void bandwidthdisplayConvert(float value, char *string)
{
if (value <= 0.0f)
sprintf(string, "0.01 octaves");
else if (value >= 1.0f)
sprintf(string, "2 octaves");
else
{
float bandwidth = (value * max_bw) + min_bw;
// dos decimals seran ok
sprintf(string, " %.2f octaves", bandwidth);
}
}
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a freq
void dBgaindisplayConvert(float value, char *string);
void dBgaindisplayConvert(float value, char *string)
{
sprintf (string, "%.2f dB", (float)((value * 1000.0f/41.6666f) - 12.0f));
}
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a percent
void percentStringConvert (float value, char* string);
void percentStringConvert (float value, char* string)
{
 sprintf (string, "%d%%", (int)(100 * value + 0.5f));
}
//--------------------------------------------------------------------
// Funcio per a convertir valors de lineal a dB
void dBdisplayConvert(float value, char *string);
void dBdisplayConvert(float value, char *string)
{
if (value <= 0.0f)
sprintf(string, "-oo  dB");
else
{
float dBvalue = 20.0f * log10f(value); // convertim de lineal a dB
if (dBvalue >= 0.01f) // dos
decimals seran ok
sprintf(string, " +%.2f dB", dBvalue);
else
sprintf(string, " %.2f dB", dBvalue);
}
}
//-----------------------------------------------------------------------------
// ParametricEQEditor class implementation
//-----------------------------------------------------------------------------
ParametricEQEditor::ParametricEQEditor (AudioEffect *effect)
 : AEffGUIEditor (effect)
{
frame = 0;
bOpened = false;
// inicialitzem
backgroundDisplay = 0;
freqFader = 0;
gainFader = 0;
bwFader = 0;
ingainFader = 0;
mixgainFader = 0;
outgainFader = 0;
freqDisplay = 0;
gainDisplay = 0;
bwDisplay = 0;
ingainDisplay = 0;
mixgainDisplay = 0;
outgainDisplay = 0;
// load the background bitmap
// we don't need to load all bitmaps, this could be done when open is called
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hBackground = new CBitmap (kBackgroundId);
// init the size of the plugin
rect.left   = 0;
rect.top    = 0;
rect.right  = (short)hBackground->getWidth ();
rect.bottom = (short)hBackground->getHeight ();
}
//-----------------------------------------------------------------------------
ParametricEQEditor::~ParametricEQEditor ()
{
// free the background bitmap
if (hBackground)
hBackground->forget ();
hBackground = 0;
}
//-----------------------------------------------------------------------------
long ParametricEQEditor::open (void *ptr)
{
// !!! always call this !!!
AEffGUIEditor::open (ptr);
// load some bitmaps
hFaderBody   = new CBitmap (kFaderBodyId);
hFaderHandle = new CBitmap (kFaderHandleId);
//--init background frame-----------------------------------------------
CRect size (0, 0, hBackground->getWidth (), hBackground->getHeight ());
frame = new CFrame (size, ptr, this);
frame->setBackground (hBackground);
//--init the faders------------------------------------------------
int minPos = kFaderY;
int maxPos = kFaderY + hFaderBody->getHeight () - hFaderHandle->getHeight () - 1;
CPoint point (0, 0);
CPoint offset (1, 0);
// ingain Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 0, kFaderY);
ingainFader = new CVerticalSlider (size, this, kIn, minPos, maxPos, hFaderHandle, hFaderBody, point);
ingainFader->setOffsetHandle (offset);
ingainFader->setValue (effect->getParameter(kIn));
ingainFader->setDefaultValue (0.75f);
frame->addView (ingainFader);
// Freq Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 1, kFaderY);
freqFader = new CVerticalSlider (size, this, kFreq, minPos, maxPos, hFaderHandle, hFaderBody, point);
freqFader->setOffsetHandle (offset);
freqFader->setValue (effect->getParameter (kFreq));
frame->addView (freqFader);
// Gain Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 2, kFaderY);
gainFader = new CVerticalSlider (size, this, kGain, minPos, maxPos, hFaderHandle, hFaderBody, point);
gainFader->setOffsetHandle (offset);
gainFader->setValue (effect->getParameter (kGain));
frame->addView (gainFader);
// BW Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 3, kFaderY);
bwFader = new CVerticalSlider (size, this, kBW, minPos, maxPos, hFaderHandle, hFaderBody, point);
bwFader->setOffsetHandle (offset);
bwFader->setValue (effect->getParameter (kBW));
frame->addView (bwFader);
// mixgain Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 4, kFaderY);
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mixgainFader = new CVerticalSlider (size, this, kMix, minPos, maxPos, hFaderHandle, hFaderBody, point);
mixgainFader->setOffsetHandle (offset);
mixgainFader->setValue (effect->getParameter(kMix));
mixgainFader->setDefaultValue (0.75f);
frame->addView (mixgainFader);
// outgain Fader
size (0, 0, hFaderBody->getWidth (), hFaderBody->getHeight ());
size.offset (kFaderX + kInc * 5, kFaderY);
outgainFader = new CVerticalSlider (size, this, kOut, minPos, maxPos, hFaderHandle, hFaderBody, point);
outgainFader->setOffsetHandle (offset);
outgainFader->setValue (effect->getParameter(kOut));
outgainFader->setDefaultValue (0.75f);
frame->addView (outgainFader);
//--init the display------------------------------------------------
// ingain display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kDisplayX + kInc * 0, kDisplayY);
ingainDisplay = new CParamDisplay (size, 0, kCenterText);
ingainDisplay->setFont (kNormalFontSmall);
ingainDisplay->setFontColor (kGreenCColor);
ingainDisplay->setBackColor (kBlackCColor);
ingainDisplay->setFrameColor (kGreyCColor);
ingainDisplay->setValue (effect->getParameter (kIn));
ingainDisplay->setStringConvert (dBdisplayConvert);
frame->addView (ingainDisplay);
// freq display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kDisplayX + kInc * 1, kDisplayY);
freqDisplay = new CParamDisplay (size, 0, kCenterText);
freqDisplay->setFont (kNormalFontSmall);
freqDisplay->setFontColor (kGreenCColor);
freqDisplay->setBackColor (kBlackCColor);
freqDisplay->setFrameColor (kGreyCColor);
freqDisplay->setValue (effect->getParameter (kFreq));
freqDisplay->setStringConvert (freqdisplayConvert);
frame->addView (freqDisplay);
// gain display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kDisplayX + kInc * 2, kDisplayY);
gainDisplay = new CParamDisplay (size, 0, kCenterText);
gainDisplay->setFont (kNormalFontSmall);
gainDisplay->setFontColor (kGreenCColor);
gainDisplay->setBackColor (kBlackCColor);
gainDisplay->setFrameColor (kGreyCColor);
gainDisplay->setValue (effect->getParameter (kGain));
gainDisplay->setStringConvert (dBgaindisplayConvert);
frame->addView (gainDisplay);
// bw display
size (0, 0, kDisplayXWidth + 15, kDisplayHeight);
size.offset (kDisplayX + kInc * 3 - 8, kDisplayY);
bwDisplay = new CParamDisplay (size, 0, kCenterText);
bwDisplay->setFont (kNormalFontSmall);
bwDisplay->setFontColor (kGreenCColor);
bwDisplay->setBackColor (kBlackCColor);
bwDisplay->setFrameColor (kGreyCColor);
bwDisplay->setValue (effect->getParameter (kBW));
bwDisplay->setStringConvert (bandwidthdisplayConvert);
frame->addView (bwDisplay);
// mixgain display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kDisplayX + kInc * 4, kDisplayY);
mixgainDisplay = new CParamDisplay (size, 0, kCenterText);
mixgainDisplay->setFont (kNormalFontSmall);
mixgainDisplay->setFontColor (kGreenCColor);
mixgainDisplay->setBackColor (kBlackCColor);
mixgainDisplay->setFrameColor (kGreyCColor);
mixgainDisplay->setValue (effect->getParameter (kMix));
mixgainDisplay->setStringConvert (percentStringConvert);
frame->addView (mixgainDisplay);
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// outgain display
size (0, 0, kDisplayXWidth, kDisplayHeight);
size.offset (kDisplayX + kInc * 5, kDisplayY);
outgainDisplay = new CParamDisplay (size, 0, kCenterText);
outgainDisplay->setFont (kNormalFontSmall);
outgainDisplay->setFontColor (kGreenCColor);
outgainDisplay->setBackColor (kBlackCColor);
outgainDisplay->setFrameColor (kGreyCColor);
outgainDisplay->setValue (effect->getParameter (kOut));
outgainDisplay->setStringConvert (dBdisplayConvert);
frame->addView (outgainDisplay);
//Note : in the constructor of a CBitmap, the number of references is set to 1.
//Then, each time the bitmap is used (for hinstance in a vertical slider), this
//number is incremented.
//As a consequence, everything happens as if the constructor by itself was adding
//a reference. That's why we need til here a call to forget ().
//You mustn't call delete here directly, because the bitmap is used by some CControls...
//These "rules" apply to the other VSTGui objects too.
hFaderBody->forget();
hFaderHandle->forget();
bOpened = true;
return true;
}
//-----------------------------------------------------------------------------
void ParametricEQEditor::close ()
{
bOpened = false;
if (frame)
delete frame;
frame = 0;
}
//-----------------------------------------------------------------------------
void ParametricEQEditor::setParameter (long index, float value)
{
if (!bOpened)
return;
// called from ParametricEQEdit
switch (index)
{
case kFreq:
if (freqFader)
freqFader->setValue (effect->getParameter (index));
if (freqDisplay)
freqDisplay->setValue (effect->getParameter (index));
break;
case kGain:
if (gainFader)
gainFader->setValue (effect->getParameter (index));
if (gainDisplay)
gainDisplay->setValue (effect->getParameter (index));
break;
case kBW:
if (bwFader)
bwFader->setValue (effect->getParameter (index));
if (bwDisplay)
bwDisplay->setValue (effect->getParameter (index));
break;
case kIn:
if (ingainFader)
ingainFader->setValue (effect->getParameter (index));
if (ingainDisplay)
ingainDisplay->setValue (effect->getParameter (index));
break;
case kMix:
if (mixgainFader)
mixgainFader->setValue (effect->getParameter (index));
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if (mixgainDisplay)
mixgainDisplay->setValue (effect->getParameter (index));
break;
case kOut:
if (outgainFader)
outgainFader->setValue (effect->getParameter (index));
if (outgainDisplay)
outgainDisplay->setValue (effect->getParameter (index));
break;
}
postUpdate ();
}
//-----------------------------------------------------------------------------
void ParametricEQEditor::valueChanged (CDrawContext* context, CControl* control)
{
long tag = control->getTag ();
switch (tag)
{
case kFreq:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kGain:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kBW:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kIn:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kMix:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
case kOut:
effect->setParameterAutomated (tag, control->getValue ());
control->update (context);
break;
}
control->update(context);
}
ParametricEQStEditor.hpp
_______________________________________________________________
//-------------------------------------------------------------------------------------------------------
// VST Plug-Ins SDK
//-
// ParametricEQ Stereo (VST 2.0)
// Parametric Equalizer Stereo plugin with Editor using VSTGUI (Stereo->Stereo)
//-
// © 2006, Oscar Esteve, Class Studios, All Rights Reserved
//-------------------------------------------------------------------------------------------------------
#ifndef __ParametricEQStEditor__
#define __ParametricEQStEditor__
// include VSTGUI
#ifndef __vstgui__
#include "vstgui.h"
#endif
#ifndef __vstcontrols__
#include "vstcontrols.h"
#endif
//-----------------------------------------------------------------------------
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class ParametricEQEditor : public AEffGUIEditor, public CControlListener
{
public:
ParametricEQEditor (AudioEffect *effect);
virtual ~ParametricEQEditor ();
virtual long open (void *ptr);
virtual void close ();
virtual void setParameter (long index, float value);
virtual void valueChanged (CDrawContext* context, CControl* control);
private:
// Controls
CVerticalSlider *freqFader;
CVerticalSlider *gainFader;
CVerticalSlider *bwFader;
CVerticalSlider *ingainFader;
CVerticalSlider *mixgainFader;
CVerticalSlider *outgainFader;
// parameter value display boxes
CParamDisplay *backgroundDisplay;
CParamDisplay *freqDisplay;
CParamDisplay *gainDisplay;
CParamDisplay *bwDisplay;
CParamDisplay *ingainDisplay;
CParamDisplay *mixgainDisplay;
CParamDisplay *outgainDisplay;
// Bitmap
CBitmap *hBackground;
CBitmap* hFaderBody;
CBitmap* hFaderHandle;
// Others
bool bOpened;
};
#endif
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ANNEX II: ESTUDI EXHAUSTIU DEL REVERBERADOR
DE SCHROEDER
II.1. Introducció
Per a realitzar aquest plugin, he usat dos entorns:
1- Matlab, per a tenir una plataforma on programar de manera fàcil i ràpida i
processar arxius d’àudio offline. També ens servirà per analitzar la resposta
impulsional del reverberador i poder determinar els temps de reverberació i
atac ajustant els diferents paràmetres del reverberador, empíricament.
2- La SDK en C++ de Steinberg, que ens permetrà poder escoltar l’algorisme a
temps real i modificar paràmetres del reverberador, també a temps real.
Els dos codis, tant en Matlab con en C++ els basaré en l’equació de diferències
del reverberador. Amb l’ajuda de Matlab tractarem d’aconseguir els temps de
reverberació i atac que ens permetin simular una sala de concerts, una
habitació petita i una església. Executarem el plugin sobre Nuendo per tal de
comprovar el realisme de l’efecte i tenir una idea auditiva del resultat del
paràmetres ajustats.
II.2. L’equació de diferències
Fig. II.1. Diagrama de blocs [8].
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Per parts:
x1[n] = x[n] + a1 * x1[n-D1] (II.1.)
x2[n] = x[n] + a2 * x2[n-D2] (II.2.)
x3[n] = x[n] + a3 * x3[n-D3] (II.3.)
x4[n] = x[n] + a4 * x4[n-D4] (II.4.)
   x5[n] = b1 * x1[n] + b2 * x2[n] + b3 * x3[n] + b4 * x4[n] (II.5.)
x6[n] = - a5 * x7[n] + x7[n-D5] (II.6.)
x7[n] = x5[n] + a5 * x7[n-D5] (II.7.)
x8[n] = x6[n] + a6 * x8[n-D6] (II.8.)
I, finalment,
y[n] = -a6 * x8[n] + x8[n-D6] (II.9.)
La sortida del reverberador és y[n].
Un  cop determinada l’equació de diferències, cal implementar-la en C++ i en
Matlab. En aquest plugin crearem el codi en C++ i després el “traduirem” a
Matlab. Treballarem els dos entorns per separat.
Els codis en C++ els podem trobar a l’annex I. Els codis creats per a Matlab els
podem trobar en la carpeta corresponent dins del CD (per qüestions d’espai, no
els hem inclòs en aquest informe).
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II.3. FUNCIONALITAT DE LES ETAPES DEL REVERBERADOR
DE SCHROEDER
Bloc I
Se n’ocupa de les Early Reflections, és a dir, de les reflexions properes.
Cadascun dels quatre filtres s’anomenen Comb Filters, i els entendrem
fàcilment si els excitem amb un impuls.
Degut al bloc z-D, a la sortida del filtre, tindrem l’impuls entrat, més l’impuls
retardat cada D samples, cada cop més atenuat en amplitud, segons el valor de
an corresponent.
Amb aquests filtres tractem d’emular les reflexions que arriben de les parets
més properes a la posició de l’oient. Introduïm varis Comb Filters ja que el
recinte pot tenir diferents mides, pel que fa a alçada, llargària i amplada (tot i
que suposem que tindrà la forma aproximada d’un cub). Amb cadascun
d’aquests filtres emulem aquestes dimensions. Un cop tenim la sortida dels
quatre filtres, les ajuntem i passem al següent bloc del reverberador.
Blocs II i III
Se n’ocupen de les reflexions corresponents al camp difús. Parteix del senyal
original amb tota la quantitat de reflexions produïdes pels anteriors Comb
Filters. Si ens fixem bé en l’estructura d’aquests dos filtres, veurem que són dos
Comb Filters modificats de tal manera que obtenim uns All Pass Filters. Creen
noves reflexions, deixen passar el senyal original i, donat els coeficients
negatius, creen unes reflexions desfasades respecte la resta de reflexions
creades. Això és molt realista ja que en un camp de reverberació difús les
diferents reflexions arriben a l’oient prou incorrelades tal que les fases de les
mateixes són força aleatòries.
Conclusió
Aquest efecte es crea d’una manera molt simple, però tot i així dóna uns
resultats molt satisfactoris, com veurem més endavant. El disseny es podria
millorar, afegint més Comb Filters o fins i tot més mòduls com els dels blocs II i
III (els filtres All Pass Filter).
Per altra banda, la resposta impulsional és prou similar a la resposta
considerada típica d’un efecte de reverberació natural.
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Fig II.2. Resposta impulsional típica.
II.4. CÀLCULS DELS TEMPS D’ATAC I REVERBERACIÓ DEL
REVERBERADOR DE SCHROEDER
Ara procedirem a calcular els temps d’atac i reverberació.
Farem ús d’un sinus de freqüència 1 kHz que durarà 3 segons, per a calcular el
temps d’atac.
Farem ús d’una funció de duració de tres segons consistent en tots els samples
a 0 excepte el sample 10, que estarà a 1; és a dir, un impuls. Mitjançant la
resposta impulsional determinarem els temps de reverberació, RT60.
Per a determinar els temps d’atac i reverberació he usat la següent taula com a
guia.
Fig II.3. Valors típics de les característiques de varis recintes [14].
Tots els càlculs els farem treballant a una freqüència de mostreig de 44’1 kHz.
Farem dos estudis. El primer d’ells serà mantenint els delays invariables i
variant els guanys. El segon el farem variant justament aquests delays i deixant
els guanys als valors per defecte, els suggerits per Schroeder.
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PRIMER ESTUDI
SALA DE CONCERTS (CONCERT HALL)
La idea és aconseguir un temps de reverberació d’uns 1726 ms, que equival a
76117 samples, i aconseguir un temps d’atac d’uns 238 ms, que equival a
10496 samples.
Donat que l’únic mètode que conec d’ajustar el reverberador és empíric,
procedirem a anar variant els paràmetres fins trobar uns que em permetin
trobar uns resultats semblants als proposats a la taula.
Taula II.1. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’85 0’87 0’89 0’91 0’95 0’96 1 0’97 0’93 0’95
Taula II.2. Valors dels delays en samples del reverberador, a una freqüència de
mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
35 87 126 173 255 320
Introduint el sinus a 1 kHz, obtenim el següent:
Fig II.4. Entrada i sortida introduint el sinus a 1 kHz.
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Fem un ZOOM sobre la zona on l’envolvent sembla estabilitzar-se.
Fig II.5. Zoom de la sortida.
Si observem visualment la gràfica i ens fixem en l’envolvent, veurem que
tendeix a estabilitzar-se sobre els 10000 samples.
Buscant el màxim fent ús de la funció pertinent, obtenim un valor de 0.8146 per
a la posició 576, amb el qual determinem que el temps d’atac és de 9576
samples, que equival, donada una freqüència de mostreig de 44’1 kHz, a
217’143 ms.
Introduint un impuls al reverberador, i buscant el RT60 amb una funció creada
amb aquesta fi, obtenim el següent valor (posició de sample): 72843.
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Veiem alguna gràfica, tenint com a entrada un impuls:
Fig II.6. Resposta impulsional.
Donat que l’impuls és a la posició 10, aquest sample està a 72833 samples de
l’impuls, amb la qual cosa, donada la freqüència de mostreig de 44’1 kHz,
correspon a un temps de reverberació de 1’65 segons.
HABITACIÓ PETITA (SMALL ROOM)
Desitgem un temps de reverberació d’uns 589 ms, que equival a 25975
samples i un temps d’atac d’uns 43 ms, que equival a 1896 samples.
Taula II.3. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’85 0’85 0’85 0’85 0’895 0’90 1 0’96 0’89 0’85
Taula II.4. Valors dels delays en samples del reverberador, a una freqüència de
mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
35 80 130 160 189 236
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Introduint el sinus a 1 kHz, obtenim:
Fig II.7. Entrada i sortida introduint el sinus a 1 kHz.
Anat provant ZOOMs, els següent fragment sembla significatiu:
Fig II.8. Zoom de la sortida.
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Calculant, obtenim un valor de 0.8681 per a la posició 258, que vol dir que el
temps d’atac és de 1858 samples, que equival a 42’13 ms.
Introduint l’impuls, obtenim que el temps de reverberació és de 25729 samples,
que correspon a un temps de reverberació de 583’424 mil·lisegons.
Veiem la resposta impulsional:
Fig II.9. Resposta impulsional.
ESGLÉSIA (CHURCH)
Desitgem un temps de reverberació d’uns 3250 ms (és a dir, 3’25 segons), que
equival a 143325 samples, i un temps d’atac d’uns 50 ms, que equival a 2205
samples.
Taula II.5. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’85 0’87 0’89 0’91 0’95 0’96 1 0’97 0’93 0’95
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Taula II.6. Valors dels delays en samples del reverberador, a una freqüència de
mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
110 190 290 395 514 645
Introduint el sinus a 1 kHz, obtenim:
Fig II.10. Entrada i sortida introduint el sinus a 1 kHz.
Annex II: Estudi exhaustiu del reverberador de Schroeder 129
Provant ZOOMs:
Fig II.11. Zoom de la sortida.
Determinem que el temps d’atac és de 6180 samples, que equival a 140’136
ms.
Introduint l’impuls i buscant el RT60 obtenim un temps de reverberació de 3167
mil·lisegons.
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Veiem la resposta impulsional:
Fig II.12. Resposta impulsional.
COMPARACIÓ ENTRE ELS RESULTATS TEÓRICS I ELS  RESULTATS
OBTINGUTS
Veiem-ho en una taula comparativa:
Taula II.7. Comparació entre els valors desitjats i obtinguts, en samples.
Concert Hall Small Room Church
Desitjat Obtingut Desitjat Obtingut Desitjat Obtingut
Temps de
reverberació 76117 72833 25976 25729 143325 139669
Temps d’atac 10496 9576 1896 1858 2205 6180
Realment els valors són molt similars.
SEGON ESTUDI: CONFIGURACIONS ALTERNATIVES
Ens les configuracions fins ara obtingudes, hem variat principalment els
guanys. Ara variarem els temps de delay, deixant tots els guanys intactes, amb
la configuració per defecte suggerida per Schroeder.
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Per qüestions d’espai, no inclourem cap figura als següents càlculs.
SALA DE CONCERTS (CONCERT HALL)
Taula II.8. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’75 0’75 0’75 0’75 0’75 0’75 1 0’9 0’8 0’7
Taula II.9. Valors dels delays en samples del reverberador, a una freqüència de
mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
1559 1132 1329 2358 1953 1373
El RT60 a 72403 samples de l’impuls, que correspon a un temps de
reverberació de 1641’79 mil·lisegons.
El temps d’atac és de l’ordre de 33000 samples, que equival a 748’30 ms.
Com el resultat que veiem és, a priori, molt més gran de l’esperat, no farem
càlculs addicionals pel que fa al temps d’atac.
HABITACIÓ PETITA (SMALL ROOM)
Taula II.10. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’75 0’75 0’75 0’75 0’75 0’75 1 0’9 0’8 0’7
Taula II.11. Valors dels delays en samples del reverberador, a una freqüència
de mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
258 370 455 589 653 693
El RT60 està a 27977 samples de l’impuls, que correspon a un temps de
reverberació de 634’62 mil·lisegons.
El temps d’atac és de l’ordre de 11000 samples, que equival a 249’43 ms.
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Com el resultat que veiem és, a priori, molt més gran de l’esperat, no farem
càlculs addicionals pel que fa al temps d’atac.
ESGLÉSIA (CHURCH)
Taula II.12. Guanys en lineal del reverberador.
a1 a2 a3 a4 a5 a6 b1 b2 b3 b4
0’75 0’75 0’75 0’75 0’75 0’75 1 0’9 0’8 0’7
Taula II.13. Valors dels delays en samples del reverberador, a una freqüència
de mostreig de 44’1 kHz.
delay1 delay2 delay3 delay4 delay5 delay6
2910 3770 4430 4820 2120 2658
El RT60 està a 150628 samples de l’impuls, que correspon a  un temps de
reverberació de 3’4156 segons.
Aproximadament el temps d’atac és de l’ordre de 60000 samples, que equival a
1496’60 ms.
Com el resultat que veiem és, a priori, molt més gran de l’esperat, no farem
càlculs addicionals pel que fa al temps d’atac.
COMPARACIÓ ENTRE ELS RESULTATS TEÓRICS I ELS  RESULTATS
OBTINGUTS
Veiem-ho en una taula comparativa:
Taula II.14. Comparació entre els valors desitjats i obtinguts, en samples.
Concert Hall Small Room Church
Desitjat Obtingut Desitjat Obtingut Desitjat Obtingut
Temps de
reverberació 76117 72413 25976 27987 143325 150638
Temps d’atac 10496 33000 1896 11000 2205 60000
Podem observar que, pel que fa al temps de reverberació, obtenim valors molt
propers als desitjats.
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En canvi, pel que fa als temps d’atac, han resultat ser majors del que
esperàvem.
CONCLUSIONS SONORES
Escoltem els següents arxius WAV creats per Nuendo (és un fragment d’una
cançó produïda per nosaltres mateixos), continguts al CD, corresponents a les
primeres configuracions provades (primer estudi):
5-0.wav Fragment de la cançó usada, sense cap efecte de reverberació.
5-2.wav El mateix fragment, amb la configuració Sala de Concerts.
5-3.wav El mateix fragment, amb la configuració Habitació Petita.
5-4.wav El mateix fragment, amb la configuració Església.
Cal comentar que el que sentim en els fragments amb reverberació no és
només el so que surt del reverberador, sinó que està mesclat amb el senyal
original, per tal de simular la situació d’una manera més realista.
Ràpidament observem que aquests presets obtinguts ajustant els guanys, i no
els delays, tenen un so pèssim, tot i que els valors de temps de reverberació i
atac coincideixen d’una forma molt precisa.
Les conclusions poden ser:
1- Els temps de reverberació i atac poden no ser suficients per modelar una
bona reverberació.
2- El so no és només matemàtica pura, sinó un art més enllà.
L’explicació d’aquest fet és que hem ajustat els gain massa elevats, és a dir,
hem realimentat massa els Comb Filter, la qual cosa genera uns resultats
indesitjats, causada per la resposta freqüencial d’aquest tipus de filtres.
L’estudi teòric més profund sobre aquest reverberador el trobem al següent
apartat, on analitzem el reverberador, en base a l’article de M. R. Schroeder [7].
Escoltem ara l’efecte sonor aconseguit a les configuracions anomenades
Configuracions Alternatives (segon estudi).
Els WAV son els següents:
5-6-1.wav Sala de Concerts.
5-6-2.wav Habitació Petita.
5-6-3.wav Església.
A nivell teòric, els temps de reverberació són els desitjats, tot i que els temps
d’atac son superiors als desitjats segons les especificacions de les quals
partim.
Tot i així, escoltant aquests WAV veiem que l’efecte sonor és molt més realista
que l’aconseguit en les configuracions anteriors. Podem concloure, doncs, que
aquestes configuracions són millors que les anteriors i a més sonen molt bé.
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Per poder gaudir del so, hem afegit uns WAV d’un altre fragment de cançó
(produïda també per nosaltres mateixos) on podem escoltar les Configuracions
Alternatives següents:
veu_rev_concerthall.wav Sala de Concerts.
veu_rev_smallroom.wav Habitació Petita.
veu_rev_church.wav Església.
II.5. ESTUDI TEÒRIC DEL REVERBERADOR DE SCHROEDER I
CONCLUSIONS
A continuació, procedirem a analitzar teòricament el reverberador implementat.
Primer de tot, identifiquem la problemàtica a la qual ens estem enfrontant:
1- Resposta freqüencial no plana: Podem tenir una reverberació digital amb
una resposta freqüencial que ens acoloreixi el senyal en excés, amplificant
certes freqüències en excés, la qual cosa resulta poc agradable des del punt de
vista auditiu. Tot i que certs espais poden respondre d’aquesta manera, les
reverberacions d’aquest estil no són gaire apreciades a nivell auditiu. És
preferible que tingui una resposta freqüencial no gaire abrupta.
2- Densitat de la reverberació: En una habitació es produeixen moltes
reflexions, tant properes com llunyanes. Necessitem una densitat suficient per
tal de tenir una reverberació, i no uns pocs delays dispersos.
El primer problema sorgeix amb la resposta en freqüència dels Comb Filters.
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Veiem com son aquests filtres:
Fig II.13. Comb Filters [7].
El costat positiu d’aquests filtres és que són molt fàcils d’implementar, la seva
càrrega computacional és baixa, i, amb un valor de gain prou alt, podem
aconseguir una alta densitat de reflexions (vegi’s la seva resposta impulsional,
cada τ segons tenim una repetició de l’impuls; amb un valor de gain gran, la
caiguda en amplitud de les repeticions pot arribar a ser molt lenta i propera a
ser exponencial).
El costat negatiu és que si el gain és prou gran, com veiem a la seva resposta
freqüencial, tenim pics molt elevats a certes freqüències, la qual cosa ens
proporciona un efecte sonor que pot arribar a ser molt desagradable des del
punt de vista auditiu. Cal reconèixer que certes sales tenen una acústica
d’aquest estil, però això és un problema, sense cap mena de dubte, sobre tot si
la sala ha de ser destinada a usos acústics (auditori, sala de conferències...).
Una sala “bona” acústicament parlant és una sala amb una resposta
freqüencial bastant plana.
El problema de la resposta freqüencial d’aquests filtres el podem mirar de
resoldre en part, usant filtres passa-tot, que són els filtres que podem veure als
blocs marcats com II i III en el diagrama de blocs del reverberador.
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Veiem com és el filtre passa-tot proposat per Schroeder:
Fig II.14. All-Pass Filters [7].
Com veiem en la resposta en freqüència d’aquest filtres, posar aquests filtres
als blocs II i III, lluny de resoldre el problema creat pels Comb Filters, almenys
no l’agreuja.
El segon problema (el de la densitat d’ecos) podem resoldre’l de varies
maneres. Una bona manera pot ser encadenant varis filtres passa-tot en sèrie,
amb la qual cosa les reflexions obtingudes en un dels blocs, són “multiplicades”
en el bloc següent. Donada que la resposta en freqüència d’ambdós blocs és
plana, encadenant-los en sèrie, obtenim també una resposta freqüencial plana.
En aquests filtres passa-tot, Schroeder ens mostra que podem establir una
relació entre el temps de reverberació T  i el gain i el delay del filtre:
g
g
T 
1log
3  segons (II.10)
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Per exemple, per a un temps de reverberació de 2 segons, cal un temps de
delay de 100 mil·lisegons i un gain de 0’708.
Així doncs, per a obtenir una bona densitat d’eco, podem encadenar dos
d’aquests filtres de la següent manera:
Fig II.15. Dos All-Pass Filters en sèrie.
Ara que ja tenim tots dos problemes resolts, pensem en anar més enllà.
En primer lloc, no totes les sales tenen una resposta impulsional amb caiguda
exponencial.
Per a trencar aquest efecte, procedirem a modificar els filtres passa-tot de la
següent manera:
Fig II.16. All-Pass Filter amb caiguda no exponencial.
138                                                                            Programació en C d’Algorismes Avançats de Processament d’Àudio
Ara, per a emular una sala real, com hem comentat abans, cal una resposta
prou plana, però no excessivament plana. Per a això recuperem el Comb Filter,
els quals treballarem amb limitant els marges de guany per tal de no tenir una
resposta freqüencial massa irregular.
Així, i finalment, la proposta de Schroeder consisteix en 4 Comb Filters en
paral·lel, els guanys dels quals no han de superar el valor de 0’85, per tal
d’evitar una resposta en freqüència massa abrupta i no desitjable des del punt
de vista auditiu (de fet, amb un valor de 0’85 tenim una variació en la resposta
d’amplitud de 22 dB). Aquests filtres van seguits de 2 All Pass Filter en sèrie.
Així, la proposta final de Schroeder és:
Fig II.17. Reverberador de Schroeder [7].
Aquests diagrama de blocs ha estat implementat al primer reverberador.
En el segon reverberador (Reverberator v2) és lleugerament diferent, obtingut
en una altra bibliografia [8], però també és conegut com a reverberador de
Schroeder, i és el que aquí hem treballat.
El resultat d’aquest diagrama és que els filtres resultants donen una certa
coloració en freqüència, la qual cosa no vol dir que sigui negatiu, tal i com hem
explicat abans. En part, afegim els Comb Filters just per a aconseguir aquest
fenomen.
Vist tot això, ja estem en condicions d’entendre perquè les configuracions
exposades en el primer estudi no són satisfactòries, ja que en elles hem usat
uns valors de gain massa elevats.
Així, i com a conclusió final veiem que els 4 Comb Filters en paral·lel generen
les Early Reflections, i donen coloració al reverberador, coloració que dependrà
de com estiguin ajustats els paràmetres dels filtres.
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Els dos filtres passa-tot afegeixen densitat i difusió al nostre reverberador i són
responsables de les Late Reflections.
En definitiva, un reverberador de so esplèndid, que té el so característic de les
primeres unitats de reverberació Lexicon, unitats famoses i admirades
precisament per aquest tipus de so (cal ressaltar la brillantor de les esses
vocals, tan característiques de les produccions musicals dels anys 80, i que
avui dia continua escoltant-se, reverberacions generades amb les unitats
Lexicon del present, molt més evolucionades, com la 960L, per exemple).
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ANNEX III: CONTINGUT DEL CD
Veiem les diferents carpetes i fitxers del CD:
- Class Studios Plugin Pack: Aquí hi trobem els plugins desenvolupats, les 29
DLL, cadascuna de les quals és un plugin que pot ser carregat en qualsevol
VST Host. Recordem que MiniHost pot carregar DLL des de qualsevol lloc del
disc dur. Pel contrari, Nuendo requereix que les DLL que carrega com a plugins
estiguin a la seva carpeta “VstPlugins”.
- Codis Projecte: Carpeta on trobem tot el codi que s’ha programat en aquest
treball.
- Documentació: Informe del projecte en format Acrobat Reader i presentació
del treball en format PowerPoint.
- MiniHost Wavs: Fitxers d’àudio que poden ser carregats en el MiniHost per tal
de poder treballar amb els plugins a temps real, en dita aplicació.
- Processats Wavs: Fitxers WAV on podem escoltar els efectes generats sobre
fragments de cançons produïdes per nosaltres mateixos.
- Reverberator v2 NOGUI: Varies DLL extres, on podem trobar versions del
reverberador v2 sense interfície gràfica. La diferència entre uns plugins i els
altres és just el tamany dels buffers. Hi ha varies versions per tal de, segons el
tipus de reverberació que desitgem, puguem carregar una o altra versió. Així,
tindrem la resolució més adient als faders.
- Schroeder Matlab: Fitxers creats i usats a Matlab per a debuggar el
Reverberator v2.
- Nuendo_Products_Brochure.pdf: Folletó que descriu el programa Steinberg
Nuendo. L’hem inclòs ja que per qüestions de copyright no hem pogut incloure
cap còpia del programa Steinberg Nuendo ja que no és possible sense abans
abonar una llicència (ni tan sols hi ha una versió demo).
- Tipografies Powerpoint: Les tipografies usades al PowerPoint, ja que en
alguns PC no hi són.
NOTA: Per qüestions de copyright no incloem al CD ni el MiniHost ni el
ASIO4ALL, però proporcionem l’adreça web d’on poden descarregar-se
lliurement.


