Abstract-We consider the problem of estimating the latent structure of a social network based on observational data on information diffusion processes, or cascades. Here for a given cascade, we only observe the time a node/agent is infected but not the source of infection. Existing literature has focused on estimating network diffusion matrix without any underlying assumptions on the structure of the network. We propose a novel model for inferring network diffusion matrix based on the intuition that an information datum is more likely to propagate among two nodes if they are interested in similar topics, which are common with the information. In particular, our model endows each node with an influence vector (how authoritative they are on each topic) and a receptivity vector (how susceptible they are on each topic). We show how this node-topic structure can be estimated from observed cascades. The estimated model can be used to build recommendation system based on the receptivity vectors, as well as for marketing based on the influence vectors.
I. INTRODUCTION
The spread of information in online media or social networks, as well as diseases in physical networks are examples of diffusions or cascades. While it is common to observe the spread of a cascade, the underlying network (i.e., the arcs) are usually unobservable. For example, we can observe when a person falls ill, but we do not know who infected him/her; we can observe when a person buys a product but we do not know whether he/she was influenced by friend's recommendation or a TV advertisement. In all these settings, we can observe the propagation of information or disease but cannot observe how they propagate.
There has been much work on recovering the underlying latent network based on observational data on cascades. A network is represented by a diffusion matrix which gives the weight/strength of the arcs between all ordered pairs of agents. [1] introduces a continuous time diffusion model, and recovers the underlying network diffusion matrix by maximizing the log-likelihood function. This model does not assume any structure among nodes, and allows for arbitrary diffusion matrices. [2] considers a more detailed topic-sensitive model where each information cascade is associated with a set of topics, and there is a distinct diffusion matrix for each topic. This allows one to capture the intuition that news on certain topics (e.g., information technology) usually spread much This work is partially supported by an IBM Corporation Faculty Research Fund at the University of Chicago Booth School of Business. This work was completed in part with resources provided by the University of Chicago Research Computing Center.
Full paper is available at https://arxiv.org/abs/1709.01919 faster and broader than others (e.g., military). However, the diffusion matrix for each topic can be arbitrary, and does not capture the intuition that nodes have intrinsic topics of interest.
In this paper, we propose a model based on the intuition that the structure of information diffusion networks should incorporate node specific topics of interests. Throughout the paper we use news as example of cascades for illustrative purposes. An item of news is usually focused on one or few topics (e.g., entertainment, foreign policy, health), and is more likely to spread between two nodes if both are interested in these same topics. Further, it is more likely to spread from node 1 to node 2 if node 1 is more influential/authoritative in the topic, and node 2 is more receptive/susceptible to the topic. In this paper we provide a mathematical model capturing this intuition. We show how to recover the nodetopic structure (influence and receptivity) based on observed cascades. This structure can then be used to predict future diffusions, or for customer segmentation based on interests. Finally, after obtaining such a network structure, we can then use it to assign a topic weight vector to a new cascade. For example, an unknown disease can be classified by looking at its propagation behavior.
To the best of our knowledge this is the first paper to incorporate users' interests for estimating the underlying network structure from cascades. Through experiments we illustrate scalability of our model to large networks and robustness to overfitting, while having better interpretability. Our novel models allows us to provide the topic interest distribution for each node, rather than large graph of network structure as is common in existing literature. The results can be used to build recommendation systems, and also for marketing like targeted advertising, which are impossible for existing works.
Related Work. There is a vast literature on modeling of diffusions, network structure recovery, and latent source identification. [3] introduced a discrete time Generalized Linear Cascade Model. In the present paper, we focus on network inference under the continuous-time diffusion model introduced in [1] , where the authors propose an algorithm (NetRate) to recover the network diffusion matrix. In a follow-up work, [4] looks at the problem of finding the best K edge graph of the network and develops an NetInf algorithm. [5] considers a dynamic network inference problem and proposes InfoPath algorithm to recover this dynamic network. The work most closely related to ours is [2] , where the basic model of [1] is modified by assuming that cascades with different topics have different diffusion rates. They call it topic-sensitive model and propose TopicCascade algorithm. However, this algorithm still fails to account for different interests that nodes may have.
II. BASIC CASCADE MODEL
In this section we briefly review the basic continuous time diffusion model introduced in [1] (Sections II-A to II-C) and the topic-sensitive model of [2] (Section II-D), which is a modification of that basic model.
A. Network structure and cascade generating process
The underlying network is composed of p nodes with edges among them, and is parameterized by a non-negative diffusion matrix A = {α ji }. The parameter α ji measures the transmission rate from j to i, with larger α ji indicating stronger connection. The absence of j → i edge is denoted by α ji = 0. We do not consider self infection here so we set α ii = 0. The cascade based on this network is generated in the following way. First one of the p nodes is infected as a source node at time 0. At the time a node j is infected, it samples a time at which it infects other nodes it can reach. The transmission time τ ji from node j to i is a random number generated from a density f (τ ; α ji ) (called the transmission function/kernel). A node i is infected the first time one of the nodes which can reach i infects it. At this time, i becomes a new source and begins to infect other nodes by sampling the transmission times to the uninfected nodes.
We assume that our observation window is for T time units since the infection of the source node; nodes that are not infected until time T are regarded as uninfected. We write f (t i |t j ; α) = f (t i − t j ; α ji ) to indicate the density that i is infected by j at time t i given that j is infected at time t j , parameterized by α ji . We assume transmission times are independent, and an infected node remains infected in the whole process.
B. Data
The observational data consists of n independent cascades denoted by the set C n , and represented by {t 1 
C. Likelihood function and Optimization
The likelihood function of a cascade t is
where
Common transmission functions are exponential, Rayleigh, and power-law distributions [1] . For example for Rayleigh transmission we have f (τ ;
Here the diffusion rate is small at the beginning; it then rises to a peak and then drops. It can be used to model citation networks, since it usually takes some time to publish a new paper, and new papers gradually become known by researchers.
The problem of recovering the unknown diffusion matrix A can be solved by maximum likelihood estimation:
This problem is further separable into p independent subproblems where the ith subproblem is to infer the incoming edges into node i:
Here the parameters
, and g i (·; α i ) is the likelihood function for one cascade. More detailed formula can be found in [1] . The maximum likelihood estimation problem is convex in α i and therefore eminently tractable.
D. Topic-sensitive model
The basic model assumes that each cascade spreads based on the same diffusion matrix A which is an unrealistic assumption in practice. For example, posts on information technology usually spread much faster than those of economy and military. In [2] 
Given the cascade diffusion matrix A c , the propagation model remains the same as the basic model. The authors employ a group lasso type regularization j α ji 2 on the parameters and solve the problem of inferring A 1 , . . . , A K by maximizing the regularized log-likelihood function, using block coordinate descent and proximal gradient algorithm [2] .
III. AN INFLUENCE-RECEPTIVITY BASED TOPIC-SENSITIVE DIFFUSION MODEL
Neither of the two models discussed in Section II require any structural assumptions on A or A k other than nonnegativity and sparsity. We posit that there is in fact some structural regularity in the diffusion network. For example, different social media outlets usually focus on different topics, like information technology, economy or military. If the main focus of a media outlet is information technology, then it is more likely to publish or cite news with that topic. Here the topics of interest of a media outlet imparts the network structure. In the context of epidemiology, people usually have different immune systems, and a disease such as flu, usually tends to infect some specific people, while leaving others uninfected. The infected people may have similar immune system, and hence are more likely to become contagious together. Here the types of immune system among people imparts structure to the diffusion network.
To incorporate the above, we modify the topic-sensitive diffusion model of [2] by imposing further structural assumptions on the cascade diffusion matrix A c . Throughout the paper we use the diffusion of news among people and media outlets as an example of a cascade. As before, our network is composed of p nodes. A cascade c is represented by its weight on
A node is parameterized by its 'interest' in each of these K topics as a K dimensional vector. Therefore the 'interest' of all the p nodes will form a p × K dimension matrix. We propose two node-topic matrices B 1 , B 2 ∈ R p×K to describe such structure. B 1 measures how much a node can infect others (the influence matrix) and B 2 measures how much a node can be infected by others (the receptivity matrix). We use b means that node i is very likely to be infected by others on topic j. The reason why we propose two matrices is that, in general, the behavior of infecting others and being infected by others is different for a node. For example a media outlet i may have many experts in a topic area j, hence it will publish many authoritative news articles about this topic which will be well-cited leading to a large b 
Finally to ensure that the diagonal elements of A c are 0, we use:
We assume that the matrix M c is known for each cascade c ∈ C n , so the parameters to be estimated are B 1 and B 2 only. In practice the topic weights m c can be calculated by topic modeling [6] . In topic modeling the number of topics K need to be pre-specified to an appropriate number, or alternatively decided by [7] , which learns the distribution over the number of topics.
In addition to b 1 ij , b 2 ij ≥ 0 for each i, j we also impose the constraint that the column sums of B 1 and B 2 are equal:
where 1 ∈ R p is all 1 column vector. This means that, for each topic k, the total magnitudes of 'influence' and 'receptivity' are the same. This acts like a conservation law that the total amount of output should be equal to the total amount of input.
1 and kth column sum of B 2 is invariant to the topic. To interpret each row, the precise value of this ratio is immaterial, and the constraint we impose sets this ratio to 1.
Our model has about 2pK parameters, which is much smaller than the original model (p 2 parameters) and the topicsensitive model (p 2 K parameters) since we usually have K p. In fact our model is a special case of the topic-sensitive model where we constrain each topic diffusion matrix A k to be rank 1, suggesting a natural generalization by relaxing this rank 1 constraint to higher ranks.
IV. OPTIMIZATION

A. Parameter estimation
The log-likelihood function for our model is easily obtained by plugging the expression for A c into the original problem (2). However, the maximum likelihood estimation problem is not separable so we have to deal with the entire B 1 and B 2 matrices. We impose an L 1 regularization on B 1 and B 2 to encourage sparsity and to get better estimation result. The optimization problem is given in (6) min
where we use the norm 
we should select γ that makes the two terms to be equal. In other words, the column sums of B 1 and B 2 are equal.
We can then remove this constraint from our optimization problem (6) and get our new problem:
B. Optimization algorithm
Although f is convex in the diffusion matrix A, the minimization problem (7) is not convex in B 1 , B 2 . But since f is convex, the problem is biconvex in B 1 and B 2 , which means that with a fixed B 1 , the problem is convex in B 2 and with a fixed B 2 , the problem is convex in B 1 . There are several methods which address optimization of biconvex functions, see [8] for a survey. In general there is no efficient algorithm that can find the global optima for biconvex optimization. [9] proposed a Global Optimization Algorithm (GOP) by alternatively solving primal problem and relaxed dual problem. It is guaranteed to find global optima but in general it needs to solve exponential number of subproblems in each iteration. We choose to use alternating proximal gradient descent to solve the problem.
We start with initial B 1 , B 2 and alternatively apply proximal gradient method [10] on B 1 and B 2 until convergence. The overall procedure is given in Algorithm 1 where = − 1 n c∈C n log f (t c ; A c ) is the negative log-likelihood function in (7) . To further accelerate the algorithm, one can instead use stochastic gradient descent, with techniques like momentum or ADAM. This may yield a more scalable solution.
V. SYNTHETIC DATASETS
A. Estimation accuracy
We first evaluate our model on a synthetic dataset and compare the predictive power of the estimated model with that of Netrate and TopicCascade. In a simulation, we set p = 200 nodes, K = 10 topics. We generate the true matrices B 1 and B 2 row by row. For each row, we randomly pick 2-3 topics and assign a random number Unif(0.8, 1.8) · ζ, where ζ = 3 with probability 0.3 and ζ = 1 with probability 0.7. We make 30% of the values 3 times larger to capture the large variability in interests. All other values are set to be 0 and we scale B 1 . The rest of the cascade propagation follows the description in Section II. The diffusion process continues until either the overall time exceeds the observation window T , or there are no nodes reachable from the currently infected nodes. We record the first infection time for each node.
We vary the number of cascades n ∈ {300, 500, 1000, 2000, 5000, 10000}. For all three models, we fit the model on a training dataset and choose the regularization parameter λ on a validation dataset. Each setting of n is repeated 5 times and we report the average value. We consider two metrics to compare our model with NetRate [1] and TopicCascade [2] :
(1) We generate an independent test data with n = 5000 and calculate negative log-likelihood function on the test data for the three models. From Figure 1 we see that, when the sample size is small, both Netrate and TopicCascade have large negative log-likelihood on the test dataset; while our model generalizes much better. When sample size increases, NetRate still has large negative log-likelihood because it fails to consider the topic structure; TopicCascade behaves more and more closer to our model, which is as expected, since our model is a special case of the topic-sensitive model. However, our model requires substantially fewer parameters.
(2) We calculate the true diffusion matrix A k for each topic k based on our model:
where M (k) is diagonal matrix with 0 on all diagonal elements but 1 on location k. We also generate the estimated A k from the three models as follows: for our model we use the estimated B 1 and B 2 ; for TopicCascade model the A k is estimated directly as a parameter of the model; for Netrate we use the estimated A as the common topic diffusion matrix for each topic k. Finally, we compare the estimation error of the three models: Figure 2 we see that both Netrate and TopicCascade have large estimation error even if we have many samples; while our model has smaller error.
B. Running time
We then compare the running time of the three methods. For fair comparison, for each method we set the step size, initialization, penalty λ, and tolerance level to be the same. Also one third of the samples are generated by each model, and for the samples generating from Netrate, we randomly assign topic distributions. We run the three method on 12 kernels. For Netrate and TopicCascade, since they are separable in each column, we run 12 columns in parallel; for our method, we calculate the gradient in parallel. We use Algorithm 1 for our method and the proximal gradient algorithm for the other two methods, as suggested in [11] . We fix a baseline model size n = 500, p = 50, K = 10, and set a free parameter ξ. For ξ = {1, 2, 5, 8}, each time we increase n, p by a factor of ξ and record the running time (in seconds) of each method. Table I summarizes the results based on 5 replications in each setting. We can see that Netrate is the fastest because it does not consider the topics distribution. When p becomes large, our algorithm is faster than TopicCascade and is of the same order with Netrate. This demonstrates that although our model is not separable in each column, it can still deal with large network.
VI. ARXIV CITATION DATASET
In this section we evaluate our model on ArXiv high-energy physics theory citation network dataset [12] 1 . This dataset includes all papers published in ArXiv high-energy physics theory section from 1992 to 2003. We treat each author as a node and each publication as a cascade. For our experiments we use the top 500 authors with the largest 5000 cascades. For each author we record the time when they first cite a particular paper. Since it usually takes some time to publish papers, we use rayleigh transmission function here. We set the number of topics K to be 6, and perform Topic Modeling on the abstracts of each paper to extract 6 most popular topics. We then use our Algorithm 1 to estimate the two node-topic matrices. Due to space limitations we only show matrix B 1 of 12 authors in Table II . The keywords of the 6 topics are shown at the head of the table and the first column is the name of the author.
We compare the learnt topics to the research interests listed by the authors in their website and we find that our model is able to discover the research topics of the authors accurately. For example, Arkady Tseytlin reports string theory, quantum field theory and gauge theory; Shin'ichi Nojiri reports field theory; Burt A. Ovrut reports gauge theory; Ashoke Sen reports string theory and black holes as their research areas in their webpages. Moreover, Ashok Das has papers in supergravity, supersymmetry, string theory, and algebras; Ian Kogan has papers in string theory and boundary states;
1 Data available at http://snap.stanford.edu/data/cit-HepTh.html Gregory Moore has papers in algebras and non-commutativity. These are all successfully captured by our method.
We then visualize the estimated B 1 and B 2 using t-SNE algorithm [13] to see whether nodes are clustered with respect to a set of topics, and whether the clusters in B 1 correspond to the ones in B 2 . In B 1 and B 2 , each row is a 6 dimensional vector corresponding to an author. We use t-SNE algorithm to give each author a location in a two-dimensional map and the scatter plot of B 1 and B 2 are given in Figure 3 and Figure 4 .
Here we see clear clusters in the two figures. Figure 3 clearly shows 6 "petals" corresponding to the authors interested in 6 topics, while the points in the center corresponds to the authors who have small influence on all the 6 topics. We therefore apply K-Means algorithm to get 7 clusters for the influence matrix B 1 as shown in Figure 3 (each color corresponds to one cluster), and then plot receptivity matrix B 2 in Figure 4 using these colors. We see that although Figure 4 also shows several clusters, the patterns are clearly different from Figure 3 . This demonstrates the necessity of having different influence matrix B 1 and receptivity matrix B 2 in our model.
Finally we check the performance of our method on about 1200 test cascades and compare with Netrate and TopicCascade. Since the number of parameters are different for the three models, besides negative log-likelihood, we also use AIC and BIC as our metrics. Table III summarizes the results. The first column illustrates the names of the three methods and the following columns are the averaged negative log-likelihood on train set, on test set, number of total parameters, number of nonzero parameters, AIC and BIC on test set. From the table we see that our model has significantly less parameters than the other two, and hence our model has the largest negative log-likelihood on train set. However, both Netrate and TopicCascade are clearly overfitting, while our method can generalize to test set with little overfitting and has the best performance on test data with significantly less parameters. So in conclusion we see that our model works quite well on this citation dataset.
VII. CONCLUSION
The majority of work on information diffusion has focused on recovering the diffusion matrix but ignoring the struc- ture among nodes. In this paper we propose an InfluenceReceptivity model that take the structure among nodes into consideration. We develop an efficient algorithm and demonstrate experimentally that our model performs well in both synthetic and real data. Our model has broad application including recommendation system, disease control, and targeted advertisement. There are several interesting research threads worth pursuing further. Computationally, maximum likelihood estimation for our model is not separable into subproblems, unlike [2] . Exploring computationally scalable estimation algorithms is one of the threads. In terms of modeling, an interesting future direction would be to allow each cascade to have a different propagation rate. In our model, two cascades with the same topic distribution will have the same diffusion behavior. In real world, we expect some information to be intrinsically more interesting and hence spread much faster. Extending our model to incorporate this feature is work in progress.
