Abstract. Let G be a bipartite graph with bicoloration {A, B}, |A| = |B|, and let w : E(G) -» K where K is a finite abelian group with k elements. For a subset S c E(
Theorem 1.2 If K k+1,k+1 has a w-matching, then it has at least two w-matchings.
Finally we consider the number of w-matchings in bipartite graphs. M. Hall (see exercise 7.15 in [4] ) proved that if G has a perfect matching and if deg(a) > d for all a e A, Then G has at least d! perfect matchings.
Here we show
Theorem 1.3 Let w: E(G) -»• C 2 . If G has a w-matching anddeg(a) > d for all a e A, then G has at least (d -1)! w-matchings.
Theorem 1.1 is proved in section 2. In section 3 we apply the group algebra of K to w-matchings in complete bipartite graphs. In section 4 we prove a result on C 2 -weighted digraphs which implies Theorem 1.3. A special case of Theorem 1.3 is then applied to a problem of Rinnot on random matrices. We conclude in section 5 with a conjecture which extends the results of sections 3 and 4.
where F(X) denotes the neighbors of X.
Note that U(G) c M(G) C F(G) are abelian groups with respect to pointwise multiplication: w\wi(e) = w 1 (e)w 2 (e).
We first prove a lower bound on |U(G)|.
Claim 2.2. |U(G)| > k 2n-2 .
Proof: Let A = {a 1 ,...,a n }, B = {b 1 ,...,b n }. Denote by K m the direct product We check that A is 1-1. Suppose (r, n) = (nj=1 c(Nj,nj), n) € P(G') x K where nj e K and the N'j 's are perfect matchings of G'.
e F(G) by w(e) = z if e = (a m , bn) and w(e) = 1 otherwise. Clearly h(p, x)(w) -X(z) = n(z) = h(y, n)(w).
If on the other hand x = n, then P = y and so y(w) = y(w') for some w' e F(G').
Defining w e F(G) by w(e) = w'(e) for e e E(G') and w(e) = 1 otherwise, we obtain h(p, x)(w) = P(u>')x(w(M)) = y A(w')x(wW) = h (y, n)(w).
The injectivity of h together with the induction hypothesis imply: where a ranges over all permutations of 2,..., s + 2. By Olson's Theorem all products on the right vanish and so det Q =0. Q
In section 4 we shall need a version of Theorem 3.1 for directed graphs. Let K k+1 denote the complete directed graph on V = {1,..., k+l}, E(K k+1 ) = {(i, j): We now show
Theorem 3.3 If K is an abelian p-group, then t(K) = s(K) + 2.
Proof: Let s = s(K) and let Q = (q ij ) e M s+2 (K). As in Theorem 3.1 it suffices to show that det Q = 0 in Z p [K] . Multiplying rows and columns by appropriate elements of K we may assume that q 1i = q i1 = 1 for all 1 < i < s + 2. Subtracting the first row from the others, we obtain:
Define (A ij ) e M k+1 (C*) by A 1j = 1 and A.,/ = X i -1(q 1j q ij -1 ) for all 2 < i < k + 1, 1 < j < k + 1. Let R = (r ij ) e M k+1 (C[K]) be defined by r ij = A ij q ij .
Note that det R e C[K]. Clearly x l (r ij ) = X l ( r ij+1,j ) for all 1 < j < k + 1 therefore X;(R) is singular and X1(det R) = det(xl(R)) = 0. Since this holds for all 1 < l < k it follows that det R = 0. 
On the number of w-matchings
Let D = (V, E) be a directed graph, possibly with loops but with no multiple edges in the same direction. The proof of Theorem 1.3 depends on the following result which combines an idea of Thomassen [8] with Corollary 3.4. 
Proposition 4.1 Let D = (V, E) be a digraph (as above), and let w: E
Let C 2 be a cycle which dominates x. Clearly y e V(C 2 ) for otherwise C1 and C 2 are vertex disjoint. Therefore v e V(C 2 ) too, and so (v, x) e E. Similarly we conclude that (w,y) e E.
Therefore the complete directed graph on {x, y, v} is contained in D, in contradiction with Corollary 3.4 (for the group K = C 2 ). D
Returning to the number of w-matchings, let G be a bipartite graph on (A, B] , |A| = |B| = n and w: E(G) -> C 2 . For a e A let U G (a, w) denote the set of all edges incident with a which participate in a in-matching of G, |f/o(a, w)\ = « G (a, w).
The following result clearly implies Theorem 1.3 by induction on d. G has a w-matching then there exists an a e A such that uG(a,w) > degG(a) -1. We conclude this section with an application of Corollary 4.3. LetX = (X,j)beanrt xnmatrixofindependentrandom variablesXy suchthatPr(Xij = 1) = Pr(Xij = -1) = 1/2. For C e Sn, define a random variable X (or) = Yi=1 XMO and let id be the identity permutation in Sn.
Theorem 4.2 If
Denote by f(n) the maximal cardinality of a family of permutations 5 C Sn such that X(id) is independent of {X(cr): a € S}. Y. Rinnot [7] noted that S = {a € Sn: a(1) £ 1} satisfies this independence condition and thus f(n)> \S\ = n\ -(n -1)!. Here we show that Rinnot's construction is optimal: 
