Abstract. We show the arbitrarily long-term stability of conservative methods for autonomous ODEs. Given a system of autonomous ODEs with conserved quantities, if the preimage of the conserved quantities possesses a bounded locally finite neighborhood, then the global error of any conservative method is bounded for all time, provided the uniform time step is taken sufficiently small. On finite precision machines, the global error still remains bounded until some arbitrarily large time determined by machine precision and tolerance. The main result is proved using elementary topological properties for discretized conserved quantities which are equicontinuous. In particular, stability is also shown using an averaging identity when the discretized conserved quantities do not explicitly depend on time steps. In addition, we derive a sufficient condition for constructing conservative methods using the multiplier method and give explicit formulas for first order conservative methods in the case of polynomial conserved quantities. Numerical results are shown to illustrate the main stability result.
1. Introduction. In recent years, there has been vast renewed interests in structure-preserving discretizations; that is numerical methods which preserve underlying structures of differential equations at the discrete level [19, 22, 15, 17, 14, 4, 1, 8] . One primary motivation for these discretizations is, for some class of problems, the ability to preserve certain features inherent to the continuous problem is a determining factor for acceptance of numerical results. For instance, for ODEs with a Hamiltonian structure, preservation of phase space volume is a desirable feature for the discrete flow of symplectic methods [14] . For systems arising from variational formulation, the variational principle is preserved by variational integrators via extremizing the action integral over a finite dimensional discrete space [19] . Beyond this primary motivation, structure-preserving discretizations can also possess additional stability and long-term properties. For example, symplectic methods have been shown to possess favorable long-term properties, such as near conservation of energy over an exponentially long time [2] . Moreover, for completely integrable Hamiltonian systems, symplectic methods nearly conserve all first integrals depending only on action variables and have at most linear growth in the global error over an exponentially long time [5, 6, 14] .
In the present work, we focus on the question pertaining to stability properties on the class of conservative methods; specifically discretizations which exactly preserve conserved quantities at the discrete level. Conservative methods for ODEs and PDEs have a long history in numerical analysis [9, 16, 24, 18, 13, 23, 12, 10, 11, 7] . Traditionally, conservative methods have been proposed for various types of equations and special forms of conserved quantities. Unfortunately, it is perhaps due to the specialization of these methods that fundamental stability properties may have been overlooked. Recently, a general conservative method, called the multiplier method [25] , has been proposed for discretizing ODEs and PDEs so that their underlying conserved quantities can be exactly preserved at the discrete level. Motivated by the general applicability of the multiplier method, it is important, in our view, to provide a general stability result for conservative methods; specifically for the case of ODEs. On the outset, this may seem like an impossible task as most discretizations constructed by the multiplier method do not possess an a priori common structure and are often nonlinear in nature. Fortunately, these difficulties can be resolved when one takes the point of view that long-term stability is intimately connected with the topology of the conserved quantities. Specifically for ODEs, under some appropriate conditions, we will show using basic topological arguments that the global error of a conservative method is bounded for all time.
This paper is organized as follows. In Section 2, we review basic properties of conservative methods. It is shown that equicontinuity of discretized conserved quantities plays a central role in many estimates used in subsequent sections. In Section 3, we review some elementary topology results relevant to our current discussion and show a key separation theorem which form the basis for the main stability result. Moreover, we discuss the practical limitation of the main result in finite precision arithmetic. In Section 4, we derive a sufficient condition for conservative method using the multiplier method and provide an explicit formula in the case of polynomial conserved quantities. Finally in Section 5, we verify the main stability result numerically and make comparison with traditional and symplectic methods.
Preliminaries.

Definitions and notations.
Let n ∈ N and U be an open subset of R n . Suppose f : U → R n is locally Lipschitz continuous. Then by Picard's theorem, for any x 0 ∈ U , there exists an open interval I = (−T, T ) such that the autonomous ODE,
has an unique solution x ∈ C 1 (I; U ). For brevity, we used the notation [x] t denoting dependence on t, x(t) and higher derivatives of x(t).
For 1 ≤ m ≤ n. We assume the ODE (1) has m conserved quantities; that is there exists a continuous vector-valued function ψ : R n → R m such that for the constant c = ψ(x 0 ), the unique solution x ∈ C 1 (I; U ) satisfies for t ∈ I, Theorem 1. Suppose the connected component X 0 containing x 0 is compact, then the unique solution x ∈ C 1 (I; U ) to (1) can be extended for all t ∈ R and so x ∈ C 1 (R; X 0 ).
Let τ > 0 be a time step size and consider the set of uniform time steps of {t k = kτ : k ∈ N}. For a given µ ∈ N, we shall consider general µ-step discretizations or µ-step methods (we use both terms interchangeably). In particular, let F τ : R n(µ+1) → R n be a continuous vector-valued function depending on τ . Then the µ-step discretization is given by,
Similar to the continuous case, we employ the notation {x τ } k to denote dependence on the successive approximation x k at different time steps. For technical reasons, we shall consider discretizations which have the local contraction property.
Definition 2. A µ-step discretization (3) has a local contraction property if for any compact subset K ⊂ R n with x k , . . . , x k−µ+1 ∈ K and for any r > 0, there exists τ c > 0 depending on r and K such that for 0 < τ < τ c , the discretization (3) have an unique solution x k+1 ∈ µ−1 i=0 B r (x k−i ). For example, local contraction property of a µ-step discretization can typically be shown via a fixed point argument for implicit methods.
p+1 (I; U ) and each time step t k , there exists a positive constant C F independent of τ such that,
.
In practice, C F arise from Taylor expansion with remainder terms. Similarly, let ψ τ : R nµ → R m be a continuous vector-valued function depending on τ .
Definition 4. The discrete conserved quantities ψ τ is consistent to ψ of order p if for x ∈ C p (I; U ) and each time step t k , there exists a positive constant C ψ independent of τ such that,
where
2.2. Equicontinuity and averaging identity. If a family of discretized conserved quantities {ψ τ } 0<τ <τ0 is equicontinuous for some τ 0 > 0, one immediate consequence is the following important relation between ψ and ψ τ .
Lemma 5. Suppose ψ τ : R nµ → R m is consistent of order p to ψ and for some τ 0 > 0, the family of functions {ψ τ } 0<τ <τ0 is equicontinuous on U × · · · × U ⊂ R nµ for some open subset U ⊂ R n . Then for any y ∈ U ,
Proof. For any > 0 and y ∈ U , pick a function x(t) ∈ C (p) ([t k−µ+1 , t k ]) with x(t k ) = y. For fixed t k , by continuity of x(t), there exists a positive constant τ 1 such that if 0 < τ < τ 1 , then x(t k−i ) ∈ U for i = 0, . . . , µ − 1. Thus, by equicontinuity and since all norms are equivalent on R nµ , there exists a positive constant δ depending only on such that if max
Moreover, by continuity of x again, there exists some positive constant τ 2 such that if 0 < τ < τ 2 , y − x(t k−i ) < δ for all i = 0, . . . , µ − 1. Combining together with consistency, this implies for 0 < τ <
In other words, the limit ψ τ (y, . . . , y) as τ → 0 exists and is equal to ψ(y).
If ψ τ does not depend on τ explicitly, then Theorem 5 follows immediately, as ψ τ is trivially equicontinuous on U . In fact, the following remarkably simple identity holds.
Corollary 6 (Averaging Identity). Suppose ψ τ : R nµ → R m is consistent of order p to ψ and assume ψ τ does not depend on τ explicitly. Then for any y ∈ R n , ψ(y) = ψ τ (y, . . . , y).
Proof. Let y ∈ R n and t k be fixed and let
) with x(t k ) = y. By continuity of x and for fixed t k , lim τ →0 x(t k−i ) = y for all i = 0, . . . µ − 1. Since ψ τ does not depend on τ explicitly, then by consistency and continuity of ψ τ ,
To the best knowledge of the authors, we have not seen this remarkably simple identity relating ψ and ψ τ appeared in the previous literature. The term averaging identity originates from applications where such ψ τ can typically be interpreted as a kind of (nonlinear) average of ψ among different time steps t k .
Conservative discretization.
Definition 7. The discretization (3) is called conservative if
For a conservative discretization, it follows by induction that for k ∈ {µ − 1, µ, . . . },
In the case of 1-step methods with ψ τ not explicitly depending on τ , then the averaging identity of Lemma 5 implies ψ τ (y) = ψ(y) and so c τ = c. For general µ-step methods, µ − 1 initial values must be specified in order to proceed. This initialization step is usually handled by using one-step methods of sufficient order, such as RungeKutta methods. However, since traditional 1-step methods are generally not conservative, there will be a corresponding error in the constant c τ = ψ τ (x µ−1 , . . . , x 0 ). Fortunately, as we show in Section 3, this initialization error does not pose a problem for the long-term stability result, as long as we can choose the error in c − c τ to be arbitrarily small. In particular, we need the following result in subsequent section.
Suppose the µ initial values are p-th order accurate; that is for the unique solution
k=0 satisfies for some positive constants C, τ µ independent of τ such that if 0 < τ < τ µ ,
Also assume for some τ 0 > 0, the family of functions {ψ τ } 0<τ <τ0 is equicontinuous
Proof. The proof is similar to Lemma 5. Let > 0 and x be the exact solution to the ODE (1) and {x k } µ−1 k=0 be the given initial values. From (5) and that x(t k ) ∈ U for all 0 ≤ k ≤ µ − 1, it follows that for some positive constant τ 1 , x k ∈ U for all 0 ≤ k ≤ µ − 1 and 0 < τ < τ 1 . By equicontinuity, there exists a δ > 0 depending only on such that if max 0≤k≤µ−1 x(t k ) − x k < δ, then
and c τ = ψ τ (x µ−1 , . . . , x 0 ) by (4), it follows from consistency that for sufficiently small τ ,
3. Main results. We now discuss a long-term stability result for conservative methods. Although in application, we have in mind the underlying space is X = R n , which is sufficient for ODEs in finite dimensions. In anticipation for subsequent work on evolution PDEs, X can be some function space where the PDEs are viewed as ODEs over infinite dimensional spaces. Since the main ideas are mostly based on topological properties, we will state the main theorem in a general setting and restricting X to a metric space when necessary. First, we review some elementary results from topology relevant to our discussion. See [20] for more details.
Theorem 9. Let A ⊂ X be a nonempty subset of a locally connected, secondcountable topological space X. Then A = j∈J A j for some countable indexed set J, where the collection of A j are connected components of A with each A j being nonempty, closed in A and disjoint from each other.
Theorem 9 implies immediately the following:
Lemma 10. Let X and Y be topological spaces with X locally connected and second-countable and Y Hausdorff. Suppose ψ : X → Y is a continuous function. For any c ∈ Y with a nonempty preimage ψ −1 ({c}), there is some countable indexed set J such that,
where each X j is a nonempty, closed subset in ψ −1 ({c}) and disjoint from each other.
Similarly, we will be interested in working with preimage of neighborhoods in metric spaces. Specifically, for a metric space Y with a metric
Lemma 11. Let X be a locally connected, second-countable topological space and Y be a metric space. Suppose ψ : X → Y is a continuous function. For any c ∈ Y and any > 0 with a nonempty preimage ψ −1 (B (c)), there is some countable indexed set J such that,
where each X j is a nonempty, closed subset in ψ −1 (B (c)) and disjoint from each other.
Lemma 12. Let X be a topological space. If A ⊂ X is closed in X and B ⊂ A is closed in A, then B is closed in X.
Lemma 13. If the hypotheses of Lemma 10 are satisfied, then each X j is a closed subset of X. Moreover, if Y is a metric space, then each X j is closed in X for any > 0.
Proof. By continuity of ψ and {c} is closed in Y (since Y is Hausdorff), ψ −1 ({c}) is closed in X. Since X j is closed in ψ −1 ({c}), then Lemma 12 implies X j is closed in X. The proof proceeds similarly for X j .
3.1. Locally finite neighborhood. For the main stability result, we wish to include cases where the connected components can be bounded or unbounded. Moreover, we also wish to handle the possibility of countably infinitely many connected components. However, it turns out the main stability result hinges on whether certain connected components can be separated by open neighborhoods. In particular, there are situations which can arise we wish to exclude, as the following example illustrate. Example 1. Let X = R = Y and consider the smooth function:
The preimage ψ −1 ({0}) has the connected components
π . The preceding example shows that X 0 cannot be separated by open neighborhoods if it has "too many" neighboring connected components. This leads to the following definition.
Definition 14. Let {U β } β∈J be a collection of closed subsets of a topological space X with an index set J. For a fixed α ∈ J, U α is said to have a locally finite neighborhood (LFN) V if V is an open subset of X such that:
For a normal topological space X, an equivalent definition of a LFN is that U α and β =α U β can be separated by open neighborhoods.
Theorem 15. Let X be a normal topological space and {U β } β∈J be a collection of closed subsets in X. Then U α has a LFN V if and only if there exists disjoint open subsets A, B in X such that U α ⊂ A ⊂ V and α =β∈J U β ⊂ B.
Proof. It suffices to prove only the forward implication, since if there exists such disjoint open subsets A, B, then U α has a LFN A. Suppose U α has a LFN V so that U α ⊂ V and at most a finite collection {U β } β∈J with α / ∈ J such that U β ∩ V = ∅ for all β ∈ J . Since J is finite, β∈J (U β ∩ V ) is closed in X. Since U α is closed in a normal topological space X, there exists disjoint open subsets A , B in X such that U α ⊂ A and β∈J (U β ∩ V ) ⊂ B . Let A = A ∩ V and B = B (X − V ). Then clearly both A, B are disjoint and open in X with U α ⊂ A ⊂ V . Thus, the result follows since,
Corollary 16. Let X be a metric space and Y be a Hausdorff topological space. Suppose ψ : X → Y is continuous function with a nonempty preimage ψ −1 ({c}) = j∈J X j for some countable index set J. Then X 0 has a LFN V if and only if there exists disjoint open subsets A, B in X such that X 0 ⊂ A ⊂ V and 0 =j∈J X j ⊂ B. Thus, if X 0 has a bounded LFN V , then A is also bounded.
Proof. Since any metric space X is locally connected and second-countable, X j is closed in X by Lemma 13 for all j ∈ J. As X is also normal, applying Theorem 15 for the collection of closed subsets {X j } j∈J implies the result.
Furthermore, we will need the following two lemmas regarding compact subsets.
Lemma 17. Let X be a topological space and let {A n } n∈N be a decreasing nested sequence of nonempty compact subsets in X. For any open subset U in X such that n∈N A n ⊂ U , there exists a positive integer N such that A n ⊂ U for all n ≥ N .
Proof. By Cantor's intersection theorem, there exists x ∈ n∈N A n . Now assume the contrary, then there exists a sequence n i → ∞ such that A ni ∩ (X − U ) = ∅. Clearly, n∈N A n ⊂ i∈N A ni . Moreover, for all n ∈ N, there exists n i ≥ n so that A ni ⊂ A n , since A n are decreasing and n i → ∞. This implies i∈N A ni ⊂ n∈N A n . It follows that x ∈ n∈N A n = i∈N A ni ⊂ X −U which contradicts x ∈ n∈N A n ⊂ U .
Lemma 18. Let X be a metric space and A, B be subsets of X with A compact in X and
Proof. Suppose not, then there is a sequence a n ∈ A such that d X (a n , B) → 0. Since A is compact, there is a convergent subsequence a ni → a ∈ A. Thus, d X (a, B) = lim i→∞ d X (a ni , B) = 0 or in other words a ∈ B which contradicts that A ∩ B = ∅.
Finally, we show a key separation theorem for establishing the main stability theorem for conservative methods. Note that for any > 0, since X 0 ⊂ ψ −1 (B (c)), X 0 ⊂ X j for some index j in J . By rearranging J if necessary, we can denote X 0 to be the unique connected component containing X 0 for all > 0. 
, or equivalently ψ(x) = c. This implies x ∈ X j ⊂ A B for some j ∈ J, which contradicts x ∈ X − (A B). It follows that there exists > 0 so that if 0 < ≤ ,
Since A, B are disjoint and X j is connected for any j ∈ J , either X j ⊂ A or X j ⊂ B. In the case when j = 0, then X 0 ⊂ A, since otherwise X 0 ⊂ X 0 ⊂ B which contradicts X 0 ∩ B = ∅. Moreover, X 0 is compact, since X 0 is closed by Lemma 13 and X 0 ⊂ A ⊂ V ⊂ V with V compact. Similarly for 0 = j ∈ J , in the case if X j ⊂ A, then X j ⊂ A − X 0 , since X j and X 0 are disjoint if j = 0. Thus, for any 0 < ≤ ,
0 =j∈J
Now define the following two disjoint open subsets,
For the moment, assume the following claim is true:
Claim 20. For some 0 ≤ , X 0 is compact and X 0 ⊂ A for all 0 < < 0 . Thus, combining (6) and Claim 20 implies the theorem. It remains to show Claim 20 for which we proceed in two main steps. First, we show that,
Indeed, let x ∈ X 0 ⊂ X 0 , then by continuity of ψ, there exists r > 0 so that,
Since B r (x) is connected and {X j } j∈J are connected components, B r (x) ⊂ X j for some j ∈ J . Supposing j = 0 implies the contradiction that x ∈ X j ∩ X 0 = ∅. So B r (x) ⊂ X 0 or in other words x is an interior point of X 0 which implies (7) . Secondly, we show there exists 0 ≤ such that if 0 < < 0 ,
To show (8), define A n := X n 0 . Since each A n+1 ⊂ A n are closed by Lemma 13 and X 0 ⊂ A n ⊂ X 0 with X 0 compact, {A n } n∈N is a collection of nonempty, nested, compact subsets. Moreover, n∈N A n = X 0 ⊂ A by (7). Thus, by Lemma 17, there exists a positive integer N such that A n ⊂ A if n ≥ N . In other words, for 0 := N , X 0 ⊂ A if 0 < < 0 and each X 0 is compact since A ⊂ X 0 is compact as shown earlier. Thus, Claim 20 is proved.
Remark 21. The assumption that V is compact in Theorem 19 can be omitted for metric spaces with the Heine-Borel property, such as when X = R n .
3.2. Long-term stability theorem. We are now in the position to show the long-term stability result. In essence, under appropriate conditions, the global error is bounded for all time for conservative methods.
Theorem 22 (Main stability theorem). Let X = R n and Y = R m with the Euclidean norm · as their metric. Let x ∈ C 1 (I; U ) ∩ C p ([0, t µ−1 ]; U ) be the unique solution to the ODE (1) with x(0) = x 0 and ψ(x 0 ) = c. For some τ 0 > 0, assume the family of functions {ψ τ } 0<τ <τ0 is equicontinuous on U × · · · × U ⊂ R nµ and let x k+1 be the unique solution to a conservative µ-step discretization (3) of order p with ψ τ (x µ−1 , . . . , x 0 ) = c τ and the µ initial values satisfying the hypothesis of Lemma 8. If X 0 has a bounded LFN with x 0 ∈ X 0 , then there exists positive constants τ * and C independent of τ and k such that for all 0 < τ < τ * and k ∈ N,
Proof. Since X 0 is bounded and closed in X by Lemma 13, then X 0 is compact by Heine-Borel's theorem and there is a global solution x ∈ C 1 (R; X 0 ) by Theorem 1. Now the proof proceeds in two main steps.
First, we show for some 0 > 0, d X X 0 , 0 =j∈J X j > 0 for 0 < < 0 . Recall by Theorem 19, there exists 0 > 0 so that for 0 < < 0 , X 0 is compact and is separated from 0 =j∈J X j . So by Lemma 18, there exists a constant D > 0 so that,
Second, for any fixed 0 < < 1 ≤ 0 where 1 is a constant to be determined, we prove by induction on k ∈ N that x k+1 ∈ X 0 for sufficiently small τ . For 0 ≤ k ≤ µ−1, by the hypothesis on the initial µ values, we may assume {x µ−1 , . . . , x 0 } ⊂ X 0 . Thus, by the strong induction hypothesis on k so that {x k , . . . , x k−µ+1 } ⊂ X 0 , we need to show that there exists a positive constant τ * such that if 0 < τ < τ * , x k+1 ∈ X 0 for 0 < < 1 . For this, we first claim the following:
Claim 23. There exists a constant τ c,1 > 0 so that x k+1 ∈ U for all 0 < τ < τ c,1 .
Define the nested nonempty compact subsets A k := X 0 k 0 and so k∈N A k = X 0 ⊂ U . Thus, by Lemma 17, for some positive integer N , X 0 ⊂ U for all 0 < < 1 := 0 N . Since X 0 ⊂ U is compact and X 0 is separated from X−U , L := d X (X 0 , X−U ) > 0 by Lemma 18. As {x k , . . . , x k−µ+1 } ⊂ X 0 , by the local contraction property, there exists τ c,1 depending on L /2 and X 0 so that
and Claim 23 is proved. Now by Claim 23, x k+1 ∈ U for all 0 < τ < τ c, 1 . Combining with equicontinuity and Lemma 5, there exists a τ 1 > 0 such that if 0 < τ < τ 1 ≤ min{τ 0 , τ c,1 },
Also by Lemma 8, there exists a τ 2 > 0 such that if 0 < τ < τ 2 ≤ min{τ 0 , τ c,1 },
Moreover, by equicontinuity for 0 < τ < min{τ 0 , τ c,1 }, there exists a δ > 0 depending only on such that if max 0≤i≤µ−1 x k+1 − x k−i < δ, then
Again by the local contraction property, for δ 1 := min{δ, D 2 }, there exists τ c,2 depending on δ and X 0 so that x k+1 ∈ 0≤i≤µ−1 B δ1 (x k−i ) for 0 < τ < τ c,2 . I.e. max 0≤i≤µ−1 x k+1 − x k−i < δ 1 if 0 < τ < τ c,2 . Thus combining (4) with (10)-(12), for 0 < τ < τ * := min{τ 1 , τ 2 , τ c,2 },
In other words, we have shown that if 0 < τ < τ * , x k+1 ∈ B D /2 (x k ) ∩ ψ −1 (B (c)). We now claim that in fact x k+1 ∈ X 0 for 0 < τ < τ * . Suppose not, then x k+1 ∈ ψ −1 (B (c)) − X 0 . In particular, x k+1 ∈ X j for some j = 0, which leads to a contradiction since by (9),
Hence, the induction step is finally proved for any fixed 0 < < 1 . Since for all k ∈ N, x(t k ) ∈ X 0 ⊂ X 0 and x k ∈ X 0 are bounded, we can conclude for 0 < < 1 ,
Remark 24. Note that if ψ τ does not depend on τ explicitly, then the main stability result can be shown readily by using the averaging identity of Corollary 6. Specifically, we have by the averaging identity that,
Thus by continuity of ψ τ and by the local contraction property, x k+1 ∈ ψ −1 (B (c)) for sufficiently small τ and the proof proceeds similarly as in the equicontinuous case.
Remark 25. We note that existence of a bounded connected component can be difficult to establish in general, as we discuss in the conclusion. For applications arising from physics, the energy function is a scalar conserved quantity ψ(x) and often satisfies the coercive property; |ψ(x)| → ∞ as x → 0. In this case, it is well-known that nonempty preimage of ψ is bounded.
Remark 26. Similarly, it may be difficult to establish in general whether a given bounded connected component of ψ −1 (c) has a bounded locally finite neighborhood. Indeed, in the special case when ψ −1 (c) has only finite many connected components, it follows from definition that every bounded connected component has a bounded locally finite neighborhood.
Long-term stability in practice.
We conclude this section with a discussion on the effect of error accumulation for conservative methods.
Recall that the main stability result of Theorem 22 holds provided we can guarantee x k+1 ∈ B D /2 (x k ) ∩ ψ −1 (B (c)) for some > 0 where D is the nonzero separation distance between X 0 and 0 =j∈J X j . However, even for conservative methods, ψ τ {x τ } k+1 = ψ τ {x τ } k in practice due to round-off error of inexact arithmetic operations in computing ψ τ . Moreover, x k+1 is often an inexact solution to some iterative method for an implicit method. These errors, while negligible at each time step, can accumulate over long term to be sufficiently large, leading to x k+1 / ∈ ψ −1 (B (c)) and resulting in the hypotheses of the main theorem being not satisfied. We stress that the error accumulation discussed here is inherent for any finite precision machine when inexact computations are performed over many iterations. In contrast to non-conservative methods, conservative methods are solely limited by these error accumulations depending on machine precision and tolerances used within the method, which we characterize next.
Let mach be a fixed machine precision and δ tol be a fixed tolerance used as the stopping criterion within the iterative procedure of a given conservative method. Then on each successive time step t k , we denote the error E k accumulated in computing ψ τ on a finite precision machine as
Thus by triangle inequality, the error in ψ τ after N time steps can be estimated as
where c τ := ψ τ {x τ } µ−1 from (4). Moreover, suppose E k can be bounded uniformly by some constant C a ( mach , δ tol ) > 0, then
In other words, the error in ψ τ grows linearly with N in the worst case. However in practice, there may be cancellations within the expressions of the conservative method which can lead to sharper estimates of these round-off errors, as will be illustrated in the numerical example of Section 5. This leads to the following definition of the class of conservative methods with error accumulation rate s for some 0 < s ≤ 1.
Definition 27. Fix a machine precision mach and a tolerance δ tol . A conservative µ-step method F τ is said to have an error accumulation rate s if there exists some constants 0 < s( mach , δ tol ) ≤ 1 and C a ( mach , δ tol ) > 0 such that,
Now we state the arbitrarily long-term stability theorem on finite precision machines.
Theorem 28. Suppose the hypotheses of Theorem 22 (Main stability theorem) are satisfied and the µ-step method F τ has an error accumulation rate s. If X 0 has a bounded LFN with x 0 ∈ X 0 , then there exists a positive integer N max depending on mach and δ tol , a positive constant C independent of N max and a positive constant τ * independent of τ such that for all 0 < τ < τ * and 0 ≤ k ≤ N max ,
Proof. We highlight the differences in the proof, as it is nearly identical to the proof of Theorem 22. For brevity, we shall focus on the case when ψ τ does not explicitly depend on τ , as the same conclusion follows for the equicontinuous case (with possibly a smaller N max ). Since the quantity ψ τ {x τ } k − c τ = 0 with finite precision arithmetic, by Remark 24, we need to instead establish the following estimate,
for 0 < < 0 where 0 is the largest radius around c for which X 0 is separated from the other connected components X j contained in ψ −1 (B 0 (c)). By Lemma 8, c τ − c ≤ 4 for sufficiently small τ . Moreover, since F τ is assumed to have an error accumulation rate s, . Finally, we also note that C := diam(X 0 ) as in the main theorem and is independent of N max .
Conservative method for autonomous ODEs.
We now shift our discussion from the theory presented in Sections 2 and 3 to applications. In this section, we discuss constructions of conservative methods. Specifically, in this section, we derive sufficient conditions for constructing conservative methods based on the recent multiplier method [25] . Moreover, in the case when conserved quantities are of polynomial form, we give explicit formulas for first order conservative discretization using the multiplier method approach.
4.1. Background on the multiplier method. We briefly review the multiplier method [25] in the special case of autonomous system (1) with 1 ≤ m ≤ n linearly independent 2 conserved quantities ψ on some open subset U ⊂ R n . The essential idea of the multiplier method is that conserved quantities of ODEs/PDEs are associated with so-called characteristics of conservation laws or conservation law multipliers [21, 3] , so that when multiplied with the equations yields a divergence expression representing the conserved quantities. The multiplier method proposes to discretize the multipliers and conserved quantities in a manner such that the divergence theorem is preserved discretely, which implies the conservative property 4 holds. In the present paper, we focus on conserved quantities and conservation law multipliers depending only on x and assume the following hypothesis:
Hypothesis 29. Given a system of ODEs (1) with conserved quantities ψ(x), there exists a corresponding multiplier matrix Λ :
where D t is the total derivative with respect to t.
It turns out that the case with m = n only arises for the trivial system when f (x) = 0 for all x ∈ U , as the following Lemma 30 will show. This, however, does not preclude the autonomous system (1) from possessing n linear independent conserved quantities, since it is still possible to have conserved quantities and conservation law multipliers which depend on higher order derivatives such as ψ(x,ẋ). Using hypothesis 29, we can deduce a simple necessary condition relating ψ, Λ and f .
Lemma 30. If ψ is continuously differentiable on U , then for all y ∈ U ,
where J ψ (x) is the Jacobian matrix of ψ at x.
Proof. Let y ∈ U . By (14) and the chain rule, for any x ∈ C 1 (I; U ),
Defining the constant function x(t) = y in (17) implies (16) . Let e i be the i-th standard basis vector for each i = 1, . . . , n. By (16), evaluating x(t) = e i (t − t 0 ) + y at t = t 0 ∈ I in (17) and combining with (16) implies (15) for the i-th column vector.
Remark 31. If m = n or equivalently Λ is a square matrix, then ψ(x) being linearly independent on U implies J ψ (x) = Λ(x) has full rank on U by (15) . So it follows from (16) that f (x) must be the zero vector for all x ∈ U . In other words, for a given non-trival autonomous system, there is at most n − 1 linearly independent conserved quantities of the form ψ(x).
As a consequence, if the discretized multiplier Λ τ is consistent to Λ, then there must an m × m minor of Λ τ which is invertible for sufficiently small τ .
Theorem 32. Suppose the discretized multiplier matrix
is consistent of order p to the multiplier Λ; that is for x ∈ C p (I; U ) and each time step t k , there exists a positive constant C Λ independent of τ and such that for
For some τ 0 > 0, assume Λ τ is continuous with respect to τ for all 0 < τ < τ 0 and the family of discrete multipliers {Λ τ } 0<τ <τ0 is equicontinuous on U × · · · × U ⊂ R nµ . Also, denote {x k : k ∈ N} as the sequence generated by solving the solution of a µ-step discretization (3) with the local contraction property. Then for some τ
, that is invertible and the operator norm of its inverse is bounded above independent of τ .
Proof. The proof is broken into three main steps. First, since ψ is linearly independent on U , by the relation (15), there must be an m × m minor of Λ denoted as Λ with det( Λ) = 0 on U . Denote the corresponding m × m minor of Λ τ as Λ τ . Second, since {Λ τ } 0<τ <τ0 is equicontinuous, by a very similar proof as in Theorem (5), one can show that for all y ∈ U , Λ(y) = lim τ →0 Λ τ (y, . . . , y). Thus combining with the fact that the determinant function is continuous, we have that for all y ∈ U ,
In other words, for some
det( Λ τ (y, . . . , y)) = 0.
Finally, by equicontinuity again and local contraction property of the µ-step method, for any > 0 there is a τ 2 > 0 such that if 0 < τ < τ 2 ,
Combining (19) with (18) and again by continuity of the determinant, it follows that for some positive constant γ,
To show that the operator norm of its inverse is bounded above independent of τ , it follows from the adjugate formula of the inverse matrix that for 0 < τ < τ * ,
Remark 33. Analogous to Remark 24 at the end of Theorem 22, the equicontinuity condition of Λ τ can be replaced with the condition that Λ τ do not depend on τ explicitly, in which case an analogous proof using an averaging identity for Λ τ follows in a similar fashion; we omit the details of the proof here.
4.2. Sufficient conditions for conservative discretizations. Now we apply the consistency theorem of the multiplier method to the autonomous system (1).
Theorem 34 (Theorem 6 of [25] ). Let ψ(x) be 1 ≤ m ≤ n − 1 linearly independent conserved quantities on U for the autonomous system (1) with the associated multiplier matrix Λ(x). Without loss of generality (with reordering of equations if necessary), denote Λ = Λ Σ where Λ(x) is the m × m minor which is invertible on U . Also, partition the associated equations as F = F G T . Suppose Λ τ is a consistent discrete multiplier matrix of order p, denoted as
suppose the discrete functions D τ t ψ : R nµ → R m and G τ : R nµ → R n−m are consistent to D t ψ and G of order p. Then for sufficiently small τ , the inverse of Λ τ exists and the following discretization F τ is consistent to F of order p:
Proof. This directly follows from the consistency result of Theorem 6 of [25] applied to the present case of autonomous system. We note that Theorem 32 implies the inverse of Λ τ exists for sufficiently small τ .
Analogous to Lemma 30, we now state a sufficient condition for constructing conservative discretizations for (1).
Theorem 35. Assume the hypothesis of Theorem 34 holds and suppose the discrete functions ψ τ , Λ τ , D τ t x, f τ are consistent of order p to ψ, Λ,ẋ, f , respectively. Further assume that at each k = 1, 2, . . . ,
Then the following discretization is consistent to F of order p,
and the solution of (23) satisfies 
Thus, by Theorem 7 and Corollary 3 of [25] , F τ is of order p and the solution to (23) 
Remark 36. In the case of first order approximations, we note that conditions (21) and (22) (21) and (22) . First, we need the following lemma.
for some coefficient c α indexed by the multi-index α. Then the forward difference of g τ (x k ) can be expressed as,
Proof. By induction on n, it can be shown that, where the last equality follows from geometric sum. The result now follows since,
Combining Theorem 35 and Lemma 37 gives the following result.
Theorem 38. Let F [x] :=ẋ − f (x) be a first order autonomous system with 1 ≤ m ≤ n−1 linearly independent conserved quantities ψ(x) of degree N polynomials, i.e. ψ has components of the form,
In particular, (27) implies ψ(x) = b is an elliptic curve for any b ∈ R. Since ψ(x) is a cubic polynomial, (24) implies the discrete mutliplier matrix,
. Then Theorem 38 gives the first order conservative discretization for (26) which preserves ψ τ {x
Remark 39. We note that (28) can also be derived using the average vector field method [23] , since closed form integration can be performed for polynomials.
For any a, b ∈ R n , it is well-known that the elliptic curve ψ(x) = b has at most two connected components. In particular, if the sign of the discriminant of the cubic polynomial p(x) := ψ(x) − b is given by ∆(p) := 4a 3 + 27b 2 is negative, the elliptic curve has two connected components with one bounded and the other unbounded. Otherwise, the elliptic curve has only an unbounded connected component if ∆(p) > 0.
We compare numerical results of the conservative first order method of (28) with standard first order explicit/implicit methods (Euler/Backward Euler) and symplectic second order explicit/implicit methods (Störmer-Verlet/Midpoint) [14] . We considered the case of two connected components with a = −1 and b = 0.3849 (∆(p) < 0), where the bounded connected component of X 0 and unbounded connected component of X 1 are close to each other but separated as shown in Figure  1a and 1b. In all five methods, the initial conditions were set to be x 0 = 0.571 and y 0 = x 3 0 + ax 0 + b ≈ 8.33 × 10 −3 , which implies, for τ sufficiently small, the exact solution should remain within the bounded connected component of X 0 . We have used an uniform time step size of τ = 0.3 with N = 5 × 10 3 time steps and we employed an absolute tolerance of δ tol = 5 × 10 −16 with a maximum of 50 Newton's iterations per time step for the implicit methods. and 3a shows Störmer-Verlet method gives a solution which loops around the bounded connected component of X 0 once before exiting to the unbounded connected component of X 1 . Similarly, Figure 2 and 3b shows the solution of the Midpoint method loops around X 0 longer than the Störmer-Verlet method before eventually exiting to X 1 . In contrast, all three figures show that the first order multiplier method gives a solution which remains essentially on the bounded connect component of X 0 and indeed we observed an error in ψ of max Next, we increase the number of time steps to N = 5 × 10 7 while fixing all other parameters. As shown in Figures 3a and 3b , the first order multiplier method again gives a solution which stays near the bounded connected component of X 0 . As we increase the number of time steps, we expect an increase of the error in ψ due to round-off error accumulation and inexact iterative solutions as discussed in Section 3.3. Indeed, we observed the error in ψ now to be max To investigate further on error accumulation of ψ as N increases, Figure 5 shows a log-log plot of the accumulated error max 1≤i≤N |ψ(x i ) − b| for various N . By a linear regression, the accumulated error E(N ) was estimated to be E ≈ (2.45 × 10 −17 ) × N 0.5964 , where the error accumulation rate of 0.5964 is due to inherent round-off cancellations within the conservative discretization. To estimate the maximum number of time steps N max as stipulated in Theorem 28, we need the largest > 0 such that ψ −1 ((b − , b + )) still has two connected components. In the present case of elliptic curve, we know that the two connected components merges into one precisely when the discriminant ∆(p) changes sign. Thus, computing ∆(p) = 0 gives ≈ 1.8 × 10 −7 , which implies a maximum number of time steps N max = 4Ca 1/s ≈ 6.9 × 10 16 so that the conservative method can be guaranteed to have a bounded global error. This is in stark contrast to previous four methods (some of which are second order) where their solutions decay to a fixed point or become unbounded for N ≤ 5 × 10 3 .
Remark 40. We elected to not make comparison with projection-based conservative methods; methods which first evolve in time using traditional methods and after some time period project the discrete solution back onto the constraint of conserved quantities. While this approach can make any traditional method conservative, we note the long-term stability result may not hold for these methods, as the composition of evolution and projection may not satisfy the local contraction property.
6. Conclusion. In this paper, we have presented a long-term stability result for conservative methods in the case of autonomous ODEs; specifically the global error is, in principle, bounded for all time. On finite precision machines, the global error is shown to be bounded up to some arbitrarily long time depending only on machine precision and tolerance. Since the main idea is mostly based on topological ideas, we believe the stability result can be generalized to certain non-autonomous ODEs and PDEs; such is the goal of our current work.
