The objectives of this paper are three-fold. First, we would like to call attention to a very attractive problem, the question of whether or not the poset of integer partitions ordered by reÿnement has the Sperner property. We provide all necessary deÿnitions, and enough bibliography to interest a newcomer in the problem. Second, we prove four new theorems, two by exhaustive computation and two in the more traditional manner. Finally, we highlight the central role played by Larry Harper in the literature of this subject.
Introduction
Let n be a nonnegative integer. A partition of n is a k-tuple of positive integers ( 1 ; : : : ; k ) satisfying
The integers i are called the parts of the partition, and we set N ( ) = k, the number of parts in the partition . Often additive notation is used; for example, when n = 4 there are ÿve partitions: 4, 3 + 1; 2 + 2; 2 + 1 + 1, and 1 + 1 + 1 + 1.
The number of partitions of n is denoted p(n), and here are the ÿrst few values:
n p(n)
Partitions have fascinated mathematicians at least since the time of Euler, and there is a vast literature, still growing, dealing mostly with identities, congruences, and asymptotics. Our focus here is a partial order deÿned on the set P(n) of partitions of n. We say that one partition covers another, , if the latter can be obtained by replacing one part of , say i , with two summands a and b where i = a + b and resorting the parts as necessary. We deÿne the partial order (P(n); 6) as the re exive and transitive closure of the "is covered by" relation. For example, 3+2+2+1 is covered by 4 + 3 + 1, and 2 + 2 + 1 + 1 + 163 + 2 + 2. The partial order 6 is called reÿnement. (Incidentally, deciding whether two given partitions are related by reÿnement is NP-complete, see [24, p. 533] .)
A collection of partitions no two of which are related by reÿnement is called an antichain. Let a n equal the maximum possible size of an antichain in the partially ordered set (P(n); 6). If reÿnes but does not equal , then of necessity the former contains strictly more parts than the latter. Thus, for each k, the set of all partitions having k parts is an antichain. We let p(n; k) be the size of this set: p(n; k) = #{ ∈ P(n): N ( ) = k}:
From what we have said, max k p(n; k)6a n :
(
The question of whether inequality (1) is ever strict is open. Before proceeding, one word about the references included at the end of the paper: they are not intended to be historically exhausting. For the general subject matter of asymptotics, [4] is invaluable; for asymptotics devoted to combinatorial problems, [3, 27] provide a wealth of material. The work [17] is a nice supplement to the material in this paper, and obviously some overlap is unavoidable. For the broader subject of Sperner theory, Engel's book [13] is the authoritative source.
The Sperner property and unimodality
For any partially ordered set (poset), one may inquire as to the size of the largest antichain. According to a theorem of Dilworth [12] , this equals the minimum number of chains needed to cover the poset. (A chain in a poset is a collection of pairwise comparable elements, in distinction to an antichain which is a collection of pairwise incomparable elements.) A poset is ranked if all maximal chains containing two prescribed elements as its endpoints have the same number of elements. The minimal elements constitute rank 0, those elements which cover the minimal elements are rank 1, etc. In a ranked poset the elements of a given rank form an antichain. Famililar examples of ranked posets include the Boolean subset lattice, 2 [n] ; the lattice of partitions of a set, (n) (ordered by reÿnement); and the poset of integer partitions P(n) introduced in the previous section. In the latter poset, the rank is usually taken to be n minus the number of parts, so that the most reÿned partition has rank 0, and is the 0 element of the poset. For ranked posets, it is natural to wonder if the largest antichain agrees with the largest rank. Such posets are said to possess the Sperner property, named for the mathematician [31] credited with ÿrst showing that the subset lattice has this property. A rank in the subset lattice 2 [n] consists of all those subsets having a particular cardinality. The number of subsets of [n] = {1; 2; : : : ; n} of cardinality k is the binomial coe cient n k , and Sperner's theorem states that the largest possible collection of subsets, no two of which are related by containment, contains no more than n n=2 elements, the largest binomial coe cient. In this classical problem, the binomial coefÿcient n k is playing the role of the sequence p(n; k) introduced above for our poset (P(n); 6). Generalizations and extensions of Sperner's theorem make up a now recognizable subÿeld of combinatorics. The treatise [13] is an excellent survey of the subject.
In all three of the posets mentioned above (subsets, set partitions, and integer partitions) the rank sizes (binomial coe cients, Stirling numbers of the second kind, and p(n; k), respectively) are unimodal. That is, they ÿrst increase and then decrease. This is easily veriÿed for the binomial coe cients by the simple relation
The proof for Stirling numbers of the second kind is only slightly harder, being most readily achieved by induction and the recursion S(n + 1; k) = kS(n; k) + S(n; k − 1):
On the other hand, the unimodality of the numbers p(n; k), which satisfy the recursion
is deep. There is no straightforward proof, as for the other two examples; in particular, no direct combinatorial argument has been found. The only available proof is analytical in nature, relying on the use of complex variables to develop asymptotic estimates of p(n; k) su ciently accurate to establish unimodality. This result was ÿrst achieved by Szekeres [32, 33] having been conjectured 10 years earlier by Auluck et al. [1] . The latter paper itself was heavily in uenced by the work of Erd os and Lehner [14] which was the ÿrst attempt to give asymptotic estimates for p(n; k). Computationally the phenomenon of unimodality has been observed for each row of the p(n; k) table for 16n62000; nevertheless, the theorem of Szekeres asserts only that p(n; k) is unimodal for all su ciently large n. Thus, the unimodality of p(n; k) is technically not completely resolved.
The associated matching problem
Given a ranked poset X (n) = k X (n; k), one may deÿne the associated bipartite graph, BG(n; k; X ), for each consecutive pair of ranks. The vertices on one side are the elements of rank k, and on the other are those of rank k + 1. An edge joins two elements if they are comparable under the partial order. The bipartite graph has the matching property if each element x in the smaller part may be matched, in a 1-1 manner, to some element y = (x) in the larger part to which it is related. (That is, x and y = (x) are required to be comparable in the poset X .) If the ranks of X are unimodal, and every BG(n; k; X ) has the matching property, then the various matchings may be stitched together to form a decomposition of the poset into chains, the total number of chains being equal to the size of the maximal rank. That is, unimodality + matching property ⇒ Sperner:
For the subset lattice 2
[n] , these matchings exist because each of the bipartite graphs is biregular. A biregular bipartite graph is one in which the degree of the vertices is constant within each part of the bipartition. A biregular bipartite graph always has the matching property [2] . This is one proof of Sperner's theorem. We will say more about this property in Section 5. By direct computation, we have proven Theorem 1. For n645, and 16k¡n, the bipartite graphs BG(n; k; P) based on the reÿnement poset (P(n); 6) all have the matching property.
Thus, inequality (1) is an equality for n645, and in this range at least P(n) has the Sperner property. It has not been established yet, by either computation or an existence proof, that any BG(n; k; P) associated with the reÿnement poset fails to have the matching property. In our computation, which we have programmed twice independently in di erent languages, a straightforward implementation of the alternating path algorithm, as given in [15] , is used to ÿnd the matchings.
For contrast, we summarize the state of knowledge concerning (n). The Sperner problem for (n) was popularized by Rota [28] . A thought-provoking contribution to the problem was a paper by Harper [23] in which a heuristic was given that the largest antichain might be as much as 1:69 · · · times as large as the largest Stirling number S(n; K n ). This was a bold proposal, as at the time we knew (n) was not Sperner by the existence of antichains whose size was only 1 + o(1) times larger than S(n; K n ). In the process of trying to make the idea of [23] rigorous, we discovered antichains which were more than n 1=35 times larger than S(n; K n ) [9, 10] . With regard to the matching property, this is known: there are sequences L n ; R n such that BG(n; k; ) has the matching property if and only if k6L n , or k¿R n [6] . It is also known that L n ∼ (log 2)n= log n and R n ∼ (log 4)n= log n. (These are natural logarithms.) The largest Stirling number S(n; K n ) occurs for K n ∼ n= log n, a result due to Harper [20] .
The opinion has been expressed that the existence of matchings in BG(n; k; P) is at least as hard as the unimodality theorem. In thinking about this issue, the following theorem, involving elementary techniques only, was found. The theorem implies p(n; k)¡p(n; k + 1) for k su ciently small, roughly k¡ 2n=3. We deÿne (statement) to be 1 if statement is true, 0 if statement is false.
Theorem 2. For all integers n and k,
Proof. Let N i ( ) be the multiplicity of integer i in partition , (so that N = i N i ); and P(n; k) be the set of partitions of the integer n into k parts, (so that p(n; k) = |P(n; k)|).
The proof consists of deÿning two integer-valued functions, f and g, on P(n) with these three properties:
For convenience, the asserted upper bound for g appearing on the right-hand side of inequality (4) will be denoted UBg(k); of course, the expression appearing on the right-hand side of the inequality stated in the theorem is UBg(k + 1).
To describe f and g, we need the integer-valued function : P(n; k) × P(n; k + 1) → {0; 1; 2; : : :}, deÿned by setting ( ; ) equal to N i ( ) if is obtained by replacing a part i in with two parts i 1 and i 2 ; i = i 1 + i 2 ; and equal to 0 otherwise. We may picture as a weight function on the edge set of the bipartite graph BG(n; k; P), and in this view f and g are the weighted vertex degree functions deÿned by
∈ P(n; k);
( ; ); ∈ P(n; k + 1):
By the very way f and g have been deÿned, property (2) is immediate, both sides being the sum of ( ; ) over all pairs. We turn to the proofs of (3) and (4).
Since the integer i can be partitioned into two parts in i=2 ways,
and inequality (3) is proved. As for (4), the ÿrst thing we notice is that the formula for g( ) is more complicated than that for f:
where R i ( ) is the number of representations of i as a sum of two integers from : How large can the second summand on the right in the previous equation be? Note that a particular value of i can appear in a counted triple (h; i; j) for at most min(i −1; k −i) pairs (h; j). Hence, for with distinct parts,
proving (4) for partitions whose parts are distinct. Deÿne the total multiplicity of a partition, tm( ), to be the number of pairs i¿j such that the ith and jth parts of are equal. Equivalently,
The proof of (4), and the theorem itself, is complete once we show: for any having a repeated part there exists with the same number of parts such that g( )6g( ) and tm( )¡tm( ):
(We remark that partition in this construction will be a partition of a di erent integer n .)
Suppose that the integer c appears more than once in the partition , and let 0 be the partition obtained by deleting one of the c's. The multiplicity sequences N i ( ) and N i ( 0 ) are identical, with the single exception of i = c, for which N i ( 0 ) is one less. Likewise the representation counting sequences R i ( ) and R i ( 0 ) are identical, except possibly R 2c ( 0 ) is one less, in the case where N c ( ) = 2. Thus,
If we assume further that c is the largest repeated part in , then N 2c ( )61 and
Next, suppose that a is an integer larger than every part in 0 , and consider appending a to the front of 0 . The sequence N i (a 0 ) is identical to N i ( 0 ), except for i = a; N i (a 0 ) being one larger.
where D( 0 ) is the number of distinct parts in partition 0 . Combining the last equation with (5), we conclude
If contains one or two parts, then g( ) equals 0 or 1, respectively, and the desired inequality (4) holds. So, with no loss, let us assume k, the number of parts in , is at least 3 for the duration of the proof. Since has at least three parts, 0 must have at least two, whence a can be chosen not only larger than max( 0 ) but also so that R a ( 0 )¿1. (Let a be the sum of the two largest parts in 0 , say.) We claim that = a 0 satisÿes the three desired properties: (1) it has the same number of parts as ; (2) tm( )¡tm( ); and (3) g( )¿g( ). The ÿrst two properties are clear from the construction, so we concentrate on proving the third. With a chosen so that R a ( 0 )¿1, and noting that R c ( ) = R c ( 0 ), it will follow that g(a 0 )¿g( ) provided (see (6) ),
Let (the "tail") be 0 with all parts of size c deleted. Since 0 does contain at least one part of size c,
Further, any representation of c as a sum of two parts must of necessity use parts that are strictly smaller than c, so
For any partition and integer c; D( )¿R c ( ). Thus (8) and (9) imply (7); the proof is complete.
P(n) as a quotient
(n), partitions of [n] ordered by reÿnement, and P(n), partitions of n ordered by reÿnement, are in many ways similar, though we do note the former is a lattice and the latter not. The reÿnement relation is, however, deÿned in the same manner for each; sets and unions being used for (n), integers and sums for P(n). The functions N i , deÿned earlier for P(n), make sense for the lattice (n) too: for ∈ (n); N i ( ) equals the number of blocks in partition having size i.
For ∈ (n) we deÿne ∈ P(n) by the rule
For obvious reasons, the integer partition is called the shape of the set partition . There is a very pretty formula for the number of set partitions having a given shape [11] #{ ∈ (n):
According to the matching theorem of Phillip Hall [18] , (n; k) can be matched into (n; k + 1) if and only if for every S ⊆ (n; k)
#{ ∈ (n; k + 1): 6 some ∈ S}¿|S|:
The ÿrst examples of failed matchings, which took place near the largest Stirling number and hence proved (n) not Sperner, were achieved by taking S to be all partitions of a well chosen shape [5, 29] . Nothing so simple will work in P(n), because now a single shape is just a single partition! In a landmark paper, Graham and Harper [16] developed a theory of quotient posets by which they proved that the bipartite graph BG(12; 5; ) has the matching property by working in the quotient space P(12). This was the starting point for a number of papers, by numerous authors, concerning the preservation of matching properties in quotient posets. Note that P(n) is the quotient of (n) under the action of the symmetric group. Some 10 years later, in [22] , Harper was able to capture the essence of many of his previous publications on this theme in a uniÿed setting employing the language of category theory. In this same vein, let us call attention to the following elegant result: Suppose X is a poset on which a group G of automorphisms acts. Then, there is always a maximum sized antichain which is a union of orbits [26] .
It is disappointing to report that in the present time, with our rather extensive understanding of the existence and nonexistence of matchings in (n), we cannot use any quotient methodology to draw conclusions about the same issues in P(n). However, the elegant perspective of P(n) as a quotient may yet be the starting point of a successful investigation by some future researcher.
The normalized ow property
The notion of normalized ow has been extremely fruitful in Sperner Theory. It is not reasonable to credit a single researcher for its discovery, but two early systematic discussions of the topic deserving mention are Harper's [21] and Kleitman's [25] . In studying the matching problem for (n), Harper adopted the viewpoint that when all else fails, strengthen the hypotheses! So, he studied condition (10) for the existence of a matching strengthened by including on the right-hand side the additional factor | (n; k + 1)|=| (n; k)| multiplying the term |S|. Denoting by O(S) those vertices in one part of a bipartite graph which are adjacent to some vertex in S, the condition reads, for the general case BG(n; k; X ), that for all S ⊆ X (n; k),
This condition turns out to be expressable in a symmetric manner which avoids prior knowledge as to which side of the bipartite graph is the larger. Indeed, the condition is equivalent to the existence of a nonnegative, real-valued weight function, see [13, p. 151], or [34] : Edges(BG(n; k; X )) → R + such that y∼x y ∈ X (n;k+1) (x; y) is a constant function of x ∈ X (n; k); and x∼y x ∈ X (n;k)
is a constant function of y ∈ X (n; k + 1). If it so happens that BG(n; k; X ) is biregular, then ≡ 1 is such a weight function. Thus, the normalized matching property is a generalization of the notion of biregularity.
Returning to integer partitions, could it be that BG(n; k; P) always has the normalized matching property? No, there is an obvious obstruction. If p(n; k)¿p(n; k + 1) and k +1 divides n, then the partition consisting of k +1 copies of the quotient n=(k +1) is joined to only one partition in P(n; k). In order to assign this edge a weight su ciently large to satisfy the requirement at , the requirement at the partition found at other end of the edge would be automatically invalid. However, suppose that for such n and k, we deÿne BG(n; k; P) to be BG(n; k; P) with the o ending partition , its edge, its partner , and all other edges touching removed. This means, with a = n=(k + 1), that the two partitions (2a; a k−1 ) and (a k+1 ), as well as all incident edges, are removed. For all other n and k, just let BG(n; k; P) = BG(n; k; P). By exhaustive computation we have veriÿed:
Theorem 3. For n645, each bipartite graph BG(n; k; P); 16k¡n, has the normalized matching property.
Only a slight modiÿcation of the alternating paths algorithm is needed to check for this more demanding property. As to the sizes involved, p(45) = 89; 134. The largest bipartite graph is BG(45; 10; P), where p(45; 10) = 8070, and p(45; 11) = 7972. This is an appropriate time to include an interesting story about Harper's work on the normalized ow property. Larry contacted his colleague Howard Rumsey at JPL, Pasadena, about computationally testing the normalized matching property for (n) for small n. Rumsey complied, with positive results to report for n619. However, for n = 20, the program had terminated mysteriously and abnormally, perhaps due to insu cient memory or a oating point over ow. Later, Joel Spencer [30] proved that (n) has the normalized matching property if and only if n619. Makes you wonder about n = 46.
Towards an upper bound
In this concluding section, we prove a theorem which can be interpreted as evidence that (P(n); 6) is asymptotically Sperner. First, we need to have ready two lemmas.
(We say that a sequence of ranked posets X (n) is asymptotically Sperner if the ratio of the size of the largest antichain in X (n) to the largest rank approaches 1.) Lemma 1. Fix an integer m¿2, and let e −X = ¡1 be real. Then, as → 1, (equivalently, X → 0), the value of k for which the coe cient of y k in
is maximized satisÿes
the largest coe cient itself is asymptotic to
Proof. Using partial fractions, quantity (11) equals
(One solves for the coe cient K j by multiplying by (1 − j y), and then letting
and for the coe cient of y k in (11) we ÿnd
Di erentiating the last with respect to k, ignoring the leading factor which does not depend on k, we ÿnd
Thus, the integer k where the coe cient of y k is largest is either Ä or Ä , where Ä = 1=m. From here, the lemma follows.
For the remainder of the paper, C = 2=3.
Lemma 2. Fix an integer m¿1. Then the number of partitions of n consisting only of parts strictly larger than m; p(n; ¿m), satisÿes
Proof. The number of partitions with at least one part equal to h is p(n − h). By inclusion/exclusion,
where the ÿ h are the coe cients in the expansion
Here is an informal preview of the proof: We get p(n; ¿m) by making the substitution x h ←p(n − h) on the right-hand side of (12) . Pull a factor p(n) outside the summation; the ratio p(n − h)p(n) −1 equals asymptotically e −hX . Substituting x = e −X on the lefthand side of (12) yields the desired result. Now we make this precise.
We use the following form of the Hardy-Ramanujan [19] formula:
The goal is to get a useful expansion of p(n − h), by making a key observation. Note ÿrst (keep in mind that h is bounded, lying between 1 and (m + 1)m=2)
Now we are going to multiply both sides by C, transpose the term Cn 1=2 to the left, exponentiate, and collect terms. The key observation is that whenever a term of the form h j1 n −j2 occurs, either j 2 ¿(m + 1)=2 (in which case the term is absorbed into the big-oh), or j 1 ¡m, or else we have the one exception which is separately displayed as the second term on the right-hand side here:
We obtain similar expansions of n=(n − h) and c j (n − h) −j=2 , for which there are no exceptional terms; altogether, when we combine:
The ÿnal step is to apply h ÿ h · ( ) to both sides of the previous. On the left, we get p(n; ¿m)p(n) −1 . To see what happens on the right, we note that by di erentiating (12) with respect to x and then setting x equal to 1 it follows: That is,
and the lemma is proved.
We now deÿne a di erent ordering on the set of integer partitions, which contains some but not all of the usual reÿnement relations. Suppose that is covered by ; then, for some c = a + b;
is obtained from by replacing a part c with two parts a and b. Fix an integer m¿1. In the newly ordered integer partition poset, which will be denoted (P m (n); 6 m ), only those covering relations are permitted in which one of a and b is less than or equal to m, and the other is strictly larger than m. Note 6 m ⇒ 6 ;
and so, if a m; n denotes the largest possible antichain in (P m (n); 6 m ), we have a n 6a m;n :
In [7] a very similar "revised and loosened order" yielded an upper bound for the maximum antichain in (n) which agreed to within a constant factor with the lower bound given in [10] . Canÿeld and Engel [8] have used (P 1 (n); 6 1 ) to prove a n ¡(e + o(1)) max k p(n; k); the currently best upper bound to accompany the lower bound (1) . Thus, such loosened orderings have an established record of being useful, and in this regard we prove: From [33] (see also [8] for some further exposition on this point) max k p(n; k) ∼ Xe −1 p(n);
and so the theorem has been proved.
