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Introduction
The absorbed energy of a test material, measured using a Charpy impact machine, is often reported as the mean absorbed energy of a set of specimens. However, the sample mean does not account for known sources of bias, including machine bias, which can be substantial. We address the estimation of a test result for the case in which the test result is corrected for known biases and the case in which it is not. It is left to the user's discretion whether or not to correct a test result.
Computing the reported test result is straightforward; however, computing the uncertainty associated with the test result requires more consideration. The purpose of this document is to clarify the concept of uncertainty and to provide Charpy laboratories with a procedure for computing the uncertainty of a test result. Introduction  Before valid Charpy measurements can be made in the laboratory, the machine needs to pass both direct and indirect verifi cation tests as specifi ed in ASTM E 23 [1] . Even if a Charpy machine has passed the indirect verifi cation test, it is likely that results for the verifi cation specimens differ from the certifi ed value. This difference can be used to quantify machine bias. Thus, the indirect verifi cation results and the certifi ed reference value (along with their uncertainties) play key roles in the calculation of uncertainty of a test result.
We express uncertainty according to the accepted criteria described in the "Guide to the Expression of Uncertainty in Measurement," or GUM [2] , taking into consideration both random and systematic sources of error. The procedure we recommend for computing uncertainty is very general and can accommodate any number of random or systematic error sources including the following: The uncertainty contributions from individual error sources can be estimated if they are identifi ed as signifi cant, but generally these errors are assumed to be minimized by adjustments made to the machine during direct verifi cation and by following the standard test procedure. As will become apparent, the calculation of uncertainty is greatly (and often) simplifi ed by assuming that direct verifi cation contributions are zero, and only contributions from indirect verifi cation are considered. This is a widely accepted approach to the calculation of uncertainty for Charpy impact tests, and is used in standards such as ISO 148-1 [3] . We present more detail here, because understanding the individual contributions to uncertainty, and how to quantify them, leads to better control of the test. We encourage the users to consider these, and other relevant details.
We present an example in Section 2 that provides instructions for calculating the uncertainty of a test result. Section 3 provides details regarding the Type B evaluation of errors, Section 4 addresses the computation of machine bias, Section 5 discusses direct verifi cation sources of error, Section 6 addresses temperature measurement errors, Section 7 provides some information about expanded uncertainty, and Section 8 gives some example uncertainty calculations. Complete details regarding the justifi cation of the uncertainty procedures are given in Appendix A.
Uncertainty of a Test Result
In this section, we provide details for computing the uncertainty of a test result within the context of an example. A Charpy laboratory will typically compute the sample mean and sample standard deviation of n specimens of the test material using the following two equations:
The degrees of freedom (df) associated with the sample standard deviation, s , are 1 n  . It is important to note that s includes all sources of random error, including machine variability, material variability, and the typical variations expected when following the standard test procedure. The individual components of the random error cannot be estimated separately in the case of destructive impact testing (multiple measurements on the same specimen are needed to do this). In addition, random errors (unlike systematic errors) do not remain constant during the measurement of n specimens, so these errors do not result in a bias.
The data given in Table 1 are used to illustrate the calculations needed to assess the uncertainty associated with the result for our example. To compute the uncertainty of the test result, we fi rst compute a mean of the test material that is corrected for machine bias and all other systematic effects:
Substituting the values from Tables 1 and 2 
Substituting the appropriate values from Tables 1 and 2 into Eq. (4) gives
Typically, the standard uncertainty is multiplied by a coverage factor that expands the uncertainty to form an "uncertainty" interval about the measurement result. The interval is expected to encompass a large fraction of possible values of the result. Thus, the expanded uncertainty is defi ned as the combined standard uncertainty multiplied by a coverage factor. The coverage factor is often set equal to two for simplicity, but this approximation can be problematic, so it is recommended that the degrees of freedom be used to obtain the appropriate coverage factor.
An uncertainty interval with 100(1 ) % coverage probability ( is 0.05 for 95 % coverage) is given by 
are determined from the Welch-Satterthwaite approximation as described in the GUM. [2] Substituting appropriate values from Tables 1 and 2 The decision to report a corrected test result is left to the user. However, if the corrected test result is reported, we recommend that the report clearly state how the correction was computed and include pertinent information such as the magnitude and sign of the correction, the test standard used, and the source of the indirect verifi cation specimens tested.
The remainder of this document is dedicated to providing additional details regarding the computation of individual components needed to compute the uncertainty of a Charpy test result.
Type B Uncertainty Evaluation
Typically, direct estimates of systematic errors based on actual measurements are diffi cult to obtain and even harder to quantify because the required data are not generally available. In such cases, uncertainties due to systematic errors are estimated based on past experience, engineering knowledge, information from published literature, and so on. An uncertainty evaluation that does not involve actual measurements is called a Type B uncertainty evaluation. Type A uncertainty evaluations are based on data obtained under repeatability conditions. Type B uncertainty evaluations can be associated with either random or systematic errors, but are most commonly used with systematic errors.
Type B uncertainty evaluations utilize assumptions regarding distributions of errors. For example, instrument manufacturer's specifi cations can be thought of as limits to a rectangular distribution. From this, the standard uncertainty associated with measurements by that instrument can be deduced. These types of uncertainties can be highly subjective, but are sometimes useful.
The following example (also shown in Section B.7) illustrates how to use a manufacturer's specifi cation for a Type B uncertainty evaluation. Suppose r is the random error in the Charpy machine scale mechanism and ± r  represents the manufacturer's specifi ed error bounds of the measurement instrument. Assuming that the error can be anywhere within the ± r  bounds, a rectangular distribution is used to describe the distribution of possible biases, and in this case bounds are already expressed in the proper units (joules). The standard uncertainty of r is
A rectangular distribution is often used in the absence of specifi c information about the error distribution; however, other distributions can be used if more is known about the errors. (See Reference [2] for details regarding Type B uncertainty evaluations.) It is also necessary to provide an estimate of degrees of freedom for each uncertainty component. We will assume r df   , which implies that we know ( ) u r exactly. The GUM provides a method for assigning a df value to Type B estimates of uncertainty, which will be demonstrated shortly.
In the previous scale-error example, the distribution of possible errors was defi ned by the interval ( , ) r r  , which is centered on zero. Sometimes the distribution of a systematic error is centered on a value other than zero, resulting in a nonzero systematic error Uncertainty Evaluation  estimate. For example, an operator might be consistently reading the scale too high, so that the distribution of errors is described by a rectangular distribution defi ned by There are also systematic errors associated with the test procedures that can be approximated using a Type B uncertainty evaluation. Suppose an operator notices that the lengths of fractured specimen halves are uneven and determines that the specimens were all impacted off-center (striker impact is not aligned with the notch).
In addition, the operator knows that the 1 mm to 2 mm offsets observed for the broken specimens result in an increase in the absorbed energy between 2 J and 4 J based on extensive experience with this particular material. To estimate the systematic error and its uncertainty, we assume that the 2 J and 4 J limits to error represent bounds of a rectangular distribution so that In general, the degrees of freedom provide information regarding the quality of the uncertainty estimate. For Type A uncertainty evaluations, the degrees of freedom provide an objective measure of quality, while degrees of freedom associated with Type B uncertainty evaluations provide a subjective measure of quality.
We can also combine several sources of systematic error to determine systematiĉ e and its uncertainty. For example, suppose we would like to combine three independent sources of systematic error: friction loss, potential energy, and impact velocity, so that 
This type of procedure can be applied to any number of independent systematic errors.
Machine Bias
To estimate the machine bias, we assume that the machine bias for the material under test is the same as the machine bias based on the indirect verifi cation. This is an important assumption that allows us to estimate machine bias for all test materials. We use the results of an indirect verifi cation test and the associated reference value for our best estimate of machine bias,
is the sample mean absorbed energy from the indirect verifi cation test based on
test results, represents errors due to all systematic effects associated with indirect verifi cation test, and R represents the certifi ed reference value for the batch of verifi cation specimens.
To illustrate the computation of machine bias and its uncertainty, we will return to the example from Section 2. Table 3 lists quantities provided by the National Institute of Standards and Technology (NIST) with the high-energy verifi cation test specimens that were used for the most recent high-energy indirect verifi cation of the Charpy machine of interest.
We use the high-energy indirect verifi cation test results because the nominal value of the systematiĉ Machine Bias  absorbed energy of the test material is closest to the high-energy verifi cation material.
The uncertainty associated with the certifi ed verifi cation specimens ( ( ) u R ) is provided by NIST with the results of the indirect verifi cation test (or by request). Table 4 displays the indirect verifi cation data that were observed when the verifi cation set was broken on the machine of interest. The "V" subscript is used to distinguish the indirect verifi cation results from the test material results. The sample standard deviation associated with the indirect verifi cation specimens ( V S ) is calculated as s was calculated previously in Section 2,
As was the case for s , V S also includes all sources of random error related to both machine variability and material variability, and the individual contribution of errors cannot be determined.
Suppose we are given , systematiĉ its associated uncertainty, and degrees of freedom, as shown in Table 5 . We will not elaborate on the origin of the systematic error in Table   5 ; however, the same general procedures used to estimate systematiĉ e , discussed in detail in Section 3, can also be used to estimate systematî .
Although systematiĉ = 0.5 J in this illustrative example, typically is assumed to be zero because errors that are well understood and could be corrected for are minimized during direct verifi cation of the machine. So, neglecting contributions to the bias from systematiĉ , the estimated machine bias is calculated as the difference between the mean of the specimen tested in the indirect verifi cation test and the certifi ed value of the specimens tested. For our example, in which systematiĉ is not assumed to be zero, the machine bias is
Assuming independent input quantities, the standard uncertainty of the machine bias is .
Substituting the appropriate values from Tables 3 through 5 into Eq. (10) provides the following estimate of the standard uncertainty of the machine bias:
The degrees of freedom associated with the uncertainty estimate, ,
are determined from the Welch-Satterthwaite approximation. In our example, the degrees of freedom are
which rounds down to 84.
In the examples presented here, the "bias compared to what?" issues are clear. Machines verifying to ASTM E 23 requirements are all compared with a single target for impact energy, defi ned by ASTM E 23. However, when considering the performance of an ASTM E 23 machine to machines not tested under ASTM E 23 requirements, the comparison is less direct because bias can exist between the various verifi cation systems used around the world (multiple certifi ed values for absorbed energy). We encourage the users to understand this issue, and how it might affect them. Users should also know that the various national measurement institutes distributing impact verifi cation specimens are working to minimize biases among them, and make the quantifi cation of bias for impact testing more transparent to users around the world.
Direct Verifi cation
Direct-verifi cation uncertainty sources are related to physical properties of the Charpy machine including: anvil and supports, center of strike, potential energy, impact velocity, center of percussion, friction loss, and scale accuracy. With the possible exception of friction loss, all direct verifi cation sources of uncertainty are Type B evaluations. We provide information regarding calculation of the individual sources of direct verifi cation uncertainty in Appendix B. While it is relatively easy to compute each individual source of uncertainty, it is diffi cult to quantify the uncertainty components in terms of the effect on Charpy measurements in joules.
The recognized sources of uncertainty for our problem are minimized during the direct verifi cation of an impact machine and by following the standard test procedure. So, it is general practice to estimate the uncertainty of impact tests from the results of indirect verifi cations and the variations associated with repeat measurements on the material being tested. However, it is also of interest, and part of the exercise in calculating uncertainty, to better understand your machine and process so that it might be better controlled and quantifi ed. It is left up to individual laboratories to identify and include the appropriate uncertainty sources.
Although it is common for laboratories to ignore the uncertainty due to direct-verifi cation bias, it is important to acknowledge the potential for error due to these sources. Thus, it is informative for laboratories to document their reasons for either including or excluding direct verifi cation sources of error. If possible, the uncertainty associated with direct verifi cation should be re-examined each time the machine is verifi ed directly.
Temperature
Although systematic error due to temperature probably exists to some extent for all Charpy measurements, it is diffi cult to quantify the sign (direction) and magnitude of the error. Thus, we typically assume the estimated error is zero, but there is some uncertainty associated with the estimate. This section outlines a procedure that can be used to estimate the uncertainty due to systematic temperature errors.
The uncertainty due to temperature does not depend on machine properties; however, it is highly dependent on the material being tested. For example, steels undergo a transition in fracture behavior from brittle to ductile with increasing temperatures. Supplemental data can be collected for a particular steel of interest, and used to estimate the uncertainty associated with temperature. If later measurements are taken in stable regions defi ned by the lower shelf or upper shelf (Figure 1 ), then the uncertainty associated with temperature is probably negligible. However, the uncertainty due to temperature can be signifi cant if measurements are being taken in the transition region of the curve. Assuming we have data for a particular material that have been collected across a range of temperatures, we can fi t a straight line to the data within the temperature transition region (ignoring the shelf data). The information from the regression fi t can be used to quantify the effect of the temperature error on impact energy ( Figure 2 ) for future samples of the same material.
For example, suppose we are interested in collecting some new data at 43 °C, but our temperature can be measured only to within ±2 °C. The true temperature could be anywhere in the range of 41 °C to 45 °C. Using the regression equation, we can compute the value of impact energy for both 41 °C and 45 °C, thus providing a range of potential impact energy values E  . Assuming the true impact energy has a rectangular distribution within E  , we can use the range of impact energy to compute the uncertainty as follows:
The degrees of freedom are t df 2 n   , where n is the number of observations used in the regression fi t.
Optionally, multiple measurements could be made at each temperature (which is how the original curve is obtained) and defi ne the uncertainty as the maximum uncertainty observed in the region. This procedure can also be applied in cases where upper or lower shelf regions have more gradual slopes.
Expanded Uncertainty
Sometimes we need to calculate an expanded uncertainty, U , which is just the combined standard uncertainty multiplied by a constant, or coverage factor, so that
The coverage factor k is determined by looking up the appropriate value in a t- 
The expanded uncertainty is interpreted as an uncertainty interval encompassing a large fraction of possible measurement results. 
where df 1 n   and e df are from the Type B uncertainty evaluation (see Section 3). We will also need to calculate b df from 
Thus, the interval would be shifted by systematiĉb e  if the laboratory wished to report the corrected mean absorbed energy; however, the expanded uncertainty would not be affected by the machine bias and systematic error corrections.
In practice, 2 k  is often used to compute the expanded uncertainty to approximate a 95 % interval, and the effective degrees of freedom are never calculated. However, if the effective degrees of freedom are small, then the level of confi dence is thought to be less than 95 %.
Examples
All examples utilize the data displayed in Tables 1, 3 , and 4. 
which rounds down to 84. Thus, the uncertainty of the corrected mean value is The expanded uncertainty, associated with a 95 % level of confi dence is 6.5 J. The 95 % uncertainty interval is (54.8 J, 67.8 J).
If the value reported is not corrected for machine bias, we can express our interval as ( y ) (57.6 J 6.5 J) ( 3.7 J) (51.1 J, 64.1 J) 3.7 J.
U b
The Charpy laboratory may or may not wish to disclose the estimated machine bias, however the information is available if needed. Notice that the interval for the uncorrected parameter is shifted just by the amount of the correction and the expanded uncertainty is the same regardless of whether or not the reported value is corrected.
systematiĉ e Has One Component
Suppose systematiĉ e contains the error due to temperature so that systematicê t  . The temperature error is systematic because it is likely to be in the same direction (always warmer or always cooler than the target temperature) for a single set of measurements. However, we do not typically estimate the temperature error, so we will we assume the value of systematiĉ e is zero. The uncertainty associated with systematiĉ e is systematic(
The procedure outlined in Section 5 will be used to determine the uncertainty due to temperature ( ) u t . Figure 3 displays temperature data for the material of interest along with the regression line fi t to the data in the transition region (ignoring the data on the "shelves").
Suppose our test specimens from Table 1 were broken using a temperature of 80 °C, which is within the temperature transition region. A regression line was fi t to the 21 data points in the transition region, resulting in the following equation: 
Closing Remarks
We have developed a procedure for estimating the uncertainty associated with a reported mean absorbed energy from a Charpy test. The procedure is fl exible enough to account for several systematic error sources, if necessary, and allows the user the choice of correcting the reported mean or not. The uncertainty procedure in this document applies to measurements completed in a Charpy laboratory.
Occasionally, there is some confusion about the NIST reference value, the reference value uncertainty, and Charpy verifi cation limits with respect to results obtained in a Charpy laboratory. The reference value is the measured mean absorbed energy of a batch of reference specimens. The reference value uncertainty describes the variability of the reference value and includes material, system, and machine variability. The reference value uncertainty does not describe the variability of a single verifi cation specimen or the variability in the verifi cation specimens (specimen variation cannot be estimated separately from machine variation). In the Charpy laboratory, the reference value and its uncertainty are used only to estimate the bias of a Charpy machine and the uncertainty of the bias; they provide no information regarding Charpy measurements for other materials. It is also important to remember that the reference value uncertainty is associated with a specifi c measurement result, while the verifi cation limits describe the acceptable variation among means for a test method. These two items are not necessarily related.
Appendix A  Appendix A. Uncertainty Details
The following information is provided for completeness and to document the justifi cation for the recommended uncertainty procedures.
A.1 Test Material
We represents errors due to all other systematic effects that are not already included in the machine bias (for example, operator error). Systematic errors remain constant for the duration of the set of n measurements. 
A.2 Indirect Verifi cation Test
The Charpy laboratory's indirect verifi cation test will be used to estimate machine bias in conjunction with the associated NIST reference value. A single measurement in the indirect verifi cation test is defi ned as 
A.3 NIST Reference Value
The NIST reference value will be used to estimate machine bias in conjunction with the customer's associated verifi cation test.
According to ASTM E 23-06, the reference value of Charpy indirect verifi cation specimens is established using three master machines maintained by NIST.
In the NIST Charpy verifi cation program, the reference value and its associated uncertainty are based on two sets of measurements. The fi rst set of measurements involves breaking 75 verifi cation specimens (25 on each master machine) from a "pilot" lot to determine if the material meets the rigid specifi cations of the verifi cation program. If the material is acceptable, the remaining verifi cation specimens in the lot are machined and a second set of measurements are performed from the full "production" (25 on each master machine). Assuming the production lot has not changed signifi cantly from the original pilot lot, the material is sold to the public in sets of fi ve specimens as a Standard Reference Material. The reference value R is established using the 75 verifi cation lot and 75 production lot specimens.
We make the following assumptions when determining the reference value and its uncertainty.
The reference value is defi ned to be the "truth," so there is no bias associated with 1.
the reference value. There is no difference between pilot lot specimens and production lot specimens. 2.
(Differences are evaluated using a t-test for means and an F-test for variances.) In the event that the verifi cation lot and production lot have signifi cantly different means and/or variances, the reference value will be based solely on the production lot data.
A.3.1 Reference Machine
We defi ne a single measurement taken on a NIST reference machine as 
A.3.2 NIST Reference Value
The NIST reference value based on data observed for the three reference machines is defi ned as 
A.4 Estimating Machine Bias
Assume the machine bias is the same for the new material ( Y b ) and the reference material 
Appendix B. Direct Verifi cation Components of Uncertainty

B.1 Anvils and Supports, A
A paper by Yamaguchi, Takagi, and Nakano [4] provides some information regarding the uncertainty associated with anvil confi gurations. Assuming that other Charpy machines behave similarly to the machine tested in the paper, we can use the uncertainties listed in the paper (Table 9 ) as ballpark estimates. 
B.2 Height of Pendulum Fall, h
The height of the pendulum fall is 
B.3 Potential Energy, E
The potential energy is
where F is the measured supporting force exerted by the pendulum in horizontal position, and h is the height of the pendulum fall defi ned in Section B. 
