We study vortices in p-wave superconductors in a Ginzburg-Landau setting. The state of the superconductor is described by a pair of complex wave functions, and the p-wave symmetric energy functional couples these in both the kinetic (gradient) and potential energy terms, giving rise to systems of partial differential equations which are nonlinear and coupled in their second derivative terms. We prove the existence of energy minimizing solutions in bounded domains Ω ⊂ R 2 , and consider the existence and qualitative properties (such as the asymptotic behavior) of equivariant solutions defined in all of R 2 . The coupling of the equations at highest order changes the nature of the solutions, and many of the usual properties of classical Ginzburg-Landau vortices either do not hold for the p-wave solutions or are not immediately evident.
Introduction
With the discovery of high temperature superconductors physicists have investigated many new and unusual families of superconducting materials, many with properties which are quite different from the metal superconductors which were originally studied a century ago. Among these is Sr 2 Ru O 4 , which (although it is not a high temperature superconductor) has a layered perovskite crystalline structure which is very similar to the cuprate high T C materials. This material is special, however, in that it has a different electronic structure from conventional "s-wave" superconductors described by the microscopic BCS model, but instead exhibits a "p-wave" electron pairing symmetry (see [1] ). Superconductors with p-wave pairing develop such unconventional properties as spontaneous magnetization and surface currents [9, 12] , and square vortex lattices in certain parameter regimes [1] .
In this paper we consider a Ginzburg-Landau model for p-wave superconductors in two dimensions. The state of the superconductor is described by a pair of complex wave functions, η = (η − , η + ) : Ω ⊂ R 2 → C 2 and the magnetic vector potential, A : Ω → R 2 . The p-wave symmetry is encoded in the kinetic energy by means of an anisotropic gradient term, E(η, A) =ˆ e kin (η, A) + κ 2 e pot (η) + | curl A| 2 , where e kin (η, A)
and e pot (η) = 1 2
Here κ is the Ginzburg-Landau parameter, ν ∈ (−1, 1) is an anisotropy parameter, and the operator D = ∇ − iA. The dot and wedge product on C are calculated by treating z = x + iy ∈ C as a real vector (x, y) ∈ R 2 , and applying the usual definitions.
By writing the potential energy in the form, we note that for −1 < ν < 1, the minimum of the potential e pot is attained exactly at (η − , η + ) = (1, 0) or (0, 1).
Thus, we expect that energy minimizers will have this form away from any vortices, with one "dominant" component, which we take to be η − , |η − | ≃ 1, and one "admixed" component [9] η + which is small in the bulk of the sample. Also note that E is gauge invariant: for smooth enough ϕ, E(η ± , A) = E(e iϕ η ± , A + ∇ϕ).
The goal of this paper is to study isolated vortices in this p-wave GinzburgLandau model, and thus we concentrate on energy minimizing solutions with given degrees imposed on the boundary of a disk or at infinity, in the case of entire solutions (defined on Ω = R 2 .) As in the classical Ginzburg-Landau functional, in questions concerning isolated vortices the role of the magnetic field h = curl A is secondary, and so we neglect the vector potential A in this paper. We expect that our results should extend to the full system with vector potential with some minor technical adjustments. With this simplification, the energy functional takes the form: E(η) =ˆΩ e kin (η) + κ 2 e pot (η) dx, with e pot as before, and
with operators Π + = Π = ∂ x + i∂ y , Π − = −Π * = ∂ x − i∂ y . As we will see shortly, the kinetic energy is nonnegative, but not coercive: it vanishes along a nontrivial linear subspace of functions η. This is an early indication of the difficulties involved in the analysis of the p-wave functional. Energy minimizers solve a system of Euler-Lagrange equations, which are coupled in the second derivative terms:
Our first result concerns the existence of energy minimizing solutions in any smooth bounded simply connected domain Ω ⊂ R 2 . Consider the Dirichlet boundary condition
where g ± : ∂Ω → C are given smooth functions.
Assume that (c + + αz, c − − αz) ∈ W for any constants α, c ± ∈ C. Then, there exist a minimizer of E(η) in W . In particular, there exists a minimizer in Ω = B R for g ± = α ± e in±θ provided that one of n ± = ±1 or α + = −α − .
We recall that the potential energy is minimized with |η − | = 1, |η + | = 0 (or vice-versa,) and hence a natural choice of boundary condition is
with n ∈ N, in analogy with Ginzburg-Landau vortices but recognizing the bulk states preferred by e pot . Theorem 1.1 is proved in section 2. There we show that the restriction on the boundary data can compensate for the general lack of coercivity in the whole space H 1 (Ω).
As in the classical Ginzburg-Landau model, it is to be expected that the symmetric (equivariant) vortex solutions, η ± = f (r)e in±θ , play a special role. Here we already see the effect of the p-wave symmetry, as radial solutions do not exist in general, but only for certain choices of the parameters. Indeed, in section 3 we show that equivariant solutions cannot exist for anisotropy ν = 0, and that for ν = 0 there is a restriction on the degrees, n + = n − + 2.
Assuming ν = 0 and n + = n − + 2, the equivariant ansatz reduces the problem to finding real-valued functions (f − (r), f + (r)), r ∈ (0, ∞), which solve the Euler-Lagrange equations, a system of two coupled second-order ordinary differential equations (see (10) below.) As with the classical Ginzburg-Landau model, entire solutions (in all R 2 ) with nontrivial degree at infinity must have infinite energy. We thus adopt the strategy of passing to the limit in balls B R of increasing radius, in which we minimize the energy subject to the boundary condition (5) on ∂Ω = ∂B R . Even in this simpler context, there are significant obstacles to overcome. Although the existence of solutions in the balls B R is guaranteed by Theorem 1.1, for general n ∈ N the coupling of the system at highest order prevents us from obtaining the necessary a priori estimates to pass to the limit R → ∞, except when n = −1. For n = −1, which is the most physically relevant case [9] , we prove:
There exists a smooth entire equivariant solution η = (η − , η + ) = (f − (r)e −iθ , f + (r)e +iθ ) to the Ginzburg-Landau system (3), with f − (r) → 1 and f + (r) → 0 as r → ∞. Moreover it holds
as r → +∞.
The existence of entire equivariant solutions with degrees (n, n + 2), n = −1, is an open problem, as is uniqueness.
Given the usual interpretation of f ± (r) as a local density of superconducting electrons, we would expect that these solutions have fixed sign. This is a nontrivial question, as the coupling of the two components in the kinetic energy term precludes the usual arguments used in Ginzburg-Landau vortices, and even the methods developed for semilinear Ginzburg-Landau systems [4] fail in this context. To obtain a result in this direction we introduce an additional parameter into the model, and employ perturbative methods. For t ∈ [0, 1], we consider the family of functionals,
When t = 0 the system couples only through the potential energy term. Vortices in a two-component model with similar potential energy were studied by Lin & Lin [13] , and with an applied magnetic field by Alama & Bronsard [3, 2] . With the equivariant ansatz η = (η − , η + ) = (f − (r)e −iθ , f + (r)e +iθ ), the Euler-Lagrange equations take the form
When t = 1, this is exactly the system satisfied by the physical p-wave functions with the equivariant ansatz and n = −1. On the other hand, when t = 0 the system (8) partially decouples, and admits a solution of the form
, with f (r) the radial degree-one Ginzburg-Landau vortex profile. We verify that f 0 gives a nondegenerate locally minimizing solution to the system (8) at t = 0, and the solutions for t > 0 are obtained via the Implicit Function Theorem. In section 4 we prove: Theorem 1.3. There exists t 0 such that for all t ∈ (0, t 0 ) there exist smooth bounded solutions (f
Note that 0 > f + (r) = −|η + |, and so the components of the equivariant solution incorporate a relative phase shift of π, in addition to having conjugate phases. The asymptotic estimate in (d) may be made uniform for r ≥ R and t ∈ (0, t 0 ); see Theorem 4.4 for a more precise statement. We note that it is thanks to the uniform bounds on the asymptotic error that we may obtain the global control of the signs of the components in (c). Our result does not preclude the possiblity that one or both of f t ± vanishes or changes sign at some value of t ∈ (0, 1]. If this were to occur at some t, the solution η ± = f t ± e ±iθ would still be a valid solution to the system of equations, but with a very unconventional profile for vortices. We conjecture that in fact (c) remains valid for all t ∈ (0, 1], but again this question is open.
The methods employed in this paper extend various techniques used to study vortices in Ginzburg-Landau systems. In particular, the perturbation arguments rely on the extensive analysis of the linearization of the classical Ginzburg-Landau functional by Mironescu [14] . The asymptotic expansion follows the basic strategy followed in [5] , based on [7] . The use of perturbative methods to study entire vortex solutions to the d-wave symmetric coupled Ginzburg-Landau system were also introduced by Kim & Phillips [11] and Han & Lin [8] , although their approach was different from ours. 
Existence of minimizers
We begin with the existence of minimizers for the general functional
with e kin as in (2), e pot as in (1), and with Dirichlet boundary condition (4). The existence of minimizers, even in a bounded domain Ω ⊂ R 2 , is not obvious, since the kinetic energy is not coercive:
, it holds that e kin (η) ≥ 0, with equality if and only if
Proof. The kinetic energy may be rewritten as
In particular it is non-negative, and e kin = 0 implies
Differentiating the last equation, we deduce that u ′′ = v ′′ = 0. Therefore u and v are affine functions with u ′ = iv ′ :
and we obtain the desired conclusion with c + = u 0 + v 0 and c − = u 0 − v 0 .
As a consequence of Proposition 2.1, there is no hope for a general inequality of the form´e kin ≥ c ∇η 2 L 2 to be valid. However, we have the following:
Then there exists c > 0 (depending on Ω and W ) such that
Proof. We argue by contradiction. If the conclusion does not hold, then (using the homogeneity of the involved quantities) there exists a sequence (η k ) ⊂ W such that
Up to considering a subsequence, and since W is weakly closed, we may assume that η k converges H 1 -weakly to η ∈ W . On the other hand, since the kinetic energy is convex (as a non-negative quadratic form), it holdŝ
so that by Lemma 2.1, η ± = c ± + α(y ± ix), thus contradicting the assumption on W .
In particular, we may impose Dirichlet boundary conditions ensuring that the assumption of Lemma 2.2 is satisfied. For instance, the following result will allow us to construct -in Section 3 below -physically relevant 'radial vortex' solutions.
Proof of Theorem 1.1. The first assertion follows from Proposition 2.1 and Lemma 2.2. In the case Ω = B R , g ± = α ± e in±θ , it suffices to show that for any c ± , α ∈ C,
which follows from the uniqueness of Fourier decomposition on ∂B R .
Entire vortex solutions
In this section we study symmetric vortices, that is, solutions of the form
where f ± are real-valued functions. However, because of the coupling term in the kinetic energy, and in contrast with other coupled systems of Ginzburg-Landau equations [5] , not all values of n ± ∈ Z are natural.
Indeed, the existence of such symmetric solutions is related to invariance properties of the energy. More specifically, for any n ± ∈ Z, one may define an action of S 1 on functions η ± (z):
A straightforward computation shows that
Hence we see that, in the case ν = 0, the energy is invariant if and only if
In the case ν = 0, the energy can not be invariant, and the only invariance that can be expected is for the subgroup U 4 ⊂ S 1 , which explains why vortices with square symmetry are predicted [9, 16] .
In view of the above discussion, we consider from now on the case ν = 0. Moreover, since we will be interested in solutions defined in the whole plane R 2 , the parameter κ can be scaled out, and we assume also κ = 1. In that case the Euler-Lagrange equations read
in terms of f ± defined by (11) , and using the notation (9) takes the form,
In the following we will show the existence of entire solutions of (10) with n = −1, that is equivariant solutions of the form
where f ± are real-valued functions. This is the choice of degrees made in [9] , in the expectation that these solutions are the "most stable". In fact, the choice n = −1 simplifies the equations by eliminating a troublesome first order cross term in each equation. Existence of entire equivariant solutions for n = −1 remains an open problem.
With the choice n = −1, the kinetic energy becomes
where
Moreover, the system (9) reads
Note that the continuity of η ± forces f ± to satisfy homogeneous boundary conditions at the origin:
In fact these conditions (14) are automatically satisfied by any bounded solutions of (13) . As for boundary conditions at ∞ we impose, in agreement with (5),
The strategy to obtain entire solutions of (13)- (15) is standard: we first obtain solutions in balls B R by direct minimization, and then let R → ∞. We denote by H R the admissible energy space for vortex configurations in B R :
We also denote by H bc R the vortex configurations in B R , having the right boundary conditions at R, and by H 0 R the admissible perturbations, i.e. with zero boundary conditions at R:
To obtain entire solutions of (13)- (15), we will need two kinds of a priori estimates on solutions in H R : an L ∞ bound, and a bound on the potential energy. 
and
If in addition we know that f − ≥ 0 and f + ≤ 0 in (0, R), then we have
Proof of the L ∞ estimate (20) and (21): We use the weak formulation of the system (13) 
We apply that weak formulation to test functions of the form ϕ ± = f ± V , where V ≥ 0 will be chosen appropriately later on. We find
Integrating by parts, we rewrite that last equation aŝ
Next we notice that
Now we can choose the function V . We define, for an arbitrary M > 0,
It is easy to check that ϕ ± = f ± V ∈ H R are indeed admissible test functions (18). Plugging (27) into (24), and using the inequalities (25) and (26), we obtain
and therefore V = 0 a.e. We deduce that
which obviously implies the L ∞ estimate (20). In case that f − ≥ 0 and
If W attains a positive maximum at r ∈ (0, R), we easily compute
thus proving (21).
Proof of the potential energy estimate (19): The potential energy estimate is classically proven using a Pohozaev identiy. The Pohozaev identity is obtained by multiplying the first line of (13) by r 2 f ′ − and the second line by r 2 f ′ + , and adding them. The resulting equality can be rewritten as
Integrating (29) from 0 to R and using the boundary conditions f ± (0) = 0, f ± (R) = (0, 1), we obtain
thus proving (19).
With the a priori estimates of Lemma 3.1 at hand, we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. We prove here the existence part of Theorem 1.2. The asymptotic expansion (6) is then a consequence of Theorem 4.4, which is proven in Section 5.
We proceed in three steps: first we show the existence of solutions in finite balls, then let the radii tend to +∞ and obtain entire solutions of (13) , and eventually we show that those solutions satisfy the boundary conditions (15) . The first two steps are fairly standard after the preliminary work in Section 2 and the uniform bound of Lemma 3.1. The last step classically relies on the potential energy bound of Lemma 3.1, but requires an extra argument that was not needed in previous related works (as e.g. [5] ).
Step 1: Existence of solutions f R ± in (0, R) with f R ± (R) = (0, 1). By Lemma 2.2, the kinetic energy functional is coercive on the closed affine (real) subspace
Therefore the direct method of the calculus of variation ensures the existence of a minimizer η ± = f R ± (r)e ±iθ . The functions f ± solve (13) in (0,R). Moreover, f ± ∈ H bc R and Lemma 3.1 applies: it holds
Note that the L ∞ bound (20) ensures that ∆ r f ± ∈ L ∞ loc , and therefore by elliptic regularity f ± are smooth.
Step 2: Taking the limit as R → ∞. We regard f R ± as being defined on (0, ∞) by setting f
′ is uniformly bounded in any compact interval of (0, ∞). Hence we may extract a converging subsequence f Rn ± −→ f ± locally uniformly in (0, R). It follows that f ± are smooth bounded solutions of (13).
Step 3: Boundary conditions (15) . From the bound on the potential energy (19) and Fatou's lemma, we obtain thatˆ∞ 0 e pot rdr < ∞.
We claim that this finite energy property implies that lim r→∞ e pot = 0. To this end, remark that it holds |f ′ ± (r)| ≤ C(1 + r), which is easily established using the uniform bound |f ± | ≤ 3 together with the differential system (13) satisfied by f ± . Now assume that there exists a subsequence r n → ∞ such that e pot (r n ) ≥ ε > 0. We may assume in addition that r n+1 −r n ≥ 1. From |f ± | ≤ 3 and |f ′ ± | ≤ C(1 + r) we obtain that |e ′ pot | ≤ C(1 + r), and we deduce that there exists δ > 0 such that e pot ≥ ε/2 on (r n − δ/r n , r n + δ/r n ). But this would implyˆ∞ On the other hand, recall that e pot = 0 exactly at the points (0, 1) and (1, 0). As a consequence, any converging subsequence f ± (r n ) must converge to either (0, 1) or (1, 0). In fact only one of these two points can be such a limit: if there exists sequences f ± (r 1 n ) → (0, 1) and f ± (r 2 n ) → (1, 0), then using the continuity of f ± one easily constructs a sequence r
But then one could extract a subsequence f ± (r 3 n ′ ) → ℓ ± / ∈ {(0, 1), (1, 0)}, contradicting the fact that lim e pot = 0.
Therefore there is a unique possible limit for converging subsequences f ± (r n ), and we conclude that the limit f ± (∞) exists and is either (0, 1) or (1, 0). Up to exchanging f + with f − (the equations are symmetric), we have the right boundary conditions at ∞. Now that we have the existence of entire vortices, we would like to investigate qualitative properties of the radial profiles f ± . The first natural question is whether or not they have a sign. In the classical one-component GinzburgLandau setting [6] , as in other two-component models [5] , existence of the radial profile components with a sign follow from a simple energy argument: replacing f with |f | or −|f | does not increase the energy. In the present case however, this argument does not work, because of the coupling term in the kinetic energy.
If there do exist radial profiles with a sign, it is clear that f − should be positive since f − (∞) = 1. On the other hand, due to the asymptotic expansion (6), f + should be negative. This is in agreement with numerical computations performed in [16] . In the next section we give arguments supporting the conjecture that f − ≥ 0 and f + ≤ 0. We consider a perturbed model and prove the existence of vortices with such signs.
Vortex structure for a perturbed model
This section is devoted to proving Theorem 1.3. We start by presenting and proving the main tools needed in the proof.
Main ingredients
Recall that we consider the family of perturbed functionals (7) and we look for radial vortex solutions of the form
Then the energy (7) becomes
, and the corresponding EulerLagrange equations are (8) .
The solutions f t are obtained by perturbation of a solution f 0 of (8) for t = 0, given by
where f is the classical Ginzburg-Landau radial vortex profile solving
More specifically, the solution f t will be of the form
Perturbed solutions will be obtained through the implicit function theorem, and to this end we need a stability result. The space of admissible perturbation is
Although the entire solution f 0 does not have finite energy I 0 in (0, ∞), it makes sense to consider variations with respect to compact perturbations: for ϕ ± ∈ C ∞ c (0, ∞), such that supp ϕ ± ⊂ (0, R 0 ), it holds
Note that Q 0 [ϕ] is well-defined for any ϕ ∈ H.
Lemma 4.1. There exists δ > 0 such that
for all ϕ ∈ H.
Part of Lemma 4.1, namely the fact that Q 0 is non-negative, will be otained as a consequence of Mironescu's stability result [14] for the classical one-component Ginzburg-Landau equation. To obtain the positive definiteness we will need an extra argument.
With Lemma 4.1 at hand, we will be able to construct the map t → f t as in Theorem 1.3. The next step will be to obtain information on the sign of f t + for t > 0. This will be done mostly by examining the equation (38) satisfied by
We will prove the following crucial result:
Lemma 4.2. Let h be a smooth function in [0, ∞), satisfying the boundary value problem
We now present the proofs of Lemma 4.1 and Lemma 4.2.
Proof of Lemma 4.1: We first remark that it suffices to establish the weaker estimate
Assume indeed that (40) holds, but that (36) does not. Then there is a sequence ϕ k such that ϕ k H = 1 and
Since f is uniformly bounded, this clearly implies that
, which is absurd. In view of the decoupled expression of Q 0 (35), it is enough to show that,
We appeal to Mironescu's stability result [14] , which implies that, for any ψ ∈ H 1 (R 2 ; C),
On the other hand, Q can be rewritten as
Of course the second term in the right-hand side of (43) is, by itself, not enough to make Q positive definite, since there exist sequences ϕ k with ϕ k L 2 = 1 and
However, such sequences have their mass concentrated near zero, which makes the first term in the right-hand side of (43) large. In other words, the competition between the two terms in the right-hand side of (43) will ensure the positive definiteness of Q. Let us assume that (41) does not hold: there is a sequence ϕ k such that
and therefore weakly compact: up to extracting a subsequence, η k converges a.e., and strongly in L 2 loc . Hence there is a function ϕ ∈ L 2 (0, ∞) such that ϕ k → ϕ a.e., and strongly in L 2 (0, 1). Since, by (43) and (42),
we deduce, using Fatou's lemma, that´f 2 ϕ 2 rdr = 0, and therefore ϕ ≡ 0. In particular, it holdŝ 
Proof of Lemma 4.2: It is well known [10] that f > 0 in (0, ∞). Hence we may write h = f g for some function g which is smooth in (0, ∞) and continuous up to 0. In fact g is smooth up to 0, since f (r) = rf (r) and h(r) = rh(r) for some functionsf andh which are smooth on [0, ∞) andf does not vanish on [0, ∞).
The idea of decomposing h as h = f g is reminiscent of Mironescu's method [15] to show the radial symmetry of entire vortices of degree one in the classical one-component Ginzburg-Landau framework.
Let us compute the differential equation satisfied by g. It holds
Therefore we find
Hence g satisfies the differential equation
and the boundary condition
Recall that it holds 0 < f < 1 in (0, ∞). Therefore the equation implies that g can not admit a positive maximum in (0, ∞), and it holds g ≤ max(0, g(0)).
Next we prove that g(0) < 0. To this end we show that g ′ (0) = 0 and g ′′ (0) > 0. Therefore g is initially increasing. In particular, if we assume that g(0) ≥ 0, then to match the boundary condition g(∞) = 0, g would have to attain a positive maximum inside (0, ∞) which is impossible.
To show that g ′ (0) = 0 and g ′′ (0) > 0, we perform a Taylor expansion near zero: write
so that
Hence it holds g 1 = 0 and g 2 = 1/8 > 0.
As explained above, it follows that g(0) < 0. In particular, max(0, g(0)) = 0 and g ≤ 0 in [0, ∞). We claim that in fact this inequality is strict: it holds
Assume indeed that g(r 0 ) = 0 for some r 0 ∈ (0, ∞). Then r 0 is a point of maximum of g, so that g ′′ (r 0 ) ≤ 0. But on the other hand it holds 2g
2 > 0, so that we obtain a contradiction. We conclude that g < 0 in [0, ∞) and therefore h < 0 in (0, ∞). Moreover, h
Also of use will be the fact that the space H is embedded into the space of continuous maps vanishing at zero and infinity. 
± is Cauchy at 0 and ∞. Obviously the corresponding limits must be zero. The estimate on the supremum norm follows by choosing r 1 = 0 in the inequality above.
Finally, we require an asymptotic expansion of solutions which is uniform in the parameter t. The following result is proven in section 5:
Theorem 4.4. Let [f t,− , f t,+ ] be solutions of (8) , and assume that for every δ > 0 there exists R 0 > 0 and 0 ≤ T 1 ≤ T 2 ≤ 1 such that for every R > R 0 and
for all r ≥ R. Then we have
as r → ∞. More precisely, there exist positive constants C ± , C ′ ± , R > 0 such that
hold for all r ≥ R and all t ∈ [T 1 , T 2 ].
Proof of Theorem 1.3
Step 1: Construction of the family t → f t . We denote by N t (f ) the quasilinear differential operator such that
for ϕ ∈ C ∞ c (0, R). In other words, the system (8) is exactly N t (f ) = 0. Using the fact that N 0 (f 0 ) = 0, one may check that
Moreover, the map
is smooth. Since
Lemma 4.1 and Lax-Milgram theorem imply that D g F (0, f 0 ) is invertible. Applying the implicit function theorem, we find that there exists t 0 > 0, δ 0 > 0 and a smooth map
such that, for |t| < t 0 and g H < δ 0 ,
In particular, f t = f 0 + g t solves (8) . Elliptic regularity ensures that for every t, f t is a smooth function.
Step 2:
is smooth, for any integer k and R > 0.
In fact we consider spaces of differentiable functions which are more appropriate to our problem: let
Let t 1 ∈ (−t 0 , t 0 ). Since (by Lemma 4.3) H is embedded in a space of continuous functions, the map t → g t (R) is smooth, and we may fix a smooth map t → ψ t ∈ C k+2 (0, R) such that
Next we consider the smooth map
The small constants t 0 and δ 0 in Step 1 may be chosen so that
for some c > 0. It is then easy to check, using elliptic regularity, that D g F (0, 0) is invertible. Therefore the implicit function theorem provides us with a smooth family t →g t ∈ C k+2 (0, R) defined for small t and solving
For small enough t, the function
Moreover, it holds F (t 1 + t,ĝ t ) = 0, so that by (50) we deduce thatĝ t = g t1+t . In particular, the map t → g t ∈ C k+2 (0, R) is smooth.
Step 3: It holds f t + < 0 and 0 < f
Step 2, the map t → φ t is smooth in H ∩ C k loc for each k, and hence φ t solves the system obtained by differentiating the equations (53) with respect to t. As φ t is continuous at t = 0, a computation reveals that The solutions f t thus satisfy the hypotheses of Theorem 4.4, therefore we may choose R > 0 such that for all t ∈ (0, T ],
Thus it only remains to show that f t + < 0 and 0 < f
It is well-known [10] that (f
′ > 0 in (0, R) for small enough t, and we deduce that 0 < f
Next we show that f t + < 0. We recall that h = 
Asymptotics
We derive the asymptotic behavior of solutions f ± (r) as r → ∞ by means of the sub-and super-solutions method. We recall the notation for the Laplacian of radial functions in R 2 , ∆ r u(r) := 
for all r ∈ [R, ∞), (x, y) ∈ R 2 , and constant δ > we have that u ≤ 0 and v ≤ 0 in [R, ∞).
Proof. Let u ± = max(±u, 0) and v ± = max(±v, 0), the positive and negative parts of each component. We set η R (r) = e −(r−R)/R , r ∈ [R, ∞), multiply the first equation by u + η R and the second equation by v + η R , integrate over [R, ∞), and add the two resulting inequalities, to obtain:
Applying (51), all but the first two terms in (52) may be bounded as follows:
Integrating the first term by parts, using the hypothesis u(R) ≤ 0 and the explicit form of η R , we obtain:
An analogous computation may be made for the second term (involving v + ), and inserting in (52) we conclude that
2 ) η R r dr.
As η R > 0 on [R, ∞), we conclude that u + , v + ≡ 0 on [R, ∞), and the lemma is proven.
The proof of the asymptotic formulae in Theorem 4.4 thus relies on the construction of appropriate sub-and super-solutions for the system (8) . By taking linear combinations of the equations (8) we can rewrite the system in 'diagonalized' form: 
which will be more convenient to work with during the proof of Theorem 4.4.
and for t ∈ [0, 1] each has the same sign as δ, and thus these terms contribute with the desired sign in the evaluation of (57), (56), and may be neglected. Putting these estimates together, it follows that for all R ≥ R 1 ,
