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Re´sume´
Les collections topologiques permettent de conside´rer uniforme´ment de nombreuses structures
de donne´es dans un langage de programmation et sont manipule´es par des fonctions de´finies par
filtrage appele´es des transformations.
Nous pre´sentons dans cet article deux syste`mes de types pour des langages inte´grant les
collections topologiques et les transformations. Le premier est un syste`me a` typage fort a` la
Hindley/Milner qui peut eˆtre entie`rement type´ a` la compilation. Le second est un syste`me a`
typage mixte statique/dynamique permettant de ge´rer des collections he´te´roge`nes, c’est-a`-dire
qui contiennent des valeurs de types distincts. Dans les deux cas l’infe´rence de types automatique
est possible.
1. Introduction
Les collections topologiques sont une famille de structures de donne´es que l’on peut voir comme
des fonctions d’un ensemble de positions vers un ensemble de valeurs et sur lesquelles on dispose
d’une relation de voisinage entre les positions. De nombreuses structures de donne´es usuelles peuvent
eˆtre vues comme des collections topologiques : ensembles, se´quences, tableaux ge´ne´ralise´s, graphes,
etc. On peut programmer par filtrage sur ces collections graˆce a` des fonctions particulie`res appele´es
transformations. Les transformations permettent d’e´crire des programmes ope´rant uniforme´ment sur
diverses structures de donne´es. De tels programmes sont dits polytypiques [JJ96].
Nous montrons dans cet article que les collections topologiques et les transformations peuvent
s’inte´grer dans un langage fortement type´. De plus elles y apportent des caracte´ristiques importantes
comme le polytypisme et le filtrage sur des structures non-alge´briques sans perdre le polymorphisme
parame´trique ou l’infe´rence automatique de types.
Dans un second temps, nous proposons un syste`me de typage plus souple permettant de manipuler
des collections he´te´roge`nes, c’est a` dire des collections contenant des valeurs de types diffe´rents. En
effet, la programmation par transformations trouve un champ d’application important en simulation
biologique ou` les collections manipule´es sont souvent he´te´roge`nes. Le cadre he´te´roge`ne permet aux
transformations de gagner en expressivite´ par rapport au langage fortement type´. Des exemples de tels
programmes [BT02, BdRTG03] ont e´te´ code´s dans le langage de´claratif MGS [Gia03] qui inte`gre les
collections et les transformations dans un contexte dynamiquement type´. Les langages dynamiquement
type´s ont fait l’objet de nombreux travaux visant a` leur donner un syste`me de types proche d’un typage
statique avec infe´rence de types automatique [ALW94, CF91, Dam94b, Fur02]. Le langage que nous
pre´sentons qui permet la manipulation de collections he´te´roge`nes est un sous-ensemble du langage
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MGS et nous lui associons un syste`me de types souple en partie base´ sur les travaux de Aiken et
al. [ALW94]. Ce syste`me est dote´ d’une proce´dure de typage automatise´e permettant de construire un
type pre´cis pour les transformations. Ce syste`me de types est une e´tape importante dans l’e´laboration
d’un compilateur efficace pour le langage MGS et peut s’adapter a` d’autres langages a` base de re`gles
de re´e´criture.
La section suivante donne une intuition du fonctionnement des collections topologiques et des
transformations et introduit leur typage. La section 3 pre´sente notre langage fortement type´ et son
syste`me de types. La section 4 pre´sente le langage a` typage souple et e´nonce la correction de ce typage
puis donne un aperc¸u de l’inte´reˆt du typage pour la compilation des transformations. La dernie`re
section conclut cet article en proposant des extensions directes de nos travaux et en pre´sentant les
travaux proches des noˆtres et les perspectives ouvertes par notre travail.
2. Collections topologiques et transformations
Dans cette section nous introduisons les collections topologiques puis les transformations de manie`re
informelle. Nous donnons e´galement des e´le´ments pour comprendre comment un syste`me de types pour
un langage fonctionnel peut les inte´grer.
Collections topologiques
Une collection topologique est une structure de donne´es sur laquelle il existe une relation de
voisinage note´e Vois entre les e´le´ments. Lorsqu’on a Vois(e1, e2) on dira que e2 est un voisin de e1.
Par exemple, une se´quence est une collection topologique telle que :
– chaque e´le´ment posse`de au plus un voisin ;
– chaque e´le´ment ne peut eˆtre le voisin que d’un e´le´ment au plus ;
– il n’existe pas de cycle dans la relation de voisinage.
Un ensemble ou un multi-ensemble peuvent eˆtre vus comme une collection dont tout e´le´ment est
voisin de tous les autres e´le´ments.
La grille est un autre exemple de collection topologique qui est similaire a` une matrice. Chaque
e´le´ment contenu dans une grille peut avoir quatre voisins se trouvant respectivement au nord, au sud,
a` l’est et a` l’ouest. Contrairement aux tableaux, la grille est une structure de donne´es partielle.
1 2 3 4
(a) se´quence
1
2
3
45
(b) ensemble
3
1 2
4
(c) grille
Fig. 1 – exemples de collections topologiques
De nombreuses structures de donne´es peuvent eˆtre conside´re´es uniforme´ment comme des collec-
tions topologiques, aussi bien des structures usuelles comme celles que nous venons de de´crire que des
structures plus spe´cialise´es comme les graphes de Delaunay.
Dans le langage que nous proposons les collections peuvent eˆtre construites a` partir de collections
vides et d’ope´rateurs de construction. Par exemple 1 :: empty set produit l’ensemble contenant
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l’entier 1. L’ope´rateur :: peut eˆtre utilise´ pour construire n’importe quelle sorte de collection1, ainsi
on peut l’utiliser pour produire une se´quence comme dans 1 :: 2 :: empty seq.
Quatre ope´rateurs sont re´serve´s a` la construction de grilles : nord , −nord , est et −est . Ceux-ci
permettent de spe´cifier l’organisation entre les e´le´ments lors de la construction de la collection. Ainsi
on peut construire une grille carre´e : 1 est 2 nord 3 −est 4 :: empty grid ou une grille triangulaire :
1 −nord 2 est 3 :: empty grid par exemple.
1
2 31
4 3
2
Les syste`mes de types que nous proposons dans cet article contiennent des types particuliers de la
forme [τ ]ρ pour les collections ou` τ est le type des e´le´ments contenus dans la collection aussi appele´ le
type contenu de la collection et ρ est sa topologie. Une topologie peut eˆtre soit un symbole de l’ensemble
{set , bag, seq , grid , . . .} qui repre´sente les topologies possibles des collections, soit une variable de
topologie que l’on pourra de´noter par la lettre grecque θ. Notons qu’une topologie n’est pas un type
et qu’une variable de topologie ne peut eˆtre utilise´e a` la place d’une variable de type et vice versa.
Les deux grilles ci-dessus par exemple ont le type [int ]grid . Le constructeur nord et les trois autres
constructeurs spe´cifiques aux grilles ont le type α→ [α]grid → [α]grid ou` α est une variable de type.
Le constructeur ge´ne´rique :: a quant a` lui le type α → [α]θ → [α]θ car il peut eˆtre utilise´ avec toute
collection, quelle que soit sa topologie.
On parle de collections he´te´roge`nes lorsque les valeurs contenues dans les collections peuvent eˆtre
de types diffe´rents. L’ensemble {1, true} contient deux valeurs de types respectifs int et bool et est
donc un exemple de collection he´te´roge`ne. Le langage fortement type´ ne permettra pas de manipuler
des collections he´te´roge`nes.
Pour rendre compte de l’he´te´roge´ne´ite´ des collections dans notre syste`me de types souple nous
utilisons des types unions, de´ja` utilise´s par d’autres auteurs [AW93, PS94, Dam94a, FCB02]. Une
valeur du type union τ1∪τ2 est soit du type τ1 soit du type τ2. Savoir qu’une valeur est du type τ1∪τ2
ne permet pas de de´duire qu’elle est du type τ1. L’entier 1 du type int est aussi du type int ∪ bool .
Nous pouvons a` pre´sent donner un type a` l’ensemble {1, true}, ce type est [int ∪ bool ]set . On peut
lire ce type de la manie`re suivante : « collection de topologie set qui contient des valeurs de type int
et des valeurs de type bool » mais il est plus juste de le comprendre ainsi : « collection de topologie
set dont les e´le´ments ont le type int ∪ bool ».
L’utilisation des collections he´te´roge`nes ne´cessite la possibilite´ de tester le type des valeurs a`
l’exe´cution. Ceci explique que le langage les manipulant ne puisse eˆtre entie`rement type´ a` la compila-
tion.
Transformations
Une transformation est une fonction ope´rant sur les collections de´finie par un ensemble de re`gles de
re´e´criture de la forme m⇒ e appele´es simplement re`gles. La partie gauche d’un re`gle est appele´e motif
et la partie droite expression de remplacement. On note une transformation par l’e´nume´ration de ses
re`gles entre accolades : {m1 ⇒ e1; . . . ;mn ⇒ en}.
1La se´mantique de l’ope´rateur :: de´pend de la topologie de la collection a` laquelle il est applique´. Cette forme de
surcharge est de la meˆme nature que la surcharge du = de ML.
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L’application d’une transformation a` une collection se fait en appliquant les re`gles de la
transformation de la manie`re suivante : des instances disjointes du motif de la premie`re re`gle sont
recherche´es puis, lorsqu’on ne peut plus trouver de nouvelle instance du motif on recherche des
instances du motif de la seconde re`gle parmi les e´le´ments qui n’ont pas de´ja` e´te´ filtre´s, et ainsi
de suite. Lorsque ce processus de filtrage est termine´ on substitue les parties filtre´es par les parties
remplac¸antes correspondantes et la nouvelle collection ainsi cre´e´e est retourne´e.
Le motif x filtre une valeur quelconque ; le motif x : int filtre une valeur de type int (uniquement
dans le langage a` typage souple) ; le motif garde´ x/p(x) filtre une valeur v telle que p(v) s’e´value a`
true ; le motif x, y filtre deux valeurs voisines quelconques ; enfin le motif x : int , y : int / x>y filtre
deux valeurs entie`res voisines telles que la premie`re est plus grande que la seconde. Le processus de
filtrage a e´te´ de´crit formellement dans [GMC02].
Les transformations permettent d’exprimer simplement des programmes classiques comme le tri
d’une se´quence par exemple. Pour trier une se´quence on peut chercher des couples d’e´le´ments voisins
mal ordonne´s dans la se´quence et les placer dans le bon ordre. Lorsqu’il n’existe plus de couples
d’e´le´ments voisins mal ordonne´s la se´quence est trie´e. Cette sorte de tri a` bulles est obtenue en ite´rant
l’application de la transformation suivante jusqu’a` atteindre un point fixe : {x, y/x > y ⇒ [y, x]}.
Dans cet exemple, l’expression [y, x] en partie droite de la re`gle de´note une se´quence a` deux
e´le´ments. En effet, lors du processus de filtrage, une instance du motif x, y est repre´sente´e par une
suite de deux valeurs se trouvant en des positions voisines dans la collection. Cette suite de valeurs
positionne´es est appele´e un chemin dans la collection. Ici le chemin est de longueur 2. Les valeurs
de´note´es par la se´quence [y, x] viendront remplacer les valeurs du chemin filtre´ par la partie gauche
de la re`gle.
L’utilisation d’une se´quence comme expression de remplacement convient quelle que soit la
topologie de la collection a` laquelle la transformation est applique´e. En effet, un motif filtre un chemin
qui peut eˆtre vu comme une se´quence de valeurs positionne´es. Une se´quence de valeurs est donc
suffisante en partie droite pour spe´cifier le remplacement point a` point des e´le´ments filtre´s. C’est
pourquoi nous forc¸ons les parties droites de re`gles a` eˆtre des se´quences.
Dans certaines collections comme les grilles la longueur de la se´quence remplac¸ante doit eˆtre e´gale
a` la longueur du chemin filtre´ et la substitution se fera point a` point. Dans le cas contraire, la topologie
de la collection ne serait pas pre´serve´e : une valeur ne peut eˆtre remplace´e par plusieurs valeurs dans
une grille car il faudrait pour cela inse´rer de nouvelles positions et la collection ne serait plus une
grille. Ces collections dont l’ensemble de positions n’est pas modifiable sont dites newtoniennes2. En
revanche dans une se´quence, un ensemble ou un multi-ensemble le chemin filtre´ peut eˆtre remplace´
par un nombre arbitraire d’e´le´ments car on peut toujours inse´rer une position entre deux positions
dans ces collections. Ces collections dont l’ensemble de positions peut varier sont dites leibnitziennes.
La fonction map qui applique une fonction a` tout e´le´ment d’une collection est un autre exemple
de programme simple a` e´crire : λf.λc.(let t = {x ⇒ [f x]} in (t c)) ou de manie`re e´quivalente
λf.{x⇒ [f x]} . Ceci imple´mente bien un map car chaque e´le´ment e de la collection sera filtre´ par le
motif x et sera remplace´ par f(e). Cette fonction peut s’appliquer a` toute collection, inde´pendamment
de sa topologie. De telles fonctions sont dites polytypiques [JJ96]. Le polytypisme est l’un des avantages
a` conside´rer les structures de donne´es dans un cadre unificateur.
L’identite´ sur les collections peut s’e´crire {x ⇒ [x]} et a le type [α]θ → [α]θ. En effet cette
transformation s’applique a` toute collection topologique et ne change ni sa topologie, ni son type
contenu. De manie`re ge´ne´rale une transformation ne change pas la topologie de la collection a` laquelle
elle est applique´e. La transformation {x : int ⇒ [x + 1]} ou` + est l’addition entie`re a e´galement le
type [α]θ → [α]θ (dans le typage souple). En revanche la transformation {x ⇒ [x + 1]} a le type
[int ]θ → [int ]θ dans les deux syste`mes car une erreur de type aura lieu si la re`gle est applique´e a` une
2Cette appellation vient de la vision diffe´rente de la notion d’espace selon Leibnitz ou Newton [Gia03].
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valeur qui n’est pas du type int .
Conside´rons a` pre´sent la transformation {x : int / (x mod 2 = 0) ⇒ [true]} dans le langage
a` typage souple. Celle-ci est du type [α]θ → [α ∪ bool ]θ mais ce type manque de pre´cision. Il ne
porte pas l’information que des boole´ens apparaissent dans la collection renvoye´e uniquement si la
collection en argument contient des entiers. Pour traduire cette information nous utiliserons des types
conditionnels de la forme τ1?τ2. Le type τ1?τ2 se lit « τ1 if τ2 » et vaut τ1 lorsque τ2 n’est pas e´gal
au type nul note´ 0 et il vaudra 0 sinon. Ainsi on peut donner le type [α]θ → [α ∪ (bool?(α ∩ int))]θ
a` la transformation mentionne´e ci-dessus. Ce type signifie que si la collection en argument contient
des valeurs de type int alors la collection renvoye´e pourra contenir des valeurs de type bool car dans
ce cas α ∩ int n’est pas nul et vaut int . En revanche si le type de la collection en argument indique
qu’elle ne contient pas de valeurs du type int alors le type de la collection renvoye´e est le meˆme que
le type de la collection en argument. En effet dans ce cas α ∩ int sera nul et donc bool?(α ∩ int) sera
e´galement nul et α ∪ bool?(α ∩ int) vaudra α.
Le typage fin des transformations avec des types conditionnels peut eˆtre vu comme de l’analyse de
flots. On peut noter que les types conditionnels ont de´ja` e´te´ utilise´s a` cette fin (voir [FA97]).
3. Typage fort
Le premier langage que nous pre´sentons, note´ L= permet de manipuler des collections homoge`nes et
des transformations. Il a pour objet de montrer que les collections topologiques et les transformations
s’inte`grent bien dans un langage fortement type´ comme ML. Nous pre´sentons donc un syste`me de
types pour L= qui permet l’infe´rence automatique des types par une extension de l’algorithme de
Damas/Milner.
3.1. Langage L=
Le langage L= est un λ-calcul avec constantes et let auquel on ajoute les transformations.
e : := x | c | λx.e | e e | let x = e in e | {m/e⇒ e; . . . ;m/e⇒ e;x⇒ e}
m : := x, . . . , x
Une transformation est compose´e d’une suite de re`gles dont la dernie`re dispose d’un motif qui se
re´duit a` une variable. Une telle re`gle de la forme x⇒ e est appele´e attrape-tout. Cette dernie`re re`gle
permet de garantir que toutes les valeurs d’une collection seront filtre´es par la transformation. Ainsi
si les re`gles d’une transformation remplacent des entiers par des flottants par exemple on est suˆr que
tous les entiers seront remplace´s et on peut garantir que la transformation pre´serve l’homoge´ne´ite´ des
collections.
Parmi les constantes du langage on trouve notamment des collections vides (empty seq , empty grid ,
. . .) et des ope´rateurs comme le constructeur ge´ne´rique de collections note´ :: ou le constructeur
spe´cialise´ nord .
Nous ferons un grand usage de sucre syntaxique, notamment :
– les ope´rateurs binaires seront e´crits en position infixe,
– on pourra e´crire une se´quence en e´nume´rant ses e´le´ments entre crochets au lieu d’utiliser le
constructeur standard comme le montre l’exemple suivant : [1, 2, 3] pour 1 :: 2 :: 3 :: empty seq,
– on pourra omettre la garde d’un motif lorsque celle-ci est la constante true.
Nous ne donnons pas ici la se´mantique formelle de L=. Le lecteur pourra se re´fe´rer a` [GM02]
ou a` [GM01] pour le mode`le des collections topologiques et a` [Coh03a] pour la se´mantique des
transformations. Deux valeurs particulie`res de´notent des erreurs : wrong lorsqu’une erreur de type
survient et shape err lorsque l’application d’une re`gle viole la topologie d’une collection newtonienne.
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3.2. Types
Nous associons a` L= un syste`me de types a` la Hindley/Milner augmente´ des types collections.
L’ensemble des topologies possibles pour une collection topologique est note´ R et contient au moins
set , seq, bag et grid . On note B l’ensemble des types de base {int , bool , float , string}.
τ ::= α | B | τ → τ | [τ ]ρ ρ ::= θ | R
La lettre θ sera utilise´e pour de´signer une variable de topologie.
Un sche´ma de types σ est un type quantifie´ sur des variables de type et des variables de
topologie de la forme ∀α1, . . . , αn, θ1, . . . , θm.τ . On dit qu’un type τ est une instance d’un sche´ma
de types σ = ∀α1, . . . , αn, θ1, . . . , θm.τ ′ s’il existe une instanciation s des variables quantifie´es de σ
telle que s(τ ′) = τ et on le note σ ≤ τ .
La fonction TC donne le sche´ma de type associe´ aux constantes du langage. Par exemple TC(::)
vaut ∀α, θ.α → [α]θ → [α]θ.
Un contexte de typage Γ est une fonction d’un ensemble de variables du langage vers l’ensemble
des sche´mas de types.
Re`gles de typage
Les re`gles d’infe´rence sont celles d’Hindley/Milner augmente´es d’une re`gle pour les transformations.
Γ(x) ≤ τ
Γ ⊢ x : τ
(var − inst)
TC(c) ≤ τ
Γ ⊢ c : τ
(const− inst)
Γ ∪ {x : τ1} ⊢ e : τ2
Γ ⊢ (λx.e) : τ1 → τ2
(fun)
Γ ⊢ e1 : τ ′ → τ Γ ⊢ e2 : τ ′
Γ ⊢ e1 e2 : τ
(app)
Γ ⊢ e1 : τ1 Γ ∪ {x : Gen(τ1,Γ)} ⊢ e2 : τ2
Γ ⊢ (let x = e1 in e2) : τ2
(let)
Γi ⊢ ei : [τ ′]seq Γi ⊢ gi : bool (1 ≤ i ≤ n)
Γ ⊢ {m1/g1 ⇒ e1; . . . ;mn/gn ⇒ en} : [τ ]ρ→ [τ ′]ρ
(trans)
ou` Γi = Γ ∪ {self : [τ ]ρ} ∪ γ(mi, τ) et avec γ de´finie par γ((x1, . . . , xk), τ) = {x1 : τ, . . . , xk : τ}.
Comme usuellement la fonctionGen ge´ne´ralise un type τ en sche´ma de type ∀α1, . . . , αn, θ1, . . . , θm.τ
ou` les variables de type et de topologie quantifie´es sont les variables du type qui ne sont pas lie´es dans
le contexte de typage.
Dans la re`gle (trans) on type toutes les re`gles comme si elles avaient la meˆme forme bien que
la dernie`re re`gle n’ait pas de garde. Ceci est naturel car le motif x est e´quivalent au motif x/true.
Intuitivement la re`gle (trans) exprime le fait suivant : si la partie droite de chaque re`gle est une
se´quence de type contenu τ ′ lorsqu’on suppose que les variables lie´es dans son motif ont le type τ alors
la transformation renvoie une collection de type contenu τ ′ lorsqu’elle est applique´e a` une collection de
type τ . Ceci est vrai graˆce a` la re`gle attrape-tout rendue obligatoire par la syntaxe des transformations.
La collection renvoye´e a la meˆme topologie que la collection en argument.
A` l’inte´rieur d’une transformation l’identificateur self est lie´ a` la collection a` laquelle la
transformation est applique´e. On peut remarquer que si self n’est pas utilise´ dans le corps de la
transformation celle-ci pourra toujours eˆtre polytypique.
Si ∅ ⊢ e : τ (note´ aussi ⊢ e : τ) alors l’e´valuation de e ne provoquera pas d’erreur de type wrong .
En revanche, l’absence d’erreur de structure newtonienne n’est pas assure´e.
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Exemple
On peut montrer avec les re`gles de typage que la transformation suivante a le type [int ]θ → [int ]θ
pour toute topologie θ : {x, y/x > y ⇒ [x, y, (x− y)];x⇒ [x]}
La preuve est donne´e ci-dessous avec Γ1 = {x : int ; y : int ; self : [int ]θ} et Γ2 = {x : int ; self :
[int ]θ}.
. . .
Γ1 ⊢ x > y : bool
Γ0(x) ≤ int
Γ1 ⊢ x : int
. . .
Γ1 ⊢ [y, (x− y)] : [int ]seq
Γ1 ⊢ [x, y, (x− y)] : [int ]seq
Γ2(x) ≤ int
Γ2 ⊢ x : int
Γ2 ⊢ [x] : [int ]seq
⊢ {x, y/x > y ⇒ [x, y, (x− y)];x⇒ [x]} : [int ]θ → [int ]θ
3.3. Infe´rence automatique
L’algorithme d’infe´rence de type automatiqueW de Damas/Milner s’e´tend simplement au langage
L= et aux re`gles de typage correspondantes. Il suffit pour cela d’e´tendre la proce´dure d’unification de
Robinson aux types collections et aux topologies ainsi que d’ajouter un cas dans W pour le typage
des transformations. Cet algorithme est donne´ dans [Coh03b] et a e´te´ imple´mente´ afin d’eˆtre inte´gre´
a` un compilateur pour une version fortement type´e du langage MGS. Comme W , il calcule le type le
plus ge´ne´ral d’un programme.
4. Typage souple
Le langage L= ne permet la manipulation des collections que dans un cadre homoge`ne. Nous
pre´sentons a` pre´sent le langage L⊆ qui est presque identique a` L= mais qui permettra des tests
dynamiques de type afin de manipuler des collections he´te´roge`nes. Nous associons a` ce langage un
syste`me de types approprie´ qui effectue un typage statique tout en laissant certains tests de types a`
l’exe´cution. Ce syste`me de types plus avance´ que le premier utilise des types union et du sous-typage
non-structurel. La proce´dure d’infe´rence automatique est plus complexe que celle base´e sur W .
4.1. Langage L⊆
Au niveau syntaxique L⊆ diffe`re de L= par la possibilite´ de tester dynamiquement le type d’une
valeur durant le filtrage et la liberte´ d’avoir une re`gle attrape-tout dans la transformation ou non.
Les tests de type sont spe´cifie´s par annotation des variables des motifs comme le montre la syntaxe
ci-dessous. Ces conditions de types sont restreintes aux types de base. La construction µ est appele´e
motif e´le´mentaire et b de´signe un type de base de B = {int , bool , float , string}.
e ::= x | λx.e | e e | c | let x = e in e | {m/e⇒ e; . . . ;m/e⇒ e}
m ::= µ, . . . , µ µ ::= x | x : b
Le langage L⊆ s’e´value dans un domaine D qui contient les collections topologiques en plus des
valeurs usuelles (voir [GS90] pour une introduction aux domaines se´mantiques et [GM01] ou [GM02]
pour le mode`le des collections topologiques). Les transformations sont repre´sente´es dans D par des
fonctions continues3. Leur se´mantique est donne´e dans [Coh03a]. D contient les valeurs spe´ciales wrong
et shape err ainsi que ⊥ qui de´note un calcul qui ne termine pas.
3On peut conside´rer que les transformations sont de´terministes en supposant que la strate´gie d’application d’une
re`gle est fixe´e mais non spe´cifie´e.
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A` tout type de base b on associe un sous-ensemble de D − {wrong, shape err} note´ JbK et
contenant ⊥. L’intersection de ces sous-ensembles deux a` deux doit toujours valoir {⊥}.
Un environnement est une fonction d’un ensemble d’identifiants vers l’ensemble des valeurs D. On
note Eval (e, E) la se´mantique de l’expression e dans l’environnement E.
4.2. Types
La syntaxe des types est la suivante :
τ : := B | α | τ1 → τ2 | [τ ]ρ | τ1 ∪ τ2 | τ1 ∩ τ2 | 0 | 1 | τ1?τ2
ρ : := R | θ
L’ensemble R est le meˆme que pour L=. La se´mantique des types est base´e sur la notion
d’ide´al [MPS86] : un type correspond a` un sous ensemble particulier du domaine des valeurs D.
La relation de sous-typage est note´e ⊆ et correspond a` l’inclusion ensembliste sur D. Un type ne peut
contenir ni wrong ni shape err.
Voici une interpre´tation intuitive des types avant que nous ne donnions leur se´mantique formelle.
– Le type fle`che, les types de base et les variables de type sont interpre´te´s comme usuellement
dans les langages fonctionnels.
– Dans le type collection [τ ]ρ, le type contenu est τ et la topologie est ρ comme pour L=.
– Les types τ1 ∪ τ2 et τ1 ∩ τ2 correspondent a` l’union et l’intersection ensembliste des types.
– Le type 0 contient uniquement la valeur ⊥, qui repre´sente la non-terminaison. Le type 0 est
inclus dans tous les autres types car ⊥ appartient a` tous les types. Le type 1 contient toutes les
valeurs sauf wrong et shape err. Le type 1 inclut tous les autres types. Le type 0 → 1 convient
a` toute fonction, y-compris aux transformations.
– Le type conditionnel τ1?τ2 vaut τ1 lorsque τ2 est diffe´rent de 0 et il vaut 0 sinon. Par exemple le
type int?(τ ∩ float) vaut int si τ contient float et 0 sinon.
Un sche´ma de type σ est de la forme ∀α1, . . . , αn, θ1, . . . , θm.τ where S ou` S est un ensemble
de contraintes de types de la forme τ1 ⊆ τ2. On utilisera par la suite le symbole χ pour de´signer
indiffe´remment une variable de type ou une variable de topologie. On note Sol(S) l’ensemble des
solutions de S.
Interpre´tation se´mantique des types
E´tant donne´ une instanciation s des variables de type et de topologie, la se´mantique d’un type et
d’un sche´ma de types sont de´finis dans la figure 2 par la fonction J.Ks.
La se´mantique d’un type de base b est l’ensemble JbK de´fini en section 4.1. La se´mantique du type
τ1 → τ2 est l’ensemble des fonctions continues de D vers D telles que f(v) est dans Jτ2Ks (ou provoque
une erreur diffe´rente de wrong) si v est dans Jτ1Ks. La se´mantique de τ1∪τ2 est l’union de la se´mantique
de τ1 et de la se´mantique de τ2. La se´mantique du type [τ ]ρ est l’ensemble des collections de D dont
la topologie correspond a` ρ et dont les e´le´ments sont dans JτKs. La se´mantique du sche´ma de types
∀χ1, . . . , χn.τ where S est l’ensemble des valeurs qui sont dans JτKs′ pour toute instanciation s′ des
χi solution de S (s
′ doit eˆtre compatible avec s sur les variables non quantifie´es).
A` chaque constante c du langage on associe un sche´ma de types TC(c). On suppose que TC est
correct par rapport a` la se´mantique : pour toute constante c du langage et pour toute instanciation s
des variables de type et de topologie, Eval (c, ∅) ∈ JTC(c)Ks.
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JαKs = Js(α)K∅
JbKs = JbK
Jτ1 → τ2Ks =
{
f ∈ D → D | f(Jτ1Ks − {⊥}) ⊆ Jτ2Ks ∪ {shape err}
}
∪ {⊥}
Jτ1 ∪ τ2Ks = Jτ1Ks ∪ Jτ2Ks
Jτ1 ∩ τ2Ks = Jτ1Ks ∩ Jτ2Ks
Jτ1?τ2Ks =
{
Jτ1Ks si Jτ2Ks 6= {⊥}
{⊥} sinon
J0Ks = {⊥}
J1Ks = D − {wrong, shape err}
J[τ ]ρKs = {c ∈ D | s(ρ) est la topologie de c et ∀e ∈ c.e ∈ JτKs}
J∀α1, . . . , αn, θ1, . . . , θm.τ where SKs =
⋂
s′∈X
JτKs′
ou` X = Sol(S)∩
{s′|s′(χ) = s(χ) si χ 6∈ {α1, . . . , αn, θ1, . . . , θm}}
Fig. 2 – Se´mantique des types et des sche´mas de types
4.3. Re`gles de typage
La figure 3 donne notre syste`me de re`gles de typage pour L⊆. La relation de typage comporte un
contexte Γ et un ensemble S de contraintes de types. Le jugement Γ, S ⊢ e : τ peut se lire « dans
le contexte de typage Γ, l’expression e a le type s(τ) pour toute solution s de S ». La pre´sence d’un
ensemble de contraintes dans la relation de typage est standard dans les syste`mes de types en pre´sence
de sous-typage. Toutes les re`gles sauf (const) et (trans) sont similaires a` celles de Aiken et al.
Voici une description des re`gles de la figure 3 :
(var) : Cette re`gle correspond a` la re`gle standard de Hindley/Milner.
(const) : TC donne les sche´mas de types des constantes.
(fun) et (app) : La re`gle (fun) correspond a` celle de Hindley/Milner. Dans (app) les contraintes
expriment qu’une fonction du type τ3 → τ4 ne peut eˆtre applique´e a` une valeur du type τ2 que
si τ2 est un sous-type de τ3.
(gen) et (inst) : La re`gle (gen) sert a` introduire le polymorphisme parame´trique dans les types. En
effet elle exprime que si une expression a le type τ sous les contraintes S alors elle a aussi le
sche´ma de type ∀(χi).τ where S ou` les χi sont des variables libres de τ . La re`gle (inst) sert a`
instancier les sche´mas de types en types. Pour utiliser cette re`gle, les contraintes du sche´ma de
types doivent avoir une solution. Les τi et ρj sont libres dans cette re`gle.
(let) : Le let-polymorphisme est obtenu en appliquant la re`gle (gen) juste apre`s la re`gle (let).
(trans) : Dans cette re`gle nous utilisons deux fonctions de´finies inductivement sur les motifs : Comp
et γ. La premie`re, Comp s’applique a` un motif m et a` un type τ et renvoie un type qui vaudra
toujours {⊥} si le motif ne peut s’appliquer dans une collection de type contenu τ et qui vaudra
un type diffe´rent de {⊥} sinon. On dira que cette fonction calcule la compatibilite´ d’un motif
avec un type. Par exemple Comp ((x1 : int , x2 :float), τ) = (τ ∩ int) ? (τ ∩ float). Ainsi si τ ne
contient pas int et float ce type vaut {⊥}. La seconde fonction, γ, calcule le contexte induit par
un motif m sachant que ce motif est applique´ a` une collection de type contenu τ .
Pour une re`gle mi/gi ⇒ ei dans (trans), τi est le type contenu de la se´quence ei sachant que la
transformation s’applique a` une collection de type contenu τ et en conside´rant le contexte induit
par mi. Le type τi?Comp(mi, τ) vaudra {⊥} si les conditions de types de mi font que le motif
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n’a jamais d’instances dans une collection de type contenu τ (incompatibilite´), il vaudra τi si la
re`gle peut s’appliquer (compatibilite´).
Le type contenu de la collection renvoye´e doit eˆtre un sur-type de τi?Comp(mi, τ) pour chaque i,
d’ou` les contraintes τi?Comp(mi, τ) ⊆ τ ′ car si la re`gle peut s’appliquer, la collection renvoye´e
pourra contenir des e´le´ments de type τi. Par ailleurs lors de l’application d’une transformation
des valeurs peuvent ne pas eˆtre filtre´es et resteront dans la collection renvoye´e, d’ou` la
contrainte4 τ ⊆ τ ′.
Γ ∪ {x : σ}, S ⊢ x : σ
(var)
Γ ∪ {x : τ1}, S ⊢ e : τ2
Γ, S ⊢ λx.e : τ1 → τ2
(fun)
Γ, S ⊢ c : TC(c)
(const)
Γ, S ⊢ e1 : τ1, e2 : τ2
Γ, S ∪ {τ2 ⊆ τ3, τ1 ⊆ τ3 → τ4} ⊢ e1 e2 : τ4
(app)
Γ, S ⊢ e : τ
Γ, ∅ ⊢ e : ∀χ1, . . . , χn.τ where S
(gen) si Sol(S) 6= ∅ et χ1, . . . , χn non libres dans Γ
Γ, S ⊢ e : ∀α1, . . . , αn, θ1, . . . , θm.τ where S′
Γ, S ∪ S′[τi/αi, ρj/θj ] ⊢ e : τ [τi/αi, ρj/θj ]
(inst)
Γ, S ⊢ e1 : σ Γ ∪ {x : σ}, S ⊢ e2 : τ
Γ, S ⊢ let x = e1 in e2 : τ
(let)
Γi, S ⊢ gi : bool Γi, S ⊢ ei : [τi]seq (1 ≤ i ≤ n)
Γ, S ∪ S′ ⊢ {m1/g1 ⇒ e1; . . . ;mn/gn ⇒ en} : [τ ]ρ→ [τ ′]ρ
(trans)
ou` S′ = {τ ⊆ τ ′} ∪
⋃
1≤i≤n
{τi?Comp(mi, τ) ⊆ τ ′} et Γi = Γ ∪ {self : [τ ]ρ} ∪ γ(mi, τ).
Comp (x, τ) = τ ∩ 1 = τ
Comp (x : b, τ) = τ ∩ b
Comp ((x,m′), τ) = Comp (m′, τ)
Comp ((x : b,m′), τ) = (τ ∩ b) ? Comp (m′, τ)
γ(x, τ) = {x : τ}
γ(x : b, τ) = {x : τ ∩ b}
γ((x,m′), τ) = {x : τ} ∪ γ(m′, τ)
γ((x : b,m′), τ) = {x : τ ∩ b} ∪ γ(m′, τ)
Fig. 3 – Re`gles de typage
Exemples
Voici les preuves de typage de deux transformations simples.
. . .
{self : [τ ]θ;x : α ∩ int}, ∅ ⊢ [x; 1] : [int ]seq
∅, {α ⊆ α, (int?(α ∩ int)) ⊆ α} ⊢ {x : int ⇒ [x; 1]} : [α]θ → [α]θ
∅, ∅ ⊢ {x : int ⇒ [x; 1]} : ∀α, θ.[α]θ → [α]θ where {α ⊆ α, (int?(α ∩ int)) ⊆ α}
Dans cet exemple l’ensemble de contraintes du sche´ma se re´duit a` ∅. En effet on peut montrer que
(int?(α ∩ int)) ⊆ α est toujours vrai. Donc n’importe quelle instanciation de α et θ convient.
4On peut ne pas conside´rer cette contrainte lorsque l’on sait de´tecter que toutes les valeurs seront filtre´es, afin d’avoir
un type plus pre´cis. Par exemple dans L= la re`gle attrape-tout assure que tous les e´le´ments sont filtre´s.
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. . .
{self : [τ ]θ;x : α ∩ int}, ∅ ⊢ [true] : [bool ]seq
∅, {α ⊆ β, (bool?(α ∩ int)) ⊆ β} ⊢ {x : int ⇒ [true]} : [α]θ → [β]θ
∅, ∅ ⊢ {x : int ⇒ [true]} : ∀α, β, θ.[α]θ → [β]θ where {α ⊆ β, (bool?(α ∩ int)) ⊆ β}
Ici le type α∪(int?(α∩int)) est la plus petite instanciation de β ve´rifiant les contraintes du sche´ma.
Le type suivant est donc valable pour cette transformation : [α]θ → [α ∪ (bool?(α ∩ int))]θ.
Sans l’utilisation de types conditionnels, le type le plus pre´cis pour cette transformation aurait e´te´
[α]θ → [α ∪ bool ]θ qui porte moins d’informations que le type pre´ce´dent.
4.4. Proprie´te´s
On dira qu’un environnement E est correct par rapport a` un contexte Γ et une instanciation s des
variables de type et de topologie lorsque E(x) ∈ JΓ(x)Ks pour tout x lie´ dans Γ et E.
Lemme 1 (Correction) Soit un typage Γ, S ⊢ e : σ, une solution s de S, un environnementE correct
par rapport a` Γ et s portant sur les variables libres de e. Alors Eval (e, E) ∈ JσKs ∪ {shape err}.
La preuve est donne´e dans [Coh03a]. Le corollaire suivant de´coule de ce lemme : si e est une
expression sans variables libres et si ∅, ∅ ⊢ e : σ alors Eval(e, ∅) 6= wrong. Ceci est vrai car wrong
n’appartient a` aucun type. On dit qu’un programme e est bien type´ si il existe un sche´ma de type σ
tel que ∅, ∅ ⊢ e : σ. Notons que le lemme ne garantit rien sur les erreurs de structure newtonienne.
4.5. Algorithme d’infe´rence automatique
L’infe´rence automatique des types d’un programme consiste en deux e´tapes. En premier lieu, le
sche´ma de type le plus ge´ne´ral du programme est calcule´ en appliquant les re`gles de typage selon une
strate´gie approprie´e. Ensuite on calcule les solutions des contraintes de types ge´ne´re´es. Nous de´crivons
ces deux e´tapes dans cette section.
4.5.1. Production du type et des contraintes
Nous suivons la strate´gie d’application des re`gles propose´e par [AW93] qui de´finit la de´rivation la
plus ge´ne´rale modulo renommage des variables de type et de topologie :
– On utilise des variables fraˆıches partout ou` cela est possible.
– On applique la re`gle (gen) imme´diatement apre`s la re`gle (let).
– On applique (inst) apre`s avoir applique´ la re`gle (var) ou la re`gle (const).
– La de´rivation se termine par une application de la re`gle (gen).
– Les re`gles (gen) et (inst) ne sont applique´es nulle part ailleurs.
4.5.2. Re´solution des contraintes
Une proce´dure de re´solution de syste`mes de contraintes ensemblistes est donne´e dans [AW93]
et [ALW94]. Elle est base´e sur un syste`me de re´e´criture qui met les contraintes sous une forme ou`
leurs solutions peuvent eˆtre directement extraites. Cette proce´dure s’e´tend aux types collections en
conside´rant l’e´quivalence suivante que l’on orientera de gauche a` droite et en re´solvant les e´galite´s
entre topologies par unification : {[τ1]ρ1 ⊆ [τ2]ρ2} ≡ {ρ1 = ρ2 ; τ1 ⊆ τ2}.
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La pre´sence d’ope´rateurs type´s dans notre langage impose e´galement de modifier l’une des re`gles
de re´e´criture de la proce´dure d’Aiken et al. : {τ1 → τ ′1 ⊆ τ2 → τ
′
2
} se re´e´crit en {τ1 ⊆ τ ′2 ; τ2 ⊆ τ ′1}.
La proce´dure de re´solution propose´e n’est correcte que sous une condition sur la forme du syste`me
a` re´soudre, laquelle est de´taille´e dans [Coh03a]. Nous montrons dans ce meˆme document que notre
proce´dure de production de contraintes ne produit que des syste`mes solvables par notre proce´dure
de re´solution. On peut noter que cette condition empeˆche de donner d’utiliser des types intersections
pour de´noter la surcharge d’ope´rateurs. Cependant nous verrons en section 5.2 que la surcharge peut
s’exprimer autrement dans notre syste`me de types.
4.6. Compilation
En plus du gain en performances attendu lorsqu’on passe d’un langage dynamiquement type´ a`
un langage statiquement type´, le typage de L⊆ apporte une information pouvant s’apparenter a`
de l’analyse de flot de controˆle, permettant des optimisations dans le processus d’application des
transformations. Dans cette section, nous esquissons certaines de ces optimisations.
Conside´rons la re`gle x : int => [x+1] et une collection c de type contenu τ . Deux cas particuliers
peuvent se pre´senter :
– Si d’apre`s le type τ la collection c ne contient pas d’entiers alors la re`gle ne peut s’appliquer. De
manie`re ge´ne´rale, une re`gle m/g ⇒ e ne peut s’appliquer si Comp(m, τ) vaut {⊥}. On sait donc
de`s la compilation qu’il est inutile d’essayer d’appliquer cette re`gle et on peut donc la sauter
(e´limination des re`gles inutiles).
– Si τ = int alors on sait que les valeurs de la collection ve´rifieront la condition de type du motif.
Les tests de type sont donc inutiles a` l’exe´cution (e´limination des conditions de types inutiles).
Supposons a` pre´sent que les collections soient imple´mente´es de manie`re a` optimiser la recherche
d’e´le´ments lorsque leur type est connu. Par exemple les ensembles peuvent eˆtre imple´mente´s par des
sous-ensembles homoge`nes. Alors une optimisation est possible et elle ge´ne´ralise les deux premie`res :
on peut chercher les instances d’un motif e´le´mentaire dans la partie approprie´e de la collection.
Les deux premie`res optimisations sont simples a` imple´menter mais des e´tudes sont ne´cessaires pour
savoir si elles s’appliquent souvent dans les programmes re´els. La dernie`re s’applique plus souvent mais
il peut eˆtre difficile d’imple´menter les collections de manie`re a` favoriser a` la fois la recherche en fonction
du type et en fonction de la topologie de la collection. En effet le processus de filtrage est profonde´ment
lie´ a` la topologie des collections puisqu’un motif filtre des valeurs voisines.
5. Conclusion
5.1. Comparaison des deux approches
Comme le montre [Wan87], l’algorithme W de Damas/Milner est e´quivalent a` un algorithme
proce´dant par production de contraintes d’e´galite´s entre types suivie de re´solution du syste`me
d’e´quations par unification de Robinson. Par conse´quent les moteurs d’infe´rence automatique pour L=
et pour L⊆ peuvent eˆtre imple´mente´s en suivant un meˆme sche´ma production/re´solution. Pour passer
de la production de contraintes pour L⊆ a` la production de contraintes pour L= il s’agit essentiellement
de remplacer les inclusions par des e´galite´s dans les re`gles (trans) et (app). Par ailleurs l’e´quivalence
{X = Y } ≡ {X ⊆ Y, Y ⊆ X} montre que l’on peut meˆler dans un meˆme syste`me de contraintes des
inclusions et des e´galite´s. Une strate´gie d’application de l’unification et de la re´solution de Aiken et
al. permet de re´soudre de tels syste`mes. Ces deux observations nous on conduit naturellement a`
imple´menter les deux syste`mes de types dans un seul moteur d’infe´rence automatique, en cours
d’inte´gration dans un compilateur MGS expe´rimental.
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5.2. Extensions
Nous pre´sentons ici des extensions directes de nos travaux. Certaines font de´ja` partie de notre
imple´mentation du syste`me alors que d’autres sont des voies pour des travaux futurs.
Constructions usuelles. Les constructions usuelles telles que le produit ou le let-rec n’ont pas e´te´
conside´re´es pour ne pas alourdir la pre´sentation mais leur ajout au langage et au typage se fait
de manie`re habituelle et ils sont pre´sents dans notre imple´mentation.
Gardes dans le motif. Pour la simplicite´ de la pre´sentation nous avons restreint l’usage de la garde
dans un motif mais on peut e´tendre aise´ment le langage des motifs afin d’avoir une garde associe´e
a` chaque motif e´le´mentaire, comme fait dans [Coh03b] et garder les proprie´te´s du typage fort ou
du typage souple. Mettre des gardes au plus toˆt dans le motif permet d’optimiser le processus de
filtrage. Par exemple le filtrage du motif (x/x> 0), y est plus rapide que pour x, y/x> 0. Cette
extension fait partie de notre imple´mentation.
Des types plus pre´cis. Nous avons vu que le syste`me de types de L⊆ permettait d’infe´rer des
types assez pre´cis. Pourtant dans au moins deux cas que nous montrons ici des types plus pre´cis
existent.
– Le type infe´re´ pour la transformation {x : int ⇒ [true]} est [α]θ → [α∪ (bool?(α∩ int))]θ. Ce
type ne porte pas l’information que la collection renvoye´e ne contient plus d’entiers.
– Le type infe´re´ pour la transformation {x : int ⇒ [x];x : int ⇒ [true]} est [α]θ →
[α ∪ (bool?(α ∩ int))]θ. Or la deuxie`me re`gle ne s’applique jamais car tous les entiers sont
consomme´s par la premie`re donc le type [α]θ → [α]θ qui est plus pre´cis convient.
La re`gle (trans) de L⊆ analyse sommairement les conditions dans lesquelles les re`gles peuvent
s’appliquer (par le biais des types conditionnels et de la fonction Comp). Les deux exemples
ci-dessus montrent que l’analyse des motifs et des transformations doit eˆtre plus subtile pour
infe´rer le type le plus pre´cis d’un programme. Par exemple l’ame´lioration propose´e dans la note
de bas de page nume´ro 4 permet d’obtenir le typage le plus pre´cis pour la fonction map qui est
(α→ β)→ [α]θ → [β]θ au lieu de (α→ β)→ [α]θ → [α ∪ β]θ.
E´toile dans un motif. Les motifs tels que nous les avons pre´sente´s permettent uniquement de filtrer
des parties de taille pre´de´termine´e. Il existe toutefois des cas ou` le programmeur aimerait filtrer
des parties de la collection de taille arbitraire, comme montre´ dans [GMC02]. Afin de permettre
ceci, nous introduisons une nouvelle construction dans les motifs appele´e l’e´toile et note´e ∗ qui
exprime le filtrage d’un nombre d’e´le´ments arbitraire. La grammaire des motifs e´le´mentaires est
modifie´e comme suit :
µ ::= x | x : b | ∗ as x | b∗ as x
Dans le motif e´le´mentaire ∗ as x, l’identificateur x de´note la se´quence des valeurs filtre´es par
l’e´toile et peut eˆtre utilise´ dans la garde du motif et dans l’expression de remplacement de la
re`gle. Le fait que x de´note une se´quence plutoˆt qu’une partie de la collection est en accord avec
la contrainte d’avoir une se´quence comme expression de remplacement.
Le typage de ces nouveaux motifs ne´cessite uniquement la modification des fonctions γ et Comp
de la manie`re suivante :
γ(∗ as x, τ) = {x : [τ ]seq}
γ(b∗ as x, τ) = {x : [τ ∩ b]seq}
Comp(∗ as x, τ) = 1
Comp(b∗ as x, τ) = τ ∩ b
Les re´pe´titions arbitraires sont inte´gre´es a` notre imple´mentation.
Direction a` la place de la virgule dans un motif. Dans une structure de donne´es comme la
grille, on peut vouloir filtrer des e´le´ments voisins selon une direction donne´e. Ceci peut ce faire
simplement comme dans le motif suivant : x, y/(nord nb self x y) ou` nord nb est la relation
de voisinage correspondant au constructeur nord . Toutefois il est avantageux de placer cette
information de voisinage au niveau syntaxique afin de l’utiliser efficacement durant le filtrage.
Ainsi dans le langage MGS on e´crit directement x |nord > y. La virgule a e´te´ remplace´e par le
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constructeur nord encadre´ des symboles | et >. Cette nouvelle construction dans le langage ne
ne´cessite pas de modification dans le typage puisqu’elle peut eˆtre vue comme du sucre syntaxique.
Lisibilite´ des types. Un sche´ma de types de L⊆ contient un ensemble de contraintes qui peuvent
se re´ve´ler obscures pour le programmeur. F. Pottier a formalise´ une notion de simplification de
syste`mes de contraintes dans [Pot98] dans le but de rendre les sche´mas de types plus lisibles
par le programmeur. Une telle simplification nous semble essentielle dans un but d’aide au
de´veloppement.
Surcharge. Comme le font remarquer Pantel et Salle´ dans [PS94] les types conditionnels introduits
par Aiken et al. peuvent servir a` de´noter la surcharge de la manie`re suivante. Si {Ui → Vi} est
l’ensemble des types d’une fonction surcharge´e alors on peut lui donner le type suivant dans
notre syste`me :
∀α.α→
⋃
i
(Vi?α ∩ Ui) where {α ⊆
⋃
i
Ui}
Exemple. On peut donner le type suivant a` l’addition sur les entiers et les flottants :
∀α.α→ α→ (int?α ∩ int) ∪ (float?α ∩ float) where {α ⊆ int ∪ float}
Types re´cursifs. Les types re´cursifs ne sont pas inte´gre´s directement a` la grammaire des types mais
on peut de´finir des types re´cursifs a` l’aide de contraintes de la manie`re suivante : le sche´ma de
types ∀α.[α]bag where {α = [α]bag∪int} de´note les multi-ensembles pouvant contenir des entiers
et des multi-ensembles contenant a` leur tour des entiers et des multi-ensembles et ainsi de suite.
Dans cet exemple on a utilise´ l’e´galite´ entre types de´finie par {τ1 = τ2} ≡ {τ1 ⊆ τ2, τ2 ⊆ τ1}.
5.3. Discussions
Erreurs de structure newtonienne. La faiblesse de nos syste`mes de types est qu’ils ne
permettent pas de de´tecter les violations de structures newtoniennes a` la compilation. Pour le faire il
faudrait garantir que le chemin filtre´ et la se´quence remplac¸ante ont la meˆme taille. Or ceci n’est pas
toujours possible car :
– la taille de la se´quence remplac¸ante ne peut pas toujours eˆtre calcule´e a` la compilation ;
– la taille du motif n’est pas connue a` la compilation si une re´pe´tition arbitraire ∗ y est utilise´e.
Toutefois il existe des cas ou` l’on peut de´tecter que shape err sera renvoye´ ou ne sera pas renvoye´.
De´terminer l’ensemble des programmes pour lesquels l’apparition d’une shape err est de´cidable est
souhaitable mais notre syste`me de types est mal adapte´ a` ceci. Il existe e´galement des syste`mes de
types pre´vus pour l’infe´rence automatique de tailles [Gia92, CK01].
Types sommes ou types unions ? Les types unions et les tests de type a` l’exe´cution peuvent
sembler superflus lorsque l’on sait que les types sommes avec constructeurs permettent de programmer
de manie`re similaire dans un contexte statiquement type´. Les collections he´te´roge`nes et les types unions
sont bien plus flexibles que les types sommes mais permettent moins de ve´rifications automatiques,
lesquelles sont essentielles a` la construction de logiciels suˆrs. Par exemple ils ne permettent pas de
ve´rifier l’exhaustivite´ du filtrage, contrairement aux type sommes (voir [Mar03]).
Toutefois, dans certains domaines d’application, la complexite´ des processus mode´lise´s est telle
que les types sommes deviennent trop lourds. D’autres auteurs partagent cette ide´e. Par exemple
J. Garrigue e´tend les types sommes aux types sommes polymorphes dont les types ne sont pas
ne´cessairement de´clare´s et dont les constructeurs peuvent eˆtre utilise´s dans diffe´rents types [Gar98].
Il les utilise intensivement pour interfacer des bibliothe`ques C (comme OpenGL ou GTK) au langage
O’CAML. Les types sommes polymorphes apparaissent dans la version 3 de O’CAML [LDGV02]. Par
ailleurs A. Frisch et al. utilisent des types unions pour typer le langage CDUCE de´die´ a` la manipulation
de donne´es XML [FCB02]. Il existe d’autres exemples ou` la manipulation de donne´es venant de
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l’exte´rieur ne´cessite un langage supportant l’he´te´roge´ne´ite´ mais nous sommes particulie`rement motive´s
par des programmes issus de la biologie tels que la simulation de cellules. Dans ce type de simulation
on doit ge´rer des entite´s qui migrent entre compartiments et des re´actions pouvant avoir lieu sans
que l’ensemble des entite´s pouvant eˆtre rencontre´es ne soit connu a priori. La de´finition d’un type
somme pour repre´senter l’ensemble des entite´s possibles est tre`s lourde dans ce cas. Les collections
he´te´roge`nes sont ici une solution approprie´e. De telles simulations ont e´te´ programme´es a` l’aide du
langage MGS (voir [BT02]).
On peut e´galement noter que l’approche oriente´e objet se preˆte a` l’imple´mentation de collections
he´te´roge`nes. Toutefois, que ce soit avec des Vector en JAVA ou des listes en O’CAML l’utilisateur est
oblige´ a` un moment ou a` un autre de coercer explicitement les e´le´ments des collections. Par ailleurs
cette approche contraint a` conside´rer toujours des objets alors que bien souvent des types de base
suffisent. Enfin, la de´finition d’ope´rations polytypiques par le programmeur reste assez lourde dans ce
cadre.
5.4. Travaux apparente´s et perspectives
Les travaux de Aiken et al. [AW93, ALW94] fournissent une me´thode d’infe´rence de types en
pre´sence de types unions qui sert de base a` notre syste`me de types souple, en effet les types union
sont la cle´ de notre repre´sentation de l’he´te´roge´ne´ite´. Le filtrage apparaissant dans [ALW94] est en
revanche pre´vu pour des termes et n’est pas adapte´ a` notre filtrage. Toutefois les types conditionnels
apparaissent de´ja` dans ces travaux pour exprimer une analyse de flots lors du filtrage. Notre travail
se de´marque fortement du leur par le point de vue original sur le typage des structures de donne´es et
la puissance du processus de filtrage que nous typons.
Les travaux de A. Frisch et al. [FCB02] sont assez proches des noˆtres puisqu’ils proposent un
syste`me de types base´ sur un mode`le ensembliste pour un langage avec filtrage sur le type des valeurs
ou` l’he´te´roge´ne´ite´ des donne´es est repre´sente´e par des types unions. Toutefois la puissance de leurs
motifs les contraint a` imposer une de´claration du type des fonctions dans [FCB02].
D’autres syste`mes de types existent pour des langages a` base de re`gles. Par exemple les travaux de
P. Fradet et al. [FLM98] munissent le langage Gamma d’un syste`me de types de´die´ a` la ve´rification
de proprie´te´s des programmes. En effet Gamma est a` l’origine un langage de´die´ a` la spe´cification
formelle de haut niveau. Dans une optique d’imple´mentation efficace de L⊆ notre syste`me semble
plus approprie´. Le syste`me de types de Gamma permet en revanche d’envisager des ve´rifications de
pre´servations de topologie (sans re´soudre les difficulte´s discute´es en section 5.3).
Nous avons utilise´ nos deux syste`mes de types dans un compilateur MGS pour e´liminer l’e´tiquetage
des valeurs par leur type lorsque possible. Ceci permet de grandes ame´liorations des performances, ce
qui nous incite a` inte´grer d’autres optimisations base´es sur les types telles que l’e´limination des re`gles
inutiles (voir section 4.6). D’autres langages a` base de re`gles de re´e´criture pourraient tirer be´ne´fice de
ces syste`mes de types.
De nombreux travaux s’attellent a` rendre le filtrage plus expressif. Citons TOM [MRV03] un
compilateur de filtrage adapte´ a` plusieurs langages (C, JAVA, Eiffel) et permettant le filtrage
associatif ; ELAN [MK98], un langage fonde´ sur la re´e´criture et proposant une imple´mentation tre`s
efficace du filtrage associatif et commutatif ; enfin CDUCE [FCB02] et G’CAML [Fur02] qui permettent
de filtrer les valeurs en fonction de leur type. Les langages L= et L⊆ qui sont des sous-ensembles
du langage MGS proposent du filtrage associatif, commutatif, sur des structures non alge´briques et
e´galement sur le type des valeurs dans le cas de L⊆.
Enfin, notre expe´rience de la programmation en MGS montre que les enregistrements
extensibles [Re´m93] sont particulie`rement utiles et adapte´s a` une utilisation dans un cadre he´te´roge`ne
(voir de nombreux exemples de programmes dans [Gfx]). Nous souhaitons ajouter les enregistrements
a` nos syste`mes de types et permettre les tests de types d’enregistrements lors du filtrage. Nous
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pensons e´galement e´tudier comment augmenter les tests de types dans le filtrage sans perdre l’infe´rence
automatique.
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