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Abstract 
Reducing energy consumption in the Telecom industry has become a major research 
challenge to the Internet community due to high level of energy waste on redundant 
network devices. In search for a paradigm shift, recent research efforts have been 
focusing on time-driven sleep-mode reconfiguration of network elements during periods 
of low traffic demand. However, due to the routing re-convergence issue of today's 
traditional IP routing protocols, frequent network reconfigurations are generally deemed 
to be harmful as a result of routing table re-convergence. Furthermore, diurnal traffic 
behaviours are unpredictable and can lead to network congestion as a result of the 
reduced network resources.  
This thesis presents novel event-driven green backbone routing schemes for network 
managements which are capable of saving energy in fixed IP networks (using both regular 
and non-regular traffic matrix) without inhibiting its performance. First, a Link Wake-up 
Optimisation Technique (LiWOT) is proposed during energy saving periods when the 
pruned topology is applied.  The key novelty here is that LiWOT selects the minimum 
number of router's line cards to wake-up when the network is congestion is detected. This 
is contrary to the norms of reverting to the full network topology or on-the-fly network 
reconfigurations in the case of even minor traffic surge and thereby sacrificing energy 
savings. In order to mitigate the effect of routing re-convergence in networks, LiWOT 
prioritises the waking up of non-disruptive sleeping links. This scheme was further 
extended to a fully disruption-free scheme. The second proposed scheme is the Green 
Link Weight Disruption-Free Energy-aware Traffic Engineering which limits its wake-up 
operation to only non-disruptive links. In order to maximise the energy savings, the 
number of this type of links are maximised in an offline manner. Using a genetic 
algorithm based approach, a new link weight optimisation scheme is proposed and this 
forms the basis of the second research contribution. Finally, a completely dynamic link 
sleeping reconfigurations (DLSR) for green traffic engineering is proposed. The scheme 
coordinates the sleep and wake-up operations in a dynamic way such that operations are 
based on the current traffic. The key contribution is that DLSR is oblivious of historical 
traffic conditions like the previous schemes and can enhance energy savings by putting 
back woken-up links to sleeping mode during low traffic.   
iv 
 
The performances of the three schemes were evaluated using the publicly accessible 
traffic traces of both GEANT and Abilene network respectively over a period of one 
week and the obtained results show a substantial amount of energy saving.  
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weight setting, routing convergence, traffic engineering. 
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Chapter 1 
1 Introduction 
1.1 Research Background and Motivation 
With the evolution of Information and Communications Technology (ICT) and the 
emergence of new web and multimedia applications (e.g. e-mail, VoIP, streaming video, 
cloud computing, amongst others), energy consumption is increasingly becoming a great 
concern to the Internet community. In order to meet-up with the demand of this 
explosion, Internet Service Providers (ISPs) resort to the deployment of very high 
bandwidth and power-hungry equipments. ICT alone contributed up to 2 – 10% of the 
world's power consumption [1] – [4] and this also raises some concern on the greenhouse 
gas (GHG) effect (ICT alone constitutes 2% of GHG annually [6]). In fact, router's line 
cards alone constitute up to 43% of the router's total energy consumption rate [8]. 
However, the main concern to the industry is that the energy consumption rate does not 
correlate to the network utilisation rate. This is because networking elements consume 
almost the same amount of energy in active, idle and underutilised states respectively [9]. 
The major factors considered in network designs at the backbone (ISP network) are 
availability and customer's satisfaction, without recourse to the energy consumption rate. 
For example, the average link utilisation (ALU) of large ISPs is very low and this depicts 
the very high level of underutilisation of the network resources due to the over-
provisioning of network resources by telecom operators [10]. To this end, many energy 
efficient solutions have been proposed and are classified under the following: green 
hardware for networking devices, green networking protocols, and green network 
management paradigms such as energy-aware traffic engineering (ETE) (e.g. pruning of 
network components to sleep modes, green link weight settings). These ETE schemes can 
be offline or online (adaptive to real traffic), centralised or distributed, and time- (operates 
within a particular time frame) or event- (operates within any time frame based on events 
e.g. congestion) driven.   
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1.2 Problem Statement and Objectives 
A common ETE practice of achieving energy efficiency is to pre-configure some network 
elements to sleep mode so that energy can be saved during the off-peak time (off-peak 
period is when traffic is considered to be at a relatively low level e.g. during the night). 
The network topology in a pre-configured state is referred to as pruned/reduced network 
topology. However, the main challenge of this traditional offline traffic engineering 
approach is that it is time-driven and relies heavily on the estimation of traffic demands 
over time. De facto, diurnal traffic patterns are unpredictable due to the variation in 
customers’ demand, link flapping, network failures, and routing policies. Therefore, 
offline estimation of backlog of traffic matrices for ETE will give sub-optimal network 
performance. The main assumption of such scheme is that the pruned network would be 
able to handle any traffic uncertainties. This implies that during network congestion as a 
result of the reduced network capacity, the only solution is to revert to the full network 
topology and thereby sacrificing energy-savings. In contrast, the incremental wake-up of 
a small number of pruned links to its active state could have handled such traffic 
uncertainty. While other numerous approaches that provide energy reduction benefits by 
intelligently manipulating the network devices and their configuration in response to 
changing traffic demands do exist, most of them suffer from one fundamental 
shortcoming which is service disruptions. In view of the basic operation of OSPF, when 
there is a transient failure (e.g. link flap or failure) or link wake-up, the network must 
undergo some reconfigurations before re-convergence - the more frequent the 
reconfigurations, the more frequent the service disruptions. It takes some time (dead 
timer) for a router to detect a failed or restored link and another period of time for the 
whole network. During this convergence period (or transient state), some packets may be 
lost, delayed or misrouted due to the inconsistency in the respective routing tables across 
the network. This may not be tolerated in some applications like the real-time streaming 
multimedia applications especially when the duration of such disruption is at the order of 
several hundreds of milliseconds [7], [34]. However, as it will be shown in Chapter 3, the 
removal or addition of some special type of links can be non-disruptive to the network. 
Furthermore, most intra-domain link-state routing protocols are based on the network link 
weight for selecting the shortest path routings. Therefore, the concept of ETE scheme 
cannot be complete without a good link weight configuration. This is because when links 
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are added or removed from a network, the routing changes as a result of possible change 
in the total path link weight. Consequently, the way network routings evolve (in respect to 
link weight setting) when these links are reconfigured becomes paramount. 
In order to meet these requirements of the future Internet due to the proliferation of 
emerging services, network management functionality should be proactive in traffic 
changes and in a non-disruptive manner, adaptive to diurnal traffic conditions, and energy 
efficient. Therefore, the main research objectives in this PhD research work can be 
summarised as follows –  
• To develop a robust event-driven green intra-domain routing scheme for energy-
aware networks that is suitable for both regular and irregular traffic patterns. This 
implies that such scheme should be able to correlate network capacity with 
dynamic traffic demand, while also significantly reducing the high energy 
consumption rate and without inhibiting the network performance. As such, 
networking elements that can support energy efficiency should be able to operate 
in a dynamic way. 
•  To design a non-disruptive online energy-aware scheme that is applicable to 
diurnal traffic in order to mitigate traffic loss as a result of routing re-convergence. 
This is aimed at using only the available network resources instead of 
incorporating additional schemes like in Internet Protocol (IP) Fast ReRoute in 
order to circumvent service disruptions due to routing re-convergence. Therefore, 
the scheme should operate in such a way that it needs no modification of the 
traditional IP forwarding protocols. Furthermore, energy saving periods should not 
be restricted to only off-peak periods. 
• Based on the proposed routing scheme, to further investigate offline network 
configurations in the management plane in order to maximise the energy saving 
gains. Specifically, to propose a suitable link weight optimisation scheme that is 
able to enhance energy savings by increasing the number of network resources 
that can be manipulated for energy efficiency (e.g. links in this case).    
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1.3 Research Contributions and Publications 
The design of a proactive green traffic engineering scheme that is event-driven cannot be 
overemphasised. In pursuit of such a scheme, the following contributions were made -   
• Novel Link Wake-up Optimisation Technique (LiWOT) for Energy-Aware 
Networks 
Most green traffic engineering schemes are limited to time-driven schemes and 
therefore could not address the key research question which is "what of if the 
pruned network experiences congestion?" To this end, the proposed scheme 
considers selecting a minimum number of the sleeping links during such traffic 
surge in order to alleviate congestion. However, to mitigate the effect of routing 
re-convergence as a result of the added link, the scheme considers the addition of 
links that create no traffic disruption with high priority.  
• Novel Green Link Weights for Disruption-Free Energy-Aware Networks 
Invariably, the convergence period of the network (a key network performance 
evaluation factor) is completely avoided if only non-disruptive links are added or 
removed from the network. In addition, with the advent of real-time streaming 
applications which often require reliable network connectivity, IP routing table’s 
disruption upon topological changes pose a major concern to the link’s 
reconfiguration operations. Driven by this need, the operation of green link 
weights only considers non-disruptive links for energy savings. However, due to 
the possible limited number of such links in the network, the amount of energy 
savings could be affected. Therefore, a green link weight setting is proposed. The 
framework enhances the amount of energy savings by maximising the number of 
sleeping links, assisted by a dynamic scheme that optimises the wake-up link 
reconfigurations in response to changing traffic conditions.   
• Novel Dynamic Link Sleeping Reconfigurations (DLSR) for Green Traffic 
Engineering  
In order to enhance the energy savings in the network, the links should be 
operating in a dynamic way. This implies that during energy saving period, if a 
line card is powered on due to network congestion, such line card does not need 
to continue in active mode especially when there is reduced traffic demand. More 
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importantly, research has shown that traffic surge does not last for a long time. In 
view of making these sleeping network elements such as links to be robust to 
traffic disruption, a novel online scheme called Designate to Sleep Algorithm 
(DSA) is proposed. The algorithm aims to remove only non-disruptive network 
links during energy saving periods and is oblivious of the backlog of traffic 
conditions. That is to say that the link removal is purely an online scheme that is 
based only on the current traffic state.  DSA is also complemented by a Dynamic 
Wake-up Algorithm (DWA) that intelligently wakes-up a minimum number of 
sleeping links when there is congestion. Furthermore, if the congestion reduces, 
DSA will be able to put back such woken-up links to sleep mode so that the 
network is not underutilised, as such, more energy can be saved. The operations 
of both schemes are based on a pre-defined threshold value according to the ISP 
policies.  
List of Publications -  
Journal:  
• O. Okonor, N. Wang, S. Georgoulas, and Z. Sun, "Green Link Weights for 
Disruption-Free Energy-Aware Traffic Engineering" IEEE Systems Journal, 
Special Issue on Green Communications, Computing and Systems, Accepted 
for publication. 
• O. Okonor, N. Wang, S. Georgoulas, and Z. Sun, "Dynamic Link Sleeping 
Reconfigurations for Green Traffic Engineering" Submitted for publication at 
Wiley Journal. 
Conferences: 
• O. Okonor, N. Wang, Z. Sun, and S. Georgoulas, "Link Sleeping and Wake-up 
Optimisation for Energy Aware ISP Networks" Proceedings of the IEEE 
Symposium on computers and Communications (ISCC), Madeira, Portugal 
2014.  
• O. Okonor, N. Wang, Z. Sun, and S. Georgoulas, "Disruption-free Link Wake-
up Optimisation for Energy Aware Networks" Proc. IFIP International 
Conference and Autonomous Infrastructure Management and Security 
(AIMS), Ghent, Belgium, 2015. 
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1.4 Thesis Structure 
The outline of the thesis is organised as follows: Chapter 1 is on the basic knowledge of 
energy efficiency in computer networks, research motivation, objectives and 
achievements. Chapter 2 discusses the state-of-the-art on different intra-domain routing 
protocol modifications; classification on energy-aware algorithms, and link weight 
optimisation schemes while Chapter 3 is on the fundamental details of traffic engineering, 
including the proposed new concept of non-disruptive network links which plays an 
important role in achieving disruption-free reconfigurations that are introduced in follow-
up chapters. Chapter 4 discusses the proposed LiWOT with its extended version while 
Chapter 5 is on green link weights. Chapter 6 discusses the DLSR while Chapter 7 
concludes the thesis with future works. 
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Chapter 2 
2 Literature Review  
 
The routing decision of the current IP routing protocols is not based on the traffic 
matrix or quality of service (QoS), but rather on the network topological information 
(network map). However, current applications are not only bandwidth hungry but are 
sensitive to delays prompting modification to the network management policies. This 
modification is long overdue in Open Shortest Path First (OSPF) since the most 
recent OSPF version is not energy efficient and was designed when there are non-
prevailing issues on energy savings of a network and QoS. Network discovery, 
topology advertisement, and link state database maintenance are the basic task of an 
OSPF routing protocol. It is a best effort delivery protocol whose sole aim in IP 
packets is to providing scalable, reactive, and robust routing. The packets are routed 
across an autonomous system (AS) using only the destination IP address in the IP 
packet header without further encapsulation in another protocol header. It implies 
that packets routed to a particular destination follow same shortest path even when 
there are delay-free alternate paths that are not in the shortest path. It does not rely on 
layer 4 protocols like transmission control protocol (TCP)/user datagram protocol 
(UDP) for acknowledgment or error control mechanism and therefore performs its 
own error correction through checksum in its packet's header. With the numerous 
advantages of this routing protocol, making it energy efficient remains a key research 
direction to the ICT industry. This section discusses OSPF as a protocol and the 
various proposals on green backbone routings (and its classification). 
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2.1 OSPF Protocol and its Extensions  
2.1.1 Basics of OSPF Routings  
Reflecting on the basic principle of OSPF operation is very important to the fundamental 
research openings and the contributions of the subsequent chapters. Routers using TCP/IP 
protocol has routing and forwarding tables that contain information about the network. 
This information can be maintained manually (static) by an administrator or automatically 
(dynamic) by a routing protocol; this is where OSPF and other routing protocols comes in 
i.e. to dynamically manage and populate the routing table especially when there is any 
topological change. Command line interface or management software can be used to 
statically configure routing tables based on certain factors like the link bandwidth. This 
implies that statically configured paths do not adapt to network changes in the event of 
link’s flapping or router’s failure or even addition of extra node to the network [11].  
OSPF is an example of an interior gateway protocol (IGP) commonly used in intra-
domain routing. Intra-domain protocols (e.g. OSPF, Intermediate System Intermediate 
System (IS-IS)) are the set of routing protocols that are used in an AS while the inter-
domain protocols (e.g. border gateway protocol) are the routing protocols deployed 
between different AS. However, this section will be limited to the state-of-the-art on 
energy efficient intra-domain routing protocols.  
OSPF is a dynamic protocol defined in [12] for IPv4 and in [17] for IPv6. Because of the 
dynamic nature of this protocol, it quickly detects any topological changes (e.g. link/route 
failure or flapping), and re-computes a loop-free path after a short period of re-
convergence. The fast convergence nature of OSPF is because it uses link state routing 
protocol instead of distance vector protocol. A link is simply the routers interface and the 
state is a description of that interface (this includes the IP address of the interface, mask, 
connected routers, link metrics, and type of network, amongst others) and its relationship 
with neighbouring devices. Both distance vector and link state routing protocols do 
periodic flooding but using different time intervals. A key difference between the duos is 
that distance vector sends update to only its directly connected neighbours and not the 
entire network as in link state.  
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Routing and Forwarding Table [18]: A routing information base (RIB) is like a repository 
for IP routing information e.g. it contains all learned routes and unreachable ones. After a 
period of network convergence in a link state protocol, all routers have complete map of 
the routes from which they calculate their shortest path tree (SPT) using Dijkstra's 
algorithm (see [19], [20] for simplicity). Each router stores only the next-hop to reach a 
certain destination in its forwarding information base (FIB) table. It is worth noting that 
OSPF knows the complete map of the network from the RIB but is limited to only the 
adjacent router (forwarding IP) in its FIB. This implies that each router in the network 
only knows the interface that forwards packet to a particular destination (see Tables 2-1 
and 2-2 for the differences between RIB and FIB). For example, in Figure 2-1, network 2 
(depicted as G2) knows that getting to G10 is through R4. Its job is to forward the packets 
to G10 through R4. Subsequent decisions to reach R10 are taken by other routers in the path 
to  G10 and this is referred to as hop-by-hop routing. This is in contrast to source routing 
as used in asynchronous transfer mode, and frame relay networks which employ multi-
protocol label switch (MPLS) routing to create forwarding table [21]. However, hop-by-
hop routing reduces computational overhead cost since the job is distributed among all 
routers in the network. The path from R1 to R10 is based on the least of the total link 
weight settings (the link weights in Figure 2-1 are the values in square brackets). 
 
 
 
 
 
 
 
 
Figure 2-1: A synthetic network representation of an AS. 
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TABLE 2-1: ROUTING INFORMATION BASE TABLE OF FIGURE 2-1  
Network Source Neighbour Port Metric 
 G1 R1 R2 1 2 
 G2 R1 R4 2 1 
 G1 R2 R1 1 2 
 G3 R2 R5 2 2 
… … … … … 
 G10 R10 R5 1 1 
 
TABLE 2-2: FORWARDING INFORMATION BASE TABLE OF R1 USING TABLE 2-1. 
Network Forwarding IP Port Metric 
 G1 - 1 - 
 G2 - 2 - 
 G3 R2 1 2 
… … … … 
 G10 R4 2 3 
 
2.1.2 OSPF and its Modifications  
OSPF convergence: In view of the basic operation of OSPF analysis, one can see what 
happens when there is a transient failure (link flap or failure) or in sleeping mode. First, it 
takes some time (dead timer) for a router to detect a failed link and another period of time 
for the whole network to converge. Secondly, for a green network, if a link wakes-up, 
network has to go through link state advertisements (LSA) flooding operation before the 
link can be re-established into other routers in the network. During this convergence 
period (or transient state), some packets may arrive out of order or lost due to the 
inconsistencies in the respective routing tables across the network. For more on the 
stability issues on OSPF, the reader is referred to [33]. Typically, the recovery period of 
current IGPs is in the order of hundreds of milliseconds which is beyond the recovery 
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time for most real-time packets [34], [22]. This is also applicable to MPLS platform that 
rely on label distribution protocols for its packet routing. In view of this anomaly, 
different modifications have been proposed: limited LSA generations [23] and flooding, 
optimised adjacency establishment, and routing table entries. This can be found in a 
comprehensive survey literature [19].  
Algorithm optimisation: Traditionally, OSPF uses Dijkstra algorithm to compute the 
shortest path. However, this algorithm uses a static approach to path selection and does 
not consider congested path. That is to say, even when there exist alternate less congested 
path with higher path weight, Dijkstra still returns the shortest path based on the smallest 
total link weight, thereby increasing the congestion in that path. Some has proposed either 
modification or redesign of this algorithm in order to meet the challenges of current 
network demand. The authors of [5] proposed a stable OSPF weight setting model based 
on mixed integer linear programming for multi-period traffic matrices. Since routing is 
based on the link weights, in order to enhance network efficiency and robustness, the 
authors of [133] proposed link manipulation of a topology based on its utilisation. In view 
of proposing a dynamic system of updating network routing table, instead of re-
computing from scratch, different dynamic shortest path algorithm proposals have been 
made in [24], [28].  
Multi-topology: OSPF’s link weights are limited to bandwidth and do not specify any 
other QoS measures like network traffic conditions. They are also limited to one integer 
value representation and therefore cannot be used to differentiate the traffic topology 
from any other QoS measures. This is a setback on deploying OSPF Type of Service 
(ToS) routing in [16] that proposed each link be associated with multiple link weights, 
each used to compute the shortest path for a particular ToS. In [29], multi-topology based 
routing is specified which is different from ToS routing. Multi-topology routing allows 
network routers to keep different views of the network topology [30]. This implies that 
each router with 5 different topologies will have 5 different routing tables. The authors of 
[132] introduced a robust management system that performs traffic control using different 
virtualised topologies. Based on the monitored network dynamics, the proposed adaptive 
traffic control computes the traffic splitting ratios for the different source nodes in view of 
load balancing and efficient traffic management.  
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Proactive OSPF: OSPF is a reactive routing protocol because it has no preventive 
mechanism. In event of any network failure, OSPF re-converges to its new FIB before 
any routing can take place.  The only proactive nature of OSPF is in the event of equal 
cost multi-path (ECMP). In ECMP framework where multiple path exist from source to 
destination, the forwarding is based on per flow basis rather than on per packet [31]. This 
is to avoid out of order arrival of packets. It is possible to make OSPF fully proactive by 
employing fast reroute (FRR) mechanism in IP network which is known as IPFRR [32]. 
This mechanism provides alternative routes to traffic during network failure or 
topological changes. It serves as a preventive mechanism to network failures by providing 
short time detour (bypass) within the shortest time. The computed path may not be the 
best path but serves as a corrective measure while the network recalculates the correct 
new best path after normal network convergence [34].  
Virtualisation of protocol’s functions: Due to the complexity of contemporary traffic 
engineering schemes, many types of networking abstraction have been proposed. This can 
be found in the literature survey [35]. However, to understand where and how these 
abstraction are implemented, Figure 2-2 shows a layered view of network functionality 
[36]. As can be seen in the diagram, the routing of IP packet is done at the control panel 
while the actual packet forwarding to the desired destination is done at the data plane. The 
abstraction can be done either by virtualising the functions of the control plane (which is 
defined as Software Defined Network (SDN)) or that of the data plane (which is defined 
as Network Function Virtualisation (NFV)) to a central controller in order to improve 
network efficiency and thereby reducing both the capital (CAPEX) and operational 
(OPEX) expenditure.  
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Figure 2-2: A layered view of networking functionality. 
2.2 Green Intra-Domain Proposals   
Recent research has shown that the rate of energy consumption in the Internet is very high 
with greater number of consumed energy on idle periods. In [1], [39], total energy 
consumption in the world is quantified. This could lead to high environmental impact on 
GHG in addition to the existing high combustion of hydrocarbon material, a major cause 
of global warming which is gradually under control through the harnessing of renewable 
energy as a replacement to hydrocarbon energy. Another important effect of high energy 
consumption rate in Internet is the reduced ICT growth in remote areas like the third 
world countries where energy is limited. However, this high energy consumption rate in 
Internet does not depict the actual energy consumed by the facilities. During peak periods, 
the energy consumption is relatively proportional to the link utilisation; in off-peak 
periods, the reverse is the case. There is less traffic and almost same energy consumption 
rate because the energy consumption of network devices does not depend on the rate of 
their utilisation [9]. Therefore, there must be a correlation between devices and link 
utilisation in designing networking devices in order to minimise the rate of energy 
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consumption. Some proposals have also shown that energy consumption in fixed network 
is very high compared to its wireless counterpart [109]. To this end, many proposed 
energy efficient solutions are summarised and classified under the following: green 
architecture for networking devices, green networking protocols, and green network 
management paradigms such as energy-aware traffic engineering (ETE).   
2.2.1 Green Architecture for Networking Devices 
Current switches and routers are not energy-aware and thereby consume the same amount 
of energy both in active and idle periods. Furthermore, they do not have internal power 
measuring device to aid research on the basic energy consumption rate of networking 
devices at a given period. Therefore, the best form of energy efficiency in the 
architectural design of networks is in two folds: making networking hardware green 
through rate adaptation and taking into cognisance the energy consumption rate in any 
network design. Rate adaptation is a hardware mechanism that saves energy by operating 
a device at lower voltage/frequency e.g. altering processor clock frequency by inducing a 
brief sleep state while energy is saved in that cycle (i.e. Dynamic Frequency Scaling – 
DFS) or decreasing/increasing the voltage level based on the link utilisation factor (i.e. 
Dynamic Voltage Scaling - DVS). More so, the power consumption of an Ethernet link is 
2 – 4 watts when operating between 100 Mbps – 1 Gbps and about 10 – 20 watts when 
operating at 10 Gbps [77], [75]. Using a model, a DVS energy saving approach that 
involves extension of the voltage to a certain threshold is proposed [40]. Based on their 
model, they showed a comparison between practical minimum energy voltage and a 
theoretical value. Other research proposals on this can be found in [41], [42]. By adapting 
link based on its utilisation and queuing delay, [75] showed that sufficient energy can be 
saved during packet procession. The authors of [64], [54] proposed the use of several 
transmission rates based on energy consumption rates. 
 
Routing Operation: In traditional IP routers, packets are routed on per packet basis rather 
than per flow basis. This implies that each packet of a message towards same destination 
has to be continuously checked by a network router, thereby dissipating continuous 
energy on each check. In [8], the authors proposed a flow management approach that only 
identifies the first packet in a flow since each packet contains full identification of the 
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flow it belongs to. In this approach, both routing and queuing stages of subsequent 
packets are bypassed, thereby saving energy of those stages. Instead of deploying the 
current IP packet switching method, [44], [46] proposed a time-base IP switching through 
pipeline forwarding. This approach synchronises the operation of the router with traffic in 
advance in order to reducing router’s complexity.  In [47], power efficient router is 
proposed through integrated application specific integrated circuit/field-programmable 
gate array (ASIC/FPGA) with a scalable central architecture. [48] proposed a scheme that 
minimises disk related power consumption. A heuristic approach on router wake-on-
arrival mechanism is proposed in [49], [50]. This is specifically for time-driven sleeping 
mechanism that sets a period of sleep states for hardware. If routers circuitry system is not 
sensitive to such mechanism, incoming packets during this period are completely lost. 
However, such mechanism can actually save maximum energy for such period of time. 
Packets can be used to wake-up such interfaces [51]. The idea of protocol proxy and 
adaptive link rate are proposed in [53]. The authors employed the use of output buffer 
queue length threshold and fine grain utilisation monitoring approach in their Markov 
model. In [54], different proposal were made for power management capabilities in 
switches. Developing an abstract model for local area network switches, they showed that 
buffer packet queuing can actually wake sleeping switches. They also explored 
implementing low power modes in Ethernet [55]. In order to achieve fair trade-off 
between optimising load balancing and energy efficiency, the authors of [13] proposed a 
bargaining framework which treats both objectives in a rational way. This is achieved by 
a design mechanism that guarantees fairness in agreement and solutions during the 
negotiation process, otherwise, no agreement on the trade-off can be reached. The authors 
of [16] proposed a redundant link layout approach so as to adapt network device energy 
consumption to dynamic server bandwidth demands. Instead of relying on line card 
switch off, the authors of [37], [38] considered fixed configurations for table lookup in 
order to saving energy while reducing packet processing functions. By implications, 
packets are routed based on pre-determined routes regardless of the actual packet 
destination. The possibility of independent operation by a line card is considered in [43], 
[45]. That is, for each line card, table lookup operation is bypassed and the incoming 
packets are forwarded using a pre-defined next hop router. The authors of [134] proposed 
a decentralised online approach of energy savings by adapting the network capacity to the 
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traffic. According to their scheme, ingress nodes of a network are used to realise self-
management functionality and coordinate re-configuration actions in view to controlling 
network traffic distribution. 
Design Structure: By taking into cognisance the energy consumption rate in the network 
design, energy can be saved. Just as some links are underutilised, some network routers 
are also underutilised. Therefore, device energy consumption should be proportional to its 
utilisation in any network design structure. [56], [57] compared this scenario to off and on 
of devices and showed that the former saves more energy. At low demand, [58] advocates 
a design structure that allows routing of packets through less electricity bill path. The 
need for power awareness in the next generation networking equipment was advocated in 
[9]. They proposed power-aware system design, network design and protocols. Using a 
developed router model in their experiment, they investigate power consumption and its 
performance evolution in static and dynamic networks. A typical router consists of 
chassis with fixed/unfixed number of slots. The line cards are plugged in the slots (for 
fixed slots, the line cards cannot be changed). Each line card comes with different number 
of ports for plug in cables. Research has shown that the chassis contributes very high 
amount of power in a router. Chassis power contains the power consumed by the 
individual components in a router e.g. central processor and random access memory. 
Based on this, most network administrators tend to maximise the number of line cards and 
minimise the number of chassis in a network i.e. by increasing the number of ports in a 
line card [59]. The authors of [14] proposed energy proportional IP layer by exploiting the 
uncertainties in diurnal traffic demands. In order to mitigate the effect of total traffic 
delay in reduced network topology, the authors of [15] proposed a distributed hop-by-hop 
energy efficient routing path while traffic delay is optimised in a distributed way and in a 
loop free manner using multi-path platform. The authors of [72] proposed a two-level 
control framework for energy efficiency in computer network in order to enhance local 
control mechanism at the network device level and network wide control at the central 
control level. This they claimed will lead to efficient energy-aware computer network 
design. The authors of [86] described, using different existing models for energy-aware 
network designs, problems using either mixed integer linear/non-linear programming. 
They claimed the research is the first to introduce a non-linear programming model for 
power-aware model in bundled links.  
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2.2.2 Green Networking Protocol  
The need to make current routing protocols green is one of the recent research areas in 
networking. The authors of [60] proposed energy-aware routing algorithm that is capable 
of powering off some network links during off-peak periods. They classified the routers 
as exporters, importers and neutral routers. All routers compute the SPT using Dijkstra 
algorithm while the internal routers use the SPT of the selected exporter router to 
calculate their own shortest path referred to as modified path tree.  They do this by using 
the SPT of exporter router and then, modify it by using itself as the root node. In simple 
terms, all internal routers see the SPT of the exporter routers as the new topology. 
Outgoing paths of internal routers that do not appear in modified path tree are switched-
off. In order to optimise the path, the internal routers with at least, one switched-off link 
will notify all nodes using LSA. The SPT is recomputed by the internal routers using only 
active routes. The neutral routers are normal OSPF routers. An advancement of the 
energy-aware routing algorithm is proposed in [61], [62]. The paper introduced heuristic 
approaches to selecting the best set of exporter routers that can switch-off a set of links. 
[63] presents a green TCP/IP protocol in view of minimising energy consumption in 
personal computers (PCs) while still maintaining connectivity. They looked at energy 
awareness in PCs connected to the network. In their design, they included a connection 
sleep option that allows power managed clients to notify a green TCP/IP server when it 
goes to sleep. Based on this, the server keeps the connection logically alive without 
sending any packets to it.   
2.2.3 Energy-aware Traffic Engineering (ETE) 
The concept of ETE was kick-started after the seminal research work on [64]. Thereafter, 
many ETE proposals do exist and can be found in [65], [66], [87]. The main objective of 
any traffic engineering scheme is to optimise the network resources at both the resource 
and traffic level. However, the choice of the performance measure to optimise is very 
important since any wrong choice could only achieve local objectives but inimical to the 
emergent network properties. ETE schemes can be analysed in the following sub-section: 
sleeping mode (either offline or online) and green link weight setting (purely offline). 
While offline schemes are very simple to implement, they are not robust to unpredictable 
diurnal traffic and are therefore considered sub-optimal to traffic surge. They rely on 
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historical traffic matrices to pre-compute a topology that will be applied to the network 
within the energy-saving period. Other forms of classification include: central vs 
distributed, and time- vs event- driven. In this section, the ETE schemes are classified and 
analysed.   
2.2.3.1 Sleeping Mode 
This is one of the most exploited schemes in green networking due to the high rate of 
network under-utilisation. It adapts the link rate by either turning off some links or nodes 
to sleep mode while energy is saved during the period. Sleeping mode can be operated in 
a both local (independent decision) and global (network-wide decision) mode. The below 
section summarises the state of the art on this method.  
Link Sleeping: The authors of [8] showed that the number of line cards constitutes almost 
43% of the total energy consumed by a router. Invariably, link pruning amounts to 
energy-savings.  [64] is the first position paper to suggest many heuristic approaches to 
energy changes in the current protocol. They suggest (a) putting to sleep some idle 
interfaces/nodes and network components e.g. line card, crossbar, and main processor (b) 
route aggregation to few paths during idle/low activity periods. The authors of [68] 
proposed a time-driven link sleeping algorithm that relies on network regular traffic 
patterns to save energy. According to the scheme, the TM is mapped onto the full 
topology to determine less loaded links that can be pruned while still maintaining a 
connected topology. The pruned topology is then re-applied to the network to determine 
the duration period for the energy-saving schemes within which the topology may be 
modified with few additional links. To circumvent the limitation of offline algorithms, 
complementary online schemes do exist. Online ETE is a dynamic scheme that relies on 
the current state of the network at any point in time to deal with traffic 
fluctuations/disruptions instead of depending on the historical TMs. An online scheme 
could either be time-driven (specifies a well-defined period of energy-savings) or 
event/opportunistic driven. The authors of [4] proposed a framework that identifies 
energy critical path that can enter into energy-saving mode using a simple online element 
to redirect traffic away from them. In a similar way, [69] proposed an offline scheme for 
selecting pool of energy-saving paths and then applying the existing Fast ReRoute 
technique to dynamically divert traffic away from such pool of links during energy-saving 
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mode. Based on certain performance metrics like the link utilisation and path length, [70] 
developed an algorithm that will maximally reduce the number of active links. They 
assumed OSPF protocol in an MPLS platform. The authors of [93] showed that their 
scheme achieved both terminal and route reliability while saving substantial amount of 
energy. Using five different existing energy-aware routing mechanisms that are based on 
link sleeping, they evaluated their specific impacts. In addition to energy savings, they 
claimed that the proposed path routing performs better result than the traditional shortest 
path. The authors of [125] considered shutting down subset of bundled links during off-
peak periods.  
Some other proposals are based on different set of network configurations according to 
the TMs. That is to say that the TMs may be classified based on their routings while each 
group gets a matching topology which is deployed to the network. Based on sampling of 
different traffic matrices and on the assumption that most ISPs have regular traffic 
pattern, [13], [68], [71] explored the use of two different topologies. They proposed an 
efficient time-driven link sleeping algorithm that deploys a multi-topology routing 
protocol. The aim is to remove the least loaded links and then apply different sets of TMs 
to such reduced topology so as to optimise it for a particular period of time. They claimed 
that by considering different TMs, the reduced topology will be robust to diurnal traffic 
patterns, which is different from the previous approaches. However, this comes with the 
challenge of providing backup links and thereby saving less energy in the process.  The 
work was extended with a one link failure detection mechanism in [73]. The authors of 
[74] developed a model of energy-saving schemes in an operational network to limit the 
number of network configurations and also guarantee network robustness especially in 
dynamic traffic conditions. They conclude that two or three different configurations could 
be enough to handle TM on a daily basis.  
During idle period, [75] proposed a power management algorithm that puts network 
interfaces to sleep mode during short idle periods. This is achieved by employing 
buffering scheme at these interfaces. As packets arrive during this period, they are 
buffered in order to create a sleep period for the interface. They claimed that since the 
buffering scheme is not per link bases, the buffering delay penalty is minimal. [54], [55], 
[76], [77] proposed another method of detecting energy saving during idle period in 
network by shutting down transceiver circuit upon packet arrival and bounded maximum 
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delay. They also showed a relationship between load and sleep duration in a network. Due 
to the reduced capacity of ETE networks, resiliency becomes an issue. The authors of 
[126] proposed an optimisation model to minimise the energy consumption in IP 
networks while guaranteeing network survivability to failures. They adopted a per-flow 
routing framework. A multiple path routing by SPF algorithm was proposed in [127]. 
They aimed at maximising the number of sleeping links, subject to satisfying path length 
and maximum link utilisation (MLU) constraints. 
 
Link and Node Sleeping: The authors of [78] proposed a heuristic algorithm that is 
capable of switching-off network nodes and links while still guarantying network 
connectivity and link utilisation. They adopted the following policies in their algorithm - 
random, least link, least flow and opt-edge search to evaluate the possibility of turning-off 
some nodes and links under connectivity and QoS. Each algorithm iteratively switches-
off some network element (nodes before links) while rerouting already routed packets for 
such network element. In [79], an extension of [78] is proposed. This is an improved 
version of the algorithm that takes into account the power consumption of the devices as 
the algorithm selectively turns-off nodes and links on much consuming energy network 
devices first. A distributed algorithm is proposed in [80]. The authors employed online 
technique in moving links between lower and higher energy regions in view of 
maximising the sleeping links/routers as well as rate adaptation. The authors of [70] 
combined two approaches by proposing multiple ports on a line card, putting idle links to 
sleep and balancing the load on available paths. In the same vein, [81] developed a 
distributive algorithm that relies on current topology configuration and the traffic loads. 
They did not assume knowledge of any traffic matrix in their analysis.  This approach is 
different from [82] that employed a distributed algorithm based on Q-learning techniques. 
The major difference is that the latter assumes that each router takes independent decision 
on which node to target while in sleep mode. The authors of [128] considered a simple 
model in which a given fraction of network element (whose energy is proportional to the 
traffic routing) are put into sleep mode. Based on their results, they claimed that sleep 
mode can be combined with load balancing solution without inhibiting the network 
performance. The authors of [129] proposed management strategy that switches-off 
devices based on the traffic level and in a per-flow routing mechanism.  
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Table 2-3: TAXONOMY OF GREEN ETE PROPOSALS 
Reference  Time or 
Event  
Offline or 
Online 
Centralised or 
Distributed 
COMMENT 
[4] Time Online  Centralised On-demand 
energy critical 
path 
[93], 
[126] 
Time Offline Centralised Optimise 
reliability  
[125] Time Offline Centralised Considered 
bundled links 
[68] Time Offline Centralised Considered many 
TMs 
[73] Time Offline Centralised Single point of 
failure 
[74] Time Offline Centralised Limited number 
of configuration  
[75] Event  Online Distributed  Hardware 
support 
[55] Time Online Centralised Sleep mode 
based on 
prediction  
[77] Event  Online Distributed  Adaptive link 
rate 
[127] Time Offline Centralised Multiple paths by 
SPF 
[78], [79], 
[128] 
Time Offline Centralised Greedy heuristics 
[80] Event  Online Distributed  Adaptive link 
rate 
[70] Time Offline Centralised Multiple ports in 
the line cards  
[81], [82] Time   Online Distributed  Network wide 
approach 
[129] Time Online Centralised ETE on per flow 
routing 
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2.2.3.2 OSPF Link Weight Optimisation Techniques for Traffic Engineering  
The major issue in link weight selection is to choose a set of link weights that would be 
able to optimise network performance (i.e. consider all customers demand) which has 
been proven to be NP hard [83], [84]. Imagine using only a set of links weight to depict 
throughput, and delay at the same time. Therefore, the major issue in OSPF weight setting 
(OSPFWS) is to select a set of link weight so as to maximise/minimise certain cost 
function e.g. minimise network congestion or maximise energy savings. This anomaly has 
led to different heuristic optimisation techniques to OSPFWS using different iterative 
non-deterministic algorithms e.g. local search, simulated annealing, genetic algorithm, 
tabu search, hybrids [85] etc. The different adaptive algorithms with their respective 
objective functions to optimising link’s weight in view of increasing network efficiency 
will be explored in this section.  
Traditional Link Weight Optimisation Scheme: Early research works on link weight 
optimisation were based on avoiding multiple shortest paths for each source-destination 
pairs or tie-break multiple paths using protocol [88]. Of course, this could be easy when 
one considers a very small network. In [83], [89], the defined cost function is to optimise 
the network link utilisation. This approach was modified in [90] using tabu search 
algorithm. A relationship between link load and capacity was deduced and based on this 
equation, link weight optimisation algorithm is developed. In their case, they try to 
minimise the maximum link utilisation by keeping the loads within their capacities. The 
authors of [91] proposed a genetic base algorithm for link weight setting. In large 
networks and high traffic demand, [92] showed that employing parallel tabu search 
algorithm in OSPFWS gives better result than the traditional sequential tabu search 
algorithm by comparing their result with [90], still maintaining same cost function. The 
authors of [94] employed simulated annealing algorithm to OSPFWS and showed that it 
has less number of congested links when compared to existing cost function.  Another 
enhancement of this algorithm is proposed in [95] where they used a non-deterministic 
heuristic algorithm known as simulated evolution. Analysis showed that this approach 
performed better than the existing one due to its efficiency. In [96], they employed tabu 
search algorithm using the same cost function proposed in [94].  The same algorithm and 
problem is solved by [97] but with modification in the simulated annealing algorithm.  
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Given a set of projected traffic demand, [98], [99] employed a genetic algorithm to 
optimising OSPFWS, with the objective of minimising network congestion. They also 
showed that their algorithm performed more than other existing heuristics. The extension 
of the work was proposed in [100] by combining a genetic algorithm with a local 
improvement procedure for OSPFWS. The local improvement procedure employs 
dynamic algorithm approach. Splitting of flows among outgoing shortest path is proposed 
in [101].  In [102], the objective function was modified to service level agreement and 
link failures consideration. They proposed a tabu search heuristic for solving OSPFWS.  
Green Link Weight Optimisation Scheme: OSPF/ISIS uses link weight to calculate the 
shortest path to each destination. This implies that some paths may be congested while 
others are idle/less congested. Therefore, green link weight becomes of essence especially 
when network topology is operating in its reduced capacity. Due to the important of 
energy efficiency in contemporary networks, energy has become a cost function in some 
link weight optimisation schemes. In [103], link weight manipulation was exploited. That 
is, for each set of TM, there should be a corresponding link weight setting to switch to, 
thereby demanding as many reconfigurations as possible. The authors of [104], [105] 
employed network link weight manipulation in order to redirect traffic away from energy-
saving links which will eventually enter sleep mode. This is achieved in such a way that 
there is no routing loop in the network. The authors of [74] worked on optimising the 
number of network configuration. They showed that their algorithm can select a minimum 
number of network configurations and the respective time duration in a day. In [106], 
predefined sets of link weights are set for a routing on demand architecture. In [107], a 
load balancing scheme that aims to saving energy through link weight optimisation was 
proposed. The energy saving scheme is through link sleeping (i.e. ensures that there is 
limited number of active shortest paths for routing and still maintaining a congestion-free 
network) while the link optimisation is to ensure that load is balanced through the reduced 
network capacity. The only link weight optimisation work that took traffic disruption into 
account is in [108]. The authors aimed at selecting only one set of link weights based on 
the different sets of TMs. However, this approach does not support traffic dynamics or 
guarantee robustness when subjected to real network conditions since is an offline 
approach that is based on historical TMs. The authors of [130] deployed the bio-inspired 
computing that is based on genetic algorithm and particle swarm optimisation to 
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determine suitable energy-aware configurations for a particular network topology. The 
authors of [131] proposed a heuristic greedy path search algorithm to reduce MLU in 
view to increasing the energy savings.  
2.3 Summary     
In the above review on the state-of-the-art on green network and network management 
schemes, ETE becomes the commonest approach to green network management. The 
normal paradigm in energy-aware traffic engineering is to deploy pruned network 
topology during energy saving periods. However, these topologies are based on historic 
traffic matrices and are therefore not susceptible to unpredictable traffic matrices.  As 
such, their operation is restricted to only off-peak periods, during which traffic is 
considered to be at its lowest level. More so, they operate in a time-driven manner and 
therefore do not maximise the prunning of network elements as a backup critreria to 
congestion. The only state-of-the-art event-driven approaches depend on the hardware 
architecture for adapting the network resources to their utilisation.  
Invariably, if a pruned network is deployed during energy saving period, there could be 
network congestion as a result of reduced network capacity. In such situation, the only 
solution is to reverse to the full network resources and thereby sacrificing energy savings. 
In some online schemes,  the link weight settings can be manipulated on-the-fly based on 
some network metrics which could be inimical to the diurnal traffic patterns due to the re-
convergence of the routing tables. This is because traffic routings are based on the routing 
protocol and routing re-convergence period poses a real issue to network traffic. 
Therefore, reducing or eliminating such re-convergence time without incorporating 
additional schemes like in IP Fast ReRoute or modification of the current IP framework 
becomes of essence. Furthermore, robust network depends on good link weight settings. 
However, the existing link weight settings do not consider how to efficiently route traffic 
during energy saving period without eliminating routing re-convergence. Therefore, 
selecting the best link weight setting that would be able to optimise the available network 
resources during such energy saving periods becomes paramont.  
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Chapter 3 
3 Identification of Disruption-free Links in IP 
Network Topology  
The concept of traffic engineering in the field of green networks cannot be over-
emphasised due to the seamless proliferation of new applications that are bandwidth 
demanding. This chapter mainly paves the technical ground for the follow-up technical 
chapters. Specifically, it first provides necessary explanations of commonly used 
terminologies in the context of traffic engineering, and then it introduces the new concept 
of disruption-free links, a key concept to be used in the proposed online traffic 
engineering schemes. 
3.1 Technical Terms in Network Traffic Engineering   
Understanding the basic terminologies as used in any network optimisation technique is very 
paramount. This can be elucidated using the network topology in Figure 3-1 which consists 
of four routers (R1, R2, R3, and R4), four computers (PC-1, PC-2, PC-3, and PC-4), and 18 
unidirectional links of varying bandwidth capacities and link weight settings.  Using a 
synthetic network topology as shown in Figure 3-2, the network topology of Figure 3-1 can 
be represented. 'x' in x[y] depicts the link weight while 'y' is the link bandwidth in Mbps.  
 
Traffic matrix (TM): this is the amount of traffic routed between each source destination pair 
in the network during a particular period of time. This can be illustrated in table 3-1 where 
the data is measured in Mbps. For example, the first numerical entry in the second row of the 
table shows that 5 Mbps of traffic is routed from the router R1 to R2. 
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Figure 3-1: A diagram of a network for algorithm illustration. 
 
 
 
 
 
 
 
 
Figure 3-2: A synthetic network topology. 
 
TABLE 3-1: BASIC DESCRIPTION OF THE TRAFFIC MATRIX ROUTINGS. 
   R1 R2 R3 R4 
R1 - 5+2=7 2+2=4 3 
R2 3+2=5 - - 1 
R3 3+2=5 - - 2 
R4 2 3+2=5 1 - 
 
  
 R1 R2 R3 R4 
 R1 - 5 2 3 
R2 3 - 2 1 
R3 3 2 - 2 
R4 2 3 1 - 
R3 
R1 R2 
R4 
10 [10] 
 
20 [10] 
20 [15] 
20 [10] 
 
25 [15] 
(a) Sample of TM for Fig 3-1   (b) Link load based on TM of 
Router 2 (R2) 
Router 1 (R1) Router 4 (R4) 
  
   PC  1  
 
 
 
  
    PC  4 
 
Router 3 (R3) 
  
    PC  3 
  
    PC  2 
 
Link weight – 20 
Link BW – 10 Mbps 
 
Link weight – 10 
Link BW – 10 Mbps 
 
Link weight – 20 
Link BW – 10 Mbps 
 
Link weight – 20 
Link BW – 15 Mbps 
 
Link weight – 25 
Link BW – 15 Mbps 
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Link Weight Settings: Today's IP dynamic routing protocol depends on link weights for 
calculating the shortest path per packet. Implicitly, packets destined to a particular destination 
follow same shortest path even when there are delay free alternate paths that are not in the 
shortest path and this could lead to congestion. In order to manipulate routing, links used in 
shortest path tree are numbered and fall within the range of 1 to 65535 [23]. Depending on 
the network administrator, the link weight may depict any or a combination of the following 
parameters: delay, jitter, links availability/reliability, routers distance, throughput, load, 
communication cost etc. It is important to note that link weight does not in any way depict the 
real ISP cost of the link but a way to manipulate paths based on Dijkstra algorithm that takes 
link weight as input. Also, the efficiency of OSPF and link utilisation depends on the link 
weight settings. [110] recommends that link weight () should be inversely proportional to 
its bandwidth capacity () i.e.  
  	

  
k has a reference default value of 108 but can be chosen to be in million bps in order to 
accommodate recent advancement in network link capacity. This makes it easier for SPF 
algorithms to choose lowest weight that represents higher bandwidths first in path selection.  
 
Link load: this depicts the amount of load in each link at a particular point in time. Assume 
that the traffic matrix in Table 3-1 is the traffic routings within the time period 5:00 pm to 
5:15 pm; to calculate the load on each link, the traffic that traversed each link (based on SPF 
algorithm) for each s-d pair should be considered. For example, and R1 sends 5 Mbps of data 
to R2 using the path   , 2 Mbps to R3 using   , and 3 Mbps to R4 -   , and R3 sends 3 Mbps of data to R1 using path  , 2 Mbps to R2 using      2 Mbps to R4 using    to calculate the link load on the link   all data that traverse the link within this specified period of time are added 
together. The period in consideration means that the amount of data specified is the sum of 
traffic generated within the period for each s-d pair. Therefore, using Table 3-1(b), the link 
load on    is 7 Mbps i.e. both traffic from R1 to R2 and traffic from R3 to R2 that 
traversed   Note that each link is bidirectional and asymmetrical to each other but 
are considered differently i.e.      . 
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Link utilisation: the utilisation of a link is the ratio of the link load and the link bandwidth. 
For example, the link utilisation of    is 7 Mbps/10 Mbps = 70%. 
 
 Maximum link utilisation (MLU): this is simply the maximum value of all the link 
utilisations in the network.  
 
Over/under utilised link: this is the based on the link utilisation factor when compared to the 
set threshold value. Therefore, a network administrator can decide on which value to set the 
network utilisation either to be over- or under- utilised. In general, once the link utilisation is 
more than 100%, the network is assumed to be congested.  
 
Link Sleeping: The major factor considered in network design at the backhaul is availability 
and customer's satisfaction, without recourse to the energy consumption rate which is 
inimical to ICT growth especially in the third world countries. To this effect, most networks 
are over-provisioned with network links – a call for link sleeping for energy saving. If the 
TM of this network is computed as in Figure 3-1(b), it will be pertinent that some links are 
rarely utilised and needs to put to sleep mode.  
 
Link Wake-up: considering the unpredictable nature of diurnal traffic, sleeping links may 
have to wake-up in order to reduce the network utilisation. Therefore, for a link to wake-up, it 
needs to make sure that there is no disruption to the network.  
 
Spanning forest: a network topology is considered a spanning forest when it is disconnected. 
For example, in Figure 3-2, if the links                  are all removed, the network is considered a spanning 
forest but if only       are removed, the network is still connected 
such that a path exists for each source-destination pair and is therefore not a spanning forest.   
 
 
  
3.2 Classification of Network Links 
In this section, based on the fundamental routing principle, the key building concept of 
research framework is presented 
circumventing the effect of re
reconfigurations, a subtle observation is made on the link's role. 
routing shows that some nodes are explicitly in control of their links. This is to say that such 
links are not used by any remote node to route t
comprising of 6 routers (R1 to R
represent the link weights. All links are assumed to be bidirectional and are symmetrical to 
each other. Furthermore, in 
considered, (as source nodes) and R
 
 
 
 
 
 
 
Figure 3-3: A synthetic network topology illustrating the basic principle of routings in 
 
 
TABLE 3-2:
S\D R1 
R1 - 
R2 R1 
R3 R2 
R4 R1 
R5 R4 
R6 R5 
Traffic Path
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using a synthetic network topology in Figure 3
-convergence of a network as a result of 
Careful analysis of the 
raffic. Figure 3-3 is a synthetic topology 
6) and 18 network links. The numerical values in the network 
the interest of brevity, only the traffic routings of R
3, R6 (as destination nodes).  
an OSPF/ISIS network. 
 NEXT-HOP INFORMATION OF FIGURE 3-3. 
R2 R3 R4 R
R2 R2 R4 R
- R3 R4 R
R2 - R2 R
R2 R2 - R
R2 R2 R4 -
R2 R3 R5 R
 
R1 R2 R3 
R4 R5 R6 
2 3 5 
 
 
 
2 3 
 
3 2 
6 
 
the 
-3. In view of 
link sleep/wake-up 
1, R2 is 
5 R6 
4 R4 
5 R6 
2 R6 
5 R5 
 R6 
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30 
 
3.2.1 Stub Link Classification   
A stub link is a network link that carries traffic generated from its head node only and not 
from any other node in the network. This is based on the network link weight settings. For 
example, in Figure 3-3, the link between routers and (i.e.  ) is a stub link 
because only  can use it to route traffic to in the network. Similarly, links    
and   are both stub links. In order to confirm this assertion, a hypothetical TM can 
be used in Figure 3-3 to construct next hop information table as that of Table 3-2. The 
information in the table shows that except for the head node of the stub link    i.e. 
R2, no other node in the network uses that stub link to route packet. 
Stub Link Removal/Addition: Since a stub link does not carry upstream traffic, its removal 
does not cause any traffic disruption/diversion to such upstream nodes. This is verified in 
Figure 3-4. If link    which is a stub link is removed from the network for energy-
savings, only  traffic will be diverted through the next shortest path assuming that the 
capacity of the new path can carry such traffic. With the exception of R2, the next hop 
information table of all other network nodes will remain the same. This can also be confirmed 
in Table 3-3 for all other stub links in the network.  
In regards to waking up stub links, the same principle of removal is adhered to. For example, 
if link    is added to the network, only traffic originated from the head node of the 
link (i.e.) is diverted. The only effect is on the exit route of  and no other node. 
Invariably, such addition and re-convergence can never lead to loop or disruption to remote 
traffic. 
 
 
 
 
 
 
 
 
 
Figure 3-4: A synthetic network topology illustrating the basic principle of routings 
when a stub link is removed. 
 
Original Traffic Path 
New Traffic Path 
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TABLE 3-3: NEXT-HOP INFORMATION ILLUSTRATING THE EFFECT OF A STUB LINK 
REMOVAL. 
S\D R1 R2 R3 R4 R5 R6 
R1 - R2 R2 R4 R4 R4 
R2 R1 - R3 R4 R5 R6 to R5 
R3 R2 R2 - R2 R2 R6 
R4 R1 R2 R2 - R5 R5 
R5 R4 R2 R2 R4 - R6 
R6 R5 R2 R3 R5 R5 - 
3.2.2 Transit Link Classification   
In contrast to stub links, a transit link is a network link that can carry traffic generated from 
itself and other upstream routers in the network. For example, the link between  and  is 
such a link because both  and  use   to route traffic to  However,   is not a transit link. This can be confirmed using next-hop table in Table 3-2 where the 
transit link (     ) is used by other head nodes to route packets in the network. 
Transit Link Removal/Addition: removal of a transit link   will cause some other 
upstream nodes to change their exit router in their next hop table (see Figure 3-5) - both 
traffic of routers  and  to  will be diverted through alternate paths         and        respectively. This diverted traffic is shown by the dotted 
arrowed lines where the non-dotted arrowed lines represent the traffic from 	!. 
Implicitly, the shutting down of any transit link should take cognisance of the traffic from 
upstream nodes that use such link. 
In same Figure 3-5, if the removed link, which is a transit link, is added back to the network, 
all the diverted remote traffic will be re-routed through same added link and this can cause 
disruption or routing loops due to re-convergence period. 
 
 
 
 
 
 
 
Figure 3-5: A synthetic network topology illustrating the basic principle of routings 
when a transit link is removed. 
Original Traffic Path 
New Traffic Path 
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TABLE 3-4: NEXT-HOP INFORMATION ILLUSTRATING THE EFFECT OF A STUB LINK 
REMOVAL. 
S\D R1 R2 R3 R4 R5 R6 
R1 - R2 R3 to R4 R4 R4 R4 
R2 R1 - R3 to R5 R4 R5 R6 
R3 R2 R2 - R2 R2 R6 
R4 R1 R2 R2 - R5 R5 
R5 R4 R2 R2 R4 - R6 
R6 R5 R2 R3 R5 R5 - 
 
3.3 Computation of Stub and Transit Links  
Network paths computation: In order to identify the different classes of link, using the above 
definition of stub and transit links, an algorithm is developed. First, using a hypothetical 
traffic matrix (tsd), the algorithm computes all possible paths taken by each source destination 
(sd) pair in the network. To effectively achieve this, tsd is mapped on the full topology and 
routing path is calculated. The traffic between each sd pair in tsd  should not be equal to zero 
where E represent a set of network links and Tij is the traffic from source node i to destination 
node j i.e. 
 
 "#$ % &'( )* + ,- .   )/ 
 
Equation (3.2) is a paramount metric in this scheme considering the importance of stub link 
selection. For example, if any sd pair utilisation is equal to zero, the actual stub link selection 
could be flawed which can lead to traffic disruption during energy-saving period as a result of 
wrong choice of link. G is a (N x N) matrix (where m is the number of nodes) containing all 
the network links and their respective weights. In Algorithm 3-1, line 5 confirms that 
equation 3.1 is adhered to. In order to effectively compute the network paths, line 6 is a 
function that computes the shortest path from each source node i to any destination j of the 
network. If such a path exists, the variable SPF is not equal to zero. As each path is 
computed, the path taken by such sd pair is saved in S*. The variable S* in line 9 is a 
multidimensional array (denoted by the asterisk) that keeps record of traffic route in the 
network i.e. details of each routed traffic in the shortest path which include: the head node of 
each link in the shortest path, its next hop, source, and destination nodes.  
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Algorithm 3-1: Network paths computation 
Input: G,  tsd  
Output: S* 
 
1. m 0  
2. [I, J] := sizeof matrix G 
3. for i := 1 to I  
4.     for j := 1 to J 
5.         if (i : j and tsd (i, j) : 0) then 
6.             SPF := shortestpath (G, i, j)  
7.             if (SPF : 0) then 
8.                 for k := 1 : length of SPF – 1 
9.                   S*(m, :) := [SPF(k), SPF(k + 1), source, destination]  
10.                  m := m + 1 
11.                end for 
12.            end if 
13.        end if 
14.    end for 
15. end for 
 
Selection of stub and transit links: The selection of stub links is based on S*. As earlier 
described, a stub link is any link that only carries traffic originated by its head node. It is 
important to note that since the shortest path computed in S* may consist of different nodes, 
care must be taken to verify which node generates the traffic i.e. for any sd pair, traffic is 
added to all available links. Therefore, for each link in the network that is in G* where G* is 
an (L x 2) matrix (L is the number of links and the two columns represents the both ends of 
the link), Algorithm 3-2 checks through S* for a repeat of such link. This is depicted in line 8. 
For such a repeat, line 9 confirms that the source node is the originator of the traffic. If line 9 
is true (i.e. if the head node of the considered path appears again in S* as a non-head node of 
another path), the link is considered as a transit link in line 10; the link is deleted from the set 
of network links in line 12, and then breaks from the loop in line 14. Otherwise this loop 
continues until all paths in S* are checked. At the end of the iteration, the list of the remaining 
links in stubLinks is the confirmed stub links while the variable tranistLinks contains the list 
of transit links in the network.  
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Algorithm 3-2: Stub links selection  
Input: G*, S* 
Output: stubLinks, transitLinks 
  
1. stubLinks 0 G* 
2. x 0 0 
3. k 0 1 
4. [M, ~] := sizeof matrix G* 
5. [N, ~] := sizeof matrix S* 
6. for m := 1 to M 
7.    for n := 1 to N 
8.             if (G*(m, 1) := S*(n, 1) and G*(m, 2) := S*(n, 2))  
9.                 if (S*(n, 1) : S*(n, 3)) then                   
10.                    transitLinks(k, :) := [G*(m, 1), G*(m, 2)]  
11.                    k := k + 1 
12.                    stubLinks(m – x, :) := delete  
13.                    x := x + 1                 
14.                    break  
15.                end if 
16.            end if  
17.    end for 
18. end for 
 
3.4 Summary 
This chapter summarises the bed rock of other chapters by elucidating the general routing 
principle, link weight settings, and link classification. With the classification of stub and 
transit links, the subsequent chapters will be based on such platform for energy savings i.e. 
the removal or addition of any link will be based on its type. The effect of removing or 
adding these links to the active topology is also a major contribution in this chapter. In the 
rest of the chapters, non-disruptive links are referred to as stub links. Furthermore, it is worth 
noting that these links are based on the link weight settings and can be enhanced. Invariably, 
if the number of stub links is small, a link weight optimisation scheme can be employed to 
enhance it since link weight setting is network logical information.      
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Chapter 4 
4 On-demand Link Wake-up Optimisation for 
Energy-Aware Networks 
 
A common practice of achieving energy efficiency is to pre-configure some network 
elements to sleep mode (during the off-peak periods) on the assumption that the network 
will be able to handle estimated traffic. However, if there is unexpected traffic surge 
beyond the reduced network capacity, the only solution is to revert to the full network 
topology and thereby sacrificing energy savings. In contrast, the incremental wake-up of 
a small number of sleeping links to its active state could have handled such traffic 
uncertainty. According to intra-domain routing operation, upon a topology change, all 
affected routers update their respective routing tables which take about hundreds of 
milliseconds to re-converge and this is not desirable when supporting real-time streaming 
multimedia applications which often require reliable network connectivity. The use of IP 
Fast ReRoute (IPFRR) has been proposed by Internet Engineering Task Force (IETF) to 
reduce the reaction time to tens of milliseconds [34], [32] and this underscores the 
importance of network re-convergence in contemporary network routings. 
4.1 Introduction  
The sharp increase in energy consumption of ISP networks across the Internet has stimulated 
significant research efforts in the community towards energy efficiency improvement. Till 
now, a number of strategies for achieving greener ISP networks have been identified, 
including the design of energy-aware traffic engineering (ETE) mechanisms and new 
networking protocols that are able to save energy as an intrinsic function of the underlying 
network. In both cases, proposals have been made for reconfiguring network links to sleep 
mode whenever customer’s traffic is at its low level. Such sleeping adaptation can be either 
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opportunistic or time driven. How these approaches react with routing protocols is a thing of 
interest.  
In this chapter, two efficient algorithms for achieving energy efficiency are proposed viz. 
Link Sleeping and Wake-Up Optimisation Technique (LiWOT), and Disruption-free Link 
Wake-up Optimisation Technique (DLiWOT) for energy-aware ISP network. The main 
objective of LiWOT is to augment the working network topology with the pruned resources 
upon the detection of increased traffic demand. In addition, to circumvent traffic disruptions 
as a result of wake-up operations, the scheme prioritises the wake-up of those links which 
will not incur any routing re-convergence when added to the network. In view of removing 
the effect of re-convergence in the network, LiWOT was further modified to a DLiWOT. The 
major difference between the two schemes is that while LiWOT mitigates the effect of traffic 
disruption in an efficient and resilient way, DLiWOT does the same in a pure disruption-free 
manner. 
4.2 Link Sleeping and Wake-Up Optimisation for Energy Aware ISP 
Network  
In this section, two complementary algorithms for controlling link sleeping operations 
according to the dynamic traffic conditions are proposed. The main aim of the first scheme is 
to maximise the total number of sleeping links when the traffic volume is low, but without 
overloading the pruned topology based on the TM. This is possible since most networks are 
usually over-provisioned in terms of network link capacity. Therefore, the developed Link 
Sleep Optimisation Algorithm (LiSOA) is employed to prune the full network topology 
according to the links’ respective utilisation rates and connectivity. On the other hand, in the 
event of traffic upsurge, when the reduced topology is applied, a complementary scheme 
aims to identify a minimum number of pruned links to wake-up in order to alleviate such 
situation, while leaving as many sleeping links to continue in their energy-saving mode. In 
addition, this wake-up process is done in a manner that incurs as low traffic disruption as 
possible. This research is the first of its kind because the scheme does not only maximise the 
number of sleeping links, but also serves as a protective disruption-minimising mechanism 
for the topology in case of traffic surge instead of sacrificing energy savings by restoring the 
full topology; the scheme is referred to as Link Wake-up Optimisation Technique (LiWOT). 
  
37 
 
This implies that the scheme answered the key research question in energy-aware topology 
adaptation which is "what if traffic volume experiences congestion when links are sleeping?" 
Towards this end, a network control server (NCS) is the employed network monitoring as in 
[111] to realise LiWOT. In this approach, NCS monitors the network at a certain interval and 
detects any congested link - thanks to TE-LSAs [69] as this does not need any modification 
of the traditional IP forwarding protocol. If there is/are any sleeping link(s) whose wake-up is 
able to divert traffic away from the congested link, the server is responsible to communicate 
with the head node of the sleeping link to wake it/them up. LiWOT as such generates one or 
multiple additional paths incurred by the wake-up of the originally sleeping links, such that 
excessive customer traffic can be diverted away from the congested links. Ultimately, the 
main objective of LiWOT scheme is to identify/minimise the number of sleeping links that 
are required to wake-up to avoid traffic congestion due to upsurge. Without such a scheme, 
chances are that the network may suffer from continuous congestion, or the full network 
topology needs to be activated, in which case, energy efficiency will be sacrificed.  Another 
novelty of this scheme is that it considers links that create no traffic disruption with higher 
priority to sleep or wake-up in order to reduce the degree of traffic instability caused by its 
diversion. Specifically, adding or removing these links incurs the diversion of the traffic only 
originated from the head node of that link, but not other traffic from remote sources. 
Invariably, the convergence period of the network (a key network performance evaluation 
factor) is no more an issue if only this class of links are added or removed from the network. 
4.2.1 Problem Statement    
In this section, an Integer Liner Programming (ILP) formulation of the problem is presented. 
Let the network be represented as a directed and connected network graph 12 , where 2 
represents the network nodes/routers and , the set of network links. 3  |2| is the total 
number of nodes and 5  |,|is the total number of network links with associated link’s 
weight for each link. The stated problem is formulated below where the objective function is 
to maximising the energy efficiency (,67) as defined in equation (4.5) subject to flow 
conservation constraints and other constraints:  
                            898
 : ,67; 
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subject to: 
< #$=> ? < $#=>@$A
@
$A  B
	=> '
    
?	=>  '
    &'
    
 C ;/ 
 
                                    
DEF #$ G H'( )* + ,; 
  
                             =I66J   =KLMN O KPQR=#KN;;
  
where:  
	=>  = Total traffic demand from each source (s) to destination (d) 
#$=>= Traffic load on link  #$ for the sd pair 
#$ = Total traffic load on link  #$  
H = Link utilisation threshold value for the network. 
S#$ = Bandwidth capacity of any link   ) 
 
The main research objective is to maximise network energy saving gains as stated in equation 
(4.1). This is achieved by minimising the energy consumed by the pruned topology and the 
links that need to be woken-up. Equation (4.2) is the traditional flow conservation constraint. 
In order to control the utilisation of individual links, and as a result, the congestion level in 
the network, equation (4.3) is set. Note that this equation controls the network utilisation rate. 
The greater the threshold value, the higher the average link utilisation of the network, the less 
the chances of added/removed links to the network. Equation (4.4) ensures that all sleeping 
links constitute only the stub (=KLMN) and transit (KPQR=#KN) sleeping links and not active 
links. The presented ILP is known to be NP-hard and only trivial cases can be solved using 
exact method (e.g. small networks) [78]. As such, the solution presented here is a robust 
heuristic approach. 
The overall energy efficiency can be calculated using equation (4.5) which takes into 
consideration, the energy consumed by the full and pruned topologies, in addition to the 
added network resources.  
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                              ,67  ∑ UVW∑ UXY∑ UZ∑ UV ;[ 
where  \] = energy consumption of the full topology \^ = energy consumption of the pruned topology  \_ = energy consumption of the added link(s)  
 
The energy consumption rate of the actual full topology is calculated by summing the product 
of the bandwidth of the active links and their specific rate of power consumption as shown in 
Table 4-1. This is depicted in equation (4.5) as Ef. Same principle is applied for the pruned 
topology and the added links. However, since the period of operation is the same, this 
variable is ignored and therefore not considered in the equation (ordinarily, it will cancel out). 
TABLE 4-1: POWER MODEL OF THE LINE CARDS AS USED IN THE NETWORK TOPOLOGY. 
Line card c (Mbps) p (W) 
No of Links in 
GEANT
 
No of Links in 
Abilene 
1-Port OC-192 9953.28 174 32 28 
2-Port OC-48 4976.64 160 2 - 
1-Port OC-48 2488.32 140 32 2 
1-Port OC-3 155.52 60 8 - 
 
4.2.2 Description of LiSOA and LiWOT Schemes  
In this section, the basic concept and operational features of link sleeping optimisation 
algorithm and link wake-up optimisation techniques will be analysed.  
4.2.2.1 Link Sleeping Optimisation Algorithm (LiSOA)   
Figure 4-1 shows the flow chart of the proposed algorithm for calculating the sleeping links 
in the network. There is no gain saying that the concept of link sleeping has been proposed, 
however, the main contribution (though not the main novelty of this chapter) here is the 
concept of link priority in network reconfiguration. The algorithm takes as input, the full 
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network topology, a given TM, and a threshold value which is determined by the operator. 
The variables 'x', 'y', and 'z' are used as counters in the algorithm. First, the utilisation of each 
network link is computed based on the mapping of a traffic matrix to the physical topology. 
In order to minimise routing instability caused by link removal, the removal process is started 
from the stub links. This is because the removal of stub links only cause the diversion of the 
traffic originated from their head node, but no traffic originated remotely is affected. In this 
case, the list containing stub links is first sorted in ascending order of their link utilisation 
rates. This arrangement order solves the issue of not prioritising heavily loaded links in the 
removal process but rather, underutilised links which are easier to have their traffic diverted 
and go to sleep mode. More so, the diversion of underutilised link's load in the network is 
much easier than that of a loaded link and also considering the high rate of underutilisation in 
today's network.  
Before any link is removed, a connectivity check is carried out. This is to confirm that the 
network is not a spanning forest. More so, upon consideration of a link removal, the link 
utilisation in the pruned topology needs to be updated. If the MLU of the network does not 
exceed a pre-defined threshold, the link can be successfully removed for sleeping. Otherwise, 
the next stub link is checked.        
Upon successful removal of any link, the network utilisation is updated. In an event of any 
unsuccessful removal, the link is inserted back to the network. This continues until all stub 
links have been investigated. When this is done, the algorithm repeats the same process using 
as input, the current network utilisation and the remaining links (i.e. active links that do not 
contain the removed stub links). This implies that those removed stub links will not be 
considered in the network utilisation rate, and therefore are referred to as sleeping links. In 
the removal process of the remaining active links, the same process of stub removal is 
repeated for each active link. At the end, the remaining links in the network are referred to as 
the active links which will be deployed to the network during off-peak period while all the 
sleeping links are kept for wake-up process by LiWOT if there is any congestion as a result 
of traffic surge.  Therefore, the algorithm returns the active topology and the list of sleeping 
links whose line cards will be powered off for energy saving purposes. The time computation 
of the algorithm is based on two stages - the complexity of the rate of the network utilisation 
(i.e.|,| ` |3| abc|3| ) and that of the link removal (i.e.d|,|). Therefore, the overall time 
complexity is d|,||,| ` |3| abc|3| 
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Figure 4-1: Proposed heuristic algorithm for link removal. 
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4.2.2.2 Link Wake-up Optimisation Technique (LiWOT)   
LiWOT, as an online process according to traffic dynamicity, can be realised at the NCS 
which receives network monitoring information on all links.  In the existing approach, a 
centralised system is proposed as shown in Figure 4-2. The NCS is deployed to monitor the 
network. At some intervals (which depends on the network administrator), the wake-up 
algorithm is run. The runtime operation can be implemented in a NetFlow enabled 
operational network [112], together with the use of Traffic Engineering Link State 
Advertisements (TE-LSAs) [69] [113]. Therefore, NCS obtains a complete view of the traffic 
conditions network-wide by exploiting the TE opportunity provided by IP routing protocols 
like OSPF. De facto, through the use of opaque LSAs, OSPF-TE provides special technique 
for disseminating TE information which can be exploited for network optimisation. Such TE-
LSAs contain basic information which includes: link bandwidth specification, router address 
type/length/value, TE metric etc. This is in contrast to the traditional OSPF that is based on 
best-effort traffic delivery without recourse to network utilisations or energy efficiency. 
The NCS keeps a record of the traffic conditions of the network using the periodically polled 
information from each node, and hence, is able to ascertain the network conditions at any 
time. As shown in the Figure 4-2 below, only the head nodes of the sleeping links are 
provided with special intelligence to work with NCS in terms of wake-up operation (see the 
connection between Seattle and Denver where the marked link depicts a sleeping link) while 
OSPF-TE/NetFlow provides the mechanism for all nodes to have consistence view of the 
network in terms of TE parameters. Such TE information can be used in path-setup decisions 
by the signalling protocol (e.g. Resource Reservation Protocol Traffic Engineering (RSVP-
TE)) deployed by the NCS. In this mode, such intelligent routers can take local decisions on 
how to control congestion by not solely depending on the NCS runtime operations.  This can 
be achieved by using threshold check policy. For example, if the state of any router’s link 
gets to a particular rate above the policy check, the link is declared congested and a special 
type of opaque TE-LSA is automatically generated and sent to the NCS (assuming it 
happened before the runtime from the NCS). The NCS will then trigger the wake-up 
operation to determine any available alternate path. If this alternate path has a sleeping link 
that can wake-up, the NCS will simply notify the head node of that router to put on the link. 
Note that the NCS checks the status of the network before waking up any link to avoid 
congestion diversion.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-2: A pictorial representation of Abilene network topology for a practical 
description of 
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been checked and there is still congestion, the algorithm repeats the process with transit 
links/paths (see Figure 4-3). The variables 'x' and 'y' are used as counters in the algorithm. 
In transit links consideration, due to how they route traffic, both the source and destination 
nodes of the traffic flow are considered for alternative path. Once there is any available 
sleeping link that can divert away traffic from the congested link, such link is inserted to the 
network. The MLU is also recalculated for network congestion status. If such addition 
resolves the congestion in the network, the algorithm returns the active/current topology (the 
current topology is the reduced topology plus added sleeping link(s)). It is also worth noting 
that this addition of links to the network minimises routing disruption. This is as a result of 
the removal process which must also conform to equation (4.4) as defined in the problem 
formulation. It is worth noting that the operations of the NCS are made in the logical view of 
the topology that the controller maintains, due to the TE-LSAs, and only the final outcome of 
the LiWOT operations is applied to the real network topology. As such, there is no 
congestion or instability caused to the real network. Considering the underlying IP network 
routing paradigm that assumes the existence of bidirectional connectivity between any pair of 
neighbouring nodes, a link layer tunnelling mechanism is assumed to be in place in order to 
emulate full bidirectional connectivity in the case of single (unidirectional) links [114], [115]. 
This allows the framework to address the removal and (as it will be shown afterwards) 
restoration of unidirectional links. The time complexity of LiWOT is d|,| ` |3| abc|3| 
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Figure 4-3: Proposed LiWOT algorithm for link wake-up. 
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4.2.3 Performance Evaluation   
This section presents the performance of the simulated results using the GEANT and Abilene 
network topologies and their published traffic traces.  The topologies of both networks can be 
found in [116] and [117] respectively while the associated traffic matrices are provided by 
[49] and [118] respectively. The GEANT topology consists of 23 network nodes and 74 links 
of varying bandwidth capacity while Abilene topology consists of 12 network nodes and 30 
links of varying bandwidth capacity as shown in Table 4-1. The line cards are based on the 
optical carrier (OC) specifications with their associated bandwidth (c) capacities (i.e. 1-Port 
OC-n where n is a multiple of 51.84 Mbps) and p is the power consumption of each link 
[119], [120]. The last two columns represent the number of physical links in GEANT and 
Abilene networks respectively. The considered traffic matrices collected over a period of one 
week at every 15 mins (i.e. 672 traffic matrices) representing the source-destination traffic 
routings of the network. 
4.2.3.1 Performance Analysis of LiSOA 
 LiSOA, when applied to both network topologies, is able to maximise energy savings 
without incurring any congestion to the network. This shows energy savings of over 44% 
during the considered period if the energy consumption model as shown in Table 4-1 is 
deployed. In order to maximise the removal process and also conform to equation (4.3) as 
defined above in the problem formulation, the choice of a 100% threshold value is made - the 
greater the threshold value, the higher the chances of number of network links to be removed.  
On the choice of the traffic TM used by LiSOA, a 7 days TMs is considered and found out 
that the TM with the least MLU contains less utilised origin-destination pairs on average, 
hence the choice of using it. However, some research considers many TMs in the period, 
starting with the TM with the least MLU, and then the TM with highest MLU. The simple 
reason is to augment the topology with more links in the removal process since there is no 
proactive congestion control mechanism, thereby wasting more energy on those links if 
underutilised.  More so, the removal process is from the least loaded link as seen in some 
literature (taken into account is the actual energy consumption of these links is not based on 
their link utilisation rates but on the power consumption of the line cards).  
To minimise traffic disruption during the considered period and maximise energy savings, 
links are removed in ascending order of their MLU ratings while prioritising stub links. 
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Another important aspect of LiSOA is that it employs the use of realistic TM in the removal 
process and therefore enhances the robustness of its pruned topology to dynamic traffic since 
that is expected to evolve around the realistic TM, even though the realistic TM considered 
represents the most optimistic case in terms of network traffic status. More so, this approach 
guarantees high link removal as seen in the pruning ration in Table 4-2. After link removal, 
the topology is then referred to as the pruned topology which is applied to the network at a 
point in time and is subsequently modified by LiWOT (called current topology) whenever a 
need arises before being restored again, when the traffic is at its lowest point (i.e. the reduced 
topology is restored periodically). Also, the performance of LiSOA can be seen more clearly 
in the performance of Abilene network where no link was added even after the removal of 
57% of the network links (see Figure 4-5 where TMs were mapped to the full and pruned 
topologies).  This is due to the removal procedure. However, for GEANT topology as seen in 
Figure 4-4, only addition of two links as shown in Table 4-2 could guarantee such output.  
4.2.3.2 Performance Analysis of LiWOT  
The main strength of LiWOT is that it does not consider traffic as having a regular pattern 
form. This implies that it can handle both regular patterned GEANT and irregular patterned 
Abilene TMs. At the particular time that LiWOT is applied, the considered congestion is not 
link based but network based. This implies that if there exist more than one congested links in 
the network, the algorithm detects and rectifies them all. In order to avoid congestion from 
occurring and to exploit LiWOT proactively, the threshold should be set below 100%. This is 
to give room for proactive congestion avoidance. A snapshot of the performance can be 
viewed in Figures 4-4 and 4-5 for GEANT and Abilene network respectively. Different TMs 
corresponding to traffic evolution in time were mapped on both reduced and full topologies. 
Results show that despite the number of removed links in the pruned topology, its 
performance does not differ much from the full topology. However, the performance of the 
pruned topology comes with a cost of only two links needing to be woken-up in order to 
maintain the set threshold value within the period in consideration. It implies that the 
topology was over-provisioned by more than 50%. This is not the same for Abilene network 
in Figure 4-5 because of its irregular traffic pattern. The most important thing is that even 
with a lower number of network links, the scheme can still achieve a congestion free 
network. In same diagram, one can see how MLU drops and goes up again. This depicts 
differences in peak and off-peak periods. During peak periods, the MLU is very high and 
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gradually returns to low values at off-peak periods. At this set threshold, the MLU 
performance always satisfies the original threshold constraint as shown in equation (4.3). The 
analysis was conducted for a period of one week and as the MLU of the full topology gets 
higher during the peak period, the MLU of the current topology is also affected. However, 
this improves ALU of the network. Table 4-2 shows that using the topology produced by 
LiWOT, the ALU is about 3 times higher than that of the full topology of GEANT and even 
more for Abilene. This is an indication of a balanced use of network resources and reduction 
in link underutilisation as illustrated in Figures 4-6 and 4-7 for both topologies. Such result is 
as a result of the performance of LiWOT, otherwise, the high utilisation rate will lead to 
congestion.  
With respect to convergence avoidance which is paramount in today's network, Table 4-2 
shows the ratio of stub to transit links in the network. The convergence is mitigated by 
prioritising the wake-up of stub links. Once a link is added to the network, its operation 
continues in active capacity until the reduced topology is reversed to. The reversal process is 
optional (daily/weekly) depending on the operator. In this case, it is applied for a period of 
one week after which the pruned topology is reapplied.   
On the threshold choice, it is found out that the lower the threshold value, the more the 
number of added links. This is confirmed with the simulated results at 90% for GEANT and 
70% for Abilene respectively. It then shows how important a congestion control algorithm is 
needed in today's network.  More so, the added links do not in any way cause bouncing 
effects or count to infinity to the network. 
The attributes in Table 4-2 are based on the performances of full and pruned topologies. As 
shown, 'a' in a/b depicts number of attribute and 'b' is the total value of the attribute. For 
example, 21/74 in the third row means 21 out of 74 stub links.  
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TABLE 4-2: PERFORMANCE ANALYSIS OF  TM DIURNAL IN 7 DAYS. 
ATTRIBUTES GEANT ABILENE 
Location Europe US 
 
Stub in full Topology 21/74 4/30 
Transit in full Topology 53/74 26/30 
Removed stub from full Topology 11/21 2/4 
Removed transit from full Topology 28/53 15/26 
No of stubs in pruned Topology 12/39 10/17 
No of transit in pruned Topology 27/39 7/17 
Added links through LiWOT 2 0 
ALU of full Topology 5.83% 4.66% 
ALU of pruned Topology 16.08% 23.23% 
Pruning ratio 53% 57% 
Percentage energy saving 47% 44% 
 
 
Figure 4-4: Performance of LiWOT @ 95% using GEANT diurnal TM. 
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Figure 4-5:  Performance of LiWOT @ 95% using Abilene diurnal TM. 
 
 
Figure 4-6: ALU comparison between full and pruned topology of GEANT. 
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Figure 4-7: ALU comparison between full and pruned topology of Abilene. 
4.3 Disruption-free Link Wake-up Optimisation Technique (DLiWOT) 
for Energy Aware Networks  
DLiWOT is an extension of LiWOT. Unlike LiWOT, DLiWOT does not advertise the 
operations of transit links during energy savings in order to circumvent any transient period 
which could last for several hundred of milliseconds. Specifically, the wake-up of links that 
cause traffic disruption are intelligently controlled by only the head nodes of such link. The 
traffic is also locally diverted. This is the main improvement with respect to the previous 
work in [121]. To realise DLiWOT framework, the same control technique as in the previous 
section is employed. Upon the detection of any congested active link, the NCS applies 
DLiWOT whose operations is summarised in 4.3.2 (see section 4.2 for the full deployment of 
NCS). As will be shown through simulations, DLiWOT is capable of achieving significant 
energy gains without inhibiting the performance of the network.  
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4.3.1 Problem Statement   
Let us consider a directed and connected network graph 12 , as above, Table 4-3 below 
summarises specific parameters associated with the problem. 
TABLE 4-3: LIST OF SYMBOLS. 
Variable Description ,67 Energy efficiency #$ Link connecting nodes i & j in that direction 	=>  Total traffic demand from source (s) to destination (d) 
#$=> Traffic flow from sd that is routed through #$ 5#$ Total traffic load on link #$   " Threshold value for network link utilisation conditions S#$ Link Bandwidth  eD=> Set of links in congested path routing traffic from s to d eR=> Set of links in new path routing traffic from s to d D Congested link ,= Set of  sleeping links 
 
The below is a formulation of an ILP formulation where the objective function is to maximise ,67subject to the constraints: 
   89,67                                                                        (4.6) 
subject to: 
   
∑ #$=> ? ∑ $#=>@$A@$A  B 	=> '
    
?	=> '
    &'
    
 C                      (4.7) 
    
   
DEF 5#$ G "'( )* + ,                                                           (4.8) 
 
   eR=> f D  g'
 |D h  ,=                                               (4.9) 
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Equations (4.5), (4.6), and (4.7) are same as in equations (4.1), (4.2), and (4.3) respectively. 
The selection of the wake-up links in order to alleviate congestion is stated in equation (4.9) 
and should be such that if –  
 
   eD=>  (
    i  *                                                         (4.10) 
 
where R1, R2, R3 are the set of the nodes in the congested path. If we assume that the 
congested link is   then, both R1 and R2 must not be a subset of eR=> such that 
equation (4.9) is certified. With equation (4.10), during each iteration of the algorithm, only 
the shortest path that does not contain the congested link are considered during wake-up 
operation. The presented ILP is known to be NP-hard [78] and as such, a heuristic approach 
is proposed. 
4.3.2 Description of DLiWOT Scheme    
The proposed link wake-up technique is applied on top of the existing link sleeping scheme 
which provides the pruned topology. Due to the dynamicity of diurnal traffic and the need for 
a proactive energy-efficient framework, the deployment of a wake-up algorithm cannot be 
over-emphasised. DLiWOT is an online congestion control scheme that is implemented at the 
NCS. Just same principle as LiWOT in terms of congestion control, but in terms of waking-
up links, DLiWOT suppresses the wake-up of any transit link in order to suppress network re-
convergence issues (see Figure 4-8). Before any link is selected for wake-up operation, it 
should be such that equation (4.9) is adhered to. That is, to be able to divert away from a 
congested path, the set of links in the new selected path should be devoid of any congested 
link while still maintaining the source-destination pairs of the packet. Secondly, the network 
threshold requirement must conform to equation (4.8) i.e. no network link rate of utilisation 
should be higher than the set threshold value, otherwise, the link is said to be congested. In 
the algorithm, the variables x, y, and m are used as counters. It has been established that the 
addition/removal of any stub link in the network does not cause any form of disruption since 
traffic is locally diverted by the head nodes.  To adhere to the re-convergence avoidance 
criteria, selection of such links is prioritised and as such, the scheme does not need any 
special action to prevent link's advertisements in the network. Based on the packet's 
information (the flow's source node), DLiWOT initially checks for any sleeping stub link that 
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can possibly divert such traffic away from the congested link. If such link exists, it is added 
to the logical topology and the MLU of the network is recalculated to ensure congested-free 
network as a result of the added link. If the network is not congested, the algorithm returns 
the logical topology to the active state, otherwise, the next stub link is checked. This same 
process is repeated for transit sleeping links if the network congestion is not resolved.  
However, the process of advertising sleeping transit links is difference and that forms the key 
contribution on DLiWOT. As mentioned, the addition of such links to the network causes 
disruption to the routing table due to possible inconsistency in the routing table. Therefore, to 
mitigate such effect, transit link restoration is treated locally by the link's head node such that 
any remote router remains oblivious to the changes in the topology. The time complexity of 
DLiWOT is d|,||,| ` |3| abc|3| 
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Is MLU < 
threshold 
End
Yes
No
Start
Calculate network link 
utilisation 
Is m = 0
No
m = m + 1
Yes
Identify the source nodes of the 
aggregated flow that traverse the 
congested link
For each aggregated flow, wake-up any 
transit  link that can divert the traffic 
(do not advertise such link ), 
y = y + 1  
Is x =  No of 
Stub 
Yes
Is MLU < threshold 
Initialisation 
x = y = m =  0
End
Yes
No
Is y =  No of 
Transit 
For each aggregated flow, wake-up any 
stub link that can divert the traffic, 
x = x + 1  
Is MLU < 
threshold 
End
Yes
Yes
No
No
No
End
 
Figure 4-8: Proposed DLiWOT algorithm for link wake-up. 
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4.3.3 Performance Evaluation   
There can be two options of using DLiWOT to restore sleeping links: either applying the 
pruned topology at the lowest utilisation point within every 24 hour period or at the 
beginning of the off-peak period. In this research work, the latter option is adopted. The off-
peak period is defined based on the network utilisation rate. In this case, the off-peak period 
is chosen from 8 pm to 8 am which implies that the pruned topology (with DLiWOT) is 
applied within the period while the full topology is used during the peak period. It is worth 
noting that the off-peak time is up to the network operator and in this work, the chosen time 
period is only representative.  
In order to evaluate the performance of DLiWOT, the GEANT operational network with 
regular TM is considered. The average utilisation of the original full topology is compared 
with the topology derived using the DLiWOT scheme in Figure 4-9 (using the pruned 
topology as a starting point). As shown in the result and in the period of consideration, there 
is an increase in the average link utilisation for DLiWOT in all respective days. This implies 
that the application of DLiWOT reduces the high level of network underutilisation while 
providing energy-savings at the same time. The weekend’s low traffic can easily be 
ascertained in the figure by the low spikes. For example, during the first day of the off-peak 
period when the algorithm was deployed, the amount of ALU is almost doubled in the 
application of DLiWOT. This is an indication of more balanced use of network resources 
when compared with the full topology. The different attributes of the pruned topology is 
described in Table 4-4 in respect to the performance metrics. As can be seen, the scheme is 
developed in such a way that it controls network traffic based on threshold value which is 
dependent on the choice of the network operator (could be based on the preferences on 
acceptable MLU level). However, the important factor is that the threshold value must be less 
than 100% such that DLiWOT can operate in a proactive way. In these simulations, the 
threshold value was set to 95%. 
Another key novelty of this scheme is that the congestion control is network based. By 
implication, if the network is congested at more than one point, the algorithm returns, in a 
non-disruptive way, a minimum number of sleeping links to relieve the network from the 
congestions. The MLU performance of the algorithm is shown in Figure 4-10 for a period of 
7 days. The graph shows that despite application of the reduced network topology, the MLU 
value is still not more than 100%. This is as a result of the deployment of DLiWOT alongside 
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the reduce topology. The number of the added sleeping links during the week is shown in 
Figure 4-11. The TM’s id shows the actual TM that led to the addition of links as a result of 
congestion while the vertical axis depicts the number of the added links to control such 
congestion. It is obvious that the addition of not more than 3 links in each case was able to 
control such congestion. For the other proposed schemes in the literature, the only solution is 
to revert to the full topology and thereby waking more than 30 links as a result of slight 
traffic surge. It is also worth noting that the more the number of added links, the less the 
energy savings in that period. This is also shown in Table 4-4.  Due to the robustness of this 
scheme, it is possible to extend the period of application beyond the off-peak period. The 
only difference is that higher number of links may have to wake-up if congestion occurs in 
the peak period. 
  
 
Figure 4-9: ALU performance of the full and pruned topology with DLiWOT during the 
7-day off-peak period. 
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Figure 4-10: MLU performance of the full and pruned topology with DLiWOT during 
the 7-day off-peak period. 
 
Figure 4-11: Performance of DLiWOT in terms of the number of wake-up links within 
a week. 
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TABLE 4-4:  PERFORMANCE ANALYSIS OF TM ATTRIBUTES USING DLIWOT. 
Days MLU (%) ALU (%) Eef (%) 
Monday 85.08 10.42 46.79 
Tuesday 88.81 12.03 46.79 
Wednesday 93.48 10.10 39.82 
Thursday 94.00 10.22 40.87 
Friday 82.18 11.12 46.79 
Saturday 80.87 10.65 46.79 
Sunday 75.51 10.31 46.79 
 
4.4 Summary 
Until now, most energy saving schemes has been geared towards sacrificing energy-savings 
whenever there is any slight traffic surge in the network. As a proactive measure, some 
schemes provide backup paths in the pruned topology. In this chapter, two wake-up 
frameworks that can be applied on top of the existing link sleeping optimisation scheme are 
proposed. LiWOT is based on the prioritising of stub links during wake-up operation in order 
to mitigate the effect of network re-convergence and to minimise routing instability. In view 
of avoiding re-convergence completely, a new scheme DLiWOT is proposed. The algorithm 
selects a minimum number of sleeping links to control traffic surge without causing any form 
of traffic disruption. First, it prioritises the wake-up of stub links. Secondly, if there is any 
need to wake-up a transit link, the advertisement is suppressed by the NCS in order to avoid 
traffic disruption. To this end, a key research question on proactive measures on traffic surge 
without disruption is answered. Through extensive simulations, it is demonstrated that both 
schemes can save substantial amount of energy without inhibiting network performance.  
More so, both schemes do not depend on the combination of different network platform like 
in IPFRR for its operation i.e. they operate purely in an IP based platform. The obtained 
results showed improved link utilisation and significant energy savings (above 40% for both 
LiWOT and DLiWOT). Both schemes are novel approaches to today's network for possible 
adoption by ISPs and with no modification to the traditional IP forwarding framework.   
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Chapter 5 
5 Green Link Weights for Disruption-Free 
Energy-Aware Traffic Engineering 
 
In order to achieve near-optimal network performance, IGP link weights need to be 
optimised according to certain objective functions in such a way that they do not impede 
on other performance metrics. Before now, the normal paradigm in link weight setting is 
to avoid traffic congestion and increase network utilisation (load balancing) which is 
considered to be NP-hard. However, due to the increasing interest in ETE, very few 
green IGP link weight exist. While numerous approaches attempt to provide energy 
reduction benefits by intelligently manipulating the network devices and their 
configuration, most of them suffer from one fundamental shortcoming which is traffic 
disruption. However small adaptations to a given network, routing table re-configuration 
leads to temporal service disruptions, and this makes these schemes less appealing to 
network operators. The more frequent the reconfigurations, to closely optimise the 
network attributes in response to changing traffic demands, the more frequent the service 
disruptions will be. Some even proposed on the fly network re-configuration based on 
different link weight settings [103].  
Driven by this need for seamless service provisioning, a framework for disruption-free 
energy-aware traffic engineering is proposed, which leverages on selective link sleeping 
and wake-up in a disruption-free manner. The framework allows for maximising the 
opportunities for disruption-free reconfigurations based on intelligent link weight 
settings, assisted by a dynamic scheme that optimises the reconfigurations in response to 
changing traffic conditions. Unlike the previous developed scheme, the reconfiguration 
of links to sleep/wake-up mode is restricted to only stub links. As the simulation show, 
the framework is capable of achieving significant energy saving gains, while at the same 
time providing robustness in terms of disruptions avoidance and resilience to congestion. 
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5.1 Introduction  
In an OSPF-base network, packets are sent along the shortest network path from source to 
destination, splitting flows at nodes with multiple shortest path (ECMP). This implies that 
traffic routings are based on the link weights setting, and the rate of network utilisation can 
be attributed to such settings. Link weight is a numerical value on a network link which is 
assigned by the network operator for traffic routings. Each link is limited to one integer 
representation and that can lead to sub-optimal performance in network - imagine the 
possibility of using only one set of link weight to address traffic oriented requirements (e.g. 
throughput, delay, jitter etc.) all at the same time. This integer limitation is the cause of non-
deployment of type of service OSPF (ToS-OSPF) in today’s network which proposes that 
each link be associated with multiple link weights, each depicting a particular type of service 
that can be used to calculate shortest path to each source destination pair.  
For efficient traffic management, some link weight optimisation (LWO) schemes have been 
proposed to optimise network performance. The most common objective function given a set 
of projected demands is to determine a set of link weight that can minimise network 
congestion. Due to the importance of green ETE, some green LWO schemes do exist. 
However, most schemes are limited to the optimisation of the pruned topology such that the 
traffic is evenly distributed without recourse to the re-convergence avoidance.  
The main aim of this framework is to enhance the number of sleeping stub links during the 
link optimisation process and without affecting the network performance. Unlike the norms 
of pruning links without distinction, this framework relies on two key operations – first, it 
optimises the offline opportunity of link's weight settings in a way that the pruned topology 
operates in a complete disruption-free manner when the online framework is applied. This 
has been proven to be NP-hard; therefore, heuristic methods do exist. These methods include 
the use of any or the combination of the following non-deterministic algorithms: genetic, tabu 
search, local search, simulated annealing etc. For the purpose of this framework, a genetic 
algorithm (GA) is selected. A GA is derived from the principle of natural selection and 
evolutionary theory, and it has been proven to be a robust search technique [67]. GA employs 
the principle of Darwinian principle of survival of the fittest to select an optimised solution 
from a set of individual solutions (such solutions must conform to the objective function or 
associated fitness value).   
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Secondly, since contemporary traffic is unpredictable, the framework comprises of an online 
scheme which selects a minimum number of the sleeping links to wake-up if there is any 
form of traffic congestion as a result of the reduced network resources. This wake-up process 
is also done in a pure non-disruptive manner that incurs no form of network re-convergence 
due to the added network links because only stub links are selected. This is a complete 
deviation from the local decision of not advertising transient woken-up links as proposed in 
the previous chapter.  
As far as ETE is concerned, no other research has ever considered the optimisation of non-
disruptive links in LWO scheme. This work is the first to jointly optimise stub links and stub 
sleeping links in such a dynamic, robust, and resilient way for energy-savings. Most other 
schemes resort to dynamic operation of both the prune and full topology during energy 
savings. That is, if energy increases above a certain threshold value, the full topology is 
triggered and as such, energy efficiency (Eef) is sacrificed. However, this is not the same in 
this work. The framework intelligently increments the network links as the need arises.  
5.2  Overall Description of the Framework  
5.2.1 Framework Overview    
This section presents the concept of stub links in a disruption-free network for energy-aware 
traffic engineering. The overall concept is shown in Figure 5-1, which will be referred to as 
Link Weight Optimised Disruption-Free energy-aware Traffic Engineering (LWO-DFTE). 
The key building notion is that careful analysis on the way traffic is routed in an OSPF 
network shows that some links can be used to route only traffic generated from themselves 
alone and this type of link is referred to as stub link (see Chapter 3 for the link’s 
classification). For example, when a stub link is removed from a network, only the traffic of 
the head node of such link is affected but no other remote node. Therefore, when considering 
links pruning and its effect to the network, this framework limits its operation to only stub 
links. To enhance the energy savings in a network, the number of stub links that could enter 
sleep mode needs to be enhanced. This leads to the link weight optimisation of the network. 
The framework as such maximises the number of sleeping stub links in an offline manner by 
using a genetic algorithm. The offline part can also be referred to as Genetic Algorithm – 
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assisted stub Link Sleeping Optimisation Algorithm (GA-s-LiSOA). As shown in Figure 5-1, 
a set of network topologies and TM with the lowest MLU value are considered as inputs to 
the GA-s-LiSOA. At the end of its operation, the outputs are the optimised full and pruned 
network topologies respectively. The pruned topology is applied during the energy saving 
period.  
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Figure 5-1: Overview of LWO-DFTE. 
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However, due to the nature of diurnal traffic, an online proactive scheme is proposed as stub 
Link Wake-up Optimisation Technique (s-LiWOT). Similar to the previous LiWOT scheme 
that operates with both stub and transit links in Chapter 4, s-LiWOT is limited to only stub 
links, hence the ‘s’ attached to LiWOT (this is also applicable to Link Sleeping Optimisation 
Algorithm (LiSOA)). Invariably, the online scheme complements the operation of GA-s-
LiSOA which periodically monitors the actual network conditions. This is the same principle 
as explained in Chapter 4 where a NCS keeps records of the network status and applies s-
LiWOT to determine the minimum number of stub links to wake-up in the logical topology. 
If such changes are applied, the updated topology is now referred to as the current topology, 
which is then applied to the network.  
Worthy of note is the existence of this proactive online part, allowing the lowest MLU traffic 
matrix to be used during the offline part to maximise the number of sleeping stub links. This 
is in contrast to using the TM with the highest MLU value which will not maximise the 
number of removed links as a result of the very high level of traffic rate. Instead, it over-
provisions the network with additional links which serves as backup for congestion. At 
relatively long intervals chosen by the network operator (e.g. daily or weekly), the operator 
can revert to the pruned topology and the whole process of online monitoring starts again. 
This process of reverting to the pruned topology is also done in a disruption-free manner 
through the coordination of the online monitoring system.  
5.2.2 Framework Description    
5.2.2.1 Green Link Weight Setting for Maximising Stub Sleeping Links (Offline 
Part)  
This is an offline section of the framework that maximises the number of stub sleeping links 
in order to increase the energy savings (note that the number of links depicts the number of 
router’s line card that can be switched to sleeping mode). To achieve this, a genetic algorithm 
is employed on top of a variation of s-LiSOA. The key differences with LiSOA as presented 
in [121] are as follows: 
• Contrary to LiSOA, transit links are not considered for removal from the topology so 
as to nullify all disruption inducing operations. 
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• With the introduction of the GA, the number of sleeping stub links under the lowest 
MLU traffic matrix is maximised. This is one of the key novelties of the proposed 
work. 
Initial population - a number of initial chromosomes are randomly generated, each with 
different biological threats (i.e. different set of link weight in this case). A chromosome is 
equal to a topology, which in turn is made up of link weights referred to as genes. Any 
assigned gene is restricted to this integer range: 1  gene  65535. In a simple term, in order 
to optimise the number of sleeping stub links in a topology, the network is re-configured with 
different link weight settings which are limited to integer values from 1 to 6535. 
Fitness function - using the fitness function, assign to each individual population a fitness 
value. The fitness value in this framework is calculated by the number of removable sleeping 
links which can be determined by the s-LiSOA (see the operation of s-LiWOT below) - 
therefore, the greater the number of sleeping links in the topology, the higher the chances of 
surviving and the better fitness value it has.  
5.2.2.1.1  s-LiSOA Operations  
The main objective function of s-LiSOA is to prune as many stub genes (links) from each 
chromosome as possible such that the pruned chromosome will not be congested. As shown 
in Figure 5-2, s-LiSOA starts by mapping the lowest MLU TM onto the chromosome; ranks 
the stub links in ascending order of their utilisation. Then it removes the least utilised stub 
link from the chromosome and checks if it is connected. If the remaining chromosome 
remains fully connected and the MLU is not above a certain threshold (in order to maximise 
the link pruning process, this threshold is set to 100%), the stub link is removed, otherwise it 
is restored to the topology and the next ranked stub link in the list is considered. This process 
continues until all stub links have been considered for removal. At the end of the iteration, a 
fitness value is assigned to each chromosome which is dependent on the number of 
successfully removed stub links. Based on the fitness values, some chromosomes may be 
dropped for the next stage of the optimisation process. Furthermore, ranking the stub links in 
ascending order increases the chances of removing many stub links since the lower the 
utilisation (traffic load) on a link, the higher the chances that such traffic load can be diverted 
to alternative path without causing network congestion. It is also worth noting that the output 
of the s-LiWOT is only the set of full chromosomes and not the pruned ones. 
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Figure 5-2: s-LiSOA operations for stub link removal. 
5.2.2.1.2 GA-assisted s-LiSOA  
After increasing the chances of the sleeping link, the next stage of the operation is the GA-
assisted s-LiSOA. This combines the operations of s-LiSOA and the genetic process (i.e. 
crossover and mutation operations) to achieve the objective aim of maximising the number of 
stub sleeping links. This can be achieved by using stochastic/probabilistic (not deterministic) 
optimisation techniques. 
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Selection - based on the fitness values, some chromosomes are selected as parents’ 
chromosomes to mate in the next stage. This implies that not all chromosomes in this stage 
will make it in another stage and are therefore dropped. Imperatively, the selection is based 
on survival of the fittest (Darwinian Theory).  
 
Crossover Operator – the main aim of this stage is to generate another set of chromosomes 
with better fitness values. This is achieved by swapping the genes of two different parent 
chromosomes generated from the stage above to produce two new chromosomes with 
different fitness values. In order to optimise the process, the mutation operator is employed.    
    
Mutation Operator – this aims to increase the fitness values of the selected chromosomes. 
After the crossover operation, the mutation operator increases the chances of a solution 
candidate in the next iteration. A solution candidate can be considered as a chromosome that 
comprises of the highest number of sleeping link at that stage of iteration. Therefore, the 
probability of a solution candidate surviving to the next crossover operation is high when 
compared to other chromosome. This stage helps to explore the solution space more 
efficiently and achieve quicker convergence and is referred to as Elitist strategy. 
 
Iterative mode – this stage comprises the overall process of iteration. At the end of both 
crossover and mutation operations, a new set of the population (referred to as offspring 
chromosomes) is generated, then sorted based on their current fitness values. If any of these 
offspring chromosomes has met with the cost function or has achieved the level of fitness 
needed, the algorithm is terminated; otherwise, the whole process is repeated. The offspring 
chromosomes created are referred to as parent chromosomes in the next iteration.  
In general, the outcomes of this process are (a) the calculation of the optimised link weights 
to be applied, which remain the same throughout the operational runtime (the result of the 
optimisation scheme can be seen in Figures 5-4 and 5-5 for GEANT and Abilene 
respectively) and (b) the pruned topology that is to be applied periodically for energy 
efficiency. Note that the pruned topology is generated from the full topology of the optimised 
link weight used during runtime. Therefore, in the optimisation process, adequate load 
balancing is also considered.  
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5.2.2.2 Disruption-Free Link Restoration (Online Part)   
In order to guarantee a robust framework, an online disruptive-free link restoration is put in 
place. The main aim of this scheme is to select the minimum number of sleeping links that 
can reduce congestion if it occurs (note that the applied topology here is the pruned 
topology). This is similar to the scheme originally introduced in [121] as LiWOT. Contrary to 
the original scheme that minimises disruption, the s-LiWOT guarantees complete disruption-
free in terms of re-convergence as a result of link restoration. To achieve this, s-LiWOT 
considers only stub links to be restored during congestion control, which as shown in 
previous sections ensures that no service disruption linked to routing table's recalculation. 
The full illustration of the algorithm can be seen in Figure 5-3. The key difference between 
the algorithms of LiWOT and s-LiWOT is that in s-LiWOT, only the source nodes of the 
congested flow are checked for possible diversion. This is because only stub links can wake 
up and therefore, to divert a stub link’s flow, only the source node can find alternate path and 
not both the source and destination nodes as in the case of LiWOT. The operation of s-
LiWOT is based on the MLU value of the network and is triggered through the NCS (full 
details of NCS operation can be seen in Chapter 4).  
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Figure 5-3: s-LiWOT operations for stub link restoration. 
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5.3 Performance Evaluation  
5.3.1 Evaluation Setup   
In order to evaluate the performance of the overall framework (LWO-DFTE), a simulation-
based evaluation using the operational topologies of the Abilene and GEANT network 
topologies together with their actual traffic traces is employed. The traffic traces used 
correspond to one week of operational runtime; corresponding to 672 TMs collected every 15 
mins. With respect to LWO-DFTE framework, the evaluation setup is as follows: 
• GA-s-LiSOA uses as input the TM with the lowest MLU among all the 672 TMs 
available for the considered time period. The MLU threshold used during the link 
removal process is set to 100% in order to maximise the number of sleeping stub links. 
The link weights calculated by GA-s-LiSOA are applied throughout the evaluated 
period. 
• The pruned topology calculated by GA-s-LiSOA is periodically enforced every 24 
hours, using the time point corresponding to the beginning of the off-peak period as 
the reference point for reverting to the pruned topology. 
• s-LiWOT runs periodically at 15 mins intervals. However, if congestion occurs before 
this period, the head node of the congested link will send a wake-up packet to the 
NCS.  The MLU threshold used during this process is set to 90% in order to make the 
framework run proactively. This is to say that a link is considered as being congested 
if its utilisation exceeds this value and s-LiWOT is triggered. Note that the network 
MLU is not restricted to this value.  
To also examine the robustness of the framework with respect to traffic unpredictability, the 
used traffic matrices are inflated by 10%. This is to test the framework’s robustness to traffic 
uncertainties. To evaluate the merit of the link weight optimisation process itself in terms of 
the energy efficiency gains, LWO-DFTE is compared with two other schemes that are based 
on conventional IGP configurations (i.e. schemes without link weight optimisation).  
• Disruption-Free energy-aware Traffic Engineering (DFTE) - this scheme runs in a 
non-disruptive manner but the input topology is based on the actual link weight setting 
of both GEANT and Abilene respectively. 
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• Inverse Capacity Disruption-Free energy-aware Traffic Engineering (InvCap-DFTE) - 
this scheme runs in a non-disruptive manner as the scheme is compared with but the 
input topology is based on equation (3.1) i.e. link weight is inversely proportional to 
its capacity. 
5.3.2 Link Weight Optimisation Energy Efficiency Benefits   
In order to investigate the benefits of the link weight optimisation with respect to energy 
efficiency, LWO-DFTE is compared with DFTE and InvCap-DFTE for both Abilene and 
GEANT topologies. As both Figures 5-4 and 5-5 show, by optimising the link weight 
settings, the number of sleeping stub links can be considerably increased, which in this case 
translates to an increase in energy savings since all sleeping stub links remain in sleeping 
mode (unless woken up for congestion avoidance). 
 
Figure 5-4: Link statistics of LWO-DFTE, DFTE and InvCap-DFTE using GEANT 
topology. 
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Figure 5-5: Link statistics of LWO-DFTE, DFTE and InvCap-DFTE using Abilene 
topology. 
 
 
Another strength of this framework is its dependence on the MLU of the operational network. 
As Figure 5-6 shows for the GEANT network, the increase in energy savings introduced by 
the link weight optimisation (LWO-DFTE) does not come with the penalty of causing 
congestion to the network. On the contrary, both InvCap-DFTE and LWO-DFTE still keep 
the MLU below the set threshold while the DFTE’s network is congested. This does not 
occur in Abilene’s network due to the choice of the threshold (see Figure 5-7). Figures 5-8 
and 5-9 for both networks show that with the application of LWO-DFTE, the average link 
utilisation can be improved, which means that traffic is more evenly distributed among the 
links. It is also worth noting that the operation of LWO-DFTE is in a proactive manner. This 
implies that it can update the network resources with links as the need arises which is what 
differentiates it from other schemes. As Figure 5-10 shows, adding few links back to the 
operational network during run-time can reduce congestion below the set threshold value.  It 
is also worth noting that the number of added links depends on the rate of traffic flow in the 
network and not on the MLU. However, the MLU only triggers the wake-up scheme (since 
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the applied topology is the pruned network). Consider the days as shown in Figure 5-10 
below. On Saturday, only one link was woken-up but the MLU in the full topology is very 
low (not in the pruned topology which is the applied topology). 
 
Figure 5-6: MLU performance of LWO-DFTE, DFTE and InvCap-DFTE using 
GEANT topology. 
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Figure 5-7: MLU performance of LWO-DFTE, DFTE and InvCap-DFTE using the 
Abilene topology. 
 
Figure 5-8: ALU performance of LWO-DFTE, DFTE and InvCap-DFTE using the 
GEANT topology. 
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Figure 5-9: ALU performance of LWO-DFTE, DFTE and InvCap-DFTE using the 
Abilene topology. 
 
Figure 5-10: Restored sleeping stub links for LWO-DFTE, DFTE and InvCap-DFTE 
using the GEANT topology. 
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Table 5-1 summarises the statistics of the simulated results with respect to energy efficiency 
and link utilisation performances. In terms of percentage energy savings for GEANT 
network, LWO-DFTE saves almost twice the amount of energy savings as the other schemes. 
It is even higher in Abilene topology. This also comes with increased ALU which confirms 
the ability of LWO-DFTE to provide increased energy efficiency gains together with a more 
balanced use of the resources, while maintaining the network performance objectives.  
It is worth mentioning that the initial scheme as presented in [121], though it mitigates traffic 
disruption but does not nullify its effect since transit links are considered during the wake-up 
operation. This would translate to significant service disruption on each transit link 
restoration. Furthermore, it does not involve any local decision of non-link advertisement as 
in [122]. 
TABLE 5-1:  ENERGY EFFICIENCY AND LINK UTILISATION STATISTICS. 
 GEANT Abilene 
 DFTE LWO-DFTE InvCap-DFTE DFTE 
LWO-
DFTE 
InvCap-
DFTE 
Eef  (%) 13.03 27.82 14.33 6.75 29.74 8.81 
ALU 6.90 8.87 7.13 4.85 6.85 4.57 
Sleeping stub 
links 11 21 12 2 9 3 
 
5.3.3 Comparison with other schemes   
In addition to the comparison above, the performance of LWO-DFTE is compared with other 
existing schemes that are based on LWO in order to have a good objective assessment of the 
performance evaluation:  
• The first scheme is the Mixed Integer Linear Programming based algorithm for 
Energy-aware Weights Optimisation (MILP-EWO) as proposed in [103]. This scheme 
performs offline link weight optimisation based on the historical traffic matrices and to 
derive three different topologies to be applied afterwards in a time-driven manner 
during the morning, afternoon and evening correspondingly, leading to service 
disruption of 3 times per day. The comparison is based on the three derived topologies. 
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• The second scheme is the Disruption-Free Green Traffic Engineering with NotVia Fast 
Reroute (DGTE-NotVia) [111]. This scheme also uses historical traffic matrices but 
does not perform any link weight optimisation. It derives a reduced topology that can 
be applied during the off-peak period (evening) using NotVia Fast Reroute paths for 
diverting traffic away from the sleeping links.  
The main strength of LWO-DFTE is that it provides a proactive mechanism such that when 
congestion occurs, it can incrementally select the minimum number of stub links in order to 
control congestion (also see Figure 5-10 as an example of the low number of added links in 
GEANT topology (no such graph for Abilene because of threshold value)). Considering that in 
practice, diurnal traffic conditions are dynamic in nature and therefore can increase randomly, 
these other schemes are subjected to the same traffic conditions (i.e. 10% inflated TM). As 
shown in Figures 5-11 and 5-12 respectively, while LWO-DFTE increases the number of 
active network links in order to handle such traffic rise and prevent congestion, in both MILP-
EWO and DGTE-NotVia schemes, traffic continues to rise rapidly for GEANT network, 
especially in the case of DGTE-NotVia (see the last rows of Tables 5-2 and 5-3 for the actual 
values). This is due to the fact that since they operate in a time-driven manner that are based 
on offline calculations only, they cannot cope with cases where the actual traffic demands 
differ even mildly from the ones their offline calculations were based on. This is why some 
propose that pruned topology should not be maximally reduced in order to support traffic 
uncertainties.  
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Figure 5-11: MLU performance of LWO-DFTE, MILP-EWO and DGTE-NotVia using 
the GEANT topology. 
 
Figure 5-12: MLU performance of LWO-DFTE, MILP-EWO and DGTE-NotVia using 
the Abilene topology. 
0 100 200 300 400 500 600 700
30
40
50
60
70
80
90
100
110
MLU Performance based on LWO-DFTE, MILP-EWO, and DGTE-NotVia
GEANT Traffic Matrix ID (Scaled at 10%)
M
ax
im
um
 
Li
nk
 
Ut
iliz
at
io
n 
(%
)
 
 LWO-DFTE
MILP-EWO
DGTE-NotVia
0 100 200 300 400 500 600 700
0
10
20
30
40
50
60
70
80
90
100
MLU Performance based on LWO-DFTE, MILP-EWO, and DGTE-NotVia
Abilene Traffic Matrix ID (Scaled at 10%)
M
ax
im
u
m
 
Li
nk
 
Ut
iliz
at
io
n 
(%
)
 
 
LWO-DFTE
MILP-EWO
DGTE-NotVia
  
79 
 
Tables 5-2 and 5-3 show the comparative analysis of the schemes in terms of energy 
efficiency and the MLU. As can be seen, MILP-EWO achieves higher gains especially in the 
evening when traffic is at its lowest rate (higher number of removed links). This, however, 
comes at the cost of induced 3 times service disruption on a daily basis, and this could be 
detrimental especially to real-time applications. The DGTE-NotVia scheme achieves, on 
average, lower energy efficiency gains due to the fact that it is applicable only in the evenings 
while reverting to the full topology during the peak periods.  
TABLE 5-2 COMPARATIVE ANALYSIS OF GEANT TM (SCALED AT 10%) IN ONE WEEK. 
 LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
Morning Afternoon Night 
Eef (%)  25.21 45.26 0 25.57 41.39 0 25.40 50.90 53.61 
Pruned 
links 
21 33 0 21 30 0 21 36 38 
MLU 
(%) 
94.58 98.70 100.57 97.55 97.69 99.94 89.82 94.50 94.50 
 
TABLE 5-3: COMPARATIVE ANALYSIS OF ABILENE TM (SCALED AT 10%) IN ONE WEEK. 
 LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
LWO-
DFTE 
MILP-
EWO 
NOT-
VIA 
Morning Afternoon Night 
Eef (%)  29.74 43.25 0 29.74 37.15 0 29.74 37.15 36.49 
Pruned 
links 
9 13 0 9 11 0 9 11 11 
MLU 
(%) 
64.88 90.45 62.89 66.02 68.75 63.30 68.93 73.19 73.19 
 
 
In order to show the effect of the link weight optimisation of LWO-DFTE, without the 
consideration of energy efficiency, both LWO and MILP topologies were compared (i.e. the 
full topologies with their respective optimised link weights) with the original network 
topology. As Table 5-4 shows, the link weights calculated by the offline part can still keep 
the MLU below the target value in all cases, even reducing it further compared to the original 
link weights (GEANT case). Invariably, it can be seen that LWO-DFTE is not restricted to 
energy saving schemes and therefore supports contemporary networks better that the 
conventional link weight settings.  
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TABLE 5-4:  MLU STATISTICS. 
 GEANT Abilene 
 LWO MILP Original LWO MILP Original 
MLU 88.68 94.29 91.43 64.88 61.91 63.24 
5.4 Summary 
In this section, a novel framework for energy efficiency in OSPF-based network is presented. 
The key novelty of this framework is its ability to provide significant energy saving gains 
without incurring any service disruption due to routing table’s re-convergence. In addition, 
the framework supports both regular and irregular traffic matrix; works in a proactive manner 
and therefore is robust to the requirements of the contemporary networks. This is achieved by 
the proper inter-working of two complementary schemes which operate at different time 
scales (offline/online). More importantly, the link weight optimisation scheme enhances the 
overall energy gains. It is also worth noting that this link weight optimisation scheme 
performs better than other schemes (including the conventional settings) even without 
considering energy savings. Therefore, it can be inferred that LWO is suitable for 
contemporary networks.  
As shown through the extensive simulation-based evaluation using two real networks, 
different in size and traffic patterns, and through a comparison with other schemes, the 
proposed framework is capable of providing significant energy savings. This leads to a more 
balanced use of resources while always meeting the network congestion performance 
objectives. Furthermore, this scheme does not need any other modifications to the underlying 
(OSPF) routing protocol, which makes it also appealing from a practical implementation 
point of view. It is very easy to implement since it does not require any additional monitoring 
information on top of what is provided through the combined use of NetFlow and TE-LSAs. 
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Chapter 6 
6 Dynamic Link Sleeping Reconfigurations for 
Green Traffic Engineering  
 
One promising scheme on energy efficiency is to reconfigure network elements to sleep 
mode when traffic demand is low. In order to make these sleeping network elements 
such as links robust to traffic disruption, a novel online scheme called Designate to Sleep 
Algorithm (DSA) that aims to remove network links without causing traffic disruption 
during energy-saving periods is proposed. Due to the reduced network capacity, a 
Dynamic Wake-up Algorithm (DWA) that intelligently wakes-up a minimum number of 
sleeping links needed to control traffic dynamicity or congestion is proposed to 
complement DSA.  To the best of the available information, no other research work has 
ever considered the dynamic operation of non-disruptive links in energy-aware traffic 
engineering. The only related work is the seminal work on [121], [122] but is limited to 
offline sleep operation.  Secondly, both schemes are not oblivious of traffic matrix, and 
are therefore not purely dependent on the diurnal traffic. Finally, they do not consider the 
dynamic operation of the sleeping links. It implies that once a link is woken-up, it 
continues in that state even when there is reduced traffic in the network. This approach is 
novel and needs no further modification to the traditional Internet Protocols since both 
schemes exploit the traffic engineering opportunities of routing protocols to circumvent 
network re-convergence. Using real topologies of GEANT and Abilene networks 
respectively, the simulation results show that the proposed scheme can save a substantial 
amount of energy without affecting network performance.  
6.1 Introduction  
The concept of a dynamic link state operation comprises of two phases. The first phase is the 
offline selection of possible removable non-disruptive network links. These non-disruptive 
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links (stub links) are such that when removed from the network, they do not cause any 
diversion of traffic from remote node; their selection is based on connectivity only but not on 
any knowledge of the TM conditions. That is, if such a link is removed from the full topology 
and the network is still connected, it is considered for energy-saving purpose and is tagged as 
a sleeping link candidate (SLC). The second phase is the online approach of selecting 
possible links that can enter sleep mode or have to wake-up from sleep mode based on the 
current traffic conditions. Therefore, both DSA & DWA are proposed for energy-savings. 
DSA computes the maximum number of links in SLC that can enter sleep mode during the 
energy-saving period.  During this period, a NCS runs the DSA algorithm to determine a 
subset of links in the SLC that can be put to sleep mode based on the monitored traffic 
conditions (the full operation of NCS is explained in Chapter 4). Such links are labelled as 
identified energy-saving links (IESL). Upon detection of any surge in the network utilisation 
(i.e. when the network utilisation is above a set threshold value), the NCS applies DWA to 
identify a minimum number of current sleeping link(s) necessary to divert traffic away from 
the congested link. Therefore, the operations of both DSA and DWA schemes complement 
each other and are dependent on the MLU of the network and the set threshold. This implies 
that links can either be removed or woken-up according to the traffic condition, instead of 
simply switching between a full and a reduced topology. As will be shown in the simulation 
results, the switch between the DSA and DWA does not occur frequently but enhances the 
energy savings. However, minimising the total energy consumption falls under the class of 
multi-commodity minimum cost flow problems and is NP-hard [78]. As such, a heuristic 
approach is proposed to solving it.  
6.2 Framework Overview 
The concept of this framework can be viewed in Figure 6-1. The physical network topology 
is the full topology of the network in consideration. First, the network links are classified into 
stub and transit links. Then, all possible stub links that can be removed from the network are 
selected such that the network is not disconnected and are tagged as SLC (they represent the 
maximum possible number of links that can be removed for energy-savings i.e. during 
runtime, some links in the SLC
 
may enter sleep mode as IESL). The full topology is deployed 
until the energy-saving period, when the DSA is applied by the server. The main aim of DSA 
is to select links in the SLC that could enter sleeping mode based on current network traffic.  
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Figure 6-1: Overview of the framework. 
When DSA is triggered, the network control server starts traffic diversion from IESL and the 
subsequent shutting down process such as link's line cards (at that point, the full topology is 
reduced to a pruned topology - a pruned topology is a network topology without IESL). Due 
to the dynamic nature of diurnal traffic, MLU may increase above a certain threshold; in this 
case, network is deemed to be congested. In contrast to the existing methods of reverting to 
the full topology, the network control server triggers the DWA to select a minimum number 
of sleeping stub links that will be able to alleviate such congestion at that particular point in 
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time. Therefore, depending on the MLU, either DWA or DSA is applied to add or remove 
links in the network. With this type of operation, the energy-saving operating period can be a 
continuous process, including the peak period.  
6.2.1 Offline Selection of Sleeping Link Candidate (SLC)  
The offline selection of SLC consists of three stages. The first stage is responsible for 
computing the network paths while the second stage selects all the available stub links in the 
network (see algorithms 3-1 and 3-2 in Chapter 3 for details). Finally, the last stage computes 
the SLC.   
Offline selection of SLC: This stage of the algorithm determines the maximum possible 
number of links that can be put to sleep-mode during the energy-saving period. It is worth 
noting that the only consideration in selection of SLC is connectivity. That is to say that the 
algorithm only tests for stub links that can be able to be switched off without making the 
network a spanning forest by using a synthetic traffic matrix (	==>). The actual switching off 
will be done online based on the current TM. The size of the stub links is depicted in line 1 of 
Algorithm 6-1 where the variable stubLinks is a set containing only stub links. Therefore, for 
a two column NxM matrix, N is the number of links and M represents the other end of the 
link.  For example, 10 in [10, 2] means that the number of stub links in the variable stubLinks 
is 10 where each link has its own destination and this makes up the NxM matrix.  Line 4 
prunes the first stub link from the network while keeping its link statistics (e.g. link’s weight 
(_)) in line 3 in case the link may be reactivated. Based on the current topology which 
excludes the removed link #$, line 5 computes the shortest path from the head node of the 
removed link i to the other connecting node j. If there exist a path, then, the link is considered 
a potential energy-saving link which is kept in SLC
 
as shown in line 9. However, if this 
condition fails, the network is updated by reactivation of the removed link as shown in line 7. 
This continues until all the available stub links in the network are checked. At the end of the 
process, the algorithm returns SLC, which is the list of the maximum number of links whose 
line cards can be powered off during energy-saving period. The NCS keeps record of SLC for 
use in the online operation.  
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Algorithm 6-1: SLC selection  
Input: G, 	==>, stubLinks   
Output: SLC
 
 
1. [N, M] := size of stub links 
2. for n := 1 to N                                    
3.    j := G(stubLinks(n, 1), stubLinks(n, 2))  
4.    G(stubLinks(n, 1), stubLinks(n, 2)) := 0  
5.    SPF := shortestpath(G, stubLinks(n, 1), stubLinks(n, 2))      
6.    if (SPF :=  ) then 
7.       G(stubLinks(n, 1), stubLinks(n, 2)) := j 
8.    else 
9.       SLC := insert the removed link 
10.   end if       
11. end for 
6.2.2 Detailed Framework Operation   
The framework is implemented through a NCS that controls the overall operation of the 
network during energy-saving mode. During this period, if the traffic condition is low, NCS 
runs DSA to determine the number of links in the SLC (SLC during runtime can range from 
zero to SLC) that can go to sleep mode, and communicates same to the links’ head nodes for 
subsequent turning off their line cards. Considering the dynamic nature of contemporary 
traffic, congestion may occur, which is not desirable for packet routings especially the real-
time packets. Upon detecting such traffic surge, NCS triggers the congestion avoidance 
algorithm (i.e. DWA) to determine the minimum number of sleeping links to wake-up in 
order to control the congestion. If such links are identified, their head nodes are 
communicated by the NCS to locally activate such link(s). Worth noting is that since the 
sleeping links are stub links, when added to the network, there is no diversion of traffic from 
upstream nodes. As seen in Figure 6-1, the NCS can trigger either DSA or DWA accordingly, 
depending on the actual network conditions and how they compare to a pre-determined 
threshold value.  
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6.2.3 Designate to Sleep & Dynamic Wake-up Algorithm (DSA-DWA)   
Designate to Sleep Algorithm and Dynamic Wake-up Algorithm are both dynamic schemes 
that complement each other during energy-saving period. Since the full topology is initially 
applied on the network, DSA is first applied to the network by the NCS in order to reduce the 
number of active links according to the current traffic rate when possible. DSA operates on 
the fact that most networks are over-provisioned in terms of links capacity, which provides an 
opportunity of putting some to sleep mode especially when the traffic volume is low. During 
this period, say every 15 minutes as used in GEANT and Abilene network respectively to 
collect TMs (and exploited by this scheme), the NCS calculates the MLU which is compared 
with the threshold (T) value. Depending on the network administrator, T should be set such 
that if the MLU is below a certain value, DSA is deployed to select from SLC, the redundant 
links that can be pruned from the network for energy-savings. Furthermore, the constituents 
of SLC
 
are not sleeping links but active stub links that can be used for energy-savings. First, 
the links in SLC
 
are ranked in ascending order of their traffic loads by the DSA. Before any 
link is removed, the traffic is first diverted to the logical network by the NCS; that is, the 
NCS does not disrupt the operation of the actual network topology itself. If such diversion 
does not cause any congestion, the link is removed from the logical network. This process 
continues until all links in SLC
 
are checked. These pruned links are referred to as the IESL 
and are removed from the physical network.   
However, if the MLU value is above the same threshold, the network is said to be congested 
and DWA is triggered instead. The threshold is set in such a way that the scheme operates in 
a proactive manner i.e. the threshold value must be less than 100%. The overall aim is to 
achieve a MLU that is below a Tmax value (which is 100% in this case) in order to maximise 
the average network utilisation while effectively preventing congestion. Once the network is 
congested, DWA selects a minimum number of links to add to the network so that the traffic 
can be supported by first sorting the traffic through the congested link in descending order 
(see Figure 6-2 for the flow chart of the scheme). The main idea of the descending order 
approach is to avoid waking up too many links to the network. In addition, because stub links 
that originate traffic are used, only the source nodes of the congested link’s packets are 
considered. If the source node of the traffic contains any link in IESL that could divert traffic 
away from the congested link, it is added to the network by the control server. However, the 
selection of IESL is such that the shortest path does not contain the congested link. For each 
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link in IESL that could divert traffic, the current network MLU is calculated. If the MLU is 
below Tmax, IESL, SLC & the physical topology are updated with such link.  Otherwise, the 
next entry in IESL is checked until the congestion is controlled. As in the case of DSA, all 
these operations are performed on the logical representation of the current network condition 
that the NCS maintains, and only the very final configuration is applied to the physical 
(active) network.  
To maximise energy-savings, the scheme also puts back links to sleeping mode if there is any 
reduction in the traffic. This is because when a link is woken-up, the network MLU may 
reduce afterwards and stay for a long time. Instead of over-provisioning this network with 
such a woken-up link, it may be preferable to switch off its line card again and this is the 
main strength of DSA. To do this, DSA compares the current MLU with the set threshold so 
as to determine the network status. If the MLU is less than the set threshold value, the 
algorithm considers putting back some active links (if any) to sleep-mode. Therefore, DSA 
does not allow a woken-up link to continue in that state considering the fact that traffic surge 
could last for few seconds. The time complexity of DSA-DWA is d|,| abc|,| |,| `3abc3 where N depicts the network nodes and E the links.  
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Figure 6-2: Designate to Sleep Algorithm & Dynamic Wake-up Algorithm (DSA-DWA). 
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6.3 Performance Evaluation 
This section presents the performance of the framework based on the simulated results using 
operational academic network topologies of GEANT and Abilene respectively. The following 
values were chosen for T: 60% for GEANT, 50% for Abilene, and 100% target for Tmax.  
6.3.1 Computation of Network Energy Gains   
The network energy-savings can be calculated by considering the actual energy consumption 
of the different topologies and their respective periods of operation (k). Note that this 
percentage energy-savings grow over time as a result of k. Therefore, the energy efficiency 
(Eef) can be evaluated by using equation (6.1). The different subscripts denote the operational 
topology (f – full topology, and m – modified topology) while  depicts an active link. l is 
the rate of power consumption of a particular link as shown Table 4-1.   
,67  ∑ l7k ? ∑ lmkm∑ l7k n 
In order to evaluate the energy efficiency in equation (6.1), the energy consumption rate of 
the actual full topology is calculated. This can be done by summing the product of the entire 
active link's bandwidth (not sleeping links) and the rate of power consumption. This is 
depicted in equation (6.1) as shown above. The period of operation is the same and therefore 
is ignored; otherwise, it cancels out in the equation (opqrsk  km). Same principle also 
applies to the modified topology (note that the modified topology comprises the pruned 
topology and the woken-up links during the period).     
6.3.2 Performance Evaluation of DSA-DWA   
The performance evaluation of the energy-savings can be evaluated using three different 
configurations which are: a) the  actual GEANT/Abilene topology [116], [117], b) a topology 
with link weights inversely proportional to the bandwidth capacity (InvCap) [89], and c) a 
topology with enhanced (optimised) number of stub links [123]. Though all three 
configurations allow for energy efficiency, the optimised topology outperforms others due to 
the enhanced number of stub links that increased the addition/removal opportunities.  
The main strength of DSA-DWA is that the scheme is based on current traffic pattern. 
Secondly, DSA-DWA does not provide any backup links for congestion control. In the 
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simulations, it is shown that the scheme does not affect the performance of the network by 
maintaining MLU below Tmax and increasing average link utilisation despite operating in a 
reduced capacity. The MLU resulting from the operation of this scheme can be shown in 
Figures 6-3 and 6-4 for both GEANT and Abilene network respectively while Figures 6-5 
and 6-6 depicts the average link utilisation. These figures justify the importance of 
incorporating dynamic link removal in an energy-saving scheme. As seen in the table, there is 
a high increase in the link utilisation factor when compared to the full topology. Going by 
some assertions that by 2030, the bandwidth demand per user will be as high as 50 Gbps 
[124], it is therefore pertinent that the application of schemes like DSA-DWA is very 
important.   
 
Figure 6-3: GEANT network performance based on MLU of the actual topology when 
DSA-DWA was deployed. 
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Figure 6-4: Abilene network performance based on MLU of the actual topology when 
DSA-DWA was deployed. 
 
 
Figure 6-5: GEANT network performance based on ALU of the actual topology when 
DSA-DWA was deployed. 
0 100 200 300 400 500 600 700
0
10
20
30
40
50
60
70
Traffic Matrix Index
M
ax
im
u
m
 
Li
nk
 
Ut
ilis
at
io
n 
(%
)
 
 
Actual Config.
InvCap Config.
Opt. Config.
0 100 200 300 400 500 600 700
2
4
6
8
10
12
14
Traffic Matrix Index
Av
er
ag
e 
Li
n
k 
Ut
ilis
at
io
n
 
(A
LU
)
 
 
Actual Config.
InvCap Config.
Opt. Config.
  
92 
 
 
Figure 6-6: Abilene network performance based on ALU of the actual topology when 
DSA-DWA was deployed. 
De facto, Tables 6-1 and 6-2 for GEANT and Abilene networks respectively show that the 
addition of just few links to the network was able to control congestion instead of changing 
back to the full network topology. Therefore, once the network's MLU is more than the set 
threshold, DWA selects the minimum number of links from SLC
 
that will control congestion 
such that the network MLU is less than or equal to Tmax.  
TABLE 6-1: OVERALL PERFORMANCE METRICS OF GEANT NETWORK. 
METRIC 
ACTUAL INVCAP OPTIMISED 
 
+ DSA-
DWA  
+ DSA-
DWA  
+ DSA-
DWA 
Average Link 
Utilisation 5.83 6.77 5.67 7.31 6.21 9.84 
Number of 
stub  links 21 21 23 23 26 26 
Highest No of 
SLC - 11 - 12 - 21 
Highest No of 
IESL - 11 - 12 - 21 
Highest No of 
woken up 
links 
- 2 - 1 - 4 
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TABLE 6-2: OVERALL PERFORMANCE METRICS OF ABILENE NETWORK. 
METRIC  
ACTUAL  INVCAP OPTIMISED 
 
+ DSA-
DWA  
+ DSA-
DWA  
+ DSA-
DWA 
Average Link 
Utilisation 4.75 5.11 4.56 4.75 5.32 8.11 
Number of 
stub  links 4 4 4 4 11 11 
Highest No of 
SLC - 2 - 3 - 9 
Highest No of 
IESL - 2 - 3 - 9 
Highest No of 
woken up 
links 
- 1 - 0 - 3 
 
6.3.3 Comparative analysis of DSA-DWA and LiWOT schemes   
In order to better illustrate the benefits of this scheme when compared to different schemes, 
its energy efficiency with that of another proposed Link Sleeping and Wake-up Optimisation 
Technique (LiWOT) scheme using different configurations is evaluated. This is summarised 
in Table 6-3 for GEANT and Table 6-4 for Abilene network. In LiWOT, a maximally pruned 
topology is deployed to the network during off-peak period; when congestion occurs, once a 
link wakes up, it continues in such state throughout the energy-saving period i.e. there is no 
dynamic link sleeping operations taking place. The same scheme using only stub links is 
implemented. As it can be seen in both tables, the energy-savings by the DSA-DWA scheme 
outperform that of the LiWOT scheme. It is also worth noting that the energy-saving is 
dependent on the period of consideration (only one week in this case). Therefore, if the 
number of days increases, the overall energy saved under the DSA-DWA scheme also 
increases when compared to LiWOT. As already stated, the DSA-DWA scheme updates the 
network statutes based on the current traffic. Therefore, as the traffic reduces, more line cards 
are turned off for energy-savings; as it increases, the algorithm selects the minimum number 
of line cards to turn on in order to alleviate such traffic surge. This can be seen in Figure 6-7, 
the initial energy-savings is about 13% for both DSA-DWA and LiWOT schemes. As the 
traffic increases, only two line cards were turned on for both schemes at TM id 75 (see Figure 
6-8). This affected the energy-savings to reduce to about 11.3% and remained till the end of 
the energy-saving period for LiWOT. However, the reverse is the case in DSA-DWA. As can 
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be seen in the same Figure 6-7, the energy-savings is purely dependent on the diurnal traffic. 
As the traffic increases, a minimum number of links is added to the network in order to 
reduce such increase. As a matter of fact, comparing Figures 6-7, 6-8 and Table 6.1 show that 
the maximum number of woken up links is only two and the switch on/off operation occurred 
only four times in one week at the TM ids – 75, 161, 258, 263, when the network is said to be 
congested. For the Abilene network, same principle applies (see Table 6-2). While LiWOT 
scheme maintains energy-savings of 11.3% for a long period of time in Figure 6-7 (i.e. falls 
from energy savings 12% to 11.3% when there is slight increase in the traffic), the DSA-
DWA scheme employs the sleep-mode operation to go back to 13% energy-savings. It is also 
worth mentioning that while the LiWOT scheme can handle traffic surge, some proposals are 
limited to only deploying the pruned topology without a wake-up scheme. In this case, after a 
short period of energy-savings, if congestion occurs as depicted in Figure 6-7 by an arrow, 
such scheme would have reversed to the full topology due to short traffic surge. In which 
case, energy-saving is sacrificed. Others also base their pruned topology on the backlog of 
TMs i.e. they select the minimum network links that will be able to support such TM 
backlogs. While this is a logical approach, it does not guarantee robustness especially when 
there is any slight increase in traffic which is always the case.  
 
Figure 6-7: A one-week performance evaluation of energy-savings between DSA-DWA 
and LiWOT schemes using actual topology of GEANT. 
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Figure 6-8: A one-week sleep/wake-up operations using DSA-DWA and LiWOT 
corresponding to Figure 6-7. 
 
TABLE 6-3: ENERGY SAVINGS BY LIWOT AND DSA-DWA SCHEMES USING GEANT. 
GEANT Network LiWOT (%) DSA-DWA (%) 
Actual 11.39 12.77 
Inverse Capacity 11.92 13.67 
Optimised 18.35 25.70 
 
TABLE 6-4: ENERGY SAVINGS BY LIWOT AND DSA-DWA SCHEMES USING ABILENE. 
Abilene Network LiWOT (%) DSA-DWA (%) 
Actual 4.40 6.63 
Inverse Capacity 8.80 8.81 
Optimised 18.80 27.99 
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6.4 Summary 
This section presents a new direction to energy-efficient traffic engineering without incurring 
traffic disruption or requiring any change to the traditional IP forwarding protocol. Two 
complementary link sleeping and wake-up schemes for energy-savings under dynamic traffic 
conditions are proposed. The wake-up scheme is a proactive online approach that selects the 
minimum number of links to control congestion instead of resorting to the full topology as 
seen in most research works. The selection is done in such a way that there is no traffic 
disruption or network re-convergence by using only non-disruptive links. These woken-up 
links are periodically monitored such that when traffic reduces, they can go back to sleep 
mode in order to maximise energy-savings. This research shows a substantial improvement in 
energy-savings of an operational ISP network compared to using the full topology and other 
configurations. The proposed overall framework is a novel approach to convergence 
avoidance in today’s networks which has shown that adopting sleeping mode in a network 
can be a practical approach towards energy-savings without incurring any 
congestion/disruption. The obtained results over realistic case studies show that the 
framework is robust to traffic surge and without any form of disruption. Furthermore, since 
non-disruptive (stub) links can be defined based on link weight settings, it is shown that when 
such link weight optimisation scheme is applied, the framework can make very good use of 
the increased number of stub links, increasing even further the energy-saving gains and 
network utilisation rate. 
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Chapter 7 
7 Conclusions and Future Work  
7.1 Conclusions 
There is no gain saying that ISPs are desirous of deploying very good schemes in order to 
optimise the amount of energy usage in the network. This is because the major factor 
considered in network designs at the backhaul is availability and customer's satisfaction, 
without recourse to the energy consumption rate. This has some environmental impact and is 
inimical to ICT growth especially in the third world countries where energy is a scarce 
commodity. Even though many ETE exist, not much has been done on proactive schemes like 
the event-driven scheme. However, both time- and event- driven schemes depend on the fact 
that the Internet energy consumption growth does not reflect the actual consumption of 
network resources. In the course of this PhD thesis, the main goal is to design energy-aware 
schemes that are proactive (or event-driven) in order to support unpredictable diurnal traffic 
matrix. This can be summarise as follows:  
• A state-of-the-art classification on green backbone routings is conducted and 
including - complete analysis on how the routings of a link state protocol work (using 
OSPF as a case study) and different research openings. This survey will accelerate 
quick understanding of research problems and therefore spur research towards 
energy-aware traffic engineering.         
• The novel classification of network links into stub and transit links could be another 
driving force in the fixed network community due to its underlying principles and 
could also be applied in the design of network topologies.      
• This research is a complete deviation from the time-driven schemes that have 
dominated the energy-aware traffic engineering in the past decades. Before now, 
once a pruned topology (the topology is based on some projected traffic matrix) is 
deployed for energy savings, it continues in that capacity till the end of the energy 
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saving period, when the full network topology is re-deployed. The question is "what 
happens if traffic surges more than the projected traffic?" The only solution is to 
revert to the full topology and sacrifice energy-savings. However, with the 
introduction of LiWOT, the issue of sacrificing energy savings to congestion 
avoidance becomes a thing of the past. LiWOT is able to make on-the-fly network 
reconfiguration decisions based on the current network status. Once congestion 
occurs, the proposed scheme can select minimum number of sleeping links to 
mitigate such state. More so, this work is the first to jointly optimise stub and stub 
sleeping links in order to mitigate network re-convergence during energy-savings.  
• Considering a disruption-free scheme, the concept of DLiWOT was conceived. The 
main contribution of DLiWOT is that it does not contribute any form of disruption 
when links are advertised. Unlike LiWOT that mitigates traffic disruption by 
prioritising stub links during wake-up operations, DLiWOT does same but 
suppresses the advertisement of transit links during its wake-up operation. While 
both schemes are proactive, DLiWOT pays the price of reduced energy-savings and 
high complexity.   
• s-LiWOT is another disruption-free scheme that is based on only stub links instead of 
suppressing the advertisement of transit links. The wake-up operation is limited to 
the stub links only. However, the energy savings is minimal due to the reduced 
number of stub links in the network. This has led to the proposed link weight 
optimisation in Chapter 5 whose main objective is to maximising the number of 
sleeping stub links in the network. In the course of this optimisation, the proposed 
design framework was evaluated against other existing conventional scheme. The 
result show that this framework performs best in energy savings and even in terms of 
MLU especially for GEANT network. Invariably, without energy-savings 
consideration, the proposed link weight optimisation scheme could be adopted for 
conventional network topology for efficient routing.  
• With the concept of s-LiWOT, an online disruption-free scheme called DLSR is 
proposed. Contrary to the previous schemes, DLSR combines both the sleeping 
scheme and wake-up operations in its energy-saving scheme. More so, the pruning 
operation operations are oblivious of traffic matrix. It only determines the available 
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removable stub links offline (which can also be done online but for complexity sake).  
When there is low traffic, the scheme determines the maximum number of the stub 
links that can enter sleep mode. When the traffic increases too, such sleeping links 
can also go back to its active state and vice versa. All operations are online.   
• The proposed energy-aware schemes in this thesis do not require any change to the  
existing routing architecture or routing protocols. Therefore, they are very easy to 
implement.  
7.2 Future work  
There is no doubt that the new concept of link classification will open a lot of research 
opportunities in the current networking research. The future work can be enumerated as 
follows –   
• Currently, the designed schemes work in a centralised manner. It may be ideal to see 
how the stub links will work when subjected under a distributed platform such that 
each router takes independent decision on how and when to power on/off links in a 
coordinated way.  
• Instead of limiting the re-configuration to only network links, future work may 
combine the operation of both links and nodes. 
• The concept of failure protection in networks has been a research problem for a long 
time due to transient loops posed by such failure. Though many IP Fast Reroute 
schemes do exist (e.g. NotVia and Loop Free Alternate or the combination of both 
schemes), with the introduction of stub links, it might be good to see how such type 
of links is deployed in failure protection scheme since rerouting traffic through them 
do not cause any transient loop and operates in a very simple manner.   
• Load-balancing, minimisation of network maximum link utilisation rate and delay 
while still saving energy is another future work that might be of interest.  
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Annex 1 
Stub Link Sleeping Optimisation Algorithm (LiSOA) 
 
function  [reducedTopo, stubSleepLink, noStubLink, noStubSleepLink] = 
LinkSleepStubOnly(fullTopo, trafficMatri, networkBW, threshold)   
stubSleepLink = 0; 
[linkLoad, maxLinkLoad, sourceNexthopDestLoad] = LinkLoadMaxLoad(fullTopo, 
trafficMatri, networkBW, threshold); 
  
%make a choice. if it is based on load, choose linkorderload for the next 
%line, otherwise, replace the next two lines with linkOrderBW 
%i.e [stubLink] = CheckNodeOutOnly (linkOrderLoad, sourceNexthopDestLoad); 
  
[linkOrderLoad, linkOrderBW] = LinkInAscendOrder(linkLoad, networkBW, 
fullTopo); 
  
  
[stubLink] = CheckNodeOutOnly (linkOrderBW, sourceNexthopDestLoad); 
[noStubLink, ~] = size(stubLink); 
  
[reducedTopo, noOfLinksRemoved1, MLU, linkLoad] = ReducedTopology 
(fullTopo, trafficMatri, networkBW, threshold, stubLink); 
  
topoTest = isequal(fullTopo, reducedTopo); 
if (topoTest == 0) 
    stubSleepLink = RemovedLink(fullTopo, reducedTopo); 
    [noStubSleepLink, ~] = size(stubSleepLink); 
else 
    noStubSleepLink = 0; 
end 
  
end 
  
  
function [reducedTopo, noOfLinksRemoved, MLU, linkLoad] = ReducedTopology 
(fullTopo, trafficMatri, networkBW, threshold, linkorder) 
  
[K, ~] = size(linkorder); 
noOfLinksRemoved = K; 
%noOfLinks = K; 
  
for n = 1 : K                                                  
    x = fullTopo (linkorder(n, 1), linkorder(n, 2)); 
    fullTopo (linkorder(n, 1), linkorder(n, 2)) = 0; 
    noOfLinksRemoved = noOfLinksRemoved - 1;     
     
    [SPF, ~, ~]= graphshortestpath(fullTopo, linkorder(n, 1), linkorder(n, 
2));  
     
    if (SPF ~= Inf) 
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        [linkLoad, ~, ~] = LinkLoadMaxLoad(fullTopo, trafficMatri, 
networkBW, threshold); 
        MLU = MaxLinkUti(linkLoad, networkBW); 
        [checkDigit] = CheckBaseOnCurrentMLU (MLU, threshold); 
      
        if (checkDigit == 1) 
            fullTopo (linkorder(n, 1), linkorder(n, 2)) = x; 
            noOfLinksRemoved = noOfLinksRemoved + 1; 
        end 
                     
    else 
        fullTopo (linkorder(n, 1), linkorder(n, 2)) = x;    
        noOfLinksRemoved = noOfLinksRemoved + 1; 
    end       
end 
  noOfLinksRemoved = K - noOfLinksRemoved;  
  reducedTopo =   fullTopo;   
  [linkLoad, ~, ~] = LinkLoadMaxLoad(reducedTopo, trafficMatri, networkBW, 
threshold); 
  MLU = MaxLinkUti(linkLoad, networkBW); 
end 
  
  
function [checkDigit]  = CheckBaseOnCurrentMLU (MLU, threshold) 
  
[I, J] = size(MLU); 
checkDigit = 0; 
initializ = 1; 
for i = 1:I 
  for j = 1:J 
    if (MLU(i,j)> threshold) 
        checkDigit = checkDigit + initializ;  
        return  
    end   
  end 
end 
   
end 
  
  
function [MLU] = MaxLinkUti(linkLoad, networkBW) 
 [I, J] = size(linkLoad); 
   for i = 1:I 
     for j = 1:J 
          
         if (linkLoad(i,j)~= 0&& networkBW(i, j)~= 0) 
            MLU(i,j) = (linkLoad(i,j).* 100)./ networkBW(i,j);  
         end 
          
     end 
   end 
end 
  
  
function [as2] = CheckNodeOutOnly (linkOrderLoad, sourceNexthopDestLoad) 
[N, ~] = size(linkOrderLoad); 
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[M, ~] = size(sourceNexthopDestLoad); 
as2 = linkOrderLoad; 
x = 0; 
  
for n = 1 : N 
    for m = 1 : M 
  
            if (linkOrderLoad(n, 1) == sourceNexthopDestLoad(m, 1) && 
linkOrderLoad(n, 2) == sourceNexthopDestLoad(m, 2)) 
                if (sourceNexthopDestLoad(m, 1) ~= sourceNexthopDestLoad(m, 
3)) 
                     
                    as2(n - x, :) = [ ]; %not qualify 
                    x = x + 1; 
                     
                    break 
                end 
            end 
  
    end 
end 
end 
  
  
function sleepLink = RemovedLink (fullTopo, reducedTopo) 
%sleepLink(:, :, :) = [0, 0, 0]; 
m = 1; 
  [I, J] = size(fullTopo); 
  for i = 1:I 
     for j = 1:J 
          
         if (fullTopo(i,j) ~= reducedTopo(i,j)) 
             e = full(fullTopo(i,j)); 
             sleepLink(m, :) = [i, j, e]; 
             m = m + 1;    
         end          
     end 
   end 
end 
  
  
function [linkLoad, maxLinkLoad, sourceNexthopDestLoad] = 
LinkLoadMaxLoad(reducedTopo, trafficMatri, networkBW, threshold) 
linkLoad = zeros (length(reducedTopo), length(reducedTopo)); 
m = 1;  
for i = 1:length(reducedTopo) 
    for j = 1:length(reducedTopo) 
        maxLinkLoad(i, j) = (threshold .* networkBW(i,j))./100;  
        if (i~=j && trafficMatri(i, j) ~= 0) 
            [~, SPF, ~]= graphshortestpath(reducedTopo, i, j);  
            if (SPF ~= 0) 
                x = trafficMatri(SPF(1),SPF(length(SPF))); 
                for k = 1 : length(SPF) - 1 
                    linkLoad(SPF(k),SPF(k + 1)) = linkLoad(SPF(k),SPF(k + 
1))+ x; 
                    e = full(reducedTopo(SPF(k),SPF(k + 1))); 
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                    sourceNexthopDestLoad(m, :) = [SPF(k), SPF(k + 1), 
SPF(1), SPF(length(SPF)), x, e]; %, networkBW(SPF(k),SPF(k + 1)) 
                    m = m + 1; 
                end  
            end 
        end 
    end 
end 
end 
  
  
function [linkOrderMLU, linkOrderBW] = LinkInAscendOrder(MLU, networkBW, 
fullTopo) 
  
%Gather all the links in the matrix - linkorder - 
 m = 1; 
  
 [I, J] = size(MLU); 
 for i = 1:I 
    for j = 1:J 
        if (networkBW(i,j)> 0 && fullTopo(i, j) ~= 0) 
            e = full(fullTopo(i,j));          
            linkOrder(m, :) = [i, j, MLU(i, j), networkBW(i, j), e]; 
            m = m + 1; 
        end   
    end 
 end 
  
 linkOrder1 = linkOrder; 
  
 % Base on the bandwidth, arrange them in descending order. In terms of 
equal BW 
 %consider their loads and in ascending order based on MLU 
  
 
[K, ~] = size(linkOrder); 
 for y = 1 : K 
    for k = 1 : K - 1 
        if (linkOrder(k, 4) < linkOrder(k + 1, 4) )  
           x = linkOrder(k, :); 
           linkOrder(k, :) = linkOrder(k + 1, :); 
           linkOrder(k + 1, :) = x; 
         
        elseif (linkOrder(k, 4) == linkOrder(k + 1, 4)) 
            if (linkOrder(k, 3) > linkOrder(k + 1, 3)) 
                 x = linkOrder(k, :); 
                 linkOrder(k, :) = linkOrder(k + 1, :); 
                 linkOrder(k + 1, :) = x; 
            end 
             
       end 
   end 
 end 
  
   s1 = linkOrder; 
   s1(:, 3) = []; 
   linkOrderBW = s1; 
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   s2 = linkOrder1; 
   s2(:, 4) = []; 
   linkOrderMLU = s2; 
   linkOrderMLU1 = sortrows(s2, 3); 
    
   [K, ~] = size(linkOrderMLU); 
 for y = 1 : K 
    for k = 1 : K - 1 
        if (linkOrderMLU(k, 3) > linkOrderMLU(k + 1, 3)) 
           x = linkOrderMLU(k, :); 
           linkOrderMLU(k, :) = linkOrderMLU(k + 1, :); 
           linkOrderMLU(k + 1, :) = x; 
       end 
   end 
 end 
  a1 = isequal(linkOrderMLU1, linkOrderMLU);  
  %a2 = isequal(congestedLink2, linkOrderBW);  
end  
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Annex 2 
Genetic Algorithm – assisted stub Link Sleeping Optimisation Algorithm 
(GA-s-LiSOA) 
 
function [fullTopo2, reduceTopo2, stubSleepLink, noOfSleepLinks2, 
noOfLinksStub2] = LinkStubOptimization(fullTopo, trafficMatri, 
GEANTDataSet, networkBW, threshold)   
noStub = 11;  %this is based on the sleeping stub in the original topology. 
2/4 for Abilene and 11/21 for GEANT 
a = 1; 
[topoData1, fullTopo1, noOfSleepLinks1, currentLinkLoad1, noOfLinksStub1, 
congestion1, reduceTopo1] = Optimization(fullTopo, trafficMatri, 
GEANTDataSet, networkBW, threshold, a, noStub);  
a = 2; 
[topoData2, fullTopo2, noOfSleepLinks2, currentLinkLoad2, noOfLinksStub2, 
congestion2, reduceTopo2] = Optimization(topoData1, trafficMatri, 
GEANTDataSet, networkBW, threshold, a, noStub);   
  
for jh = 1 : 10 %10 for GEANT, 5 for ABILENE 
topoData3 = CrossOver (topoData2, fullTopo2); 
  
a = 1; 
[topoData3, fullTopo3, noOfSleepLinks3, currentLinkLoad3, noOfLinksStub3, 
congestion3, reduceTopo3] = Optimization(topoData3, trafficMatri, 
GEANTDataSet, networkBW, threshold, a, noStub);   
a = 2; 
[topoData4, fullTopo4, noOfSleepLinks4, currentLinkLoad4, noOfLinksStub4, 
congestion4, reduceTopo4] = Optimization(topoData3, trafficMatri, 
GEANTDataSet, networkBW, threshold, a, noStub);   
  
    if (noOfSleepLinks4 > noOfSleepLinks2 && currentLinkLoad4(1, 3) ~= 0 && 
congestion4 == 0) 
        noOfLinksStub2 = noOfLinksStub4; %use noOfRemovedLinks2 instead of 
new variable so that if the loop is not obeyed, noOfRemovedLinks2 will not 
be empty 
        noOfSleepLinks2 = noOfSleepLinks4; 
        fullTopo2 = fullTopo4; 
        reduceTopo2 = reduceTopo4; 
%         currentLinkLoad2 = currentLinkLoad4;     
        %end 
         break 
    end 
topoData2 = topoData4; 
end 
  
  
topoTest = isequal(fullTopo2, reduceTopo2); 
if (topoTest == 0) 
    stubSleepLink = RemovedLink(fullTopo2, reduceTopo2); 
end 
end 
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function A3Topo2 = CrossOver (A3Topo, newTopo) 
mqa = 1; 
fullTopo = A3Topo; 
arrayTopology = fullTopo; 
[I, J] = size(arrayTopology); 
newTopo  = full(newTopo); 
[Jv, Jh] = size(newTopo); 
  
for j = 1 : J - 1 
    fullTopo = arrayTopology(1 : I, j); 
    a = double (fullTopo); 
    %fullTopo = sparse(a); 
    fullTopo = a; 
     
    fullTopo2 = arrayTopology(1 : I, j + 1); 
    a2 = double (fullTopo2); 
    %fullTopo2 = sparse(a); 
    fullTopo2 = a2; 
     
    zx =   fullTopo;     
    zx2 =   fullTopo2; 
     
    for jv = 1 : Jv 
        for jh = 1 : Jh 
            hj = mod(jh, 2); 
            if (hj == 0 &&  zx2 (jv, jh) ~= 0)      
                fullTopo (jv, jh) = zx2 (jv, jh);   
                fullTopo2 (jv, jh) = zx (jv, jh);      
            end 
        end 
     
    end 
     
    A3Topo2(:, mqa) = dataset(fullTopo); 
    mqa = mqa + 1; 
    A3Topo2(:, mqa) = dataset(fullTopo2); 
    mqa = mqa + 1; 
    A3Topo2(:, mqa) = dataset(newTopo); 
    mqa = mqa + 1; 
end 
end 
  
  
function  [topoData, newTopo, noOfSleepLinks, currentLinkLoad, 
noOfStubLinks, congestion, newReduce] = Optimization(fullTopo, 
trafficMatri, GEANTDataSet, networkBW, threshold, ad, test)   
mq = 1; 
%test = 11; 
congestion = 1; 
%topoData = fullTopo; 
noOfStubLinks = 0; 
  
arrayTopology = fullTopo; 
[I, J] = size(arrayTopology); 
  
for j = 1:J 
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    fullTopo = arrayTopology(1 : I, j); 
    a = double (fullTopo); 
    fullTopo = sparse(a); 
  
    [linkLoad, maxLinkLoad, sourceNexthopDestLoad] = 
LinkLoadMaxLoad(fullTopo, trafficMatri, networkBW, threshold); 
  
    [linkOrderLoad, linkOrderBW] = LinkInAscendOrder(linkLoad, networkBW, 
fullTopo); 
  
    [stubLink] = CheckNodeOutOnly (linkOrderLoad, sourceNexthopDestLoad); 
  
    [noOfLinksStub, ~] = size(stubLink); 
  
    [reducedTopo, noOfSleepLinks] = ReducedTopology (fullTopo, 
trafficMatri, networkBW, threshold, stubLink); 
  
    %To get the optimized topology called newTopo with its attributes 
    %also to get topodata that will be used for another iteration 
    if (noOfSleepLinks > 5) 
        [fullTopo] = checkZeroLoad(linkOrderLoad, fullTopo); 
         topoData(:, mq) = dataset(fullTopo); 
         mq = mq + 1; 
         if (noOfSleepLinks > test) 
             newTopo = fullTopo; 
             newReduce = reducedTopo; 
             noOfStubLinks = noOfLinksStub; 
             test = noOfSleepLinks; 
             currentLinkLoad = linkOrderLoad; 
             if (ad == 2) 
                [congestion] = CongestionTest (fullTopo, networkBW, 
GEANTDataSet, threshold); 
             end 
         end          
    end 
end 
noOfSleepLinks = test; 
end 
  
  
function  [congestion] = CongestionTest (fullTopo, networkBW, trafficMatri, 
threshold) 
congestion = 0; 
  
arrayTopology = trafficMatri; 
[I, J] = size(arrayTopology); 
  
for j = 1:J 
    trafficMatri = arrayTopology(1 : I, j); 
    trafficMatri = double (trafficMatri);     
        
    [linkLoad] = LinkLoad(fullTopo, trafficMatri); 
    [congestion] = LinkUtilization(linkLoad, networkBW, threshold); 
    if (congestion == 1) 
        break; 
    end 
end 
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end 
  
  
function [linkLoad] = LinkLoad(reducedTopo, trafficMatri) 
linkLoad = zeros (length(reducedTopo), length(reducedTopo)); 
  
for i = 1:length(reducedTopo) 
    for j = 1:length(reducedTopo) 
        if (i~=j && trafficMatri(i, j) ~= 0) 
            [~, SPF, ~]= graphshortestpath(reducedTopo, i, j);  
            if (SPF ~= 0) 
                x = trafficMatri(SPF(1),SPF(length(SPF))); 
                for k = 1 : length(SPF) - 1             
                    linkLoad(SPF(k),SPF(k + 1)) = linkLoad(SPF(k),SPF(k + 
1))+ x; 
                end 
            end 
        end 
    end 
end 
end 
  
  
function [congestion] = LinkUtilization(linkLoad, networkBW, threshold) 
congestion = 0;  
[I, J] = size(linkLoad); 
   for i = 1:I 
     for j = 1:J 
          
         if (linkLoad(i,j)~= 0&& networkBW(i, j)~= 0) 
            linkUtilization(i,j) = (linkLoad(i,j).* 100)./ networkBW(i,j); 
            if (linkUtilization(i,j) > threshold) 
                congestion = 1; 
                break 
            end 
         end 
          
     end 
   end 
end 
  
  
function [fullTopo] = checkZeroLoad(linkOrderLoad, fullTopo) 
[Ca, ~] = size(linkOrderLoad); 
for jh = 1 : Ca 
    if(linkOrderLoad (jh, 3) == 0) 
        [SPF, gv, ed]= graphshortestpath(fullTopo, linkOrderLoad(jh, 1), 
linkOrderLoad(jh, 2));  
        fullTopo (linkOrderLoad(jh, 1), linkOrderLoad(jh, 2)) = SPF - 1; 
    else 
        break 
    end 
end 
  
end 
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function [reducedTopo, noOfLinksRemoved] = ReducedTopology (fullTopo, 
trafficMatri, networkBW, threshold, linkorder) 
  
[K, ~] = size(linkorder); 
noOfLinksRemoved = K; 
%noOfLinks = K; 
  
for n = 1 : K                                                  
    x = fullTopo (linkorder(n, 1), linkorder(n, 2)); 
    fullTopo (linkorder(n, 1), linkorder(n, 2)) = 0; 
    noOfLinksRemoved = noOfLinksRemoved - 1;     
     
    [SPF, ~, ~]= graphshortestpath(fullTopo, linkorder(n, 1), linkorder(n, 
2));  
     
    if (SPF ~= Inf) 
        [linkLoad, ~, ~] = LinkLoadMaxLoad(fullTopo, trafficMatri, 
networkBW, threshold); 
        MLU = MaxLinkUti(linkLoad, networkBW); 
        [checkDigit] = CheckBaseOnCurrentMLU (MLU, threshold); 
      
        if (checkDigit == 1) 
            fullTopo (linkorder(n, 1), linkorder(n, 2)) = x; 
            noOfLinksRemoved = noOfLinksRemoved + 1; 
        end 
                     
    else 
        fullTopo (linkorder(n, 1), linkorder(n, 2)) = x;    
        noOfLinksRemoved = noOfLinksRemoved + 1; 
    end       
end 
  noOfLinksRemoved = K - noOfLinksRemoved;  
  reducedTopo =   fullTopo;   
  [linkLoad, ~, ~] = LinkLoadMaxLoad(reducedTopo, trafficMatri, networkBW, 
threshold); 
  MLU = MaxLinkUti(linkLoad, networkBW); 
end 
  
  
function [checkDigit]  = CheckBaseOnCurrentMLU (MLU, threshold) 
  
[I, J] = size(MLU); 
checkDigit = 0; 
initializ = 1; 
for i = 1:I 
  for j = 1:J 
    if (MLU(i,j)> threshold) 
        checkDigit = checkDigit + initializ;  
        return  
    end   
  end 
end 
   
end 
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function [MLU] = MaxLinkUti(linkLoad, networkBW) 
 [I, J] = size(linkLoad); 
   for i = 1:I 
     for j = 1:J 
          
         if (linkLoad(i,j)~= 0&& networkBW(i, j)~= 0) 
            MLU(i,j) = (linkLoad(i,j).* 100)./ networkBW(i,j);  
         end 
          
     end 
   end 
end 
  
  
function [as2] = CheckNodeOutOnly (linkOrderLoad, sourceNexthopDestLoad) 
[N, ~] = size(linkOrderLoad); 
[M, ~] = size(sourceNexthopDestLoad); 
as2 = linkOrderLoad; 
x = 0; 
  
for n = 1 : N 
    for m = 1 : M 
  
            if (linkOrderLoad(n, 1) == sourceNexthopDestLoad(m, 1) && 
linkOrderLoad(n, 2) == sourceNexthopDestLoad(m, 2)) 
                if (sourceNexthopDestLoad(m, 1) ~= sourceNexthopDestLoad(m, 
3)) 
                     
                    as2(n - x, :) = [ ]; %not qualify 
                    x = x + 1; 
                     
                    break 
                end 
            end 
  
    end 
end 
end 
  
  
function sleepLink = RemovedLink (fullTopo, reducedTopo) 
%sleepLink(:, :, :) = [0, 0, 0]; 
m = 1; 
  [I, J] = size(fullTopo); 
  for i = 1:I 
     for j = 1:J 
          
         if (fullTopo(i,j) ~= reducedTopo(i,j)) 
             e = full(fullTopo(i,j)); 
             sleepLink(m, :) = [i, j, e]; 
             m = m + 1;    
         end          
     end 
   end 
end 
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function [linkLoad, maxLinkLoad, sourceNexthopDestLoad] = 
LinkLoadMaxLoad(reducedTopo, trafficMatri, networkBW, threshold) 
linkLoad = zeros (length(reducedTopo), length(reducedTopo)); 
m = 1;  
for i = 1:length(reducedTopo) 
    for j = 1:length(reducedTopo) 
        maxLinkLoad(i, j) = (threshold .* networkBW(i,j))./100;  
        if (i~=j && trafficMatri(i, j) ~= 0) 
            [~, SPF, ~]= graphshortestpath(reducedTopo, i, j); 
            if (SPF ~= 0) 
                x = trafficMatri(SPF(1),SPF(length(SPF))); 
                for k = 1 : length(SPF) - 1 
                    linkLoad(SPF(k),SPF(k + 1)) = linkLoad(SPF(k),SPF(k + 
1))+ x; 
                    e = full(reducedTopo(SPF(k),SPF(k + 1))); 
                    sourceNexthopDestLoad(m, :) = [SPF(k), SPF(k + 1), 
SPF(1), SPF(length(SPF)), x, e]; %, networkBW(SPF(k),SPF(k + 1)) 
                    m = m + 1; 
                end  
            end 
        end 
    end 
end 
end 
  
  
  
  
function [linkOrderMLU, linkOrderBW] = LinkInAscendOrder(MLU, networkBW, 
fullTopo) 
  
%Gather all the links in the matrix - linkorder - 
 m = 1; 
  
 [I, J] = size(MLU); 
 for i = 1:I 
    for j = 1:J 
        if (networkBW(i,j)> 0 && fullTopo(i, j) ~= 0) 
            e = full(fullTopo(i,j));          
            linkOrder(m, :) = [i, j, MLU(i, j), networkBW(i, j), e]; 
            m = m + 1; 
        end   
    end 
 end 
  
 linkOrder1 = linkOrder; 
  
 % Base on the bandwidth, arrange them in descending order. In terms of 
equal BW 
 %consider their loads and in ascending order based on MLU 
  
[K, ~] = size(linkOrder); 
 for y = 1 : K 
    for k = 1 : K - 1 
        if (linkOrder(k, 4) < linkOrder(k + 1, 4) )  
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           x = linkOrder(k, :); 
           linkOrder(k, :) = linkOrder(k + 1, :); 
           linkOrder(k + 1, :) = x; 
         
        elseif (linkOrder(k, 4) == linkOrder(k + 1, 4)) 
            if (linkOrder(k, 3) > linkOrder(k + 1, 3)) 
                 x = linkOrder(k, :); 
                 linkOrder(k, :) = linkOrder(k + 1, :); 
                 linkOrder(k + 1, :) = x; 
            end 
             
       end 
   end 
 end 
  
   s1 = linkOrder; 
   s1(:, 3) = []; 
   linkOrderBW = s1; 
    
    
   s2 = linkOrder1; 
   s2(:, 4) = []; 
   linkOrderMLU = s2; 
   linkOrderMLU1 = sortrows(s2, 3); 
    
   [K, ~] = size(linkOrderMLU); 
 for y = 1 : K 
    for k = 1 : K - 1 
        if (linkOrderMLU(k, 3) > linkOrderMLU(k + 1, 3)) 
           x = linkOrderMLU(k, :); 
           linkOrderMLU(k, :) = linkOrderMLU(k + 1, :); 
           linkOrderMLU(k + 1, :) = x; 
       end 
   end 
 end 
  a1 = isequal(linkOrderMLU1, linkOrderMLU);  
  %a2 = isequal(congestedLink2, linkOrderBW);  
end  
  
 
 
 
