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概 要 
 
生産システムの設計には生産する品種や数量の変動，生産ピッチの変化や短
納期の注文に対応しつつ，作業順序，作業への設備や作業者等の資源の割り当
て，資源配置計画，製造費用の削減等の計画が不可欠である．日々の生産活動
を支える生産管理分野において，生産スケジューリングやラインバランシング
の問題解決は生産性の向上や生産費用の削減及び納期厳守の実現に対して極め
て重要である．生産活動を行う現場においてある期間に遅れが生じた場合，そ
れが次の期間に影響を及ぼし，納期遅れや費用増加の原因となる．このように，
各期間に納期制約等によるリスクが存在し，リスクが多期間において発生した
場合システム全体に影響を及ぼす状況を表現したモデルが多期間制約サイクル
モデルである．リセット多期間制約サイクルモデルはその影響を時間ではなく
費用として反映したモデルである． 
生産ラインにおけるラインバランシングを考えた場合，各期間に制約として
目標作業時間（サイクルタイム）が存在した場合，作業者の処理能力の差異は
重要な問題となる．そのため，生産ラインのバランスを保つために適切な作業
者を適切な工程に配置すること（最適配置）が 1つの課題となる． 
本論文では，リセット多期間制約サイクルモデルに着目し，期待費用を最小と
する最適配置問題に対して，現場での使いやすさを考え，簡便な最適配置の算
出方法を提案する．そのために，作業者を少数のグループに分け，最適配置と
費用や作業者の作業時間分布との関係（以下，最適配置法則）を見いだす．そ
のことによって，多期間制約サイクルモデルにおける最適配置問題に対して新
たな解法を提案し，生産現場における生産性及び品質の向上に寄与することを
目的とする． 
本論文は全 6章で構成されている． 
1章では，本研究の背景と目的を明確にした． 
2章では，リセット多期間制約サイクルモデルの定義，定式化を行い，リセッ
ト多期間制約サイクルモデルにおける最適配置問題を定義した． 
3章と 4章では，リセット多期間制約サイクルモデルにおいて，作業者が初心
者と熟練者のような（処理能力が異なる）2つのグループに分けられる場合を考
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察した．少人数のグループに属する作業者を特殊作業者，他方のグループに属
する作業者を一般作業者と定義し，特殊作業者の人数が 1 人または 2 人存在す
る場合の最適配置法則に関する考察を行った． 
3 章では，混合ラインの固定サイクル投入方式（目標作業時間が一定の場合）
を対象に作業者の最適配置法則に関する考察を行った．そして 1)処理能力の低
い特殊作業者が 1人存在する場合は，その 1人を最初の工程に配置，2)処理能力
の高い特殊作業者が 1 人存在する場合は，その 1 人を全工程の後半に配置する
ことが最適となる条件を解析的に示した．また，3)処理能力の低い特殊作業者が
2人存在する場合は，その 2人を第 1工程と第 2工程に，または第 1工程と最後
の工程に配置，4)処理能力の高い特殊作業者が 2人存在する場合は，その 2人を
全工程の後半に配置することが最適となる条件を解析的に示した．特に，処理
能力の高い特殊作業者が 1 人または 2 人存在する場合には，最適配置の法則を
用いて簡便な最適配置の算出方法を提案した．特殊作業者が 3 人存在する場合
には数値実験結果を用いて最適配置法則の考察を行った． 
4 章では，混合ラインの可変サイクル投入方式（目標作業時間が可変の場合）
を対象に作業者の最適配置法則に関する考察を行った．初めに，3章で考察した
各々の場合において目標作業時間が一定の場合と同じ最適配置となる条件を確
率変数の順序の考え方を用いて表現可能であることを解析的または数値実験に
よって示した．そのことにより，目標作業時間が可変の場合でも目標作業時間
が一定の場合と同じ方法で最適配置を算出することが可能であることを示した． 
5章では，目標作業時間と費用及び納期の関係について考察を行った．そして，
費用削減及び納期短縮となる最適目標作業時間の性質を求めた．さらに，作業
者が 3 つのグループに分けられる場合に対して最適配置法則に関する考察を行
った．そのことにより，作業者の処理能力が多様な場合の最適配置法則導出の
ための指針を得た． 
6章では，本論文における結論と今後の課題を述べた． 
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1.1 研究背景 
生産システムの設計には生産する品種や数量の変動，生産ピッチの変化や短
い納期の注文に対応しつつ，作業順序，作業への設備や作業者等の資源の割り
当て，資源配置計画，製造費用の削減等の計画が不可欠である．アダム・スミ
ス[1]やチャールズ・バベージ[2]は良い労働力を早く得るためには分業をして，
作業を単純化・専門化することが効果的であると述べた．しかし標準作業と標
準時間を定めて計画を作り，これを用いて管理を行うという考えを最初に提案
したのは，テイラーの課業管理といわれている．その後，作業研究の発達によ
り，作業管理の内容が充実され，現在の生産管理に至る． 
生産管理とは財・サービスの生産に関する管理活動と定義される．具体的に
は，所定の品質 Q(quality)・原価 C(cost)・数量及び納期 D(delivery, due date)で生
産するため，又は Q・C・D に関する最適化を図るため，ヒト・モノ・カネ・情
報を駆使して，需要予測，生産計画，生産実施，生産統制を行う手続き及びそ
の活動である．狭義には，生産工程における生産統制を意味し，工程管理とも
いう[3]．生産管理の手続きは，製品計画，全般的生産計画，生産プロセス計画，
生産スケジューリング，生産実施，生産統制の各段階に分かれる．ラインバラ
ンシングは生産プロセス計画の段階で行われ，作業要素を各作業ステーション
に均衡に配分することである[4]．生産スケジューリングは，どんな作業が最初
に行われるかといった優先度とどのぐらいの作業者が必要となるかといった要
員数を決める問題である．これには種々の組合せ最適化理論を用いたり，工程
が複雑な場合はディスパッチングルールで簡便にジョブを差し立てたりする場
合もある[5]．日々の生産活動を支える生産管理分野において，生産スケジュー
リングやラインバランシングの問題解決は生産性の向上や生産費用の削減及び
納期厳守の実現に極めて重要である． 
半自動化や自動化された生産システムに比して，服工場のような作業者効率
の変化が作業技術に極度に依存する生産システムにおいては，作業者の実際の
作業時間が確率的に変動する場合を考え，各工程に目標作業時間（各工程のサ
イクルタイム）を設定し，この目標作業時間は各工程の制約条件（制約サイク
ル）であると考える場合，実際の作業時間が目標作業時間より短い場合は遊休
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が発生し，長い場合は遅れが発生すると仮定する．生産活動を行う現場におい
て 1 つの工程に遅れが生じた場合，それが後工程に影響を及ぼし，納期遅れや
費用増加の原因となる．このように，各工程（期間）に納期の制約によるリス
クが存在し，それが多工程（期間）にわたり，しかも工程（期間）における制
約が満たされない場合にはシステム全体に影響を及ぼす状況を表現したモデル
が多期間制約サイクルモデルである．リセット多期間制約サイクルモデルは多
期間制約サイクル問題において，各工程における加工が遅れた場合にその影響
が後工程に依存しない，または当該工程で人員増加等によりその影響を時間で
はなく費用に反映したモデルである．しかし，生産ラインにおけるラインバラ
ンシングを考えた場合，各工程（期間）に制約として目標作業時間（サイクル
タイム）が存在するため，作業者の処理能力の差異は重要な問題となる．その
ため，生産ラインのバランスを保つために適切な作業者を適切な工程に配置す
ること（最適配置）が 1 つの課題となる．  
本論文では，リセット多期間制約サイクルモデルに着目し，現場での使いや
すさを考え，簡便な最適配置の導出方法を提案する．そのために，作業者を少
数のグループに分け，最適配置法則を提案する．そのことにより，多期間制約
サイクルモデルにおける最適配置問題に対して新たな解法を提案し，生産現場
における生産性及び品質の向上に寄与することを目的とする． 
1.2 節と 1.3 節にて，本研究の背景として位置づけられるラインバランシング
問題と生産スケジューリング問題の研究状況や課題を述べ，本研究の発展性を
示す． 
 
1.2 ラインバランシング問題の概要 
本節ではラインバランシング問題の定義と先行研究の状況を述べた上，課題
の提起を行う． 
 
1.2.1 ラインバランシング問題 
 
生産システムは，対象とする製品を完成させるのに必要となる工程を，技術
的な工程順に配置した複数のラインから構成される．特に，品物（製品あるい
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は半製品）に必要な一連の作業を，いくつかの作業の最小単位（作業要素と呼
ぶ）に分け，各作業ステーションにある作業手順に従ってこれらの作業要素を
割り付け，品物がライン上を移動するにつれ加工が進行する生産方式をライン
生産方式と呼んでいる．生産ラインは，そのラインで生産する品種数により，“単
一品種ライン”と“多品種ライン”に分けられ，多品種ラインは，生産する品
種により作業ステーションの構成を切り換える“ライン切換方式”と多品種を
同一ラインに混合して連続的に流す“混合品種ライン”に細分されている．さ
らに混合品種ラインは一定の時間間隔で品物をラインの先頭に投入する“固定
サイクル投入方式”と品種に応じて時間間隔を変え，品物を投入する“可変サ
イクル投入方式”に分けられている[6]．前者は一定の時間間隔をおいて品物を
投入する方式であり，後者は品種に応じて時間間隔を変え，品物を投入する方
式である． 
生産ラインの性能を上げるには，設備と作業者のラインへの配置及び資材や
部品の供給点を決定する“ライン編成”及び，各作業ステーションに割り付け
る作業要素の作業量をバランスさせるラインバランシングが重要である．ライ
ンバランシングの効率は編成効率（(1.2.1)式）で評価されている． 
 
編成効率 = 
作業要素時間の総和
ステーション数×サイクルタイム
   (1.2.1) 
 
ここで，サイクルタイムとは生産ラインに品物を投入する時間間隔である． 
JIS Z 8141-3403[6]によると，ラインバランシングとは「生産ラインの各作業ス
テーションに割り付ける作業量を均等化する方法」と定義されている．つまり
作業者を加工対象物の流れに沿って配置し，作業者に均等な量の作業を割り当
てるなどして，作業者の手持ちをなくするとともに，加工対象物がよどみなく
工場内を流れるようにする技術である．1 個の製品の組立てに必要な作業は，多
数の作業要素に分割される．各作業要素には，その作業要素を遂行するために
要する要素時間と作業要素を遂行する順序に関する技術的制約である先行関係
の二つの特性がある．1 個の製品を組み立てるために必要なすべての作業要素が
かかる要素時間の総和を総作業時間と呼ぶ．作業要素間の先行関係を満たしな
6 
 
がら，各作業ステーションへ割り当てされる要素時間の合計（これを作業時間
と呼ぶ）がサイクル時間に出来るだけ等しく，かつそれを超えないように，す
べての作業要素を割り付けることをラインバランシングという[4]．ラインバラ
ンシングの結果である作業要素の配分状況を作業編成という．作業編成の効率
性を示す評価尺度を編成効率という．編成効率が最大になるようにサイクル時
間の制約，作業要素間の先行関係，その他の付加的な制約を満たしながら，す
べての作業要素を作業ステーションに配分する問題をラインバランシング問題
という．ラインバランシング問題は，作業要素の数が多くなると最適解を得る
のが困難となる[4]．そのため，発見的な方法により近似解を求めることが多い．
代表的なラインバランシング問題として，単一品種組立てラインのラインバラ
ンシング問題（single assembly line balancing・SALB）と混合品種組立ラインのラ
インバランシング（multiple assembly line balancing・MALB）問題がある． 
 
1.2.2 ラインバランシング問題に関する既存研究 
 
次世代生産システムの設計には生産する品種や数量の変動，生産ピッチの変
化や短い納期の注文に対応しつつ，作業順序，作業への設備や作業者等資源の
割り当て，資源配置計画，製造費用の削減等の計画が不可欠である． 
生産ラインの各作業ステーションに割り付ける作業量を均等化する方法とし
てラインバランシング問題が1977年に提唱された後，様々な問題に派生してい
る．待ち行列[7]，遺伝的アルゴリズム[8][9]を用いて設備機械数や作業者数の最
適化，製品のグループ化と資源割り当て計画手法が提案されてきた． 
ラインバランシング問題は Bryton[10]により提起され，Salveson[11]により数
学アプローチの定式化が行われて以来，幅広く研究されてきた[12-15]．Pinto ら
[12]はステーションへのタスクの割当て及び生産ラインの期待使用年数に関す
るトータルコスト（人件費や固定費用）の最小化を同時に考慮する製造選択プ
ロセスを提案した．この製造選択プロセスを用いて，ステーションへのタスク
の割当てが決定後，実現可能なコストダウンの手段は一気に決定できることが
わかった．これらの重要性として，同時で特定な生産選択肢から得られた利点
が予期されるコストダウンに単独で制限すべきでない事実にあることが述べら
れた．Hoffmann[13]は，単一品種組立てラインのラインバランシング問題を解決
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するために「理論的な」遊休時間の最小化を分枝条件として，多くの場合にお
いて，組立てラインバランシング問題を解決するために提案したヒューリステ
ィック法より速い分枝限定法のアルゴリズムを提案した．Erel ら[14]は組立てラ
インバランシング問題を同一ラインで生産する品物の種類により，単一品種を
生産する場合をシングルモデル，多品種を生産する場合をマルチモデルに分類
し，各モデルの定式化を行われた．さらに，Becker ら[15]では，Erel ら[14]に基
づき，シングルモデルにおける作業時間（processing time）が固定か可変かによ
り，決定的なモデルと確率的なモデルに分類し，各モデルの定式化が行われた．
シングルモデルを対象に，作業時間が固定の場合をシングル決定モデル（single 
deterministic model, SDM）とし，作業時間が確率的に変動する場合をシングル確
率モデル(single stochastic model, SSM)として定式化が行われた． 
組立てラインバランシング問題に関する研究は上述した研究以外に数多く存
在する[16-19]．これらの研究の大部分はシングル決定モデルに関する研究であ
った． 
一方，シングル確率モデルに関する研究は著しく限定されている．なぜなら，
シングル確率モデルには作業時間にばらつきが存在するので，モデル化・定式
化することが困難なためである． 
作業時間が確率に変動するような研究[20-21]が行われたが，それらの研究は，
作業時間が通常あるいは非対称的に分配されると仮定した．しかし，作業を行
うのは機械か作業者に過ぎない．機械については機械の故障率等の指標が存在
する．作業者については処理能力に差異が存在する．つまり，機械であっても，
作業者であっても，実際の作業時間にばらつきが存在するため，作業時間が目
標作業時間を超えることも考慮しないといけない． 
前述のラインバランシング・アプローチのほとんどは，類似な問題を解決す
ることを試みた．それは，先行関係が満たされるように，ステーションの順序
づけられたシーケンスにタスクを割り当てる問題として行われ，その最適化を
行った[22-23]． 
上述したアプローチは，目標作業時間に対する総遊休時間の最小化あるいは
決められたステーション数に対する目標作業時間の最小化のいずれかを目的と
して研究を行った[24-29]．ところが，労働集約産業においては作業者の実際の
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作業時間にばらつきが生じる場合は一般的であるため，作業時間の確率性も考
慮すべきである． 
 
1.2.3 ラインバランシング問題における課題 
 
過去の研究では，労働者要因は組立てラインバランシング問題を解決する際
にめったに考慮されなかった．労働者要因を無視できない服工場のような労働
集約産業において，最適なタスク・シーケンスおよび最小化される遊休時間(あ
るいは目標作業時間)を実現できても，労働者の間に能率差異（作業能力のバラ
ツキ）や不確定な状況が存在するため，生産ラインでは遅れや遊休が発生する
とバランスを崩れるので，こういったようなアンバランス現象が発生すること
が容易に考えられる．前述したほとんどの研究ではこの問題が無視された． 
労働者要因に含まれる労働者の感情状態，モチベーション，健康状況，能力
水準および経験に影響を受け，作業効率を大きく左右する[30]． 
労働者効率中の変化が労働技術にまだ極度に依存する産業で生産ライン・ア
ンバランスに結びつくという事実に基づいて，労働者能率差異を考慮する間に
最良にしたがって組立生産ラインのバランスを保つ問題が生じる． 
本研究ではラインバランシングによる作業者（設備あるいは作業ステーショ
ン）の数が最適化されても，作業者の作業能力にバラツキが存在することを考
える．作業者配置の最適化はこの課題に対する有意のアプローチである．これ
までに，最適配置問題に関する多くの解法が発表されてきた．しかしながら，
提案された解法の多くは計算機を使用し，計算負荷をかけて行わなければなら
ない． 
 
1.3 生産スケジューリング問題の概要 
本節では生産スケジューリング問題の定義と研究状況を述べた上，課題の提
起を行う． 
 
1.3.1 生産スケジューリング問題 
 
JIS Z 8141-3310[6]によると，生産スケジューリングとは「製品又は部品の製造
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を行うにあたって，使用可能な資源の制約下で，製品又は部品それぞれの工程
ごとの着手時期・終了時期・着手順序，使用設備を決める活動」と定義されて
いる． 
生産スケジューリングは，需要予測や受注に基づき策定された生産計画（生
産期間と生産量）を満足する生産実施計画の策定に際して，手順計画，素材・
部品の手配状況，生産設備の動作状況，加工技術的知識を利用する．スケジュ
ールを表現するためにガントチャートがしばしば用いられる．これは，横軸に
時間を，縦軸に機械，人，ないし製品・部品（ジョブや仕事と呼ばれる）をと
り，ジョブに施す生産作業の着手から終了までを矩形で表現したものである． 
生産スケジューリングの研究は，生産システムを構成する機械の台数と配置
から，単一機械スケジューリング，並列機械スケジューリング，フローショッ
プ・スケジューリング，ジョブショップスケジューリング，オープンショップ
スケジューリング，フレキシブルフローショップスケジューリング，セル（ロ
ボティックセル）スケジューリング，FMS スケジューリングなどに分類する．
スケジュールを作成する時点におけるスケジュール作成に必要な情報の与え方
によって，静的スケジューリング及び動的スケジューリングに分類する． 
近年，システムのゴール達成への障害要因となる制約条件に着目した経営手
法・哲学として TOC（Theory of Constraints:制約条件の理論）が話題を呼んでい
る． 
TOC の源泉であるスケジューリングソフト OPT（Optimized Production 
Technology）は，MRP，つまり納期に合わせて予めデータベース化されたリード
タイム分だけ先行させることで各工程のスケジュールが決定される手法を否定
することで生まれたことが述べられた[30]．OPT は，システムの性能を決定付け
ている最も弱い部分である制約工程に着目してスケジュールを作成するボトル
ネック指向型のスケジュール作成法に属し，スケジューリングの善し悪しは制
約条件となる工程の活用の仕方如何で決まり，残りの非制約工程は制約工程に
従属させるスケジュールを作成することで全体最適のスケジュール解が得られ
ると述べられた[30]． 
DBR（Drum-Buffer-Rope）とは，ボトルネック工程（制約工程）にフォーカス
し，ボトルネック工程の能力を最大限に発揮させる生産管理手法である[30]．フ
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ローショップ型に近い生産形態において，制約条件を一番能力的に劣る設備や
工程とする．また非制約条件を制約条件に従属させることによって，良いスケ
ジュールが得られる．しかし，どのようなタイプの生産スケジューリングまで
有効であるかに関する学術的な議論は少なくない．純粋なジョブショップタイ
プでは，制約条件そのものがスケジューリングの解に依存して決まる等，その
適用の有効性については知られていない． 
一般的にスケジューリング問題はボトルネック解消問題として捉えることが
可能である．交通渋滞の問題を考えれば容易に理解できるように，混雑してい
るところ，すなわち，負荷の最も大きなボトルネックに着目してこれを上手く
解消するようにスケジューリングすれば全体のスケジュールもうまくいくとい
うのは自然な発想である．また，スケジューリングの基準として納期遅れを避
けるために，早く作りすぎて多くの在庫を抱えてしまっては意味がない． 
DBR では，生産工程を隊列の進行にたとえ，最も歩くのが遅い構成員をボト
ルネックと捉える（ドラム）．この構成員が他の構成員の影響で立ち止まること
によって生じる遅れは二度と取り戻すことができないことから，直前の構成員
との間には充分な間隔（バッファー）を保つことによってこれを回避する．  
 
 
 
図 1.3.1 TOC スケジューリングシステム概要[30] 
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さらに隊列全体の長さが無駄に長くなること（仕掛の増大）を避けるためボ
トルネック構成員と先頭の構成員をロープで結ぶことによって隊列全体の同期
化が図られる．TOCでは，このDBRのロジックに従いスケジュールが作成され，
そのスケジューリングシステムは図 1.3.1 のように表される[30]． 
 
1.3.2 生産スケジューリング問題に関する既存研究 
 
生産スケジュールとは，どんな作業がいつ開始するかを述べる計画である．
生産計画は，生産性を高めるとともに，加工費用を最小化させるために生産活
動を調整する．生産計画では，各製品の販売計画，在庫計画に基づき，生産の
ための工程系列，その各要素工程での保有能力と所要能力から，それぞれの製
品の生産数量と生産時期を決める．なお，生産計画は大日程計画，中日程計画，
小日程計画に分けられ，月別，日別，時間別，あるいは製品別，職場別，作業
者・設備別と計画が細分化される． 
優先度と要員数は生産スケジューリングにおける 2 つの重要なキーワードで
ある．優先度は，何を最初に行われるべきか，要員数は，誰が行うべきかを表
す．Wight[31]ではスケジューリングを「タスクを遂行するためのタイミングの
確立」と定義した．生産企業では，様々なスケジューリングが存在する（各オ
ペレーションがそれぞれ開始から完成までのタイミングを示す生産指示に関す
る詳細なスケジューリング等を含んでいる）． 
Cox ら[32]は，詳細なスケジュールを「生産受注が納期までに完成するため，
これらがいつ行われるべきか示すためにスタートおよび(または)完成日を各オ
ペレーションあるいは各オペレーショングループへ実際に割り当てること」と
定義した．これらをオペレーションズ・スケジューリング，オーダ・スケジュ
ーリング，およびショップ・スケジューリングとして述べた． 
この数十年の間，フローショップに関するスケジューリング問題に取り組ん
だ研究が多く存在する．その中で，スケジューリングにおける最も一般的な目
的はメイクスパン（make span）の最小化である．メイクスパンを目的としたフ
ローショップ・スケジューリングに関するいくつかの重要な研究[36-50]が行わ
れた．フローショップ・スケジューリング問題の大部分は本来 NP-完全問題であ
ることは注目すべきである．多くの研究者が，大規模問題における最適解ある
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いは近最適解を得るため，ヒューリスティックス法の発展に努力を集中した．
スケジューリング問題におけるもう一つの重要な目的は，トータルフロータイ
ム（あるいはジョブ完成時間の合計）の最小化である．これは製造過程の中間
在庫を最小化することとこの中間在庫を最小化させるためのヒューリスティッ
クスの高度な発展により実現した[33-43]． 
上記の注目点以外に，ジョブのトータル遅れの最小化に関する研究と，これ
を実現するための効率なヒューリスティックス法を開発したいくつかの試みが
行われた[44-56]． 
制約理論(TOC)はスケジューリング分野における重要なソリューションとし
て Goldratt[57]によって提案された．Goldratt[57]によると，生産システムにおけ
る制約は以下の 2 つの条件により発生する．一つ目の条件は，リソースの需要
がキャパシティーを超過した時である．このようなリソースは，ボトルネック
と呼ぶ．特にリソースが仕事遂行のために要求されるあるいは計画されている
時間に到着しないことが考えられる．この場合は二つ目の条件として機械がボ
トルネックになる恐れがあると考える．そのようなリソースは臨時的なボトル
ネックあるいと呼ばれる． 
フローショップ・スケジューリングに関するほとんどの研究は，ボトルネッ
クの機械が存在しないと仮定した上で行われた． 
しかしながら，ボトルネック機械（2，3 台の機械群も）は実際に生産システ
ムに存在し，これらの機械がシステムへ障害をおよぼすことも考えられる．そ
のような場合では，ボトルネックに対する配慮とその解決法案を開発する必要
がある． 
システム制約条件を開発するために使用されるのは TOC の核心技術
drum-buffer-rope（DBR）である．ドラム（drum）は，全体のスループットを決
めるボトルネック工程（一般的には制約条件）である．バッファ （ーbutffer）は，
生産ラインやショップ内で発生しうるさまざまな不具合によってもたらされる
スループットの減少や納期の遅延を抑えるための保護的な時間である．ループ
（rope）は非制約工程（非制約条件）の制約工程（制約条件）への同期化を目的
とした資材の投入計画（一般的にはスケジューリング）である[58]． 
TOC及びそれに関連するDBR生産システムに関する研究の多くは競争するタ
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スク間の優先度を考慮しないことを明らかである[59-64]． 
鈴木ら[65]により，フローショップ問題に関する TOC スケジューリング（DBR
アルゴリズム）を対象に，メイクスパン最小化という評価の下では DBR アルゴ
リズムが良い結果を出さない場合があることを示し，今後どのような場合に
DBR アルゴリズムが有効であるかをさらに検討する余地があると思われる． 
Castill ら[66]では，鈴木ら[65]に基づき，システムがより複雑に（例えばジョブ
ショップと関係する問題）なるほど，鈴木ら[65]が提案したアルゴリズムの効率
が減少することに対して，メイクスパンを縮小するために，等しくなったロッ
トサイズに価値があることを提案した． 
ところが，先行研究のほとんどはメイクスパンや総作業時間，中間在庫の最
小化を図るための有効なアルゴリズムの提案が行われてきた．しかし，実際の
作業時間に関しては確定値として取り扱われたが，労働集約型生産現場におい
ては，実際な作業時間は作業者の作業効率の差異により，確定できない（確率
分布で表現される）不確実となるのは一般的である． 
 
1.3.3 生産スケジューリング問題における課題 
 
メイクスパンや総作業時間，総遅れ時間等時間の最小化を目的とした先行研
究では，取扱いのデータのほとんどは確定値である．しかし，実際の作業時間
は作業者の処理能力や機械の状態により確定値ではない場合が多く存在する．
作業時間が確定されない（確率分布で表現される）不確実な状態に関する確率
モデルの定式化が難しく，ほとんど行われなかった．全体最適化を実現した制
約理論（TOC）に関する研究の中では作業者の最適配置アプローチをボトルネ
ックの解消方法として考える文献がほとんどなかった．ボトルネックを解消す
るために作業者の実際の作業時間を確率的に変動する場合を考える時に，シス
テムの最小総期待費用をもたらす作業者の最適配置アプローチが有用なソリュ
ーションである． 
 
1.4 多期間制約サイクルモデル 
前述したように，ラインバランシング問題と生産スケジューリング問題にお
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いては既存のアプローチで解決できない問題が存在する． 
ラインバランシング問題において，作業者要因に関する考慮は組立てライン
バランシング問題を解決する際にめったにされなかった．作業者要因を無視で
きない服工場のような労働集約産業において，最適なタスク・シーケンスおよ
び最小化される遊休時間(あるいは目標作業時間)を実現できても，作業者の間に
能率差異（処理能力のバラツキ）や不確定な状況が存在するため，生産ライン
では遅れや遊休が発生するとバランスが崩れるので，こういったようなアンバ
ランス現象が発生することが容易に考えられる．前述したほとんどの研究では
この問題が無視された． 
本研究ではリセット多期間制約サイクルモデルを用いてラインバランシング
による編成効率が一定の場合に，つまり，作業要素時間の総和（納期），ステー
ション数（作業者数），サイクルタイム（目標作業時間）が一定となる場合に作
業者の熟練度により，作業者の実際の作業時間は確率的に変動することを考え，
目標作業時間より早かったり（遊休），遅かったり（遅れ）することが考えられ
る．このように，作業者の実際の作業時間に確率的に発生した遊休や遅れのよ
うなリスクを費用で評価するリセット多期間制約サイクルモデルの下で(1.4.1)
式のようにシステムの総期待費用が最小となる最適配置法則を提案することに
より，納期の厳守や費用の削減が実現できる． 
 
総期待費用 = 総加工費用＋遊休と遅れ費用の和  (1.4.1) 
 
生産スケジューリング問題において，メイクスパンや総作業時間，総遅れ時
間等時間の最小化を目的とした先行研究では，取扱いのデータのほとんどは確
定値である．しかし，実際の作業時間は作業者の処理能力や機械の状態により
確定値ではない場合が多く存在する．作業時間が確定されない（確率分布で表
現される）場合には，不確実な状態に関する確率モデルの定式化が難しく，ほ
とんど行われなかった．全体最適化を実現した制約理論（TOC）に関する研究
の中では作業者の最適配置アプローチをボトルネックの解消方法として考える
文献がほとんどなかった．作業者の最適配置に関する既存研究として，Suer[67]
は労働集約型マニュファクチャリングセルにおける作業者の最適配置について
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研究された．Zhao ら[68]は直列系システムに対して作業者の最適配置について
研究された．それ以外に，U 型生産ラインにおける作業者の最適配置[70-71]や
服工場における作業者シフトとロットサイズを考慮した作業者の最適配置[72]
をはじめ，作業者の最適配置に関する様々な研究がなされた[73-76]．ボトルネ
ックを解消するために作業者の実際の作業時間を確率的に変動する場合を考え
る時に，システムの最小総期待費用をもたらす作業者の最適配置アプローチが
有用なソリューションである．多期間制約サイクルリセットモデルは作業時間
の確率変動を考慮し，システムの最小総期待費用をもたらす作業者の最適配置
を求めることもできる． 
生産ラインにおいて，ある期間の成果や効率はその期間だけではなく，それ
以前に発生したリスクに左右される状況が多く考えられる．このようにリスク
が過去の状況に依存し，そして複数の期間にわたり反復的にリスクが発生する
状況を想定するモデルを多期間制約サイクルモデルと呼ぶ[77-79]．山本ら
[80-81][88]は多期間制約サイクルモデルにおける最適配置を効率よく算出でき
る分枝限定アルゴリズムを提案した（プログラムは付録 A-5 として収録）．多期
間制約サイクルモデルにおいては，各工程において加工が遅れた場合にその影
響が後工程に依存しない，または当該工程で人員増強等により後工程に影響さ
せないと仮定している（本論文ではリセットモデルと呼ぶ）[82-85]．しかし，
各工程において加工が遅れた場合にその影響が後工程に直接影響があることも
考えられる（本論文ではノンリセットモデルと呼ぶ）[86-87]． 
山本他[88-92]では，リセットモデルの下で，各工程に各作業者をどのように
配置すれば最も効率的，経済的かという問題（最適配置問題）を定義し，最適
配置問題を評価する期待費用の定式化と効率的に算出するアルゴリズムを提案
した．また，システムの最小期待費用をもたらす n 人の処理能力がすべて異な
る場合の最適配置の法則について数値的に考察した． 
 
1.5 研究目的 
 
本研究では，直列型混合ラインを例として考える場合，ある工程（期間）が
納期（制約）を満足するかどうかは前工程（前の期間）の状態に依存する多期
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間制約サイクルモデルを用いて期待費用を最小になるような最適配置を考える
だけでなく，ある条件下で，最適になる配置法則を提案する． 
具体的に，最適配置法則を理論的に導き出すため，その最初の段階として，
リセット多期間制約サイクルモデルにおいて，作業者が初心者と熟練者のよう
な（処理能力が異なる）2 つのグループに分けられる場合を考察する．少人数の
グループに属する作業者を特殊作業者，他方のグループに属する作業者を一般
作業者と定義し，特殊作業者の人数が 1 人または 2 人存在する場合の最適配置
法則に関する考察を行い，最適配置と費用や作業者の作業時間分布との関係（以
下，条件）を解析的に導出する．本論文では，リセット多期間制約サイクルモ
デルを混合ラインの例で考え，図 1.5.1 のように固定サイクル投入方式の場合は
目標作業時間（Z）が固定とし，可変サイクル投入方式の場合は目標作業時間（Z）
が可変とする場合の最適配置法則を定理として提案する．具体的に，Z が固定の
場合をさらに特殊作業者が 1 人の場合と特殊作業者が 2 人の場合に分ける．各
場合に特殊作業者が遅い場合と速い場合に分ける．Z が可変の場合でも同様に階
層化して各場合の最適配置法則を定理として提案する．また，定理の条件以外
の最適配置法則を見つけるために，数値実験を行う．最後に，最小な総期待費
用をもたらす最適な目標作業時間 Z と作業者が 3 グループ存在する場合の最適
配置について数値的に考察する． 
 
 
 
図 1.5.1 本論文で提案する最適配置法則の構造 
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1.6 論文構成 
 
本論文は全 6 章で構成されている． 
1 章では，本研究の背景と目的を明確にした． 
2 章では，リセット多期間制約サイクルモデルの定義，定式化を行い，リセッ
ト多期間制約サイクルモデルにおける最適配置問題を定義した． 
3 章と 4 章では，リセット多期間制約サイクルモデルにおいて，作業者が初心
者と熟練者のような（処理能力が異なる）2 つのグループに分けられる場合を考
察した．少人数のグループに属する作業者を特殊作業者，他方のグループに属
する作業者を一般作業者と定義し，特殊作業者の人数が 1 人または 2 人存在す
る場合の最適配置法則に関する考察を行った． 
3 章では，混合ラインの固定サイクル投入方式（目標作業時間が一定の場合）
を対象に作業者の最適配置法則に関する考察を行った．そして 1)処理能力の低
い特殊作業者が 1 人存在する場合は，その 1 人を最初の工程に配置，2)処理能力
の高い特殊作業者が 1 人存在する場合は，その 1 人を全工程の後半に配置する
ことが最適となる条件を解析的に示した．また，3)処理能力の低い特殊作業者が
2 人存在する場合は，その 2 人を第 1 工程と第 2 工程に，または第 1 工程と最後
の工程に配置， 4)処理能力の高い特殊作業者が 2 人存在する場合は，その 2 人
を全工程の後半に配置することが最適となる条件を解析的に示した．特に，処
理能力の高い特殊作業者が 1 人または 2 人存在する場合には，最適配置の法則
を用いて簡便な最適配置の算出方法を提案した．特殊作業者が 3 人存在する場
合には数値実験結果を用いて最適配置の法則の考察を行った． 
4 章では，混合ラインの可変サイクル投入方式（目標作業時間が可変の場合）
を対象に作業者の最適配置法則に関する考察を行った．初めに，3 章で考察した
各々の場合において目標作業時間が一定の場合と同じ最適配置となる条件を確
率変数の順序の考え方を用いて表現可能であることを解析的または数値実験に
よって示した．そのことにより，目標作業時間が可変の場合でも目標作業時間
が一定の場合と同じ方法で最適配置を算出することが可能であることを示した． 
5 章では，目標作業時間と費用及び納期の関係について考察を行った．そして，
18 
 
費用削減及び納期短縮となる最適目標作業時間の性質を求めた．さらに，作業
者が 3 つのグループに分けられる場合に対して最適配置法則に関する考察を行
った．そのことにより，作業者の処理能力が多様な場合の最適配置法則導出の
ための指針を得た． 
6 章では，本論文における結論と今後の課題を述べた． 
図 1.6.1 に本論文の構成を示す． 
 
 
 
図 1.6.1 本論文の構成 
 
 
 
 
1 章 序論 
5 章 
最適目標作業時間と作業者が 
3 グループの場合に関する 
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2 章 
多期間制約サイクルモデル 
における最適配置の定式化 
6 章 結論 
3 章 
目標作業時間が一定の場合の
最適配置法則の提案 
4 章 
目標作業時間が可変の場合の
最適配置法則の提案 
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本章では多期間制約サイクルモデル，特にリセット多期間制約サイクルモデ
ルについて述べる．リセットモデルの定式化を行ったうえ，リセットモデルに
おける最適配置問題について詳しく述べる． 
 
2.1 リセット多期間制約サイクルモデル 
 
初期に投入される材料は直列に配置されてある工程で順次に加工され，最後
に完成品になる．不確定下では，ある期間の成果や効率はその期間だけではな
く，それ以前に発生したリスクに左右される状況が多く考えられる．このよう
にリスクが過去の状況に依存し，そして複数の期間にわたり反復的にリスクが
発生する状況を想定するモデルを多期間制約サイクルモデルと呼ぶ．このよう
なモデルを図 2.1.1 に示す[78-79]． 
図 2.1.1 では，材料が左側から導入され，生産ラインの各工程で順次に加工さ
れながら，最後に完成品になる． 
 
 
 
 
 
図 2.1.1 多期間制約サイクルモデル 
 
 
 
第ｎ工程
入力
Ｚ
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出力
生産ライン
第２工程第１工程
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Z
n
材料 完成品
図1 多期間制約サイクルモデル
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各工程で，ばらつきを持つ実際の作業時間によってシステム全体のコストに
影響が与えられる．本論文では，作業時間がサイクル時間より大きくなる場合
には遅れ費用がかかり，小さくなる場合には遊休費用がかかると設定する．こ
のことは図 2.1.2 のような場合が考えられる．図 2.1.2 の中で縦軸は作業時間，
横軸は工程，Z は目標作業時間を表す．実際の作業時間にばらつきがあることに
より，作業時間は目標作業時間 Z より早く，遅く，ちょうど終了したという三つ
の場合が考えられる．また，各状態も連続に発生と単発に発生する場合を考え
られる．本論文では，単位時間の加工費用を
t
C ，早く終了した場合，機械の損
失や人件費の無駄などを想定し，すなわち遊休が発生した場合は単位時間あた
りのコストが sC かかると設定する．そして，遅れが発生した場合には遅れた分
を取り戻すために，されに作業者や機械を増やすなどが想定され，連続回数 k が
多くなるにつれて，単位時間あたりにかかる費用が大きくなるに設定し，k 回連
続発生すると単位時間あたりの費用 )(k
P
C がかかると設定する．つまり，遅れにな
る場合には連続遅れがシステム全体に与える影響も考える．  
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図2.1.2 作業時間と費用の関係 
 
 
図2.1.2に示しているように，リセット多期間制約サイクルモデルに用いられ
た作業時間と費用に関する各記号の定義を下記にまとめる． 
n：工程数． 
Z：工程全体のサイクル時間，各工程の制約条件である目標作業時間でもある． 
)(iT   ：工程 i の作業時間．ただし， ni 1 ． 
l   ：作業者のグループ，  BAl , ，A は特殊作業者を表し，B は一般作業者を
表す．  BAl , に対して， 
l
T   ：作業者 lの作業時間．ただし，各作業者の作業時間は互いに独立である．  
l
P    ：作業者 lが遊休となる確率，すなわち，  ZTP ll  Pr である． 
l
Q   ：作業者 lが遅れとなる確率，すなわち，  ZTQ ll  Pr である． 
l
TS  ：作業者 lの期待遊休時間，すなわち，   ZTITZETS lll  )( である． 
l
TL  ：作業者 lの期待遅れ時間，すなわち，   ZTIZTETL lll  )( である． 
t
C   ：各工程では，目標作業時間 Z に対して単位時間当たりの加工費用（ 0
t
C ）． 
S
C  ：単位時間あたりの遊休費用． 
P
C  ：単位時間あたりの遅れ費用． 
)(k
P
C ： k 工程連続して目標作業時間を超えたときの単位時間あたりの遅れ費用． 
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2.2 仮定と記号 
 
本論文で考察するリセットモデルを以下に述べる[91-93]． 
(1) 直列の生産ラインを考える．その生産ラインの工程数を nとする． 
(2) 製品は工程1，工程2，･･･，工程 nの順で加工され， n工程で製品1個を加工
する． 
(3) 仕掛品は，全て Z 時間で次の工程に移り加工される．すなわち， Z は工程全
体のサイクル時間となる． 
次に，作業者の作業時間の仮定を述べる． 
(4) 作業者の作業時間は互いに独立で，作業者 l の作業時間 lT は，確率密度関数
)(tf
l
の確率分布に従うとする．ただし， tは時間を表し，  BAl , である． 
(5) 上述したように Z は工程全体のサイクル時間を表すが，各工程においては目
標の時間でもあるので，以後 Z を目標作業時間と呼ぶことにする． 
このとき，  BAl , に対して， 
l
P：作業者 lが遊休となる確率，すなわち，  ZTP ll  Pr であり， 
l
Q ：作業者 lが遅れとなる確率，すなわち，  ZTQ ll  Pr であり， 
l
TS ：作業者 lの期待遊休時間，すなわち，   ZTITZETS lll  )( であり， 
l
TL ：作業者 lの期待遅れ時間，すなわち，   ZTIZTETL lll  )( である．ここ
で， )(I は指標関数で， 
 




)(0
)(1
が偽
が真
K
K
KI  
と定義する． 
次に，発生する費用として以下を考える（図2.1.2）[91-93]．本論文では，各
工程には，作業者や資源が，加工しているかしないかにかかわらず，時間 Z だ
け拘束されていると考えているために目標作業時間 Z に対して単位時間あたり
)0(
t
C の費用を考える．また，作業時間が遅れそうな場合には作業者の残業や
追加の資源を投入するなどして，加工が時間 Z になるようにすることを仮定し，
単位時間あたり遅れ費用 )(kPC を考える（このことが本論文で考察するモデルを
リセットモデルと呼ぶ由縁である）．逆に，加工が Z 以下で終了すると次の工程
に移るまでに仕掛の在庫が生じることを想定し，単位時間あたり遊休費用
)0(SC を考える． 
以上のことをまとめると次となる． 
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図2.2.1  )(iPC がiに対して非減少のイメージ 
 
(6) 各工程では，目標作業時間 Z に対して単位時間あたり )0(
t
C の費用が発生す
る． 
(7) 各工程において，作業時間が Z 以下になった場合，単位時間あたり遊休費用
)0(SC が発生する．逆に， 
(8) m工程連続して目標作業時間 Z を超えた場合は，超過したm番目の工程にお
いて単位時間あたり遅れ費用 )(m
P
C が発生する．ただし， nm 1 である．ま
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を満たすと定義する．ただし， nkkk
u
 
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である．すなわち， u
 mu 1 は同じ値を1個と数えた時の )(mPC  nm 1 の個数を表し， ok
 uo 1 は同一値となる )(mPC  nm 1 の個数を表す．また， uo 1 に対し
て 


o
o ki
1
 は
)(m
P
C の値がo 番目に異なる値となる連続遅れ工程数を表す（図
2.2.1参照）． 
作業時間と費用の関係を，縦軸に作業時間，横軸に工程をとった図2.1.2によ
り説明する．工程iの作業時間をT(i)とすると，例えば，工程1では，目標作業時
間Zまでに作業時間T(1)で終了している（T(1)<Z）．この場合には，工程1でかかっ
た総費用は目標作業時間 Z に対する加工費用Ct（単位時間あたり）に，T(1)からZ
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までの間で発生するCs（単位時間あたり）が加算される．一方，工程2では，目
標作業時間Zまでに作業時間T(2)が終了していない（T(2)>Z）．この場合は，目標作
業時間Zに対してCt（単位時間あたり）にZからT(2)までに発生する )1(PC （単位時
間あたり）が加算される．ここで注意されたいのは，工程iとi+1の場合のように，
2回連続して遅れた場合には，工程i+1にはZからT(i+1)までに
)2(
P
C （ )1()2(
PP
CC  ）が
発生する． 
以下の例で本モデルをイメージ的に説明する． 
図2.2.2のように製品Aは第1期において工程1で，第2期において工程2，第3期
において工程3，第4期において工程4で加工され製品として完成し出荷される． 
製品Bは第2期において工程1で，第3期において工程2，第4期において工程3，
第5期において工程4で加工され製品として完成し，製品として出荷される．こ
こで，全ての仕掛品が次の工程に移る時間は同じである（加工開始からZ時間）．
例えば，第4期においては，製品Aは工程4，製品Bは工程3，製品Cは工程2，製
品Dは工程1で，加工されているが，次の第5期で，製品Aが出荷，製品Bが工程4，
製品Cが工程3，製品Dが工程2に移り加工され始めるタイミングは，加工開始か
らZ時間であり，全工程同様である．各期間の長さはZなので，第4期は3Zから開
始され4Zで終了，第5期は4Zから開始され5Zで終了となる．一つの期間において，
全ての工程が同時に実行され（ラインの開始時を除く）ていることになる．  
このような状況のもとで，本論文では，各作業者をどのように各工程に割り
当て（配置す）れば，最も期待費用が安くなるかという問題を考察している． 
期間        工程                     1 2 3 4
1期 A ― ― ―
2期 B ― A ― ―
3期 C ― B ― A ―
4期 D ― C ― B ― A
5期 E ― D ― C ― B
6期 F ― E ― D ― C
7期 G ― F ― E ― D
8期 H ― G ― F ― E
… … … … …
 
図2.2.2 リセット多期間制約サイクルモデルのイメージ図 
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2.3 総期待費用の定式化 
 
本節では，リセットモデルにおける総期待費用の定式化を行う． 
本論文ではシステム全体の総期待費用は総加工費用，総遊休費用および総遅
れ費用から構成される[78][91-93]．式で表すと 
総期待費用＝総加工費用＋総遊休と遅れ費用の和 
になる． 
ここで，総期待費用はTC ，総加工費用は単位時間あたりの加工費用 tC と各工
程の目標サイクル時間 Z と工程数 nで求められ，総遊休と遅れ費用の和は )(nf
なので，公式で上の式を表すと(2.3.1)式になる． 
)(nfZnCTC t        (2.3.1) 
 )()2()1( ,,,; iTTTiC  で処理能力の異なる i人の作業者がその順番で工程 1から工
程 iに配置されている場合の工程 iで発生する遊休費用または遅れ費用を表すと 
 
 
 












),,,(
)(
,,,;
)()1()(
)(
)(
)()(
)()2()1(
の時
の時
ijj
i
ji
P
iiS
i
TZTZTZ
ZTC
TZTZC
TTTiC


                (2.3.2) 
になる．ただし， 10  ij であり，工程 1 から工程 iにおいて遊休となる工程
がない場合は， 0j と定義する． 
工程数 n の生産ラインにおける期待費用は次の定理[78-86]で求められる． 
 
定理： 
工程数 n の生産ラインにおける総期待費用TC は 
),,2,1;( nnfZnCTC t        (2.3.3) 
で表される．ただし， ni 1 に対して， 
   





 

i
m
kTTTmCEnif
1
)()2()1( ,,,;,...,2,1;      (2.3.4) 
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である． nl 1 に対して 
 
 
   
   dttfZtTL
dttftZTS
dttfQ
dttfP
lzl
z
ll
z ll
z
ll










0
0
      (2.3.5) 
の設定の下で期待費用TC は(2.3.3)式で求められる．ただし，  nnf ,,2,1;  は以下
のように表すことができる． 
ni 1 に対して， 
 
 
   
 









 



1,
1,,1
,,2,1;1
,,2,1;
)1(
)1(
)1(
)(
1
0
)(
)(
iTLCTSC
iTSCjihTLC
nif
nif
PS
iS
i
j
i
ji
P


   (2.3.6) 
である．ここで， )1(0 niij   に対して， 
 
 
 
 












 



jiP
jQ
jQP
jih
j
i
m
m
i
jm
mj
,
0,
1,
,
1
1
     (2.3.7) 
である． 
 
性質: 
ni 2 に対して 
   1,,2,1;1),,2,1;  iifiif      (2.3.8) 
である． 
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2.4 リセットモデルにおける最適配置問題 
 
最適配置問題を考えるために，以下の記号を定義する． 
 
2.4.1 目標作業時間が一定の場合 
 
特殊作業者が 1 人存在する場合： 
ni 1 に対して 
)(i ：1 人の特殊作業者 Aを工程 iに配置し， 1n 人の一般作業者 B を工程 i 以
外の工程に配置する配置． 
 )(; inTC  ：配置 )(i で作業者が配置されている場合の工程 1 から工程nまでの
n 工程の総期待費用（(2.4.1)式） 
   )(;)(; infZnCinTC t        (2.4.1) 
とする．ここで， 
))(;( inf  ：配置 )(i において n 工程で発生した遊休と遅れによる期待費用であ
る． 
この時，最適配置問題は 
 )(;min);(
1
* inTCnTC
ni


 ，     (2.4.2) 
 
特殊作業者が2人存在する場合： 
nji 1 に対して 
),( ji ：2人の特殊作業者Aを工程iと工程jに配置し，n-2人の一般作業者Bを工程i
と工程j以外の工程に配置する配置 
 ),(; jinTC  ：配置 ),( ji で作業者が配置されている場合の工程1から工程nまでの
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n工程の総期待費用（(2.4.3)式） 
とする． 
   ),(;),(; jinfZnCjinTC
t
  .    (2.4.3) 
ここで， 
)),(;( jinf  ：配置 ),( ji においてn工程で発生した遊休と遅れによる期待費用で
ある． 
この時，最適配置問題は 
 ),(;min);(
1
* jinTCnTC
nji


 ，    (2.4.4) 
を満足する配置 * を求める問題として表される． 
ただし，(2.4.3)式からわかるように，目標作業時間Zが一定の場合，n工程の総
目標加工費用nCtZが一定なので，(2.4.4)式を 
 ),(;min);(
1
* jinfnf
nji


 ，    (2.4.5) 
と書き直すことができる． 
 
2.4.2 目標作業時間が可変の場合 
 
特殊作業者が 1 人存在する場合： 
ni 1 に対して 
)(i ：1 人の特殊作業者 Aを工程 iに配置し， 1n 人の一般作業者 B を工程 i 以
外の工程に配置する配置， 
 )(,; iZnTC  ：目標作業時間 Z で，配置 )(i で作業者が配置されている場合の工
程 1 から工程 nまでの n 工程の総期待費用（(2.4.6)式） 
とする． 
       )(,;)(,; iZnfEZEnCiZnTCE t     (2.4.6) 
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ここで， 
))(,;( iZnf  ：目標作業時間 Z，配置 )(i において工程 1 から工程 n までのn工程
で発生した遊休と遅れによる期待費用である． 
この時，最適配置問題は 
     )(,;,; * iZnTCEZnTCE       (2.4.7) 
を満足する配置 * を求める問題として表される． 
 
特殊作業者が 2 人存在する場合： 
nji 1 に対して 
),( ji ：2人の特殊作業者Aを工程iと工程jに配置し，n-2人の一般作業者Bを工程i
と工程j以外の工程に配置する配置 
 ),(,; jiZnTC  ：目標作業時間Zで，配置 ),( ji で作業者が配置されている場合の
工程1から工程nまでのn工程の総期待費用（(2.4.8)式） 
とする． 
       ),(,;),(,; jiZnfEZEnCjiZnTCE
t
    (2.4.8) 
ここで， 
)),(,;( jiZnf  ：目標作業時間Z，配置 ),( ji においてn工程で発生した遊休と遅れ
による期待費用である． 
この時，最適配置問題は 
     ),(,;,; * jiZnTCEZnTCE      (2.4.9) 
を満足する配置 * を求める問題として表される．ここで，配置 * を本論文では
最適配置と呼ぶ． 
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2.5 結言 
 
本章では多期間制約サイクルモデルを述べたうえ，リスクを費用にできるリ
セット多期間制約サイクルモデルについて定式化を行った．さらに，混合ライ
ン生産システムを考えた．混合ライン生産システムにおいて，固定サイクル投
入方式の場合は目標作業時間が一定となる．一方，可変サイクル投入方式の場
合は目標作業時間が可変となる．上記の状況を踏まえ，リセットモデルにおけ
る最適配置問題について目標作業時間が一定な場合と可変な場合に分け，それ
ぞれの定式化を行った．第 3 章で目標作業時間が一定な場合，第 4 章で目標作
業時間が可変な場合の最適配置法則について詳しく論じる． 
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第 3 章 目標作業時間が一定の場合の最適配置法則 
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本章では，作業者が加工スピードの速いか遅いによって，作業者が 2 グルー
プに分かれる場合において，各工程の目標作業時間が一定の場合において，作
業者の最適配置の法則を提案し，法則で提案された条件以外の条件の場合につ
いては，数値実験を通じて考察する． 
 
3.1 最適配置法則 
 本節では，作業者の最適配置法則について定理として提案する．具体的に加
工率が 2 グループの作業者が居る内，より少人数の 1 グループの作業者を特殊
作業者，他方の作業者を一般作業者とする．本節において，特殊作業者の人数
が 1 人居る場合と 2 人居る場合を考える． 
 
3.1.1 作業者が 2 グループ，特殊作業者が 1 人居る場合 
 
本項では，作業者が 2 グループ居るうち，特殊作業者 A が 1 人，一般作業者 B
が n-1 人居る時の最適配置について考察する．図 3.1.1 に示すように，配置 )(i は
作業者 A を工程 i に配置する配置とする．つまり， )(i と )1( i は作業者 A と
B を配置するとき，特殊作業者 A を工程 iと工程 1i に置く配列を意味する． 
定理を提案する前に，定理の証明に用いられる補助定理を述べる． 
配置 )(i の時の n 工程で発生する費用を  )(; inf  とすると，次の補助定理 1
が成立する． 
 
工程 1 2 3 … i -1 i i +1 i +2 … n
π( i  ) B B B B A B B B
 
図 3.1.1 各工程に配置される作業者 
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補助定理 1 
11  ni に対して 
     
 
 
 
  AiB
B
B
A
Ai
P
i
P
in
a
a
P
a
P
a
B
i
a
a
P
a
P
a
B
BBA
QQ
Q
TL
Q
TL
CC
CCQ
CCQ
TLQQ
infinf
































)()1(
1
1
)1()(1
1
1
)1()(1
;1; 
   (3.1.1) 
が成立する．ただし， 
 dttfQ
Z
AA 

      (3.1.2) 
 dttfQ
Z
BB 

      (3.1.3) 
   dttfZtTL A
Z
A 

     (3.1.4) 
   dttfZtTL B
Z
B 

     (3.1.5) 
である． 
証明） 
付録 A-1 に収録する． 
 
補助定理 2 
  





 
1
1
)1()(1
1
1
)1()(1 )()(,
in
PPB
i
PPB CCQCCQnig



      (3.1.6) 
とすると，以下の性質が成立する． 
1) )(iPC が i に対して非減少ならば，
2
n
i  に対して   0, nig ，
2
n
i  に対して
  0, nig である． 
2) mn 2 とする．この時， 1,,1,0  mj  に対して ),(),( njmgnmjg  であ
る．特に， 0),( nmg である． 
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3) 12  mn とする．この時， 1,,2,1  mj  に対して ),1(),( njmgnmjg 
である． 
証明） 
付録 A-2 に収録する． 
 
上記の補助定理を用いて，定理 D-1 が証明される． 
 
定理 D-1-1[90] 
)(i
PC が iに対して非減少で， AB QQ  かつ
A
A
B
B
Q
TL
Q
TL
 ならば配置 )1( が最適配置
となる． 
 
定理 D-1-2[90] 
)(i
PC が i に対して非減少で， AB QQ  かつ
A
A
B
B
Q
TL
Q
TL
 ならば最適配置 )(i は
)
2
(
n
i  に存在する． 
さらに，
2
n
i  に対して
)(
)(
),(
)()1(1
1
)()1(1
i
P
i
P
i
B
i
in
PPB
CCQ
CCQ
nih








　


が非減少であるとする． 
また，
A
AB
B
B
A
A
B
B
Q
QQ
Q
TL
Q
TL
Q
TL
L
)( 







 とする． 
このとき， 
1) ),1( nnhL  ならば，最適配置は )(n である． 
2) 上記以外のとき， 
2-a) mn 2 の場合は 
最適配置は )(v である．ただし，  ),(|min nihLiv  である． 
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2-b) 12  mn の場合は 
①
)(
)(
)1()2(
)()1(





m
P
m
PB
m
P
m
P
CCQ
CC
L
　
　
のとき，最適配置は )1( m である． 
②
)(
)(
)1()2(
)()1(





m
P
m
PB
m
P
m
P
CCQ
CC
L
　
　
のとき，最適配置は )(v である．ただし，
 ),(|min nihLiv  である． 
(注 1) )()1( iP
i
P CC 
 が一定ならば ),( nih は増加する． 
(注 2) vはかならず
2
n
v  となる． 
証明） 
11  ni に対して 
  AiB
B
B
A
Ai
P
i
Pi QQ
Q
TL
Q
TL
CCA 





  )()1(    (3.1.7) 
とすると，補助定理 1 と(3.1.6)式より， 
          iBBA AnigTLQQinfinf  ,;1;   (3.1.8) 
となる． 
定理 D-1-1 の場合 
厳密に
2
n
i  の時，(3.1.9)式，
2
n
i  の時，(3.1.10)式を証明する．この時， ))(;( inf 
が図 3.1.2 に示すようになれば )1( が最適配置であることに注意されたい． 
 
図 3.1.2 定理 D-1-1 における  )(; inf  について 
1  2  3 ... 1
2
n  
2
n    1
2
n   ...   n  工程 i 
 )(; inf 
 )(;min inf 
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定理 D-1-1 の条件が成立する場合は， 0iA となる．また，補助定理 2 の 1) よ
り
2
n
i  に対して 0),( nig となること，また AB QQ  であることより，(3.1.8)式
から， 
2
n
i  に対して 
   )(;)1(; infinf        (3.1.9) 
が成立する．次に， 
2
n
i  に対して 
   )1(;)1(;  nfinf       (3.1.10) 
であることを証明する． 
今， ni 1 に対して 
   
   







i
j
j
i
j
BBA
i
j
AnjgTLQQ
jnfjnf
nfinf
11
1
),()(
)(;)1(;
)1(;)1(;


  (3.1.11) 
である． 
mn 2 とすると補助定理 2 の 2) より 
 
















12
1
1
2
1
1
1
1
11
),(
),(),(
),(),(),(
im
j
m
imj
m
j
mi
j
m
j
i
j
njg
njgnjg
njmgnjgnjg
   (3.1.12) 
となる． 
また，補助定理 2 の 1) より
2
n
i  に対して 0),(
12
1



im
j
njg なので，(3.1.11)式か
ら 
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    0)1(;)1(;   nfinf     (3.1.13) 
が成立する． 
次に， 12  mn の時，補助定理 2 の 3) より 














m
imj
m
imj
m
j
mi
j
m
j
mi
j
m
j
i
j
njg
njgnjg
njmgnjg
nmjgnjgnjg
2
121
11
111
),(
),(),(
),1(),(
),(),(),(
  (3.1.14) 
であり，補助定理 2 より
2
n
i  に対して 0),(
2


m
imj
njg なので，(3.1.11)式から 
    0)1(;)1(;   nfinf     (3.1.15) 
が成立する． 
よって(3.1.10)式が成立する． 
(3.1.9)式および(3.1.10)式が成立することより定理 D-1-1 が証明された． 
 
定理 D-1-2 の場合 
この場合は， 0iA となる．また，補助定理 2 の 1) より
2
n
i  に対して
0),( nig となる．したがって，(3.1.8)式及び AB QQ  であることから， 
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2
n
i  に対して 
   )(;)1(; infinf       (3.1.16) 
となる． 
(3.1.16)式は，最適解が







2
)(
n
ii には存在しないことを意味する（図 3.1.3）． 
さらに，補助定理 1 から， 
　11  ni に対して， 
   
 )(
)()()(
)1(;)(;
)1()(
1
1
)1()(1
1
1
)1()(1
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i
B
B
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P
i
P
in
PPB
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PPBBAB
QQ
Q
TL
Q
TL
CC
CCQCCQTLQQ
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



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






















 (3.1.17) 
が成立する．さらに，補助定理 2 から，
2
n
i  に対して， 
   
 
 )(
)(
)1(;)(;
)()1(
1
)()1(1
　A
i
B
A
A
B
Bi
P
i
P
i
in
PPBBAB
QQ
Q
TL
Q
TL
CC
CCQTLQQ
infinf

















   (3.1.18) 
となる．     0)1(;)(;  infinf  と ),( nihL  は同値となることに注意すると以
図 3.1.3 定理 D-1-2 における  )(; inf  について 
1  2  3  …  1
2
n   
2
n    1
2
n  …  m  …  n  工程 i 
 )(; inf 
 )(;min inf 
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下が成立する． 
1) ),1( nnhL  ならば，
2
n
i  に対して ),( nih が非減少であることと(3.1.18)式よ
り， 11  ni に対して，     0)1(;)(;  infinf  である．よって，最適配
置は )(n となる． 
 
2-a) mn 2 の場合 
2
n
i  に対して ),( nih が非減少であることと，補助定理 2 から 0)2,( mmh であ
る．また， 
11  ki に対して     0)1(;)(;  infinf   
1,,1,  nkki  に対して     0)1(;)(;  infinf   
であることより，最適配置は )(v である．ただし，  ),(|min nihLiv  である． 
2-b) 12  mn の場合 
 
 
 
   )1()2(
)()1(
)1()2(
)()1(1
)1()2(
)()1(1
)12,(

















m
P
m
PB
m
P
m
P
m
P
m
P
m
B
m
P
m
P
m
B
m
P
m
P
m
B
m
m
PPB
CCQ
CC
CCQ
CCQ
CCQ
CCQ
mmh
　
　
　


   (3.1.19) 
となる．また，(3.1.17)式より， 
mi 1 に対して     0)1(;)(;  infinf  である．
2
n
i  に対して ),( nih が非減
少であることに注意すると， 
 )1()2(
)()1(





m
P
m
PB
m
p
m
P
CCQ
CC
L
　
　
のときは， 1 mi で初めて     0)1(;)(;  infinf  と
なったことを意味するので， 
mi 1 に対して     0)1(;)(;  infinf   
1,,2,1  nmmi  に対して     0)1(;)(;  infinf   
であることより，最適配置は )1( m であり， 
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 )1()2(
)()1(





m
P
m
PB
m
P
m
P
CCQ
CC
L
　
　
のときは， 
11  ki に対して     0)1(;)(;  infinf   
1,,1,  nkki  に対して     0)1(;)(;  infinf   
であることより，最適配置は )(v である．ただし，  ),(|min nihLiv  である． 
以上のことより定理 D-1-2 が証明された． 
（定理 D-1 の証明終了） 
 
ここで，  BAl , に対して
l
l
Q
TL
は作業者 lが遅れるという条件の下での遅れ時
間の期待値   ZTZTE ll  となることに注意されたい． 
特に作業者の作業時間が指数分布に従う場合には次の系が得られる． 
 
系 D-1 
 BAl , に対して作業者 lの作業時間の確率密度関数  tf l を 
  tll letf
       (3.1.20) 
とする．ただし， l は作業者 lの加工率である． 
このとき， 
1) 
)(i
PC が iに対して非減少で， BA   ならば配置 )1( が最適配置となる． 
2) 
)(i
PC が iに対して非減少で， BA   ならば最適配置は )(i )
2
(
n
i  のいずれか
となる． 
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証明） 
(3.1.20)式が成立するなら，(3.1.2)，(3.1.3)，(3.1.4)，(3.1.5)式から，  
 
 
   
    z
B
BzB
z
A
AzA
z
z BB
z
z AA
B
A
B
A
edttfZtTL
edttfZtTL
edttfQ
edttfQ


















1
1
   (3.1.21) 
が成立する． 
また， 
BA   なら，(3.1.21)式より， 
AB QQ       (3.1.22) 
A
A
B
B
Q
TL
Q
TL
      (3.1.23) 
が成立するから，定理 D-1-1 より，系 D-1-1 が証明される． 
BA   なら，(3.1.21)式より， 
AB QQ       (3.1.24) 
A
A
B
B
Q
TL
Q
TL
      (3.1.25) 
が成立するから，定理 D-1-2 より，系 D-1-2 が証明される． 
（系の証明終了） 
 
定理の結果について，定理 D-1-1 は n-1 人の作業者に比して作業の遅い（作業
時間が長い）1 人の作業者を工程 1 に配置（図 3.1.4），定理 D-1-2 は 1n 人の作
業者に比して作業の早い（作業時間が短い）1 人の作業者を全工程の後半に配置
すべきであることを示している．さらに，定理 D-1-2 については，作業の早い作
業者を全工程の後半のどの工程に配置するかを判別するため，新たな条件をつ
け，条件によってどう配置するかを判別できる（図 3.1.5，3.1.6，3.1.7，3.1.8）．
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図 3.1.5 では，定理 D-1-2 (2-a)の条件を満たせば，工程数が奇数の場合（図 3.1.5
の a）も偶数の場合（図 3.1.5 の b）も，特殊作業者 A を最後の工程に配置すれ
ば，最適配置になる．図 3.1.6 では，定理 D-1-2 (2-a)（工程数が偶数の場合）の
条件を満たせば，図 3.1.6 のような配置は最適配置になる．図 3.1.7，図 3.1.8 で
は，定理 D-1-2 (2-b)（工程数が奇数の場合）の条件を満たせば，条件①なら図
3.1.7 のような配置，条件②なら図 3.1.8 のような配置が最適配置になる．定理で
示している条件は 1 つの十分条件に過ぎない．5 章において，定理以外の十分条
件を調べるため具体的な数値実験を行う． 
 
図 3.1.4 作業の遅い特殊作業者が 1 人の場合の最適配置  1  
 
a. 工程数が奇数の場合 
 
b. 工程数が偶数の場合 
図 3.1.5 定理 D-1-2-(1)の最適配置イメージ図 
時間 
A 
B B B B 
工程 1     2     3     4    5 
B B B 
A 
B 
時間 
工程 
B B 
 1    2    3   4    5    6   7 
工程 
B B B 
A 
B 
時間 
B B B 
  1   2   3    4   5   6    7   8 
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a. 配置  7 のイメージ 
 
b. 配置  5 のイメージ 
図 3.1.6  定理 D-1-2-(2-a)工程数が偶数の場合の最適配置イメージ図 
 
 
図 3.1.7 定理 D-1-2 (2-b)の最適配置のイメージ図（条件①） 
 
B B B 
A 
B 
時間 
工程 
B B B 
 1   2   3    4   5   6    7   8 
B B B 
A 
B 
時間 
工
B B B 
 1   2   3    4   5   6    7   8 
B B B 
A 
B B B 
1    2    3    4   5    6   7 
時間 
工程 
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a. 配置  6 のイメージ 
 
b. 配置  5 のイメージ 
図 3.1.8 定理 D-1-2 (2-b)の最適配置のイメージ図（条件②） 
 
3.1.2 作業者が 2 グループ，特殊作業者が 2 人居る場合 
n-2 人の作業者 B と 2 人の特殊作業者 A が存在する場合を考える．図に示すよ
うに，配置 ),( ji は 2 人の作業者 A を工程 i と工程 j に配置する配置を表す．つ
まり， ),( ji と )1,( ji は作業者 A と B を配置するとき，2 人の特殊作業者 A を
i工程と j 工程，i 工程と j+1 工程に置く配列を意味する． 
配置 ),( ji の時の n 工程で発生する費用を  ),(; jinf  とすると，次の補助定理
3，補助定理 4 が成立する． 
 
工程 1 2 3 … i -1 i i +1 … j -1 j j +1 … n
π (i , j ) B B B … B A B … B A B … B
π (i , j +1) B B B … B A B … B B A … B  
図 3.1.9 配置 )1,(),,( jiji  において各工程への作業者の配置状況 
B B B 
A 
B 
時間 
工程 
B B 
1    2    3    4   5    6   7 
B B B 
A 
B B B 
時間 
1    2    3    4   5    6   7 工程 
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図 3.1.9 に示すように，配置 ),( ji と )1,( ji において総遊休と遅れ費用
 ),(; jinf  と  )1,(; jinf  の相殺できない場合について補助定理 3 で考察する．  
 
補助定理3 
uo 1 を満たすo（2.2節 仮定8）に対して 
   
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   





















































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


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,
,
,
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BBA
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P
j
P
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B
Aij
B
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P
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PBA
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jiATLQQ
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TL
Q
TL
QQCC
TLTL
Q
Q
QCCQQ
jiATLQQ
jinfjinf 
(3.1.26) 
となる．ただし， 
          
B
A
j
ij
BPP
ij
BPP
jn
BPP
Q
Q
QCCQCCQCCjiA    









1
1)()1(
1
1
1)()1(
1
1
1)()1(,





  
とする． 
 
証明）付録A-3に示す． 
 
さらに，図 3.1.10 に示すように，配置 ),( ji と ),1( ji  において総遊休と遅れ
費用  ),(; jinf  と  ),1(; jinf  の相殺できない場合について補助定理 4 を提案
する． 
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補助定理 4 
uo 1 を満たすoに対して， 
   
     
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A
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B
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P
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P
A
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P
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jjii
Q
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QQCC
TLQCCQQjiBTLQQ
jinfjinf 
 (3.1.27) 
となる．ただし， 
             









1
1
1)()1(
1
1)()1(
2
1
1)()1(,
i
BPP
B
A
in
ij
BPP
ij
BPP
QCC
Q
Q
QCCQCCjiB





  
とする． 
 
工程 1 2 3 … i -1 i i +1 … j -1 j j +1 … n
π (i , j ) B B B … B A B … B A B … B
π (i +1, j ) B B B … B B A … B A B … B  
図 3.1.10 配置 ),1(),,( jiji  において各工程への作業者の配置状況 
 
証明）付録A-4に示す． 
補助定理 3 と補助定理 4 より，特殊作業者が 2 人居る場合の最適配置法則
（定理）は以下のように得られる． 
 
定理 D-2-1 















AB
B
B
A
A
A
A
QQ
Q
TL
Q
TL
Q
TL
M
11
， 
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また， uo 1 を満たす o に対して，
)1()(
)()1(





oj
P
oj
P
oj
P
oj
P
o
CC
CC
L ，ただし， 

o
o kj
1
  
とすると， 
)(i
P
C が iに対して非減少，
BA
QQ  かつ
B
B
A
A
Q
TL
Q
TL
 で， 
(1) ML
o
max ならば， ),1( n が最適配置， 
(2) ML
o
min ならば， )2,1( が最適配置 
である． 
定理 D-2-2 
)(i
P
C が i に対して非減少，
BA
QQ  かつ
B
B
A
A
Q
TL
Q
TL
 ならば，最適配置 ),( ji は









2
,
2
1
),(
n
j
j
iji にある． 
 
証明） 
定理 D-2-1 の(1)について： 
nji 1 を満たす iと j に対して， 
    0),1(;),(;  jnfjinf       (3.1.28) 
となる（図 3.1.11）．また， 
nj 2 を満たす j に対して， 
    0),1(;),1(;  jnfnnf       (3.1.29) 
となること（図 3.1.12）を証明すれば， ),1( n が最適配置であることがいえる． 
次の a)と b)の二つのステップで(3.1.28)式を証明する． 
a) n
j
i 


2
1
1 を満たす iと j に対して， 
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    0),(;),1(;  jinfjinf       (3.1.30) 
が成立することを示す． 
nji 1 を満たす iと j に対して，補助定理 2 より， 
   
ji
ij i
BBA
SggTLQQjinfjinf
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1
1
1
1)()()(),(;),1(; 
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  



 
  (3.1.31) 
となる．ここで， 
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   (3.1.32) 
とする．また， 
    1)()1(   
BPP
QCCg     (3.1.33) 
とする． 
)(
PC が に対して非減少で， BA QQ  かつ
B
B
A
A
Q
TL
Q
TL
 ならば，(3.1.31)式より， 
01
,

ji
S       (3.1.34) 
となる．また，(3.1.32)式より， 
n
j
i 


2
1
1 を満たす iと j に対して， 
0)()()(
21
1
2
1
 






ij
i
iij
ggg

    (3.1.35) 
となる． 
(3.1.33)式と(3.1.34)式より，(3.1.31)式から， 
52 
 
n
j
i 


2
1
1 を満たす iと j に対して 
    0),(;),1(;  jinfjinf     (3.1.36) 
が成立する（図 3.1.11）． 
よって，(3.1.30)式が証明される． 
次に， 
b) nji 1 を満たす iと j に対して 
    0),1(;),(;  jnfjinf      (3.1.37) 
が成立することを示す． 
今， nji 1 を満たす iと j に対して， 
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   (3.1.38) 
である． 
nji 1 を満たす iと j に対して， 
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


   (3.1.39) 
となる． 
)(
P
C が に対して非減少で，
BA
QQ  ならば，(3.1.34)式と(3.1.39)式より，(3.1.38)
式から， 
nji 1 を満たす iと j に対して， 
    0),1(;),(;  jnfjinf      (3.1.40) 
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が成立する． 
よって(3.1.37)式が証明される． 
(3.1.30)式及び(3.1.37)式が成立することより，(3.1.28)式が証明される． 
次に， 
   uonjjjjj oooo   11,1211 11 を満たす j と， 
   uonjjj oo  12 を満たす j  
に分けて c)と d)の二つのステップで(3.1.29)式が成立することを以下に示す． 
ここで， )(i
P
C が iに対して非減少という条件で証明の便宜を図るため，仮定 8
のように uo 1 を満たすoに対して 


o
o kj
1
 とする． 
c)   uonjjjjj oooo   11,1211 11 を満たす j に対して， 
    0),1(;),1(;  jnfnnf      (3.1.41) 
が成立することを示す（図 3.1.11）． 
今，   uonjjjjj oooo   11,1211 11 を満たす j に対して，補助
定理 1 より， 
   
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













2
1
1)()1(
1
1
1)()1(
),1(;)1,1(;
j
BPP
jn
BPPBBA QCCQCCTLQQ
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



 (3.1.42) 
となる． 
)(
PC が に対して非減少ならば，(3.1.33)式より， 
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図 3.1.11 定理 D-2-1 の(1)における i に対する  ),(; jinf  の変化 
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11 11 を満たす j に対して， 
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jjn
ggg

    (3.1.43) 
となる．また，
BA
QQ  であることと(3.1.43)式より，(3.1.42)式から， 
 










uonjj
n
jjj
oooo
11,1
2
1
11
11
を満たす j に対して， 
    0),1(;)1,1(;  jnfjnf     (3.1.44) 
が成立する（図 3.1.12）．また， 
 
 
図 3.1.12 定理 D-2-1 の(1)における j に対する  ),1(; jnf  の変化 
 
 
工程 j 
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2
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2
1n    ...   m    ...    n 
 ),1(; jnf 
 ),1(; nnf 
工程 i 
 ),1(; jnf 
1   2  ...     1
2
1 j     
2
1j    ...    m   ...    j-1 
 ),(; jinf 
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図 3.1.13    uonjjjjj oooo   11,1211 11 と
  uonjjj
oo
 12 における  ),1(; jnf  の変化のイメージ 
 
 










uo
n
jjjjj
oooo
1
2
1
1,1211
11
を満たす j に対して， 
    0),1(;),1(;  jnfnnf     (3.1.45) 
も同様に示すことができる． 
(3.1.44)式と(3.1.45)式より，(3.1.41)式が証明される． 
次に， 
d)   uonjjj oo  12 を満たす j に対して，  
    0),1(;),1(;  jnfnnf      (3.1.46) 
が成立することを示す（図 3.1.13）． 
   jDQQQS j
BBAji
 1
,
2     (3.1.47) 
とする．ただし， 
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とすると，補助定理 1 と(3.1.33)式より， 
  uonjjj
oo
 12 を満たす j に対して， 
 
図 3.1.14 定理 D-2-1 の(2)における j に対する  ),1(; jnf  の変化 
 
 
図 3.1.15 定理 D-2-2 における i に対する  ),(; jinf  の変化 
 
 
図 3.1.16 定理 D-2-2 における j に対する  ),(; jinf  の変化 
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   
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
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


 
  (3.1.48) 
となる． 
)(
PC が に対して非減少ならば， MLo max であることから， 
  0jD       (3.1.49) 
となることと
BA
QQ  であることから，(3.1.47)式より 
02
,

ji
S       (3.1.50) 
となる． 
BA
QQ  であることと(3.1.50)式から，(3.1.48)式より， 
 








 uonj
n
jj
oo
1
2
1
を満たす j に対して， 
    0),1(;)1,1(;  jnfjnf     (3.1.51) 
が成立する（図 3.1.12）．また， 
 








 uo
n
jjj
oo
1
2
1
2 を満たす j に対して， 
    0),1(;),1(;  jnfnnf      (3.1.52) 
も同様に示すことができる． 
(3.1.51)式と(3.1.52)式が成立することより，(3.1.46)式が証明される． 
(3.1.41)式と(3.1.46)式が成立することより，(3.1.29)式が証明される． 
(3.1.28)式と(3.1.29)式が成立することより，定理 D-2-1 の(1)が証明される． 
 
定理 D-2-1 の(2)について： 
定理 D-2-1 の(1)の証明と同様に， 
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)(i
P
C が iに対して非減少，
BA
QQ  かつ
B
B
A
A
Q
TL
Q
TL
 で， MLo min ならば，(3.1.29)
式より， 
nj 2 を満たす j に対して， 
    0)2,1(;)1,1(;   nfjnf    (3.1.53) 
となる． 
(3.1.28)式と(3.1.53)式から，定理 D-2-1 の(2)が証明される（図 3.1.14）． 
よって，定理 D-2-1 が証明される． 
（定理 D-2-1 証明終了） 
定理 D-2-2 について： 
)(i
PC が iに対して非減少， BA QQ  かつ
B
B
A
A
Q
TL
Q
TL
 ならば，補助定理 2 より， 
2
1
1


j
i を満たす iと j に対して 
    0),(;),1(;  jinfjinf     (3.1.54) 
となる（図 3.1.15）． 
又， )(i
P
C が iに対して非減少， BA QQ  かつ
B
B
A
A
Q
TL
Q
TL
 ならば，補助定理 1 より， 
2
2
n
j  を満たす j に対して 
    0),(;)1,(;  jinfjinf      (3.1.55) 
となる（図 3.1.16）． 
よって，最適解は









2
,
2
1
|),(
n
j
j
iji にあることが証明される． 
（定理 D-2-2 証明終了） 
ここで，  BAl , に対して ll QTL は作業者 lが遅れるという条件の下での遅れ
時間の期待値  ZTZTE ll  となることに注意されたい． 
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特に全ての作業者の作業時間が指数分布に従う場合には次の系が得られる． 
 
系 D-2 
 BAl , に対して作業者 lの作業時間の確率密度関数  tfl を 
  tll letf
       (3.1.56) 
とする．ただし， l は作業者 lの加工率である． 
このとき， 















 ZZ
BA
A
AB ee
M


 11
11
1
, 
また， lo 1 を満たす o に対して，
)1()(
)()1(
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
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j
P
j
P
j
P
j
P
o
CC
CC
L ，ただし， 


o
o kj
1
  
とすると， 
1) )(iPC が iに対して非減少， BA   で， 
1-1) ML
o
max ならば， ),1( n が最適配置である 
1-2) ML
o
min ならば， )2,1( が最適配置である 
2) )(iPC が i に 対 し て 非 減 少 ， BA   な ら ば ， 最 適 配 置 ),( ji は









2
,
2
1
),(
n
j
j
iji にある． 
証明） 
 BAl , ，   tll letf
  とすれば，定理より成立． 
（系の証明終了） 
定理の結果から，定理 D-2-1 では 2n 人の作業者に比して作業の遅い（作業
時間が長い）2 人の作業者を工程 1，工程 2（図 3.1.17）か，工程 1，工程 n（図
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3.1.18）に配置，定理 D-2-2 では 2n 人の作業者に比して作業の速い（作業時間
が短い）2 人の作業者を全工程の後半に配置すべきであることを示している（図
3.1.19）．しかし，定理 D-2-2 については，作業の速い作業者を全工程の後半のど
の工程に配置するかは定理の結果から判別できないので 3.2 節において実際の
数値考察を用いながら後半工程のどの工程に配置すべきかを考察する． 
 
図 3.1.17 )2,1( が最適配置の場合の配置のイメージ 
 
図 3.1.18 )5,1( が最適配置の場合の配置のイメージ 
 
図 3.1.19 )5,3( が最適配置の場合の配置のイメージ 
時間 
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B B B 
A 
工程 1     2       3     4     5 
時間 
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B B B 
A 
工程 1     2       3     4     5 
時間 
A 
B B B 
A 
工程 1     2       3     4     5 
工程 j の範囲 
工程 i の範囲 
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3.2 数値考察 
本節では各作業者の作業時間が指数分布に従うと仮定する．すなわち，
 BAl , に対して作業者 lの作業時間確率密度関数を   tll letf
  とする．この
時，  BAl , に対して 
  ZZ ll ledttfP
  10     (3.2.1) 
  Z
Z ll
ledttfQ
        (3.2.2) 
     Z
l
Z
ll
leZdttftZTS


  1
1
0
  (3.2.3) 
    Z
l
lZl
ledttfZtTL


  
1
   (3.2.4) 
と表される． 
ここで，期待費用  )(; inf  と  ),(; jinf  の算出は山本他[81][88]の再帰方程式
を用いる． 
本論文で提案した定理は，幾つかの十分条件のもとで成り立つにすぎない．
定理の条件以外の十分条件を見つけるため，数値実験を行う．そして，作業者
が 2 グループのうち，特殊作業者が 3 人の場合や作業者が 3 グループの場合の
最適配置法則を解析的に導き出すための模索としての数値実験も行った．数値
実験を行うため，パラメータは以下のように設定する．工程数 n = 7 ~10，連続
遅れ費用 )(iPC は i に対して非減少のように設定すると 40
)1( PC ， 50
)2( PC ，
60)3( PC , 70
)4( PC ， 80
)5( PC ， 80
)6( PC ， 90
)7( PC ， 100
)8( PC ， 100
)9( PC ，
110)10( PC サイクルタイムを 2Z ，そして遊休費用を 20SC とする． 
以上のパラメータを用いて，本章では主に以下のような項目に対して，数値
実験を行う． 
作業者が 2 グループのうち， 
1. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 1 人
居る場合についての考察は 3.2.1 項 
2. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 2 人
居る場合についての考察は 3.2.2 項 
3. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 3 人
居る場合についての考察は 3.2.3 項 
で詳しく述べる． 
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3.2.1 作業者が 2 グループ，特殊作業者が 1 人居る場合 
 
本項では，特殊作業者が 1 人居る場合について，7 工程から 10 工程のあるシ
ステムを対象に作業者の加工率を変えながら，数値実験と討論を行う．具体的
に， 
① 悪い加工率を持つ特殊作業者が 1 人居る場合（表 3.2.1，表 3.2.2） 
② 良い加工率を持つ特殊作業者が 1 人居る場合（表 3.2.3，表 3.2.4） 
に関する数値実験を行った時の最適配置を示す． 
 
表 3.2.1 悪い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（ A を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 0.2 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.3 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.4 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.5 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.6 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.7 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.8 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 0.9 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.1 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
 
 
 
 
 
 
 
 
63 
 
表 3.2.2 悪い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（ B を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.2 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.3 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.4 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.5 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.6 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.7 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.8 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
0.9 1.0 A BBBBBB A BBBBBBB A BBBBBBBB A BBBBBBBBB
 
 
 
表 3.2.3 良い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（ B を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.2 0.1 BBBBBBA BBBBBBBA BBBBBBBBA BBBBBBBBBA
0.3 0.1 BBBBBA B BBBBBBA B BBBBBBA BB BBBBBBBA BB
0.4 0.1 BBBBA BB BBBBA BBB BBBBBA BBB BBBBBA BBBB
0.5 0.1 BBBBA BB BBBBA BBB BBBBBA BBB BBBBBA BBBB
0.6 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
0.7 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
0.8 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
0.9 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
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表 3.2.4 良い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（ A を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.2 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.3 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.4 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.5 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.6 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.7 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.8 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
1.0 0.9 BBBA BBB BBBBA BBB BBBBA BBBB BBBBBA BBBB
 
表 3.2.1 と表 3.2.2 は，悪い加工率を持つ特殊作業者が 1 人の場合の数値的に
最適配置を求めた結果である．表 3.2.1 は特殊作業者 A の加工率を 0.1 として固
定し，一般作業者Bの加工率を 0.2~1.0間で変動させた場合の結果である．表 3.2.2
は一般作業者 B の加工率を 1.0 として固定し，特殊作業者の加工率を 0.1~0.9 間
で変動させた場合の結果である．どちらも定理 D-1-1)と同じ最適配置になるこ
とを確認できた． 
表 3.2.3 と表 3.2.4 は良い加工率を持つ作業者が 1 人の場合の数値実験結果で
ある．表 3.2.3 は一般作業者 B の加工率を 0.1 として固定し，特殊作業者 A の加
工率を 0.2~1.0 間で変動させた場合の結果である．表 3.2.4 は特殊作業者 A の加
工率を 1.0 として固定し，一般作業者 B の加工率を 0.1~0.9 まで変動させた場合
の結果である．表 3.2.3 から特殊作業者 A の加工率が良くなることにつれ，この
場合の最適配置が )
2
(
n
i  範囲内で )(n から )(u に向かって単調に変化していく
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である．すなわち，最後の工程
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からだんだん中央工程に移る傾向性が確認できた．一方，表 3.2.4 の場合は，最
適配置が変わらず，固定していることが確認できた．これは加工率が大きな特
殊作業者 A を中心に配置することにより連続して工程が遅れることを防ぐこと
ができ，費用が低くなるためと考えられる．すなわち，配置を変えることによ
って，連続遅れがシステム全体に与える影響を最低限に控え，費用が削減され
る． 
次に，定理 D-1-2 について考察を行う． 
定理 D-1-2 に厳しい条件が付けられているので，各条件の下での最適配置を具
体的な数値例を挙げて計算する．このことは定理の十分条件を検証することに
なる．一方で，定理の応用例を示すことにもなる． 
表 3.2.5 は 7 工程の数値実験の結果である．工程数が奇数の場合定理で挙げら
れた条件以外に最適配置になる条件を見つけることを目的としたが，表で分か
るように，各パラメータの下で，該当する条件を満たせば，実験範囲内で言え
るが，数値実験の結果はすべて定理と一致したことを考察できた． 
同様，表 3.2.6 は 8 工程の数値実験結果である．工程数が偶数の場合に定理で
挙げられた条件以外の最適配置になる十分条件を見つけることを目的としたが，
表で分かるように，各パラメータの下で，該当する条件を満たせば，実験範囲
内で言えるが，数値実験の結果はすべて定理と一致したことを考察できた． 
 
表 3.2.5 7 工程（n=7）の場合の最適配置の結果 
μ A μ B 最適配置 h (n-1,n ) L
1 0.2 0.1 BBBBBBA 1.4355 ＜ 2.2583 定理1)
2 0.3 0.1 BBBBBAB 1.4355 ＞ 1.3555 ＞ 0.6107 定理2-b)
3 0.4 0.1 BBBBABB 1.4355 ＞ 0.9123 ＞ 0.6107 定理2-b)
4 0.5 0.1 BBBBABB 1.4355 ＞ 0.6528 ＞ 0.6107 定理2-b)
5 0.6 0.1 BBBABBB 1.4355 ＞ 0.4950 ＜ 0.6107 定理2-b)
6 0.7 0.1 BBBABBB 1.4355 ＞ 0.3694 ＜ 0.6107 定理2-b)
7 0.8 0.1 BBBABBB 1.4355 ＞ 0.2864 ＜ 0.6107 定理2-b)
8 0.9 0.1 BBBABBB 1.4355 ＞ 0.2249 ＜ 0.6107 定理2-b)
9 1.0 0.1 BBBABBB 1.4355 ＞ 0.1782 ＜ 0.6107 定理2-b)
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)()1(
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表 3.2.6 8 工程（n=8）の場合の最適配置の結果
μ A μ B 最適配置 h (n -1,n ) L
1 0.2 0.1 BBBBBBBA 1.4873 ＜ 2.258 定理1)
2 0.3 0.1 BBBBBBA B 1.4873 ＞ 1.356 i= 7(h (7,8)=1.49) 定理2-a)
3 0.4 0.1 BBBBABBB 1.4873 ＞ 0.912 i= 5(h (5,8)=0.98) 定理2-a)
4 0.5 0.1 BBBBABBB 1.4873 ＞ 0.653 i= 5(h (5,8)=0.98) 定理2-a)
5 0.6 0.1 BBBBABBB 1.4873 ＞ 0.485 i =5(h (5,8)=0.98) 定理2-a)
6 0.7 0.1 BBBBABBB 1.4873 ＞ 0.369 i =5(h (5,8)=0.98) 定理2-a)
7 0.8 0.1 BBBBABBB 1.4873 ＞ 0.286 i =5(h (5,8)=0.98) 定理2-a)
8 0.9 0.1 BBBBABBB 1.4873 ＞ 0.225 i =5(h (5,8)=0.98) 定理2-a)
9 1.0 0.1 BBBBABBB 1.4873 ＞ 0.178 i =5(h (5,8)=0.98) 定理2-a)
　
 ),(|min nihLi 
 
 
3.2.2 作業者が 2 グループ，特殊作業者が 2 人居る場合 
 
本項では，特殊作業者が 2 人居る場合について，7 工程から 10 工程のあるシ
ステムを対象に作業者の加工率を変えながら，数値実験と討論を行う．具体的
に， 
① 悪い加工率を持つ特殊作業者が 2 人居る場合（表 3.2.7，表 3.2.8） 
② 良い加工率を持つ特殊作業者が 2 人居る場合（表 3.2.9，表 3.2.10） 
に関する数値実験を行った時の最適配置を示す． 
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表 3.2.7 悪い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（ A を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 0.2 AA BBBBB AA BBBBBB AA BBBBBBB AA BBBBBBBB
0.1 0.3 AA BBBBB AA BBBBBB AA BBBBBBB AA BBBBBBBB
0.1 0.4 AA BBBBB AA BBBBBB AA BBBBBBB AA BBBBBBBB
0.1 0.5 AA BBBBB AA BBBBBB AA BBBBBBB AA BBBBBBBB
0.1 0.6 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.1 0.7 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.1 0.8 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.1 0.9 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.1 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
 
 
表 3.2.8 悪い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（
B
 を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.2 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.3 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.4 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.5 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.6 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.7 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.8 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
0.9 1.0 A BBBBBA A BBBBBBA A BBBBBBBA A BBBBBBBBA
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表 3.2.9 良い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（
B
 を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.2 0.1 BBBBBAA BBBBBBAA BBBBBBBAA BBBBBBBBAA
0.3 0.1 BBBBBAA BBBBBAA B BBBBBBAA B BBBBBBAA BB
0.4 0.1 BBBAA BB BBBBAA BB BBBBAA BBB BBBBBAA BBB
0.5 0.1 BBBAA BB BBBA BA BB BBBBAA BBB BBBBA BA BBB
0.6 0.1 BBBAA BB BBBA BA BB BBBBAA BBB BBBBA BA BBB
0.7 0.1 BBA BA BB BBBA BA BB BBBA BA BBB BBBBA BA BBB
0.8 0.1 BBA BA BB BBBA BA BB BBBA BA BBB BBBBA BA BBB
0.9 0.1 BBA BA BB BBBA BA BB BBBA BA BBB BBBA BBA BBB
1.0 0.1 BBA BA BB BBBA BA BB BBBA BA BBB BBBABBA BBB
 
 
 
表 3.2.10 良い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（ A を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.2 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.3 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.4 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.5 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.6 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.7 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.8 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
1.0 0.9 BBA BA BB BBA BBA BB BBBA BA BBB BBBA BBA BBB
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表 3.2.7，表 3.2.8 は，悪い加工率を持つ特殊作業者が 2 人の場合の数値実験結
果である．表 3.2.7 は 2 人の特殊作業者 A の加工率 μAを 0.1 として固定し，一般
作業者 B の加工率 μBを 0.2~1.0 間で変動させた場合の結果である．表 3.2.8 は一
般作業者 B の加工率 μBを 1.0 として固定し，特殊作業者 A の加工率 μAを 0.1~0.9
間で変動させた場合の結果である．工程数と関係なく，μA=0.1, μB=0.5 のところ
が切り替えポイントとして，最適配置が 2 人の特殊作業者 A を工程 1 と工程 2
に配置することから 1 人を工程 1，もう 1 人を工程 n に配置することに切り替わ
る．原因を考えると，一般作業者 B の加工率の増大に連れ，遊休が発生しやす
くなり，遊休と遅れのバランスを考えると，全部前工程から，うち 1 人を最後
の工程に配置するように変えることによって，期待費用を抑えることができる． 
表 3.2.9，表 3.2.10 は良い加工率を持つ作業者が 2 人の場合の数値実験結果で
ある．表 3.2.9 は一般作業者 B の加工率を 0.1 として固定し，2 人の特殊作業者 A
の加工率を 0.2~1.0 間で変動させた場合の結果である．表 3.2.10 は 2 人の特殊作
業者 A の加工率を 1.0 として固定し，一般作業者 B の加工率を 0.1~0.9 まで変動
させた場合の結果である．表 3.2.9 から，2 グループの加工率とも低い時は 2 人
の特殊作業者 A を全部最後の 2 つの工程に配置する．できるだけ，前工程に遅
れた分を取り戻す．特殊作業者 A の加工率が大きくなることにつれ，だんだん
真ん中に変化していくことがわかる．一方，表 3.2.10 の場合は，最適配置が変
わらず，固定していることが確認できた．これは加工率が大きな特殊作業者 A
を適切に配置することにより連続して工程が遅れることを防ぐことができ，費
用が低くなるためと考えられる．  
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3.2.3 作業者が 2 グループ，特殊作業者が 3 人居る場合 
 
本項では，特殊作業者が 3 人居る場合について，7 工程から 10 工程のあるシ
ステムを対象に作業者の加工率を変えながら，数値実験と討論を行う．具体的
に， 
① 悪い加工率を持つ特殊作業者が 3 人居る場合（表 3.2.11，表 3.2.12） 
② 良い加工率を持つ特殊作業者が 3 人居る場合（表 3.2.13，表 3.2.14） 
に関する数値実験を行った時の最適配置を示す． 
 
表 3.2.11 悪い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（ A を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 0.2 AAA BBBB AAA BBBBB AAA BBBBBB AAA BBBBBBB
0.1 0.3 AAA BBBB AAA BBBBB AAA BBBBBB AAA BBBBBBB
0.1 0.4 AA BBBBA AA BBBBBA AA BBBBBBA AA BBBBBBBA
0.1 0.5 AA BBBBA AA BBBBBA AA BBBBBBA AA BBBBBBBA
0.1 0.6 AA BBBBA AA BBBBBA AA BBBBBBA A BA BBBBBBA
0.1 0.7 A BA BBBA A BBA BBBA A BBA BBBBA A BBBA BBBBA
0.1 0.8 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.1 0.9 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.1 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
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表 3.2.12 悪い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（
B
 を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.2 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.3 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.4 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.5 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.6 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.7 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.8 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.9 1.0 AA BBBBA AA BB BBBA AA BBBBBBBA AA BBBBBBBA
 
 
表 3.2.13 良い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（
B
 を 0.1 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
0.2 0.1 BBBBBAAA BBBBBBAAA BBBBBBBAAA BBBBBBBAAA
0.3 0.1 BBBBBAAA BBBBBAAA BBBBBAAA B BBBBBBAAA B
0.4 0.1 BBBAAA B BBBAAA BB BBBBAAA BB BBBBAAA BBB
0.5 0.1 BBA BAA B BBBAAA BB BBBA BAA BB BBBBAAA BBB
0.6 0.1 BBAA BA B BBA BAA BB BBBAA BA BB BBBA BA BA BB
0.7 0.1 BBAA BA B BBA BAA BB BBA BA BA BB BBBA BA BA BB
0.8 0.1 BBAA BA B BBA BA BA B BBA BA BA BB BBBA BA BA BB
0.9 0.1 BA BA BA B BBA BA BA B BBA BA BA BB BBBA BA BA BB
1.0 0.1 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
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表 3.2.14 良い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（ A を 1.0 として固定） 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.2 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.3 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.4 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.5 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.6 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.7 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.8 BBAA BA B BBA BA BA B BBA BA BA BB BBBA BA BA BB
1.0 0.9 BBAAA BB BBA BAA BB BBA BA BA BB BBBA BA BA BB
 
表 3.2.11，表 3.2.12 は悪い加工率を持つ特殊作業者が 3 人の場合の数値的に
最適配置を求めた結果である．表 3.2.11 は 3 人の特殊作業者 A の加工率 A を 0.1
として固定し，(n-3)人の一般作業者 B の加工率
B
 を 0.2~1.0 間で変動させた場
合の結果である．2 グループの加工率の差が小さいうち，3 人の特殊作業者を工
程 1，工程 2，工程 3 に配置させたほうが最適配置になる．作業者 B の加工率の
増加につれ，特殊作業者 3 人のうち 1 人を最後の工程に配置したり，B の加工率
がさらに増加していくと，もう 1 人を工程 2 から真ん中工程に移る傾向性が確
認できた．表 3.2.12 は(n-3)人の一般作業者 B の加工率
B
 を 1.0 として固定し，3
人の特殊作業者 A の加工率 A を 0.1~0.9 間で変動させた場合の結果である．2 つ
の加工率の差が大きい時，最適配置が安定し， A =0.9， B =1.0 の時真ん中工程
に配置していた作業者が工程 2 に配置すると最適配置になる． 
表 3.2.13，表 3.2.14 は良い加工率を持つ作業者が 3 人の場合の数値実験結果で
ある．表 3.2.13 は(n-3)人の一般作業者 B の加工率
B
 を 0.1 として固定し，3 人
の特殊作業者 A の加工率 A を 0.2~1.0 間で変動させた場合の結果である．表
3.2.14 は 3 人の特殊作業者 A の加工率 A を 1.0 として固定し，(n-3) 人の一般作
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業者 B の加工率
B
 を 0.1~0.9 まで変動させた場合の結果である．表 3.2.13 から，
2グループの加工率とも低い時は 3人の特殊作業者 Aを最後の 3つの工程に配置
する．できるだけ，前工程に遅れた分を取り戻す．特殊作業者 A の加工率 A が
大きくなることにつれ，だんだん真ん中に変化していくことがわかる．特殊作
業者が 1 人と 2 人の場合と同様な傾向性が確認できた．一方，表 3.2.14 の場合
は，最適配置が変わらず，固定していることが確認できた．なお，7 工程の場合
において A =1.0， B =0.9 の時，3 人が中央工程に収束して行くことも確認でき
た．これは加工率が大きな特殊作業者 A を適切に配置することにより連続して
工程が遅れることを防ぐことができ，費用が低くなるためと考えられる． 
 
3.3 結言 
 
本章では混合ラインの固定サイクル投入方式（目標作業時間が一定の場合）
を対象に作業者の最適配置法則に関する考察を行った．さらに，処理能力が異
なる 2 グループの作業者が存在する場合，要するに多人数の平均処理能力を持
つ一般作業者に対して，処理能力が悪い（作業時間が長い），または，良い（作
業時間が短い）少人数の特殊作業者が存在する場合について考察を行った．具
体的に，処理能力の悪い特殊作業者が 1 人存在する場合は，その 1 人を一番前
の工程に配置すれば最適配置になる．一方，処理能力の良い特殊作業者が 1 人
存在する場合は，その 1 人を真ん中の工程より後半工程に配置すれば最適配置
になるという最適配置の範囲を提案したうえで，さらに，条件付きで，具体的
な最適配置も提案した．また，処理能力の悪い特殊作業者が 2 人存在する場合
は，条件により，その 2 人を第 1 工程，第 2 工程に配置するか，第 1 工程，最
後の工程に配置すれば最適配置になる．一方，処理能力の良い特殊作業者が 2
人存在する場合は，最適配置の存在する範囲を提案した．また，数値実験を通
じて定理以外の最適配置法則を検討した結果を表 3.3.1 にまとめる，またそれら
の結果を示した図は図 3.3.1-図 3.3.8 である．第 4 章では目標作業時間が可変の
場合について考える． 
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表 3.3.1 3 章の数値実験結果のまとめ 
表番号 
数値実験条件 
（特殊作業者の種類，人数，加工率） 
数値実験結果 
(総期待費用が最小となる配置) 
3.2.1 悪い加工率を持つ特殊作業者が 1 人居る場合（μAを 0.1 として固定） 
その 1 人の特殊作業者を一番前の工程に配置する．(図 3.3.1) 
3.2.2 悪い加工率を持つ特殊作業者が 1 人居る場合（μBを 1.0 として固定） 
3.2.3 良い加工率を持つ特殊作業者が 1 人居る場合（μBを 0.1 として固定） 
良い加工率を持つ 1 人の特殊作業者を中央工程より後半工程に配置する．(図 3.3.2) 
3.2.4 良い加工率を持つ特殊作業者が 1 人居る場合（μAを 1.0 として固定） 
3.2.5 
良い加工率を持つ特殊作業者が 1 人居る場合工程数が奇数 
（7 工程を例として）の具体的な最適配置 具体的な最適配置は L と h の大小関係により変動するが，変動する範囲は中央工程より後半工
程となる． 
3.2.6 
良い加工率を持つ特殊作業者が 1 人居る場合工程数が偶数 
（8 工程を例として）の具体的な最適配置 
3.2.7 悪い加工率を持つ特殊作業者が 2 人居る場合（μAを 0.1 として固定） 少なくとも 1 人を一番前の工程に配置する．もう 1 人は μAと μBの大小関係により，工程 2(図
3.3.3)か最後の工程に配置する．(図 3.3.4) 3.2.8 悪い加工率を持つ特殊作業者が 2 人居る場合（μBを 1.0 として固定） 
3.2.9 良い加工率を持つ特殊作業者が 2 人居る場合（μBを 0.1 として固定） 1 人目は真ん中の工程より後半工程に配置する．2 人目は工程 1 と 1 人目が配置された工程の中
央工程より後半に配置する．(図 3.3.5) 3.2.10 良い加工率を持つ特殊作業者が 2 人居る場合（μAを 1.0 として固定） 
3.2.11 悪い加工率を持つ特殊作業者が 3 人居る場合（ μAを 0.1 として固定） 少なくとも 1 人を一番前の工程に配置する．2 人目は μAと μBの大小関係により，工程 3 か最後
の工程に配置する．3 人目は μAと μBの大小関係により工程 2 から真ん中の工程に移り変わって
いく傾向性がある．(図 3.3.6，図 3.3.7) 3.2.12 悪い加工率を持つ特殊作業者が 3 人居る場合（ μBを 1.0 として固定） 
3.2.13 良い加工率を持つ特殊作業者が 3 人居る場合（μBを 0.1 として固定） 1 人目は真ん中の工程より後半工程に配置する．2 人目は工程 1 と 1 人目が配置された工程の中
央工程より後半に配置する．3 人目は工程 1 と 2 人目が配置された工程の中央工程より後半に
配置する．（図 3.3.8） 3.2.14 良い加工率を持つ特殊作業者が 3 人居る場合（μAを 1.0 として固定） 
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図 3.3.1 配置 π(1)のイメージ図 
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図 3.3.2 配置 π(4)のイメージ図 
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図 3.3.5 配置 π(6,7)のイメージ図 
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図 3.3.8 配置 π(5,6,7)のイメージ図 
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第 4 章 目標作業時間が可変の場合の最適配置法則 
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本章では，作業者が加工スピードの速いか遅いによって，2 グループに分けら
れる場合を考え，各工程の目標作業時間が可変の場合でも，作業者の最適配置
法則を提案し，法則で提案された条件以外の条件の場合については，数値実験
を通じて考察する． 
 
4.1 最適配置法則 
 
本節では，作業者の最適配置法則について定理として提案する．具体的に加
工率が 2 グループの作業者のうち，より少人数の 1 グループの作業者を特殊作
業者他方の作業者を一般作業者とすると，本節において，特殊作業者の人数が 1
人居る場合と 2 人居る場合を考える． 
最適配置法則を提案する前に，定理の証明に用いる確率順序の定義と相互関
係（図 4.1.1）を述べる[109]． 
 
(1) Usual Stochastic Order 
X，Y を確率変数であり， 
    ),(  xallforxYPxXP  
が成り立つなら， 
YX st  
となる．ここで， YX st は Usual Stochastic Order において X が Y より小さいこ
とを表す． 
 
(2) Hazard Rate Order 
Xが確率変数であること，かつFはXの連続確率分布関数ならば，XのHazard Rate
は 
 
   




,,
)(
)(|
lim)(
0
t
tF
tf
t
tXttXtP
tr
t
． 
となる．ただし， FF 1 とする． 
X，Y が非負の確率変数であり， )(tr と )(tq は X と Y の Hazard Rate である． 
   ,),()( ttqtr ． 
成り立つなら， 
 YX hr  
となる．ここで， YX hr は Hazard Rate Order において X が Y より小さいこと
を表す． 
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(3) Mean Residual Life Order 
X は確率変数とし，F は X の survival 関数であること，かつ X の平均余寿命関数
 tm は， 
 


 

,0
],|[
)(
tXtXE
tm
,
;*
otherwise
ttfor 
 
となる．ただし， }0)(:sup{*  tFtt となる． 
X，Y が確率変数であり， )(tm と )(tl は X と Y の Mean Residual Life (mrl) function
とすると， 
   tltm   for all t 
が成り立つなら， 
YX mrl  
となる．ここで， YX mrl は Mean Residual Life Order において X が Y より小さ
いことを表す． 
 
図 4.1.1 各確率順序の関係図 
 
 
4.1.1 作業者が 2 グループ，特殊作業者が 1 人居る場合 
 
本項では，作業者が 2 グループ居るうち，特殊作業者が 1 人，一般作業者が
n-1 人居る時の最適配置について考察する． 
 
定理 S-1-1 
)(i
PC が i に対して単調増加で， AhrB TT  ならば， )1( が最適配置である．ただ
し， AhrB TT  は作業者 B の作業時間 BT がハザードレートオーダーにおいて作業
者 A の作業時間 AT より小さいことを表す． 
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定理 S-1-2 
)(i
PC がiに対して単調増加で， BhrA TT  ならば，最適配置は







2
)(
n
ii にある．
ただし， BhrA TT  は作業者Aの作業時間 AT がハザードレートオーダーにおいて作
業者Bの作業時間 BT より小さいことを表す． 
証明） 
定理S-1-1について： 
AhrB TT  から， 
AstB TT       (4.1.1) 
が成立する． 
(4.1.1)式から， Z に対して， 
)()( ZQZQ AB  ,    (4.1.2) 
)(
)(
)(
)(
ZQ
ZTL
ZQ
ZTL
A
A
B
B      (4.1.3) 
が成立する． 
(4.1.2)式と(4.1.3)式が成立するから，定理D-1-1の証明より， z と i に対して， 
     zZiZnTCEzZZnTCE  )(,;)1(,;    (4.1.4) 
が成立する． 
従って， i に対して， 
   
    
     
     
    
   ,,;
,;
,;
1,;
1,;
1,;
0
0
iZnTCE
ZiZnTCEE
dzzgzZiZnTCE
dzzgzZZnTCE
ZZnTCEE
ZnTCE















  (4.1.5) 
が成立する．ただし，  zg は目標作業時間 Z の確率密度関数である． 
(4.1.5)式から， )1( が最適配置であることが証明される． 
よって，定理 S-1-1 が証明される． 
（定理 S-1-1 の証明終了） 
定理 S-1-2 について： 
BhrA TT  から， 
BstA TT      (4.1.6) 
が成立する． 
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(4.1.4)式から， Z に対して， 
)()( ZQZQ BA  ,    (4.1.7) 
)(
)(
)(
)(
ZQ
ZTL
ZQ
ZTL
B
B
A
A      (4.1.8) 
が成立する． 
(4.1.7)式と(4.1.8)式が成立するから，定理 D-1-2 の証明より，定理 S-1-2 が証
明される． 
（定理 S-1-2 の証明終了） 
定理の結果について，定理 S-1-1 は n-1 人の作業者に比して作業の遅い（作業
時間が長い）1 人の作業者を工程 1 に配置（図 4.1.2），定理 S-1-2 は 1n 人の作
業者に比して作業の速い（作業時間が短い）1 人の作業者を全工程の後半に配置
すべきであることを示している（図 4.1.3）．定理で示している条件は 1 つの十分
条件に過ぎない．5 章において，定理以外の十分条件を調べるため具体的な数値
実験を行う．目標作業時間が一定の場合の定理 D-1 と比べると，目標作業時間
が可変な定理 S-1 では，2 グループの作業者所有する作業時間が確率順序におけ
る大小関係さえ分かれば，最適配置が決まる．定理 S-1 から，確率順序の定理を
応用すれば，目標作業時間が可変の場合でも目標作業時間が一定の場合と同じ
方法で最適配置を算出することが可能であることを示した． 
 
 
図 4.1.2 作業の遅い特殊作業者が 1 人の場合の最適配置  1  
 
 
図 4.1.3 作業の速い特殊作業者が 1 人の場合の最適配置の範囲
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4.1.2 作業者が 2 グループ，特殊作業者が 2 人居る場合 
 
本項においては，作業者が 2 グループ居るうち，特殊作業者が 2 人，一般作
業者が n-2 人居る時の最適配置について考察する． 
 
定理 S-2-1 
)(i
PC が i に対して単調増加で， nj 2 に対して， )1()(
)()1(





j
P
j
P
j
P
j
P
j
CC
CC
L ，















AB
B
B
A
A
A
A
QQ
Q
TL
Q
TL
Q
TL
M
11
とすると， 
AhrB TT  ならば, 
1-1) ML j max の時, ),1( n が最適配置， 
1-2) ML j min の時, )2,1( が最適配置， 
である． 
 
定理S-2-2 
)(i
PC が i に対して単調増加で， BhrA TT  ならば，最適配置 ),( ji は









2
,
2
1
),(
n
j
j
iji にある． 
 
証明） 
定理 S-2-1 について： 
AhrB TT  から， 
AstB TT       (4.1.9) 
が成立する． 
(4.1.9)式から， Z に対して， 
)()( ZQZQ AB  ,    (4.1.10) 
)(
)(
)(
)(
ZQ
ZTL
ZQ
ZTL
A
A
B
B      (4.1.11) 
が成立する． 
(4.1.10)式と(4.1.11)式が成立するから定理D-2-1の証明より， z と i に対して， 
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     zZjiZnTCEzZZnTCE  ),(,;)2,1(,;    (4.1.12) 
が成立する． 
従って， )(min zML j  の時，  ji,
 に対して， 
   
    
     
     
    
   ,,,;
,,;
,,;
2,1,;
2,1,;
2,1,;
0
0
jiZnTCE
ZjiZnTCEE
dzzgzZjiZnTCE
dzzgzZZnTCE
ZZnTCEE
ZnTCE















   (4.1.13) 
が成立する．ただし，  zg は目標作業時間 Z の確率密度関数である． 
(4.1.13)式から， )2,1( が最適配置であることが証明される． 
上記同様に， ML j max の時に，  ji,
 に対して， ),1( n が最適配置であるこ
とが証明される． 
よって，定理 S-2-1 が証明される． 
（定理 S-2-1 の証明終了） 
定理 S-2-2 について： 
BhrA TT  から， 
BstA TT       (4.1.14) 
が成立する． 
(4.1.14)式から， Z に対して， 
)()( ZQZQ BA  ,    (4.1.15) 
)(
)(
)(
)(
ZQ
ZTL
ZQ
ZTL
B
B
A
A      (4.1.16) 
が成立する． 
(4.1.15)式と(4.1.16)式が成立するから，定理 D-2-2 の証明より，定理 S-2-2 が
証明される． 
（定理 S-2-2 の証明終了） 
 
定理の結果について，定理 S-2-1 は n-2 人の作業者に比して作業の遅い（作業
時間が長い）2 人の作業者を oL と M の大小関係により，工程 1，工程 2（図 4.1.4）
か，工程 1，工程 n（図 4.1.5）に配置，定理 S-1-2 は 2n 人の作業者に比して作
業の速い（作業時間が短い）2 人の作業者を工程 i と工程 j に配置すれすべきで
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あることを示している．ただし，工程 iと工程 jは









2
,
2
1
),(
n
j
j
iji （図4.1.6）
にある．定理が示している条件は 1 つの十分条件に過ぎない．5 章において，定
理以外の十分条件を調べるため具体的な数値実験を行う．目標作業時間が一定
の場合の定理 D-2 と比べると，目標作業時間が可変な定理 S-2 では，2 グループ
の作業者所有する作業時間が確率順序における大小関係さえ分かれば，最適配
置が決まる．定理 S-2 から，確率順序の定理を応用すれば，目標作業時間が可変
の場合でも目標作業時間が一定の場合と同じ方法で最適配置を算出することが
可能であることを示した． 
 
図 4.1.4 )2,1( が最適配置の場合の配置のイメージ 
 
図 4.1.5 )5,1( が最適配置の場合の配置のイメージ 
 
 
図 4.1.6 )5,3( が最適配置の場合の配置のイメージ 
時間 
A B B B A 
工程 1     2     3     4    5 
 
時間 
A B B B A 
工程 1     2     3     4    5 
時間 
A 
B B B 
A 
工程 1     2       3     4     5 
工程 j の範囲 
工程 i の範囲 
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4.2 数値考察 
 
本節では各作業者の作業時間が指数分布に従うと仮定する．すなわち，
 BAl , に対して作業者 lの作業時間確率密度関数を   tll letf
  とする．この
時，  BAl , に対して 
  ZZ ll ledttfP
  10     (4.2.1) 
  Z
Z ll
ledttfQ
        (4.2.2) 
     Z
l
Z
ll
leZdttftZTS


  1
1
0
  (4.2.3) 
    Z
l
lZl
ledttfZtTL


  
1
   (4.2.4) 
と表される．  
ここで，期待費用  )(; inf  と  ),(; jinf  の算出は山本他[81][88]の再帰方程式
を用いる． 
本論文で提案した定理は，幾つかの十分条件のもとで成り立つにすぎない．
定理の条件以外の十分条件を見つけるため，数値実験を行う．そして，作業者
が 2 グループのうち，特殊作業者が 3 人の場合や作業者が 3 グループの場合の
最適配置法則を解析的に導き出すための模索としての数値実験も行った．数値
実験を行うため，パラメータは以下のように設定する．工程数 n = 5~8，連続遅
れ費用 )(iPC は iに対して非減少のように設定すると 40
)1( PC ， 50
)2( PC ， 60
)3( PC ,
70)4( PC ， 80
)5( PC ， 80
)6( PC ， 90
)7( PC ， 100
)8( PC ， 100
)9( PC ， 110
)10( PC サ
イクルタイムを 2Z ，また， 3Z ， 5Z ，そして遊休費用を 20SC とする． 
以上のパラメータを用いて，本章では主に以下のような項目に対して，数値
実験を行う． 
作業者が 2 グループのうち， 
1. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 1 人
居る場合についての考察は 3.2.1 項 
2. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 2 人
居る場合についての考察は 3.2.2 項 
3. より少人数の特殊作業者（一般作業者より加工率が良いか悪い）が 3 人
居る場合についての考察は 3.2.3 項 
で詳しく述べる． 
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4.2.1 作業者が 2 グループ，特殊作業者が 1 人居る場合 
本項では，特殊作業者が 1 人居る場合について，5 工程から 8 工程のあるシス
テムを対象に作業者の加工率を変えながら，数値実験と討論を行う． 
具体的に， 
① 悪い加工率を持つ特殊作業者が 1 人居る場合（表 4.2.1，表 4.2.2） 
② 良い加工率を持つ特殊作業者が 1 人居る場合（表 4.2.3，表 4.2.4） 
に関する数値実験を行った時の最適配置を示す． 
 
表 4.2.1 悪い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（Z=2） 
 
μ A μ B 5工程 6工程 7工程 8工程
0.2 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.3 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.4 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.5 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.6 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.7 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.8 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.9 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB  
 
 
表 4.2.2 悪い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（Z=3） 
 
μ A μ B 5工程 6工程 7工程 8工程
0.2 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.3 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.4 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.5 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.6 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.7 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.8 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB
0.9 1.0 ABBBB ABBBBB ABBBBBB ABBBBBBB  
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表 4.2.3 良い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（Z=2） 
μ A μ B 5工程 6工程 7工程 8工程
0.2 0.1 BBBBA BBBBBA BBBBBBA BBBBBBBA
0.3 0.1 BBBBA BBBBBA BBBBBAB BBBBBBAB
0.4 0.1 BBBAB BBBABB BBBBABB BBBBABBB
0.5 0.1 BBBAB BBBABB BBBBABB BBBBABBB
0.6 0.1 BBABB BBBABB BBBA BBB BBBBABBB
0.7 0.1 BBABB BBBABB BBBA BBB BBBBABBB
0.8 0.1 BBABB BBBABB BBBA BBB BBBBABBB
0.9 0.1 BBABB BBBABB BBBA BBB BBBBABBB  
 
表 4.2.4 良い加工率を持つ特殊作業者が 1 人居る場合に関する数値実験を 
行った時の最適配置（Z=3） 
μ A μ B 5工程 6工程 7工程 8工程
0.2 0.1 BBBBA BBBBBA BBBBBBA BBBBBBBA
0.3 0.1 BBBA B BBBBA B BBBBABB BBBBBBA B
0.4 0.1 BBBA B BBBABB BBBBABB BBBBABBB
0.5 0.1 BBBA B BBBABB BBBBABB BBBBABBB
0.6 0.1 BBBA B BBBABB BBBABBB BBBBABBB
0.7 0.1 BBBA B BBBABB BBBABBB BBBBABBB
0.8 0.1 BBBA B BBBABB BBBABBB BBBBABBB
0.9 0.1 BBBA B BBBABB BBBABBB BBBBABBB  
 
表 4.2.1 は目標作業時間 Z=2 の場合，悪い加工率を持つ特殊作業者が 1 人居る
場合の数値的に最適配置を求めた結果である．表 4.2.2 は目標作業時間 Z=3 の場
合，悪い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求めた
結果である．表 4.2.1 と表 4.2.2 から，数値実験範囲内でいえるが，目標作業時
間が変わっても，最適配置が変わらないことがわかった． 
表 4.2.3 は目標作業時間 Z=2 の場合，良い加工率を持つ特殊作業者が 1 人居る
場合の数値的に最適配置を求めた結果である．表 4.2.4 は目標作業時間 Z=3 の場
合，良い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求めた
結果である．表 4.2.3 と表 4.2.4 から，数値実験範囲内でいえるが，この場合も
目標作業時間が変わっても，最適配置が変わらないことがわかった． 
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4.2.2 作業者が 2 グループ，特殊作業者が 2 人居る場合 
 
本項では，特殊作業者が 2 人居る場合について，7 工程から 10 工程のあるシ
ステムを対象に作業者の加工率を変えながら，数値実験と討論を行う． 
具体的に， 
① 悪い加工率を持つ特殊作業者が 2 人居る場合（表 4.2.5，表 4.2.6） 
② 良い加工率を持つ特殊作業者が 2 人居る場合（表 4.2.7，表 4.2.8） 
に関する数値実験を行った時の最適配置を示す． 
 
表 4.2.5 悪い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（Z=2） 
 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.2 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.3 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.4 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.5 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.6 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.7 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.8 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.9 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
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表 4.2.6 悪い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（Z=5） 
 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.2 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.3 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.4 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.5 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.6 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.7 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.8 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
0.9 1.0 ABBBBBA ABBBBBBA ABBBBBBBA ABBBBBBBBA
 
 
 
表 4.2.7 良い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（Z=2） 
 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.2 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.3 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.4 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.5 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.6 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.7 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.8 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.9 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
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表 4.2.8 良い加工率を持つ特殊作業者が 2 人の場合に関する数値実験を 
行った時の最適配置（Z=5） 
 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.2 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.3 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.4 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.5 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.6 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.7 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.8 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB
1.0 0.9 BBA BA BB BBA BBA BB BBBA BBA BB BBBA BBA BBB  
 
 
表 4.2. 5 は目標作業時間 Z=2 の場合，悪い加工率を持つ特殊作業者が 1 人居る
場合の数値的に最適配置を求めた結果である．表 4.2.6 は目標作業時間 Z=5 の場
合，悪い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求めた
結果である．表 4.2.5 と表 4.2.6 から，数値実験範囲内でいえるが，目標作業時
間が変わっても，最適配置が変わらないことがわかった． 
表 4.2.7 は目標作業時間 Z=2 の場合，良い加工率を持つ特殊作業者が 1 人居る
場合の数値的に最適配置を求めた結果である．表 4.2.8 は目標作業時間 Z=5 の場
合，良い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求めた
結果である．表 4.2.7 と表 4.2.8 から，数値実験範囲内でいえるが，この場合も目
標作業時間が変わっても，最適配置が変わらないことがわかった． 
 
4.2.3 作業者が 2 グループ，特殊作業者が 3 人居る場合 
 
本項では，特殊作業者が 3 人居る場合について，7 工程から 10 工程のあるシ
ステムを対象に作業者の加工率を変えながら，数値実験と討論を行う． 
具体的に， 
① 悪い加工率を持つ特殊作業者が 3 人居る場合（表 4.2.9，表 4.2.10） 
② 良い加工率を持つ特殊作業者が 3 人居る場合（表 4.2.11，表 4.2.12） 
に関する数値実験を行った時の最適配置を示す． 
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表 4.2.9 悪い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（Z=2） 
 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.2 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.3 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.4 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.5 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.6 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.7 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.8 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.9 1.0 AA BBBBA AA BB BBBA AA BBBBBBBA AA BBBBBBBA
 
 
 
表 4.2.10 悪い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（Z=5） 
 
μ A μ B 7工程 8工程 9工程 10工程
0.1 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.2 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.3 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.4 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.5 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.6 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.7 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.8 1.0 A BBA BBA A BBA BBBA A BBBA BBBA A BBBA BBBBA
0.9 1.0 AA BBBBA AA BB BBBA AA BBBBBBBA AA BBBBBBBA
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表 4.2.11 良い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（Z=2） 
 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.2 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.3 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.4 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.5 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.6 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.7 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.8 BBAA BA B BBA BA BA B BBA BA BA BB BBBA BA BA BB
1.0 0.9 BBAAA BB BBA BAA BB BBA BA BA BB BBBA BA BA BB
 
 
 
表 4.2.12 良い加工率を持つ特殊作業者が 3 人の場合に関する数値実験を 
行った時の最適配置（Z=5） 
 
μ A μ B 7工程 8工程 9工程 10工程
1.0 0.1 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.2 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.3 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.4 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.5 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.6 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.7 BA BA BA B BBA BA BA B BBA BA BA BB BBA BBA BA BB
1.0 0.8 BBAA BA B BBA BA BA B BBA BA BA BB BBBA BA BA BB
1.0 0.9 BBAAA BB BBA BAA BB BBA BA BA BB BBBA BA BA BB
 
 
 
 
 
 
94 
 
表 4.2.9 は目標作業時間 Z=2 の場合，悪い加工率を持つ特殊作業者が 1 人居る
場合の数値的に最適配置を求めた結果である．表 4.2.10 は目標作業時間 Z=5 の
場合，悪い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求め
た結果である．表 4.2.9 と表 4.2.10 から，数値実験範囲内でいえるが，目標作業
時間が変わっても，最適配置が変わらないことがわかった． 
表 4.2.11 は目標作業時間 Z=2 の場合，良い加工率を持つ特殊作業者が 1 人居
る場合の数値的に最適配置を求めた結果である．表 4.2.12 は目標作業時間 Z=5
の場合，良い加工率を持つ特殊作業者が 1 人居る場合の数値的に最適配置を求
めた結果である．表 4.2.11 と表 4.2.12 から，数値実験範囲内でいえるが，この
場合も目標作業時間が変わっても，最適配置が変わらないことがわかった． 
 
4.3 結言 
 
本章では混合ラインの可変サイクル投入方式（目標作業時間が可変の場合）
を対象に作業者の最適配置法則に関する考察を行った．確率順序の理論を応用
し，ある条件の下で，目標作業時間が一定の場合と同様な最適配置法則を得ら
れた．第 3 章と第 4 章から，目標作業時間が可変の場合でも目標作業時間が一
定の場合と同様，最適配置法則が変わらないことがわかった．定理で提案した
条件は 1 つの十分条件に過ぎないため，定理以外の十分条件を調べるため具体
的な数値実験も行った．その結果を表 4.3.1 にまとめる，またそれらの結果を示
した図は図 4.3.1-図 4.3.8 である．第 5 章で作業者が 3 グループ存在する場合に
ついて考察を行う．また，目標作業時間が変化することにより，システムにお
ける総期待費用が最小となる最適目標作業時間についても考察を行う． 
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表 4.3.1 4 章の数値実験結果のまとめ 
表番号 
数値実験条件 
（特殊作業者の種類，人数，加工率） 
数値実験結果 
(総期待費用が最小となる配置) 
4.2.1 悪い加工率を持つ特殊作業者が 1 人居る場合（Z=2） 
その 1 人の特殊作業者を一番前の工程に配置する．(図 4.3.1) 
4.2.2 悪い加工率を持つ特殊作業者が 1 人居る場合（Z=3） 
4.2.3 良い加工率を持つ特殊作業者が 1 人居る場合（Z=2） 
良い加工率を持つ 1 人の特殊作業者を中央工程より後半工程に配置する．(図 4.3.2) 
4.2.4 良い加工率を持つ特殊作業者が 1 人居る場合（Z=3） 
4.2.5 悪い加工率を持つ特殊作業者が 2 人居る場合（Z=2） 少なくとも 1 人を一番前の工程に配置する．もう 1 人は μAと μBの大小関係により， 
工程 2(図 4.3.3)か最後の工程に配置する．(図 4.3.4) 4.2.6 悪い加工率を持つ特殊作業者が 2 人居る場合（Z=5） 
4.2.7 良い加工率を持つ特殊作業者が 2 人居る場合（Z=2） 1 人目は真ん中の工程より後半工程に配置する． 
2 人目は工程 1 と 1 人目が配置された工程の中央工程より後半に配置する．(図 4.3.5) 4.2.8 良い加工率を持つ特殊作業者が 2 人居る場合（Z=5） 
4.2.9 悪い加工率を持つ特殊作業者が 3 人居る場合（Z=2） 少なくとも 1 人を一番前の工程に配置する．2 人目は μAと μB の大小関係により，工
程 3 か最後の工程に配置する．3 人目は μAと μBの大小関係により工程 2 から真ん中
の工程に移り変わっていく傾向性がある．(図 4.3.6，図 4.3.7) 4.2.10 悪い加工率を持つ特殊作業者が 3 人居る場合（Z=5） 
4.2.11 良い加工率を持つ特殊作業者が 3 人居る場合（Z=2） 1 人目は真ん中の工程より後半工程に配置する．2 人目は工程 1 と 1 人目が配置され
た工程の中央工程より後半に配置する．3 人目は工程 1 と 2 人目が配置された工程の
中央工程より後半に配置する．（図 4.3.8） 4.2.12 良い加工率を持つ特殊作業者が 3 人居る場合（Z=5） 
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図 4.3.5 配置 π(6,7)のイメージ図 
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図 4.3.8 配置 π(5,6,7)のイメージ図 
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第 5章 最適目標作業時間と作業者が 3グループの場合 
に関する考察 
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本章では，第 3 章と第 4 章で提案した最適配置法則における定理条件以外の
最適配置法則を検証する．各作業者の作業時間が指数分布に従うと仮定する． 
5.1 節では，最適な目標作業時間 *Z について数値実験を行う．  
5.2 節では，作業者が 3 グループの場合の数値実験を行う． 
 
5.1 最適目標作業時間に関する考察 
 
第 3 章と第 4 章から目標作業時間が可変の場合でも目標作業時間が一定の場
合と同様，最適配置が変わらないことが証明されたが，最適配置が不変であっ
ても，目標作業時間が変わることによって，システムの総期待費用が変わる．
本節では，より小さいシステムの総期待費用をもたらす目標作業時間 Z を最適
な目標作業時間と呼び，数値実験を通じて，最適な目標作業時間 *Z の法則につ
いて考察する． 
 
 
表 5.1.1 悪い加工率を持つ特殊作業者が 1 人居る場合の最適な Z について 
 
μ A μ B 最適配置 Z =2 Z =3 Z =5
0.1 1.0 ABBBBBB 650.68 774.59 1096.52
0.2 1.0 ABBBBBB 459.44 594.32 942.90
0.3 1.0 ABBBBBB 400.54 544.01 910.46
0.4 1.0 ABBBBBB 374.10 524.31 902.77
0.5 1.0 ABBBBBB 360.25 515.73 902.31
0.6 1.0 ABBBBBB 352.39 512.02 904.09
0.7 1.0 ABBBBBB 347.77 509.87 906.46
0.8 1.0 ABBBBBB 345.01 509.42 908.81
0.9 1.0 ABBBBBB 343.40 510.19 910.96
7 工程
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表 5.1.2 良い加工率を持つ特殊作業者が 1 人居る場合の最適な Z について 
 
μ A μ B 最適配置 Z =2 Z =3 Z =5
1.0 0.1 BBBABBB 6418.53 4162.57 2993.08
1.0 0.2 BBBABBB 2121.70 1461.11 1243.93
1.0 0.3 BBBABBB 1076.55 846.99 931.31
1.0 0.4 BBBABBB 692.62 638.89 860.74
1.0 0.5 BBBABBB 521.03 556.39 851.93
1.0 0.6 BBBABBB 435.18 522.30 861.01
1.0 0.7 BBBABBB 389.31 509.30 874.74
1.0 0.8 BBBABBB 363.98 506.16 888.73
1.0 0.9 BBBABBB 349.97 507.75 901.54
7 工程
 
 
表 5.1.1 は 7 工程のシステムにおける遅い特殊作業者が 1 人居る場合の最適な
目標作業時間 *Z の結果である．表から，数値実験の範囲内でいえるが，最適配
置が作業者の処理能力によって不変であっても，目標作業時間が小さければ小
さいほどシステムの総期待費用が小さくなることが分かった． 
表 5.1.2 は 7 工程のシステムにおける速い特殊作業者が 1 人居る場合の最適な
目標作業時間 *Z の結果である．表から，数値実験の範囲内でいえるが，2 グル
ープの作業者の処理能力の差が小さくなることにつれ，より小さいシステム総
期待費用をもたらす目標作業時間が小さくなる傾向が確認できた． 
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表 5.1.3 遅い特殊作業者が 2 人居る場合の最適な Z について 
 
μ A μ B 最適配置 Z =2 Z =3 Z =5
0.1 1.0 ABBBBBA 1013.86 1052.37 1281.69
0.2 1.0 ABBBBBA 596.38 681.93 973.36
0.3 1.0 ABBBBBA 468.12 578.56 908.21
0.4 1.0 ABBBBBA 410.73 538.05 892.76
0.5 1.0 ABBBBBA 380.73 520.40 891.80
0.6 1.0 ABBBBBA 363.78 512.73 895.36
0.7 1.0 ABBBBBA 353.82 509.87 900.08
0.8 1.0 ABBBBBA 347.90 509.42 904.79
0.9 1.0 ABBBBBA 344.43 510.19 909.07
7 工程
 
 
 
表 5.1.4 速い特殊作業者が 2 人居る場合の最適な Z について 
 
μ A μ B 最適配置 Z =2 Z =3 Z =5
1.0 0.1 BBA BABB 3230.79 2448.42 2139.48
1.0 0.2 BBA BABB 1335.88 1089.64 1119.68
1.0 0.3 BBA BABB 800.55 732.30 914.78
1.0 0.4 BBA BABB 578.43 598.77 866.33
1.0 0.5 BBA BABB 469.50 542.39 861.30
1.0 0.6 BBA BABB 411.09 518.21 869.45
1.0 0.7 BBA BABB 378.20 508.90 881.04
1.0 0.8 BBA BABB 359.28 506.83 892.73
1.0 0.9 BBA BABB 348.45 508.33 903.42
7 工程
 
 
表 5.1.3 は 7 工程のシステムにおける遅い特殊作業者が 2 人居る場合の最適な
目標作業時間 *Z の結果である．表から遅い特殊作業者が 1 人居る場合と同様に，
数値実験の範囲内でいえるが，最適配置が作業者の処理能力によって不変であ
っても，目標作業時間が小さければ小さいほどシステムの総期待費用が小さく
なることが分かった． 
表 5.1.4 は 7 工程のシステムにおける速い特殊作業者が 2 人居る場合の最適な
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目標作業時間 *Z の結果である．表から速い特殊作業者が 1 人居る場合と同様に，
数値実験の範囲内でいえるが，2 グループの作業者の処理能力の差が小さくなる
ことにつれ，より小さいシステム総期待費用をもたらす目標作業時間が小さく
なる傾向が確認できた． 
 
5.2 作業者が 3 グループの場合に関する考察 
 
 まず作業者 Bと作業者T の加工率をそれぞれ 0.1，0.2 で固定し，作業者 Aの加
工率を 0.3 から１まで変化させた．そしてその後作業者 Aの加工率を 1，作業者
Bの加工率を 0.1 で固定し，作業者T の加工率を 0.9 まで変化させ最適配置を考
察した． 
ここで， ATB   とする．ただし，  TBAl ,, に対して， l は作業者 l の
加工率を表す． 
 
5.2.1 4 工程の場合 
 
本項では，作業者が 3 グループかつ 4 工程の場合について各条件（①，②）
の最適配置の挙動を調べる． 
① 作業者 A と作業者 T が 1 人ずつの時（表 5.2.1） 
② 作業者 A と作業者 T が 1 人ずつの時（表 5.2.2） 
 
表 5.2.1 作業者 A が 1 人，作業者 T が 1 人居る場合 
μA μT μB 最適配置
0.3 0.2 0.1 BBAT
0.4 0.2 0.1 BBAT
0.5 0.2 0.1 BBAT
0.6 0.2 0.1 BBAT
0.7 0.2 0.1 BBAT
0.8 0.2 0.1 BABT
0.9 0.2 0.1 BABT
1.0 0.3 0.1 BABT
1.0 0.4 0.1 BABT
1.0 0.5 0.1 BTAB
1.0 0.6 0.1 BTAB
1.0 0.7 0.1 BTAB  
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表 5.2.2 作業者 A が 2 人，作業者 T が 1 人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BTAA
0.4 0.2 0.1 BAAT
0.5 0.2 0.1 BAAT
0.6 0.2 0.1 BAAT
0.7 0.2 0.1 BAAT
0.8 0.2 0.1 BAAT
0.9 0.2 0.1 BAAT
1.0 0.2 0.1 BAAT
1.0 0.3 0.1 BAAT
1.0 0.4 0.1 BAAT
1.0 0.5 0.1 BAAT
1.0 0.6 0.1 BAAT
1.0 0.7 0.1 BAAT  
 
 
5.2.2 5 工程の場合 
① 作業者 A が 1 人，作業者 T が 1 人の時（表 5.2.3） 
② 作業者 A が 2 人，作業者 T が 1 人の時（表 5.2.4） 
③ 作業者 A が 3 人，作業者 T が 1 人の時（表 5.2.5） 
④ 作業者 A が 1 人，作業者 T が 2 人の時（表 5.2.6） 
⑤ 作業者 A が 1 人，作業者 T が 3 人の時（表 5.2.7） 
表5.2.3 作業者Aが1人，作業者Tが1人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BBBAT
0.4 0.2 0.1 BBBAT
0.5 0.2 0.1 BBABT
0.6 0.2 0.1 BBABT
0.7 0.2 0.1 BBABT
0.8 0.2 0.1 BBABT
0.9 0.2 0.1 BBABT
1.0 0.2 0.1 BBABT
1.0 0.3 0.1 BBABT
1.0 0.4 0.1 BBABT
1.0 0.5 0.1 BBABT
1.0 0.6 0.1 BBTAB
1.0 0.7 0.1 BTBAB
1.0 0.8 0.1 BTBAB  
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表5.2.4 作業者Aが2人，作業者Tが1人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BBAAT
0.4 0.2 0.1 BBAAT
0.5 0.2 0.1 BBAAT
0.6 0.2 0.1 BBAAT
0.7 0.2 0.1 BABAT
0.8 0.2 0.1 BABAT
0.9 0.2 0.1 BABAT
1.0 0.2 0.1 BABAT
1.0 0.3 0.1 BTAAB
1.0 0.4 0.1 BTAAB
1.0 0.5 0.1 BTAAB
1.0 0.6 0.1 BTAAB
1.0 0.7 0.1 BTAAB  
 
 
表5.2.5 作業者Aが3人，作業者Tが1人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BAAAT
0.4 0.2 0.1 BAAAT
0.5 0.2 0.1 BAAAT
0.6 0.2 0.1 BAAAT
0.7 0.2 0.1 BAAAT
0.8 0.2 0.1 BAAAT
0.9 0.2 0.1 BAAAT
1.0 0.2 0.1 BAAAT
1.0 0.3 0.1 BAAAT
1.0 0.4 0.1 BAAAT
1.0 0.5 0.1 BAAAT
1.0 0.6 0.1 BAAAT
1.0 0.7 0.1 BAAAT  
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表5.2.6 作業者Aが1人，作業者Tが2人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BBTAT
0.4 0.2 0.1 BBATT
0.5 0.2 0.1 BBATT
0.6 0.2 0.1 BBATT
0.7 0.2 0.1 BBATT
0.8 0.2 0.1 BBATT
0.9 0.2 0.1 BTABT
1.0 0.2 0.1 BTABT
1.0 0.3 0.1 BTABT
1.0 0.4 0.1 BABTT
1.0 0.5 0.1 BTTAB
1.0 0.6 0.1 BTTAB
1.0 0.7 0.1 BTTAB  
 
 
表5.2.7 作業者Aが1人，作業者Tが3人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BTTAT
0.4 0.2 0.1 BTTAT
0.5 0.2 0.1 BTATT
0.6 0.2 0.1 BTATT
0.7 0.2 0.1 BTATT
0.8 0.2 0.1 BTATT
0.9 0.2 0.1 BTATT
1.0 0.2 0.1 BTATT
1.0 0.3 0.1 BTATT
1.0 0.4 0.1 BTATT
1.0 0.5 0.1 BTATT
1.0 0.6 0.1 BTATT
1.0 0.7 0.1 BATTT  
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5.2.3 6 工程の場合 
 
① 作業者 A が 1 人，作業者 T が 1 人の時（表 5.2.8） 
 
表5.2.8 作業者Aが1人，作業者Tが1人居る場合 
 
μA μT μB 最適配置
0.3 0.2 0.1 BBBBAT
0.4 0.2 0.1 BBBABT
0.5 0.2 0.1 BBBABT
0.6 0.2 0.1 BBBABT
0.7 0.2 0.1 BBBABT
0.8 0.2 0.1 BBABBT
0.9 0.2 0.1 BBABBT
1.0 0.2 0.1 BBABBT
1.0 0.3 0.1 BBABBT
1.0 0.4 0.1 BBTABB
1.0 0.5 0.1 BBABTB
1.0 0.6 0.1 BBABTB
1.0 0.7 0.1 BBABTB  
 
 
5.2.4 作業者が 3 グループの場合の結論 
 
① 4 工程の場合 
作業者 Aの加工率に関係なく作業者 Bを 1 番前に配置したほうがよいことが
検証できた． 
② 5 工程の場合 
4工程の時と同様作業者 Aの加工率に関係なく作業者Bを 1番前に配置したほ
うがよいことが検証できた． 
③ 6 工程の場合 
4 工程，5 工程の時と同様作業者 Aの加工率に関係なく作業者 Bを 1 番前に配
置したほうがよいことが検証できた． 
 
以上より，4 工程，5 工程，6 工程の時には作業者 Aの加工率に関係なく作業
者 Bが１番目に配置され，作業者 Aが 1 人，作業者T が 1 人の場合は作業者 Aの
加工率を大きくしていくと作業者 Aが前の工程に配置される．工程が増えると
早い段階で作業者 Aが配置される．作業者T の加工率を大きくすると作業者T が
前の工程に配置される．これは作業者T の加工率が作業者 Aの加工率に近づいて
きたため作業者 Aが 2 人の時の配置に似た配置になると考えられる．作業者 Aが
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2 人，作業者T が 1 人居る場合は作業者 Aの加工率を大きくしていくと作業者 A
が前の工程に配置される．工程が増えると遅い段階で作業者 Aが配置される． 
 
5.3 結言 
 
本章では目標作業時間が変化することにより，システムにおける総期待費用
が最小となる最適目標作業時間について考察を行った．また，第 3 章と第 4 章
で提案した最適配置法則にある条件と数値実験で考察した条件以外に，作業者
が 3 グループ存在する場合についても考察を行った． 
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第 6 章 結論 
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6.1 結論 
 
本論文では，第 1 章で研究の背景と目的を明らかにし，第 2 章で多期間制約
サイクルモデルの定義，評価関数の設定を行い，リセット多期間制約サイクル
モデルにおける最適配置問題の説明を行った．そして，第 3 章と第 4 章では，
リセット多期間制約サイクルモデルにおいて，作業者が初心者と熟練者のよう
な（処理能力が異なる）2 つのグループに分けられる場合を考察した．少人数の
グループに属する作業者を特殊作業者，他方のグループに属する作業者を一般
作業者と定義し，特殊作業者の人数が 1 人または 2 人存在する場合の最適配置
法則に関する考察を行った．具体的に，第 3 章では，混合ラインの固定サイク
ル投入方式（目標作業時間が一定の場合）を対象に作業者の最適配置法則に関
する考察を行った．そして 1)処理能力の低い特殊作業者が 1人存在する場合は，
その 1 人を最初の工程に配置，2)処理能力の高い特殊作業者が 1 人存在する場合
は，その 1 人を全工程の後半に配置することが最適となる条件を解析的に示し
た．また，3)処理能力の低い特殊作業者が 2 人存在する場合は，その 2 人を第 1
工程と第 2 工程に，または第 1 工程と最後の工程に配置，4)処理能力の高い特殊
作業者が 2 人存在する場合は，その 2 人を全工程の後半に配置することが最適
となる条件を解析的に示した．特に，処理能力の高い特殊作業者が 1 人または 2
人存在する場合には，最適配置法則を用いて簡便な最適配置の算出方法を提案
した．特殊作業者が 3 人存在する場合には数値実験結果を用いて最適配置の法
則の考察を行った．第 4 章では，混合ラインの可変サイクル投入方式（目標作
業時間が可変の場合）を対象に作業者の最適配置法則に関する考察を行った．
初めに，3 章で考察した各々の場合において目標作業時間が一定の場合と同じ最
適配置となる条件を確率変数の順序の考え方を用いて表現可能であることを解
析的または数値実験によって示した．そのことにより，目標作業時間が可変の
場合でも目標作業時間が一定の場合と同じ方法で最適配置を算出することが可
能であることを示した．第 5 章では，目標作業時間と費用及び納期の関係につ
いて考察を行った．そして，費用削減及び納期短縮となる最適目標作業時間の
性質を求めた．さらに，作業者が 3 つのグループに分けられる場合に対して最
適配置法則に関する考察を行った．そのことにより，作業者の処理能力が多様
な場合の最適配置法則導出のための指針を得た． 
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6.2 今後の課題 
 
本論文で提案した最適配置法則や数値実験を用いた考察は最適配置と費用や
作業者の作業時間分布との一定の条件に過ぎない．提案した条件以外に沢山の
場合が考えられる．例として，作業者が 2 グループ存在する場合に，特殊作業
者が 1 人，2 人或いは 3 人に限らず，3 人より多い場合も容易に考えられる．ま
た，作業者のグループも 2 グループ，3 グループに限らず，3 グループより多い
場合も容易に考えられる．そのため，本論文は最適配置法則を理論的に提案す
るための第一歩という位置づけとなる． 
また，最適配置法則のまとめやすさを考慮し，本論文で議論した作業者の処
理能力は作業者がどんな工程に対しても同じであると仮定した．ところが，現
場の状況を考え，各工程に割り当てられた作業の内容により，同じ作業者であ
っても，異なる作業に対して処理能力も異なってくることは容易に考えられる．
このような状況を対応するため，この研究の次のステップとして，作業者が各
工程に対する処理能力の差異を考慮したうえ，最適配置について考察し，最適
配置と費用及び作業者の作業時間分布の間にどのような関係が存在するかにつ
いての研究などが挙げられる． 
また，数値実験で考察した最適配置法則を解析的に証明できる方法の開発な
ども考えられる． 
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付録 A-1：補助定理 1 の証明 
 
配置 )(i の時の工程 n で発生する期待費用 ))(;( inf  は 
      
 






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1 1
)(;,)1()(;

   (A-1) 
となる．また， )1(1 nww  に対して，  )(;, iwCF  は，配置 )(i の時，
工程 w が遅れず，工程 1w から工程wまでの 工程が遅れた時の工程w
で発生する期待遅れ費用を表す（図 A-1-1）．ここで， は遅れが連続して発生
した工程数を意味する． 
この時， 
w の時は， 
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   (A-1-2) 
と表わせる．ただし， w の時は，便宜上 
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

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P
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w
P

     (A-1-3) 
と定義する． 
今，    )(;,)1(;, iwCFiwCF   を考えると，この値は，費用が発生する工
程w，連続して発生する工程数 及び特殊作業者の配置工程 iに応じて 0 となる． 
0 とならない場合を図 A-1-2 に示す．（図 A-1-2 は横に工程を表す．配置が )(i と
)1( i の場合において，○は遊休が発生した工程を，●は遅れが発生した工程
を，◎は期待遅れ費用が発生する工程を表す．） 
 
図 A-1-1  )(;, iwCF  について 
（○：遊休；●：遅れ；◎：期待遅れ費用が発生する工程） 
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よって， 
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  (A-1-4) 
となる．ただし，(A-1-4)式の右辺の第 1 項は図 A-1-2 の①②，第 2 項は図 A-1-2
の③④，第 3 項は図 A-1-2 の⑤，第 4 項は図 A-1-2 の⑥に対応する．ここで，② 
④は w なので，工程 1 から工程 w まで連続遅れが発生する．そして，(A-1-4)
式に(A-1-2)式と(A-1-3)式を代入すれば補助定理 1 は証明される．詳細な整理は
以下のようになる． 
w
工程 w ‐α w ‐α +1 … i -1 i i +1
B B … B A B
B B … B B A
① ○ ● … ● ◎
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図 A-1-2  )(; inf  と  )1(; inf  において相殺されない場合 
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ステップ 1：第 1 項と第 2 項の整理は以下のようになる． 
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ステップ 2：第 3 項と第 4 項を整理すると以下のようになる． 
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ステップ 3：ステップ 1 の結果である(A-1-5)式とステップ 2 の結果である
(A-1-6)式をまとめると，以下のようになる． 
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付録 A-2：補助定理 2 の証明 
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であることより，1)は証明される． 
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また，(A-2-2)式に 0j を代入すると 0),( nmg であることがわかる．よって，
2)は証明される． 
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であることより，3)が証明される． 
（補助定理 2 の証明終了） 
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付録 A-3：補助定理 3 の証明 
配置 ),( ji の時の工程 1 から工程 n までの n 工程で発生する期待費用
)),(;( jinf  は 
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となる．また， nw1 に対して，  ),(;, jiwCF  は，配置 ),( ji の時，工
程 w が遅れず，工程 1w から工程wまでの 工程が遅れた時の工程wで
発生する期待遅れ費用を表す（図 A-3-1）．ここで， は遅れが連続して発生し
た工程数を意味する．この時，  
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と表せる．ただし， w の時は，便宜上 
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     (A-3-3) 
と定義する． 
今，    ),(;,)1,(;, jiwCFjiwCF   を考えると，この値は，費用が発生す
る工程w，連続して発生する工程数 及び特殊作業者の配置工程 iに応じて 0 と
なる．0 とならない場合を図 A-3-2 に示す．（図 A-3-2 は横に工程を表す．配置
が )1,( ji と ),( ji の場合において，○は遊休が発生した工程を，●は遅れが発
142 
 
生した工程を，◎は期待遅れ費用が発生する工程を表す．） 
よって， 
 
図 A-3-1  ),(;, jiwCF  について 
○：遊休；●：遅れ；◎：期待遅れ費用が発生する工程 
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図 A-3-2  ),(; jinf  と  )1,(; jinf  において相殺されない場合 
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  (A-3-4) 
となる．ただし，(A-3-4)式の右辺の第 1 項は図 A-3-2 の①②，第 2 項は図 A-3-2
の③④，第 3 項は図 A-3-2 の⑤⑥，第 4 項は図 A-3-2 の⑦⑧，第 5，6 項はそれ
ぞれ⑨と⑩に対応する．ここで，②④⑥⑧は w なので，工程 1 から工程 w ま
で連続遅れが発生する．そして，(A-3-4)式に(A-3-2)式と(A-3-3)式を代入すれば
補助定理 3 は証明される．詳細な整理は以下のようになる． 
ステップ 1：第 1 項と第 3 項を整理すると以下のようになる． 
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ステップ 2：第 2 項と第 4 項を整理すると以下のようになる． 
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ステップ 3：第 5 項と第 6 項を整理すると以下のようになる． 
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ステップ 4：ステップ 1の結果である(A-3-5)式，ステップ 2の結果である(A-3-6)
式とステップ 3 の結果である(A-3-7)式をまとめると，以下のようになる． 
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2.3 節 仮定(8)より， oo jjii  , に対して 
   
 
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となる． 
2.3 節 仮定(8)より， 11,11 11   oooo jjjiii に対して 
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となる． 
（補助定理 3 の証明終了） 
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付録 A-4：補助定理 4 の証明 
補助定理 4 の証明は補助定理 3 の証明と同様な考え方で証明される．ただし， 
w の時は， 
 










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

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   (A-4-1) 
と表わせる．ただし， w の時は，便宜上 
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P
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P
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P
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BA
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P
w
BB
w
P

     (A-4-2) 
と定義する． 
今，    ),(;,),1(;, jiwCFjiwCF   を考えると，この値は，費用が発生す
る工程w，連続して発生する工程数 及び特殊作業者の配置工程 iに応じて 0 と
なる．0 とならない場合を図 A-4-1 に示す．（図 A-4-1 は横に工程を表す．配置
が ),1( ji  と ),( ji の場合において，○は遊休が発生した工程を，●は遅れが発
生した工程を，◎は期待遅れ費用が発生する工程を表す）． 
よって， 
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 
 
    
 　
　
 

 
 

 
 
 










n
jw
j
iw
n
jw
j
iw
i
i
jiiwwCFjiiwwCF
jiijjCFjiijjCF
jiiwwCFjiiwwCF
jiiwwCFjiiwwCF
jiijjCFjiijjCF
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  (A-4-3) 
となる．ただし，(A-4-3)式の右辺の第 1 項は図 A-4-1 の①②，第 2 項は図 A-4-1
の③④，第 3 項～第 10 項はそれぞれ図 A-4-1 の⑤～⑩に対応する．ここで，②
④は l なので，工程 1 から工程 lまで連続遅れが発生する．そして，(A-4-3)
式に(A-4-1)式と(A-4-2)式を代入し，整理すると以下のようになる． 
まず，右辺の各項ごとに整理すると次のようになる． 
第 1 項： 
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   (A-4-4) 
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第 2 項： 
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第 3 項： 
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第 4 項： 
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第 6 項： 
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第 7 項： 
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次に，(A-4-3)式の右辺を整理する． 
ステップ 1：第 1 項と第 2 項を整理すると以下のようになる． 
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ステップ 2：第 3 項と第 6 項を整理すると以下のようになる． 
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ステップ 3：第 5 項と第 8 項を整理すると以下のようになる． 
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ステップ 4：第 4 項と第 7 項を整理すると以下のようになる． 
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ステップ 5：ステップ 1 の結果である(A-4-12)式，ステップ 2 の結果である
(A-4-13)式，ステップ 3 の結果である(A-4-14)式とステップ 4 の結果である
(A-4-15)式をまとめると，以下のようになる． 
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2.3 節 仮定(8)より， oo jjii  , に対して 
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となる． 
2.3 節 仮定(8)より， 11,11 11   oooo jjjiii に対して 
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となる． 
（補助定理 4 の証明終了） 
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付録 A-5：数値実験用プログラム 
 
分枝限定法によるアルゴリズムを用いた多期間制約サイクル問題の最適配置
算出プログラムを下記に示す． 
/* 
********************************************************************** 
 「システム最適費用及び最適配置順番を求めるプログラム」 
********************************************************************** 
*/ 
#include <stdio.h> 
#include <math.h> 
#include <time.h> 
clock_t start,finish; 
int b[20], ct, cs; 
float a[20],z=2.0; 
double T; 
double F[20]; 
double MIN=1000000.0;  
double P[20],Q[20],TS[20],TC[20]; 
int n,flg[20]; 
int loc[20],MIN_loc[20]; 
double p[20],q[20],ts[20],tc[20]; 
double h(int i,int j); 
double makesys(int i); 
FILE*fp; 
void main()  
{ 
 int i,m=1; 
 double time; 
 ct = 10; cs = 20; 
 flg[1]=0; 
 fp=fopen("kong.txt","w"); 
 printf("システム内の工程数の入力："); 
 scanf("%d",&n); 
 for(i=1;i<=n;i++){ 
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  printf("作業者%d の平均加工率の入力：",i); 
  scanf("%f",&a[i]); 
 } 
 for (i=1;i<=n;i++){ 
  P[i]=1-exp(-a[i]*z); 
  Q[i]=exp(-a[i]*z); 
  TS[i]=(exp(-a[i]*z)+a[i]*z-1)/a[i]; 
  TC[i]=exp(-a[i]*z)/a[i]; 
 } 
 for (i=1;i<=n;i++) {  
  printf("連続%d 回遅れ時，遅れ費用の入力：",i); 
  scanf("%d",&b[i]); 
 } 
 printf("¥n"); 
 printf("計算を行っているのでお待ちください¥n"); 
 fprintf(fp,"システムの工程数:%d¥n",n); 
 fprintf(fp,"¥n"); 
 fprintf(fp,"各工程の加工率:¥n"); 
 for(i=1;i<=n;i++) fprintf(fp,"第%d 工程:%.1f¥n",i,a[i]); 
 fprintf(fp,"¥n"); 
 fprintf(fp,"遅れ費用:"); 
 fprintf(fp,"¥n"); 
 for(i=1;i<=n;i++) fprintf(fp,"%d 回連続遅れの費用:%d¥n",i,b[i]); 
 fprintf(fp,"¥n"); 
 fprintf(fp,"¥n"); 
 start=clock(); 
 makesys(1); 
 T= n*ct*z + MIN; 
 finish=clock(); 
 time=(double)(finish-start)/CLOCKS_PER_SEC; 
 fprintf(fp,"最適配置:¥n"); 
 for(i=1;i<=n;i++) fprintf(fp,"%3d¥t",MIN_loc[i]); 
 fprintf(fp,"¥n"); 
 fprintf(fp,"システムの最初総期待費用:¥n"); 
168 
 
 fprintf(fp,"%.2f¥n",T); 
 fprintf(fp,"¥n 計算時間：%5.3lf 秒¥n",time); 
 printf("最適配置の計算が終了しました．¥n"); 
 printf("¥n"); 
 printf("何か KEY を押して，kong.txt ファイルを開いて結果を見てください．"); 
 printf("¥n"); 
} 
double h(int i,int j)  
{ 
 int k; 
 double H=1.0; 
 if(j==0){ 
  for(k=1;k<=i;k++) H*=q[k]; 
 } 
 else if(j>=1){ 
  for(k=j+1;k<=i;k++) H*=q[k]; 
  H*=p[j]; 
 } 
 return H; 
} 
 
double makesys(int i)  
{ 
int j,i1, j1; 
double zl; 
if(i < n){ 
 for(j = 1;j <= n; ++j){ 
  if(flg[j]==0){ 
   flg[j]=1; 
   loc[i]=j;  
   p[i]=P[j]; 
   q[i]=Q[j]; 
   ts[i]=TS[j]; 
   tc[i]=TC[j]; 
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   if(i == 1 ){ 
    F[i] = cs*ts[1]+b[1]*tc[1]; 
   }else{ 
    zl = 0.0; 
    for( j1 =0; j1 <= i-1; j1++){ 
    zl+=b[i-j1]*tc[i]*h(i-1,j1); 
    } 
    F[i] = F[i-1] + zl + cs*ts[i]; 
   } 
   if( F[i] <= MIN ){ 
    i1 = i +1; 
    makesys(i1); 
   } 
   flg[j] = 0; 
  } 
} 
} 
if(i == n ){ 
 for( j=1 ; j <= n ; ++j){ 
  if(flg[j] == 0){ 
  loc[i] = j; 
  p[i]=P[j]; 
  q[i]=Q[j]; 
  ts[i]=TS[j]; 
  tc[i]=TC[j]; 
  zl=0.0; 
  for( j1=0 ; j1<=i-1 ; j1++){ 
   zl+=b[i-j1]*tc[i]*h(i-1,j1); 
  } 
  F[i] = F[i-1] + zl + cs*ts[i]; 
  if( F[i] < MIN ){ 
   MIN = F[i]; 
   For (j1=1; j1 <= n; ++j1) MIN_loc[j1] = loc[j1]; 
   j = n + 1; 
  } 
170 
 
} 
} 
} 
return(0); 
} 
