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The Vose dynamical system model of the simple genetic algo-
rithm models the behavior of this algorithm for large popu-
lation sizes and is the basis of the exact Markov chain model.
Populations consisting of multiple copies of one individual
correspond to vertices of the simplex. For zero mutation,
these are fixed points of the dynamical system and absorb-
ing states of the Markov chain. For proportional selection,
the asymptotic stability of vertex fixed points is understood
from previous work. We derive the eigenvalues of the differ-
ential at vertex fixed points of the dynamical system model
for tournament selection. We show that as mutation in-
creases from zero, hyperbolic asymptotically stable fixed
points move into the simplex, and hyperbolic asymptoti-
cally unstable fixed points move outside of the simplex. We
calculate the derivative of local path of the fixed point with
respect to the mutation rate for proportional selection. Sim-
ulation analysis shows how fixed points bifurcate with larger
changes in the mutation rate and changes in the crossover
rate.
Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Heuristic Methods; G.1.m [Mathematics





Genetic Algorithms, Theory, Crossover, Selection, Tourna-
ment Selection, Dynamical Systems, Fixed Points, Bifurca-
tion
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As the name suggests, the infinite population model (IPM)
of the simple genetic algorithm (SGA) is a deterministic dy-
namical systems model that describes the behavior of the
SGA as the population size goes to infinity. It is also the
basis for the exact mathematical description of the SGA,
namely the exact Markov chain model. The infinite pop-
ulation model and the exact Markov chain model are pri-
marily due to Michael Vose, but also to collaborators Gunar
Liepins, Alden Wright, A. E. Nix, and others. See [13], [14],
[17], [15], [6].
Subsection 2.8 gives an example of the use of dynamical
systems models to predict the behavior of a genetic algo-
rithm.
The SGA is a generational genetic algorithm over bit strings
of length `. As developed by Vose in [13], it includes any
mask-based crossover, a very general model of mutation, and
proportional, ranking, or a special form of tournament selec-
tion. This paper extends the model to standard tournament
selection. (The models for ranking and tournament selection
assume that no two individuals have the same fitness.)
Vertices of the simplex (defined below) are fixed points of
this dynamical system when there is zero mutation. Using
the results of a paper of Vose and Wright [16], of section 11.3
of Vose’s book [13], and section 2.7 of this paper, the asymp-
totic stability of these fixed points can be calculated when
the fitness function can be calculated (such as when there
is a formula for the fitness function). As the crossover rate
increases, the number of stable vertex fixed points increases
(or remains constant).
When a vertex fixed point is asymptotically stable, this
means that when the infinite population model is started
sufficiently close to the fixed point, it will converge to the
the fixed point. Intuitively, it means that the when the SGA
with a sufficiently large population size is started close to the
fixed point, it is highly likely to converge to the uniform pop-
ulation corresponding to the fixed point. (When mutation
is zero, the SGA Markov chain is absorbing, so the SGA ac-
tually converges.) Thus, one would expect that the infinite
population model with a sufficiently low mutation rate when
started at or sufficiently near the fixed point would converge
to a point close to the fixed point. This paper proves this
result. Thus, the SGA with a low mutation when started
near to the fixed point is likely to stay close to the fixed
point for a long time.
When a vertex fixed point is asymptotically unstable, this
means that the infinite population model can be started ar-
bitrarily close to the fixed point and diverge away from the
the fixed point. This paper shows that as positive mutation
is introduced into the infinite population model in this case,
the fixed point moves outside of the simplex. Thus, when
the infinite population model with a low mutation rate is
started at or sufficiently near the fixed point, it will diverge
away from the fixed point. The behavior of the SGA in this
case is discussed in subsection 4.4.
Populations are represented as vectors over the integers
in half-open interval [0, n) where these integers correspond
to length ` bit strings through their binary representation
and where n = 2`. A population vector x has the propertiesP
i xi = 1 and xi ≥ 0 for all i ∈ [0, n). The relative fre-
quency of the bit string i in the population is xi. The space
of all possible population vectors is the (n − 1)-simplex Λ
in Rn. Thus, Λ = {x ∈ Rn :
P
i xi = 1 and xi ≥ 0}. The
vertices of the simplex are the unit vectors in Rn; the ith
unit vector ei corresponds to a uniform population consist-
ing only of individuals whose string representation is the
binary string representation of i.
Following [13], we use 1 as a notation for a column vec-
tor of all ones of length `, which corresponds to a string of
all ones. In particular, if i ∈ [0, n), then 1T i denotes the
number of ones in the binary representation of i. We also
use 1 as a notation for a column vector of all ones of length
n = 2`. The meaning of the 1 symbol should be clear from
the context.
The bitwise-AND of bit strings i and j is denoted by i⊗j,
and the bitwise-OR of i and j is denoted by i⊕ j. The ones-
complement of i is denoted by i.
Population vectors in the simplex can be viewed either as
populations of indeterminate size, or as sampling distribu-
tions for the next generation of the finite-population GA.
(The formula for the exact Markov chain model is simply
the application of the multinomial theorem to this sampling
distribution.)
The infinite population model is a discrete-time dynamical
system where time steps correspond to generations of the
SGA. The model is described by a continuously differentiable
(C1) map G : Λ → Λ which will be defined below. If x is
the current population of the SGA, then the next generation
population is obtained by sampling from G(x).
The IPM is deterministic with trajectory x,G(x),G2(x), . . ..
Vose [13] shows that the expected next finite population is
G(x), he also has theorems that show that IPM is the lim-
iting behavior of the SGA as the population size goes to
infinity.
The G map extends naturally to a neighborhood of the
simplex in Rn, and we will use G to denote this extended
map.
2. FIXED POINTS OF G
The results of subsection 2.3, and of subsection 2.7 as
applied to tournament selection, are new, while the other
subsections relate previously published results.
The map G is the composition of a selection map F and a
mixing map M.
G = M ◦ F. (1)
In this section, we describe the mixing map M and the
selection map F for proportional and tournament selection.
2.1 The mixing map M
We now define the mixing map. Following [13], we define
[expr] =
(
1 if expr is true
0 otherwise.
For each integer i ∈ [0, n), let the n × n permutation
matrix σi be defined by
(σi)u,v = [u⊕ v = i].
The matrix σi is symmetric and self-inverse. If x ∈ Λ,
(σix)j = xj⊕i and if M is an n × n matrix, (σiMσi)u,v =
Mu⊕i,v⊕i.




In general (even when not defined by a rate), mutation is
positive whenever µi > 0 for all i ∈ [0, n).
If we cross parent bit strings u and v using mask i, the
children are (u⊗ i)⊕ (v ⊗ i) and (u⊗ i)⊕ (v ⊗ i).
Define χi to be the probability that bit string i is used as
a crossover mask. For example, for one-point crossover with





`−1 if i = 1, 3, 7, . . . , 2
`−1 − 1
1− c if i = 0
0 otherwise.








[((u⊕ i)⊗ k)⊕ ((v ⊕ j)⊗ k) = 0].







[(u⊗ k)⊕ (v ⊗ k) = 0]. (2)
Example. For string length 2, the mixing matrix for
one-point crossover with rate c and no mutation is:
M(0) =
0BBBBB@
1 1/2 1/2 1/2− 1/2 c
1/2 0 1/2 c 0
1/2 1/2 c 0 0
1/2− 1/2 c 0 0 0
1CCCCCA .




The twist M∗ of M is defined by
M∗i,j = Mi⊕j,i.




1 1/2 1/2 1/2− 1/2 c
0 1/2 0 1/2 c
0 0 1/2 1/2 c
0 0 0 1/2− 1/2 c
1CCCCCA .
For zero mutation, M∗ is upper triangular. This can be
derived directly from equation (2) and is stated on page 55
of [13].
For later reference, proposition 2.2 of [16] or theorem 6.13






For more explanation, see one of [16; 13; 14; 17; 15; 6].
An important property of the mixing map is that M maps
the simplex into itself, and when mutation is positive, M
maps the simplex into its interior [13]. Thus, G also has this
property. This is stated as theorem 4.7 of [13].
2.2 The selection map F for proportional se-
lection
For proportional selection, let F denote the diagonal ma-
trix whose diagonal entries are the elements of the fitness











It is also not hard to see that












if i = v > 0
− fi⊕s
fs
if i = 0 and v > 0
0 otherwise
In particular, σsdFesσs is upper triangular and only nonzero
in the upper row and on the diagonal.
2.3 The selection map F for tournament selec-
tion
The selection of one individual by k-ary tournament selec-
tion is done by choosing with replacement a random sample
of k individuals (which we will call a tournament) from the
population and then selecting the best of these k.
To model k-ary tournament selection from a population
x ∈ Λ, we consider the sample space of all unordered k-
sequences (tournaments) weighted by their probability as
determined by x. For example, if k = 5, one such tour-







In order for a tournament to correspond to the selection
of element i, i must be the most fit element in the tourna-
ment. Thus, the probability of selecting element i by k-ary














This formula uses the assumption that fitness is injective, in
other words, u 6= v ⇒ fu 6= fv.
Example: Tournament selection for ` = 2 and k = 3
with fitness function 〈4, 1, 3, 2〉T is given by:
F(x) =2666664
3 x0 (x1 + x2 + x3 )2 + 3 x0 2 (x1 + x2 + x3 ) + x0 3
x1 3
3 x2 (x1 + x3 )2 + 3 x2 2 (x1 + x3 ) + x2 3
3 x3 x1 2 + 3 x3 2x1 + x3 3
3777775











j [fj < fi]xj
”k−u















r 6=i[fr = fi]xr
”v“P
j [fj < fi]xj
”k−u−v
otherwise
For the rest of this paper, we assume injective fitness in
our analysis of tournament selection. A future paper will
analyze non-injective fitness.
Vose [13] models a somewhat different version of tourna-
ment selection. Instead of choosing the best element of the
tournament, he applies ranking selection to the tournament.
His model of ranking selection follows that of Goldberg and
Deb [4] in using the integral of a continuously increasing
probability density function over the interval [0, 1]. Gold-
berg and Deb call this an “assignment function”. Ranking
selection can be made to select only the best individual by
using an assignment function that assigns unit mass to 1 (a
translation of the Dirac delta function) as the assignment
function. However, when ranking selection is used to select
only the best individual, it is not continuous and thus not
differentiable. Thus, Vose’s results cannot be directly ap-
plied to tournament selection as we have defined it above
(which we believe is the version most commonly used in
practice). In addition, we feel that our model of tourna-
ment selection is much simpler and easier to work with.










Thus, if x ∈ Λ,
Pn−1
j=0 F(x)j = 1.
Proof Let π denote a permutation of {0, 1, . . . , n − 1}
such that fπ(0) < fπ(1) < . . . < fπ(n−1). Note that equation
























For i = 0, we have F(x)0 = x
k
π(0).




















































This completes the induction proof.




j=0 xπ(j) = 1,
the second formula follows. 2




























[fv < fi] if v 6= i
(9)
Lemma 4. For any x,






and for any x ∈ Λ,
1T dFx = k1
T

















Since the right-hand expression is independent of i, the first
statement of the lemma follows. The second statement is
obvious. 2






k if i = v and fs < fv
k if i = s and fs ≥ fv
0 otherwise
(10)
Proof Consider the first case where i = v and fs < fv.
The first case of formula (9) applies and is nonzero only
when u = 1. In this case, uxu−1i = 1 since the exponent
u− 1 is zero. The factor
“P
j [fj < fi]xj
”k−u
= 1 since for
j = s, fs < fi.
Consider the second case where i = s and fs ≥ fv. The
second case of formula (9) applies and is nonzero only when
u = k − 1. In this case, xui = 1 since i = s. The factor“P
j [fj < fi]
”k−u−1
= 1 since the exponent k − u − 1 is
zero.




Corollary 6. For each s = 0, 1, . . . , n− 1,
(σsdFesσs)i,v =
8><>:
k if i = v and fs < fv⊕s
k if i = 0 and fs ≥ fv⊕s
0 otherwise
(11)
Thus, σsdFesσs is upper triangular and has nonzero entries
only in the upper row and on the diagonal. Furthermore, it
has only a single nonzero entry k in each column.
Proof Recall that (σs)x,y = [x ⊕ y = s], and that σs is
symmetric and self-inverse. Further, if A is any n×n matrix,
(σsAσs)i,v = Ai⊕s,v⊕s
Applying this formula to formula (10) gives(11). Upper tri-




2.4 A change of basis
In this subsection we show how to do an orthonormal
change of basis so that we can work in the hyperplane con-
taining the simplex. Recall that 1 is the vector of all ones.
Note that {x ∈ Rn : 1Tx = 1} is the (n − 1)-dimensional
hyperplane that contains the simplex, and 1⊥ = {x ∈ Rn :
1Tx = 0} is the translate of this hyperplane to the origin.
Lemma 7. Let A be an n × n real matrix. Suppose that
1TA = λ1T (so that 1 is an eigenvector of AT ). Then there
is an orthonormal change of basis with basis change matrix








(Here ∗ denotes possibly nonzero entries.) Then C repre-
sents the action of A on the hyperplane 1⊥ = {x ∈ Rn :
1Tx = 0}. The eigenvalues of A in addition to λ are the
same as the eigenvalues of C.
Proof. This proof is adapted from the proof of theorem
6.12 of [13].
Since 1TA = λ1, it follows that A : 1⊥ → 1⊥. Let
{b0, b1, . . . , bn−1} be an orthonormal basis with b0 being 1
normalized to have unit length, and let B be the matrix
whose columns are this basis. (The Walsh basis is such a
basis.) Note that if j > 0, then
BTABej = B
−1Abj ⊆ B−1(1⊥) ⊆ e⊥0 .
(Recall that ej is the j
th unit vector.) Thus, BTAB satisfies
equation 12.
Observe that eT0 B
TAB = (BTA1)T = λ(B−1b0)
T = λeT0 .
Thus, the upper left entry of BTAB is λ.






. Thus, C represents A on 1⊥. The eigenvalues
of a matrix are invariant under a change of basis.
2.5 Dynamical system fixed points
Let g be a map that defines a discrete-time dynamical sys-
tem. A fixed point v of g is asymptotically stable if there is a
neighborhood U of the fixed point such that limk→∞ g
k(y) =
v for all y ∈ U . The fixed point v is unstable if there is a
neighborhood U of v, such that for all δ > 0 there exists a
point y with |y− v| < δ such that gk(y) is not in U for some
k.1
A fixed point v is hyperbolic if no eigenvalue of the differen-
tial dgv has an eigenvalue with modulus 1. Vose and Eberlein
have shown that for proportional selection, the fixed points
of G are hyperbolic for a dense open set of fitness coefficients
in the positive orthant [13]. Gedeon, et al. [3] show that for
a “typical” mixing operator G has finitely many fixed points,
and Hayes and Gedeon have shown that the fixed points of
G are hyperbolic for a “typical” mixing operator [5].
For a hyperbolic fixed point v of g, the asymptotic stabil-
ity of v is related to the differential dgv at the fixed point.
If all eigenvalues of dgv have modulus less than 1, then v
is asymptotically stable. And if any eigenvalue of dgv has
modulus greater than 1, then v is asymptotically unstable.
We will define a hyperbolic fixed point to be a saddle fixed
point if some eigenvalues have modulus less than 1 and some
eigenvalues have modulus greater than 1. Clearly, a saddle
fixed point is asymptotically unstable.
The stable manifold theorem (see theorem 10.1 of [9])
characterizes the behavior of g in a sufficiently small neigh-
borhood of a hyperbolic fixed point. If there are s eigen-
values whose modulus is less than 1, then there is a stable
manifold of dimension s, and if there are u eigenvalues whose
modulus is greater than 1, then there is an unstable mani-
fold of dimension u. The stable manifold consists of points
x such that limk→∞ g
k(x) = v and the unstable manifold
consists of points x such that limk→∞(g
−1)k(x) = v where
g−1 denotes the inverse of g when the inverse exists. When
g is not locally invertible, the unstable manifold can be de-
fined in terms of the past history of its points. See [9] or
other books on dynamical systems for details.
Neighborhoods of saddle points can contain trajectories
that are eventually repelling. In loose language, there ex-
ist initial conditions for which iterations move towards the
fixed-point for a time, only to then eventually begin to move
away from the fixed-point.
2.6 Fixed points of the SGA IPM
The Perron-Frobenius theorem states that there can exist
only one fixed-point in the simplex for a linear system with
positive irreducible transition matrix [2]. Further, this fixed
point is asymptotically stable.
This is exactly the situation for the SGA IPM with pro-
portional selection, positive mutation, and zero crossover
since the normalization of proportional selection can be ig-
nored in determining the long-term behavior of the IPM.
1This definition of unstable is the negation of Lyapunov sta-
bility, see [9] for details.
Thus, in this situation, G has one stable fixed point in the
interior of the simplex.
Rowe [10] and Richter et al. [8; 7] are example analyses of
the Perron-Frobenius situation and movement of the fixed-
point under varying mutation rates.
When the mutation rate is 1/2, the mutation map takes
all populations to the center of the simplex. Hence, G with
crossover, any selection method, and any fitness function has
the same property.
Vose [13] conjectures that when started at a point in the
simplex Λ, the iterates of G converge to a fixed point. Wright
and Bidwell [19] empirically tested this conjecture and found
what appeared to be cyclic behavior. However, these ex-
amples used a non-standard mutation which is not bitwise
mutation with a rate. Given the extensive experience with
GAs, the conjecture seems very likely to be true for bitwise
mutation by a rate where the rate is less than or equal to
1/2.
2.7 Vertex fixed points
Mask-based crossover is pure in that crossing an individ-
ual with itself results only in that individual. Thus, when
mutation is zero, the mixing map M applied to a uniform
population of identical individuals gives that population. Se-
lection applied to a uniform population cannot produce any
new individuals, and thus the selection map F applied to
a uniform population also gives that population. Thus, we
have shown the following:
Lemma 8. Assume no mutation. If v is a vertex of the
simplex Λ, G(v) = v. In other words, v is a fixed point of G.
The SGA Markov chain model is absorbing when mutation
is zero, and the vertex populations are the absorbing states.
For vertex fixed points of G, there are some special re-
sults on stability [16], section 11.3 of [13]. A suitable rear-
rangement of the rows and columns of the differential of G
is upper triangular, so the eigenvalues are the diagonal ele-
ments. In this section we derive formulas for the eigenvalues
for proportional and tournament selection. For proportional
selection, these are from [16] and theorem 11.8 of [13]. For
tournament selection as we have defined it, these results are
new.
Lemma 9. For x ∈ Λ,
1T dGx = 0 for proportional selection
1T dGx = 2k1
T for tournament selection




Thus, if x ∈ Λ,
P
xu = 1, so 1
T dMx = 21
T . Applying the
chain rule, 1T dGx = 1
T dMF(x)dFx = 21
T dFx. We now
apply equation (4) for proportional selection and lemma 4
for tournament selection. 2
Lemma 10. Let F be the heuristic function for either pro-
portional or tournament selection. For s = 0, 1, . . . , n− 1,
σsdGesσs = 2M
∗σsdFesσs
If mutation is zero, σsdGesσs is upper triangular and the
eigenvalues are the diagonal elements.
Proof First, note that F(es) = es since es is a popula-
tion consisting only of individuals equal to s, and any such
population is fixed under selection.









Thus, σsdGesσs = 2M
∗σsdFesσs. Recall that zero mutation
implies that M∗ is upper triangular. Upper triangularity
follows since both M∗ and σsdFesσs are upper triangular.
2
Lemma 11. Assume zero mutation and s = 0, 1, . . . , n−1.
If F is the heuristic function for tournament selection.
(σsdGesσs)i,v =
8><>:
2kMi⊕v,i if fs < fv⊕s












M∗i,uk[((u = v) ∧ (fs < fv⊕s)) ∨ ((u = 0) ∧ (fs ≥ fv⊕s))]
=
8><>:
2kM∗i,v = 2kMi⊕v,i if fs < fv⊕s
2kM∗i,0 = 2kMv,0 = 2kM0,v if fs ≥ fv⊕s
0 otherwise
2
Theorem 12. Assume tournament selection. If muta-
tion is zero and s = 0, 1, . . . , n − 1, the eigenvalues of dGes
considered as a map from 1⊥ to itself are
{2kM0,v[fs < fv⊕s] : v = 1, 2, . . . , n− 1}. (14)
Proof The eigenvalues of dGes are the same as the eigen-
values of σsdGesσs. Thus, the eigenvalues of dGes are given
by the first case of equation (13) when fs < fv⊕s and i = v,
and are zero when fs ≥ fv⊕s.
Lemma 9 shows that 1 is an eigenvector of dGTes , so lemma
7 applies. Since the matrix B of lemma 7 (which can be
the Walsh basis) is orthonormal, the eigenvalues of dGes
considered as a mapping from 1⊥ to itself are the same as
the eigenvalues of dGes applied to Rn less the eigenvalue
2kM0,0 = 2k. 2
Theorem 13. Assume proportional selection. If muta-
tion is zero and s = 0, 1, . . . , n − 1, the eigenvalues of dGes
considered as a map from 1⊥ to itself are
fv⊕s
fs
M0,v : v = 1, 2, . . . , n− 1
ff
. (15)
Proof This theorem states the result of theorem 3.5 of [16]
as extended by the results of section 4 of the same paper. It
is also stated as one part of theorem 11.8 of [13]. It can be
proved directly by combining lemma 1 with lemma 10, and
then applying lemma 7. 2
If i ∈ (0, n), let hi(i) and lo(i) be the smallest and largest
k such that i⊗2k 6= 0. In other words, lo(i) is the position of
the leftmost one in the binary representation of i, and hi(i)
is the position of the rightmost one in the binary represen-
tation of i. Let δ(i) = hi(i) − lo(i) + 1; δ(i) is commonly
called the defining length of i.




























[u ⊗ v = 0].
The formulas follow by direct computation. More details for
proof of the uniform crossover formula are given in the proof
of lemma 5.2 of [16].
Corollary 15. Assume tournament selection. Let c de-
note the crossover rate for one-point or uniform crossover.
For one-point crossover, the spectrum of dGek , considered as




1− c+ c` `− δ(i)
`− 1 [fv < fv⊕s]
«
: i = 1, . . . , n− 1
ff
.
For uniform crossover, the spectrum of dGek is given by
spec(dGes) =n
k(1− c+ c21−1
T i)[fv < fv⊕s] : i = 1, . . . , n− 1
o
.
Corollary 16. Assume proportional selection. Let c de-
note the crossover rate for one-point or uniform crossover.
For one-point crossover, the spectrum of dGek , considered as






1− c+ c` `− δ(i)
`− 1
«
: i = 1, . . . , n− 1
ff
.






T i) : i = 1, . . . , n− 1
ff
.
Proof. This corollary is a restatement of theorem 3.4
and lemma 5.1 of [16]. It also follows directly from theorem
13 and lemma 14.
For an example of the application of this theorem, see
subsection 5.1.
Note that corollary 16 shows that each eigenvalue of the
differential of G at vertex fixed point ek corresponds to the
fitness of some other search space point i⊕k. More precisely,
it is the fitness ratio
fi⊕k
fk
times a factor that depends on i
and on the crossover method.
For a crossover rate of zero (pure selection), only the ver-
tices corresponding to global optima are stable fixed points.
Global optima with no globally optimal neighbors are asymp-
totically stable. As the crossover rate increases, more ver-
tices may become stable fixed points. But vertices corre-
sponding to search space points with more fit neighbors can
never be stable.
The following lemma shows that stability in Rn for vertex
fixed points is the same as stability in the simplex.
Lemma 17. If v is a vertex fixed point with the spectral
radius (modulus of largest eigenvalue) of dGv greater than 1,
then v is an asymptotically unstable fixed point of G consid-
ered as a map from the hyperplane containing the simplex to
itself.
Proof. This is theorem 4.3 of [16]. Or lemma 7 can be
used to prove this theorem.
2.8 Bistability
In dynamical systems theory, bistability refers to a situ-
ation where there are two stable fixed points with distinct
domains of attraction. The fixed point that the system con-
verges to depends on the initial conditions.
It is easy to construct fitness functions with multiple peaks
(local maxima) so that the SGA IPM with no mutation has
stable fixed points which are the uniform populations con-
sisting only of multiple copies of the fitness peaks. See the-
orems 15 and 16 for details. (Note, however, that a local
maximum of the fitness function does not necessarily corre-
spond to a stable fixed point.) It is one of the main results
of this paper (see theorem 31) that with a sufficiently small
increase in mutation, these fixed points move inside the sim-
plex.
Thus, it is easy to construct examples where the SGA
IPM has dynamical systems bistability, and these examples
are not surprising. However, there is a more restricted form
of bistability that can happen in infinite population models
which is surprising.
When the mutation rate is 1/2, then there is a single sta-
ble fixed point of the SGA IPM at the center of the simplex.
One might guess that if there was a single fitness peak, then
as the mutation rate decreased from 1/2 to zero, this stable
fixed point would migrate from the center of the simplex to
the uniform population corresponding to the fitness peak.
However, something more complex can happen [23]: at a
critical mutation rate, the stable fixed point bifurcates into
two stable fixed points and one unstable fixed point. As the
mutation rate continues to decrease, one stable fixed point
move toward the fitness peak, the other stays near the cen-
ter of the simplex, with the unstable fixed point between
them. At another smaller critical mutation rate, the unsta-
ble fixed point joins with the one of the stable fixed points,
and both of these fixed points disappear. Thus, at a range
of mutation rates between the two critical mutation rates,
there are two stable fixed points which is bistability in the
sense defined above. But it is surprising since the bistability
is not caused by multiple fitness peaks, but is rather related
to the disruptiveness of the combination of mutation and
crossover. This situation with two stable fixed points and
one fitness peak was called bistability in [23]; clearly this
is a more restricted form of bistability than the dynamical
system definition mentioned above.
The above description is based on the gene pool model
given in [23]. Gene pool crossover takes the population di-
rectly to linkage equilibrium in one step. In this model,
the fixed point equation reduces to an equation in a single
variable for the NEEDLE (needle-in-the-haystack) and BI-
NEEDLE fitness functions, experiments in running the SGA
IPM with conventional two parent crossover show very simi-
lar bistability behavior on these fitness functions. Below are
the formulations for NEEDLE and BINEEDLE.
NEEDLE(x) =
(





1 + a all ones string
1 otherwise
1 + a all zeros string
(17)
In practical terms, when there is bistability, a GA ini-
tialized with a random population is likely to be trapped
close to the center of the simplex stable fixed point which
prevents it from accumulating points of the optimal popula-
tion. This is illustrated by the results of Suzuki and Iwasa
[11] on the NEEDLE fitness (which they called a “babel-like
fitness landscape”). They found that crossover accelerated
time to convergence if the crossover rate was not too high,
but over a critical crossover rate, the time to find the nee-
dle diverged. The discovery of the bistability phenomenon
explained their results.
Bistability (in the more restricted sense) is only known
to occur in the presence of crossover, mutation, and selec-
tion. This more restricted bistability phenomenon was dis-
covered by Boerjlist et al [1] in a quasi species model of virus
reproduction, and was analyzed for the NEEDLE and the
BINEEDLE fitness functions and proportional selection in
[23]. These results were extended to truncation selection in
[20] and to a “sloping plateau” fitness function in [21], all by
using the gene pool model.
When bistability occurs, there is one fixed point “close”
to the fitness peak, and one fixed point “close” to the center
of the simplex. For the NEEDLE fitness functions, the fit-
ness peak is at a vertex of the simplex. Thus, when the GA
infinite population model is initialized with a population cor-
responding to the center of the simplex, the GA model will
converge to the center of the simplex fixed point, and when
the model is initialized with a population corresponding to
the fitness peak, the model will converge to the fitness peak
fixed point. A finite population GA with the same param-
eters and fitness function, when initialized with a random
population will likely be “trapped” for a long time by the
center of the simplex fixed point, and while when initialized
at the fitness peak, will likely be “trapped” for a long time
by the fitness peak fixed point. (“A long time” is the best
that we can say since the GA with mutation is an ergodic
Markov chain, and all populations will be visited infinitely
often.)
3. QUESTIONS
The dichotomy of many fixed points for crossover-selection
GAs and one fixed point for mutation-selection GAs and for
mutation rate 1/2 suggests some questions:
• What happens to the vertex fixed points when mu-
tation is increased slightly from zero? We answer this
question for hyperbolic fixed points in the next section.
• What happens to the vertex fixed points when the mu-
tation rate is increased from 0 to 1/2? Recall that
when the mutation rate is 1/2, there is a single stable
fixed point at the center of the simplex.
• What happens to the Perron-Frobenius fixed point as
the crossover rate is increased from zero? Presumably,
the fixed point must bifurcate when there are multiple
stable fixed points under crossover. What kinds of
bifurcations are possible?
4. THE MOVEMENT OF VERTEX FIXED
POINTS UNDER SMALL POSITIVE MU-
TATION
In this section we investigate the behavior of hyperbolic
vertex fixed points of G as the mutation rate increases from
zero. Let p denote the mutation rate, and let G : Λ ×
(−1, 1) → Λ denote the SGA map parametrized by the
mutation rate p. (While a negative mutation rate is not
meaningful in terms of a GA, the formulas for G apply for
a negative mutation rate, and this allows us to not consider
one-sided derivatives.) Let v = v0 be a hyperbolic vertex
fixed point for G(x, 0). We will use the notation Gp(x) for
G(x, p) when it is convenient.
While we are stating our results in term of the mutation
rate, in fact all we need is that G(x, p) is continuously (i. e.
C1) differentiable in both x and p, and Gp maps the simplex
into its interior for p > 0.
In this section, we will be differentiating with respect to
both x and p, so we will use a different notation for these
derivatives. Let ∂G
∂x
(y, q) denote the derivative of G with
respect to x ∈ Rn evaluated at (y, q) ∈ Rn× (−1, 1). (In the
notation of the previous section, this was d(Gp)(y,q).) Let
∂G
∂p
denote the derivative of G with respect to the mutation
rate p.
Let id : Rn → Rn denote the identity map. Of course, the
differential of id is the identity matrix.
Lemma 18. If g : Rn → Rn is differentiable at a point y
with no eigenvalues equal to 1, then g − id is differentiable
with a nonsingular differential at y.
Proof. There is a similarity transformation P such that
P−1 dg
dx
(y)P is in Jordan canonical form with the eigenvalues
on the diagonal. Then P−1( dg
dx
(y) − I)P is also in Jordan
canonical form with eigenvalues on the diagonal. Thus, the
eigenvalues of dg
dx
(y)− I are the eigenvalues of dg
dx
(y) minus




Define H : Rn× (−1, 1)→ Rn by H = G− id. Recall that
we have assumed that v is a hyperbolic vertex fixed point
of G which means that ∂G
∂x
(p, 0) has no eigenvalues on the
unit circle. Thus, H(v, 0) = 0 and ∂H
∂x
(v, 0) = ∂G
∂x
(v, 0) − I
is non-singular by Lemma 18.
Lemma 19. There is a neighborhood V of v, an ε > 0,
and a continuously differentiable function h : [0, ε) → V
such that H(h(p), p) = 0 and h(0) = v. If we define vp =
h(p), then G(vp, p) = vp, so vp is a fixed point of Gp. Fur-












Proof. By the above argument our assumption of hyper-
bolicity of the vertex fixed point v implies that ∂H
∂x
(v, 0) is
nonsingular. There is a neighborhood U of v and a δ > 0
such that ∂H
∂x
(x, p) is nonsingular for x ∈ U and p ∈ (−δ, δ).
The implicit function theorem shows that there is a neigh-
borhood V ⊆ U of v, an ε > 0, and a function h with the
required properties.
We have now shown that as p increases from 0, there is
a path of fixed points vp of Gp. This path can intersect the
boundary of the simplex only at v = v0 since Gp maps the
boundary of the simplex into the interior of the simplex for
p > 0.
4.1 Asymptotically stable fixed vertex points
Lemma 20. Let v be a hyperbolic asymptotically stable
vertex fixed point of G0. Then there is a neighborhood V of
v in Λ and a δ > 0 such that for all p < δ, Gp has a unique
fixed point in V , and this fixed point is asymptotically stable.
Proof. Taking standard matrix norm in the eigenvector
basis ‖ · ‖ we have ‖ ∂G
∂x
(v, 0)‖ = α < 1. By continuity of
the derivative, there exists a β > α, a small neighborhood
U ⊂ Λ of v, and a δ > 0 such that for all (y, p) ∈ U × [0, δ)
we have ‚‚‚‚∂G∂x (y, p)
‚‚‚‚ ≤ β < 1.
By going to a smaller neighborhood V ⊆ U if necessary, we
have that for any p ∈ [0, δ) and any pair y, z ∈ V ,
‖Gp(y)− Gp(z)‖ =
‚‚‚‚∂G∂x (y)
‚‚‚‚ ‖y − z‖+ o(y − z)
≤ β‖y − z‖+ 1− β
2
‖y − z‖
≤ 1 + β
2
‖y − z‖.
Thus, Gp is a contraction on V for all p ∈ [0, δ). By the
contraction mapping theorem (theorem 2.5 of [9]), there is
a unique fixed point vp ∈ V for all p ∈ [0, δ).
Our primary theorem on the movement of stable fixed
points, theorem 31 is postponed to subsection 4.3
4.2 Unstable fixed vertex points
Theorem 21. Let v = v0 be a hyperbolic unstable vertex
fixed point of G0. Then for sufficiently small p > 0, Gp has
no fixed point in Λ.
Proof. The domain of this proof is the (n−1)-dimensional
hyperplane H = {x ∈ Rn : 1Tx = 1}. We can apply lemma
7 to represent ∂G
∂x
(v0, 0) in the hyperplane 1
⊥ = {x ∈ Rn :
1Tx = 0}, and when we refer to differentials in this proof,
we are referring to their representation in 1⊥.
The implicit function theorem argument of lemma 19 shows
that there is a ξ > 0 such that vp is a hyperbolic fixed point
of G(x, p) for p ∈ (−ξ, ξ).
By applying the Center Manifold theorem [9] to the map
H : H×(−ξ, ξ)→ H×(−ξ, ξ) defined by H(x, p) = (G(x, p), p),
we conclude that the stable manifold W s(vp,G(x, p)) and
the unstable manifold Wu(vp,G(x, p)) depend C
1 jointly on
both x and p. In other words, there exists a δ > 0 with δ < ξ
such that for each such p ∈ (−δ, δ) the unstable manifold can
be represented as a graph of a C1 function
σ : Eu(v0,0) × (−δ, δ)→ E
s
(v0,0)
where Eu(v0,0) is a span of the eigenvectors that correspond
to eigenvalues of ∂G
∂x
(v0, 0) with modulus greater than 1 and
where Es(v0,0) is a span of the eigenvectors that correspond
to eigenvalues of ∂G
∂x
(v0, 0) with modulus less than 1. The
graph consists of triples (x, p, σ(x, p)) where x ∈ Eu(x0,0),
p ∈ (−δ, δ) and σ(x) ∈ Es(x0,0).
Suppose that vp for p ∈ (0, δ) lies in the interior of Λ.
Since v0 hyperbolic and unstable,
∂G
∂x
(v0, 0) has at least one
eigenvalue with modulus greater than 1. Thus, the unsta-
ble manifold Wu(v0,G(x, 0)) is nonempty. The graphs of
Wu(v0,G(x, 0)) = σ(0) and W
u(v0,G(x, p)) = σ(p) are C
1
close to each other and have the same dimension.
Let Bur (v0) be a ball of radius r in E
u
(v0,0)
. For any ε > 0
(where ε will be chosen later), there exists an r > 0 and an
η with 0 < η < δ such that
‖σ(x, p)− σ(x, 0)‖C1 < ε for all x ∈ B
u
r (v0), p ∈ (0, η).
(19)
Since v0 is a vertex of Λ and E
u
(v0,0)
is a linear space, we
must have that
Bur (v0) ∩ ext(Λ) 6= ∅, for all r
where ext(Λ) is the exterior of Λ. Since Wu(v0,0) is tangent
to Eu(v0,0) for sufficiently small r and y ∈ B
u
r (v0) \ {v0}, we
must have
graph(σ(y, 0)) ∩ ext(Λ) 6= ∅.
Let y0 ∈ graph(σ(y, 0)) ∩ ext(Λ). Then there is a positive
distance ε between the compact set graph(σ(y0, 0)) and Λ.
Therefore, by equation (19)
graph(σ(y0, p)) ∩ ext(Λ) 6= ∅
for all p ∈ (0, η). Let yp be in this set.
The reverse iterates of yp under Gp must converge to vp.
Thus, there must be some reverse iterate of yp that is in Λ
but is mapped by Gp to ext(Λ). But this contradicts that
fact that Gp must map Λ to the interior of Λ. Thus, our
assumption that vp ∈ Λ is not correct.
4.3 The direction of movement of fixed points
as mutation increases from zero
Recall that the function h defined in lemma 19 defined the
local path of fixed points as the mutation rate p increased
from zero. In this section we calculate dh
dp
and discuss the
implications of the result.
Throughout this section v will be a vertex fixed point of
G0. Without loss of generality, we can rearrange the order
of the coordinates of Rn so that v = e0 which is the first
unit vector in Rn.
Lemma 22. Let v be a vertex fixed point and assume that





−` if i = 0
1 if 1T i = 1
0 otherwise
(20)
Furthermore, the vector ∂G
∂p
(v, 0) − v is in the direction of
the simplex.
Proof. The GA map g can be written as a composition
of a selection map, a crossover map, and a mutation map.
Thus,
G(p, x) = U(C(F(x, p))).
Since the crossover map C and the selection map F don’t
depend on the mutation rate p, and since v is a fixed point
of C and F, we have that ∂G
∂p
(v, 0) = dU
∂p
(v, 0).
The definition of the mutation map is
U(x, p) = Ax.











Since v is the first unit vector in Rn,
U(p, v)i = p
1T i(1− p)`−1
T i.
Clearly, for 1T i /∈ {0, 1}, ∂U
∂p
(v, 0)i = 0, and it is easy to
check that for 1T i = 1, ∂U
∂p
(v, 0)i = 1 and
∂U
∂p
(v, 0)0 = −`.
Thus, we have shown that equation (20) holds.
Define the change-of-basis matrix P to have columns e0, e1−
e0, e2 − e0, . . . , en−1 − e0. Note that the columns of P , ex-
cept for the first, are the directions from v = e0 to the other
vertices of the simplex. Multiplying by P transforms the
standard basis into a basis whose elements are the columns
of P . A vector from v points into the simplex if it lies in the
plane of the simplex (i. e., the sum of the coordinates are
zero) and if its coordinates after the first in this basis are
nonnegative. Clearly, ∂g
∂p
(v, 0) satisfies these conditions.
Recall that in section 2 we defined the twist A∗ of an n×n
matrix A to have i, jth entry Ai⊕j,i. A matrix A is called
separative if Ai,j 6= 0 implies that iT j = 0.
Mixing (crossover and mutation) is defined through a mix-
ing matrix M(p) which we parametrize by the mutation rate
p. See subsection 2.1 for more details.
Lemma 23. The mixing matrix M(0) (for zero mutation)
is separative.
Proof. Theorems 6.5 and 6.6 of [13] show that M(0) is
separative.
If matrix A is separative, then its twist A∗ satisfies the
condition
A∗i,j 6= 0 =⇒ i = i⊗ j.
We will call a matrix satisfying this condition twist sepa-
rative. Clearly, M(0)∗ in the example above is twist separ-
ative.
For example, suppose that i = 6 = 110 and j = 3 = 011.
Then i ⊗ j = 010 6= 110 = i, so if A is twist separative,
A6,3 = 0. So whenever there is a locus of j which is zero
while the corresponding locus of i is one, the pair i, j does
not satisfy i = i⊗ j, and thus Ai,j = 0.
Lemma 24. A twist separative matrix is upper triangular.
Proof. i = i⊗ j ⇒ i ≤ j.
Lemma 25. The inverse of a twist separative matrix is
twist separative.
Proof. The following is a “back-substitution” algorithm
to compute the inverse of an upper triangular matrix:
InverseUpperTriangular(A)
1 B ← a square zero matrix of the same dimensions as A
2 for r ← 0 to n− 1 do
3 B[r, r]← 1/A[r, r]
4 for r ← 1 to n− 1 do
5 for i← 0 to n− r − 1 do
6 j ← i+ r





Let i, j be such that i 6= i ⊗ j. We need to show that
B[i, j] = 0. As above, there must be a locus at which j has
a zero bit while i has a one bit. Consider the possibilities
for that locus of the summation index k in line 7 of the
algorithm. If that locus of k is a one bit, then k 6= k ⊗ j
which implies that B[k, j] = 0. If that locus of k is a zero
bit, then i 6= i⊗k which implies that A[i, k] = 0. Thus, each
term of the summation of line 7 is zero, which implies that
B[i, j] = 0.
Lemma 26. If A is an n× n twist separative matrix and




Proof. Line 7 of the above algorithm applied to B[0, i]
is





Since B is twist separative, B[k, j] = 0 for k = 1, 2, . . . , j−1.
Thus, the only nonzero term in the summation isA[0, j]B[j, j] =
A[0, j]/A[j, j].
Lemma 27. The product of twist separative matrices is
twist separative.
Proof. The following is the algorithm to compute the
product of upper triangular matrices:
ProductUpperTriangular(A,B)
1 C → a square matrix of the same dimensions as A and B
2 for i← 0 to n− 1 do





The argument of the proof of Lemma 25 applies to line 4
of this algorithm to show that i 6= i⊗ j ⇒ C[i, j] = 0.











where F denotes the selection map. For proportional, tour-
nament, and ranking selection, dF
dx









are also twist sep-
arative (where H(x, p) = G(x, p)− x).
Proof. Lemma 10 gives the formula for the differential.
(Since we are taking the differential at e0, the σ0 permuta-
tion matrix is the identity.)
M(0)∗ is twist separative by lemma 23. Let the fitness
vector be 〈f0, f1, . . . , fn−1〉T . For proportional and tourna-
ment selection, lemmas 1 and corollary 6 show that dF
dx
(e0)
is upper triangular with nonzero entries only on the diago-
nal and in the upper row. Theorem 7.3 of [13] can be used








(e0, 0) − I is clearly twist








The previous lemma depends on our rearrangement of co-





Lemma 29. For proportional, ranking, and tournament
selection, ∂G
∂x
(v, 0) = ∂G
∂x
(e0, 0) is upper triangular and its
diagonal entries are its eigenvalues λ0, λ1, . . . , λn−1. For
proportional selection, λ0 = 0 and for j such that 1
T j = 1,
∂G
∂x
(v, 0)0,j = −λj.
Proof. The proof of lemma 28 shows that dF
dx
(e0) is up-
per triangular with nonzero elements only on the diagonal
and in the upper row. For proportional selection, equation 4
shows that 1T dF
dx
(e0) = 0. Since
dF
dx
(e0) is twist separative,
the only nonzero entries in column j where 1T j = 1 are the
row 0 entry and the diagonal entry. Thus, the row 0 entry
must be the negative of the diagonal entry λj .
Since ∂G
∂x
(v, 0) is upper triangular, its diagonal entries are
its eigenvalues λ0 = 0, λ1, . . . , λn−1.
Theorem 30. Assume proportional selection. Let v be a










if i = 0
1
1− λi
if 1T i = 1
0 otherwise
.
where λi is the i
th diagonal entry and eigenvalue of ∂G
∂x
(v, 0).

















(v, 0)) which is given by equation (20). This shows that
dh
dp
(0)i = 0 for i such that i 6= 0 and 1T i 6= 1.






. Note that the ith
diagonal entry of the upper triangular matrix ∂H
∂x
(v, 0) is
λi − 1. and therefore the ith diagonal entry of E is 11−λi .









(v, 0))j . (21)
First, we consider i > 0 and the jth entry in this sum. By
equation (20) ∂H
∂p
(v, 0))j is nonzero only when j = 0 or
1T j = 1, and in this latter case ∂H
∂p
(v, 0))j = 1. Since E
is twist separative, Ei,j is nonzero only when i = i ⊗ j.
Thus, the only j for which the jth term in the summation of
equation (21) is nonzero is when i = j. Thus, when i > 0,
dh
dp




Now we consider the jth entry in the sum of equation (21)
when i = 0.
Since ∂H
∂p
(v, 0))j = 0 except when 1
T j = 1 and j = 0, we
only need to consider entries E0,j where 1
T j = 1 and j = 0.
Lemma 29 shows that ∂G
∂x
(v, 0)0,0 = 0. Thus, 29 shows
that ∂H
∂x
(v, 0)0,0 = E0,0 = −1.























Let Bε(v) = {x ∈ Rn : ‖x − v‖ < ε be the ball of radius
ε around v. The next theorem shows that as mutation in-
creases, a hyperbolic asymptotically stable fixed point moves
into the interior of the simplex.
Theorem 31. Assume proportional selection, and assume
that v is a hyperbolic asymptotically stable fixed point of G0,
and h is the map defined in lemma 19. There is an ε > 0
and a γ > 0 such that for p ∈ [0, γ), h(p) is the unique fixed
point of Gp in Bε(v).
Proof. Lemma 22 shows that ∂G
∂p
(v, 0) = ∂H
∂p
(v, 0) 6= 0.
Thus, dh
dp
(0) 6= 0. By the continuity of the derivative, there




(0) > 0. We
can also assume that η < δ for the δ of lemma 20. Let
γ = ‖v − h(q)‖. Then for such q, ‖h(q) − v‖ is strictly
monotonically increasing as q increases. Let ε > 0 be such
that ε ≤ ‖h(η)− v‖ and Bε(v) gives the unique fixed point
of lemma 20. Now choose γ > 0 to be sufficiently small that
if 0 < p < γ < δ, then h(p) ∈ Bε. Then h(p) must be the
unique fixed point of lemma 20.
4.4 Discussion
Let v be a hyperbolic vertex fixed point corresponding to
a uniform population of k individuals, i. e., v = ek. Theo-
rem 16 shows that for proportional selection each eigenvalue
of ∂G
∂x
(v, 0) (other than 0) is determined by the fitness and
the properties of some other point i⊕ k of the search space.
Theorem 30 shows that these fitnesses for the Hamming dis-
tance 1 neighbors of k determine the direction of dh
dp
(0). If
all Hamming distance 1 neighbors have fitness less than the
fitness of k, then the vector from v to dh
dp
(0) points in the
direction of the interior of the face of Λ determined by v
and its Hamming distance 1 neighbors. If some Hamming
distance 1 neighbor has greater fitness, then the vector from
v to dh
dp
(0) points outside of the simplex (providing an alter-
nate proof of theorem 21 in this special case).
If v = ek is asymptotically unstable under zero mutation,
this means that at least one eigenvalue of ∂G
∂x
(v, 0) is greater
than 1. Lemma 16 shows that each eigenvalue corresponds
to some point in the search space other than k which has
higher fitness than k. The instability of v means that when
the SGA IPM is initialized a population which is both near
to v, interior to the simplex, and not on the stable manifold
of v, it will diverge away from v due to the influence of the
higher fitness points just mentioned..
Any population vector interior to the simplex must con-
tain a nonzero representation of every point in the search
space, including those higher fitness points that caused v to
be unstable. But in a finite GA population in a situation
where the string length is realistically long, this won’t hap-
pen since the size of the search space grows exponentially
with the string length. If the search space points that make
v unstable have a large Hamming distance from v, they are
unlikely to be included in a finite population near v. And if
there is mutation with a mutation rate that is Θ(1/n), such
points are unlikely to be discovered in a realistic time pe-
riod. Thus, from the point of view of finite populations, v is
stable in that when a with-mutation GA is at a population
near v, it is likely to remain there for a long time (namely,
until the higher-fitness points that make v unstable are dis-
covered by mutation). In the case of no-mutation, we would
conjecture that the GA would be likely to be absorbed into
the population corresponding to v.
We can also conjecture that when the search space points
that make v unstable at at least Hamming distance j from
v, then as the mutation rate p increases from 0, the fixed
point corresponding to v is order O(pj) close to the face of
the simplex determined by v and its Hamming distance 1
neighbors. In other words, it would be very close to the
simplex. When a saddle-point fixed point is very close to
but not in the simplex, the IPM will move very slowly when
close to this fixed point [13; 12].
4.4.1 Examples
We give two examples of the situation just described.
Both use proportional selection, 1-point crossover with crossover
rate 7/8 and the following fitness function:
f(i) =
8><>:
20 if 1T i = 0
165 if 1T i = `
1 otherwise
.
For any string length and 1-point crossover with rate 7/8,
the uniform population consisting of the all zeros string is
an unstable vertex fixed point because the eigenvalue corre-
sponding to the all ones string is 33
32
by theorem 16.
In the first example the SGA IPM (a model) is started at
the all zeros string, which has fitness 20. The string length
is 7 and the mutation rate is 1
100
. The all ones string, which
has fitness 165, has a frequency of 10−14 after one time step.
This frequency gradually increases. After one time step the
fitness is 18.71, and this decreases to 18.641164 after 6 time
steps. For the next 145 time steps, the fitness is very grad-
ually decreasing, but to 8 significant digits, it remains at
18.641164. After 369 time steps, the fitness reaches a mini-
mum of 18.272 and then it increases rapidly reaching 153.71
at time step 376. The IPM converges to within a tolerance
of 10−12 after 382 time steps with a fitness of 153.79.
In the second example, the SGA (an actual GA) is run
with the same fitness, string length 9, mutation rate 1
10
, and
population size 1000. Initialization is with multiple copies
of the all zeros string. The SGA was run until it found the
optimum. With 100 runs, the average number of generations
to find the optimum was 37,645 with a standard deviation
of 34, 767. The number of fitness evaluations was approxi-
mately 1000 times the number of generations. Clearly, while
the all zeros uniform population is unstable as a fixed point,
the GA takes a very long time to leave a neighborhood of
this fixed point.
5. FIXED POINT MOVEMENT EXAMPLES
Next we will look in detail at gross movement of ver-
tex fixed points for NEEDLE and BINEEDLE under vary-
ing mutation and crossover rates. The below is done via
analysing and numerically iterating the G-map, not with any
running GA.
5.1 Stability of BINEEDLE Fixed Points
We assume that ` = 2, a = 1, and no mutation. Interest-
ingly, the center of the simplex 〈1/4, 1/4, 1/4, 1/4〉 is on the
stable manifold of an unstable fixed point in the interior of
the simplex. Thus, this fixed point can be found by iterating
G starting at this point of the simplex.
The stability of the BINEEDLE fixed points can either
be determined by directly computing the eigenvalues of the
differential of G at the fixed point, or, in the case of ver-
tex fixed points, by applying theorem 16. However, when
directly computing the eigenvalues, there will be one eigen-
value that corresponds to a direction outside of the hyper-
plane of the simplex, and this eigenvalue is not relevant to
the stability of G in the simplex. Theorem 16 says that this
eigenvalue is 0 for proportional selection and for vertex fixed
points.
Table 1 contains the results of doing this for these five
fixed points of the G-map with one-point crossover rate c =
1.0 and mutation rate p = 0 applied to the BINEEDLE
fitness function. The eigenvalues not in the direction of the
hyperplane of the simplex are not included.
Table 2 contains the same results for uniform crossover
with crossover rate 1.
Table 1: BINEEDLE vertex fixed points, one-point
crossover rate 1 and no mutation.
population eigenvalues type
〈1, 0, 0, 0〉 [1/2, 1/2, 0] Stable
〈0, 1, 0, 0〉 [2, 2, 0] Saddle
〈0, 0, 1, 0〉 [2, 2, 0] Saddle
〈0, 0, 0, 1〉 [1/2, 1/2, 0] Stable
〈1/4, 1/4, 1/4, 1/4〉 [4/3, 2/3, 0] Saddle
Table 2: BINEEDLE vertex fixed points, uniform
crossover rate 1 and no mutation.
population eigenvalues type
〈1, 0, 0, 0〉 [1/2, 1/2, 1/2] Stable
〈0, 1, 0, 0〉 [2, 2, 1/2] Saddle
〈0, 0, 1, 0〉 [2, 2, 1/2] Saddle
〈0, 0, 0, 1〉 [1/2, 1/2, 1/2] Stable
〈0.3202, 0.1798,
0.1798, 0.3202〉 [1.219, 0.6906, 0.3716] Saddle
In both cases, simplex points of the form 〈a, b, b, a〉 with
a + b = 1/2 are on the stable manifold of the fixed point
which is interior to the fixed point, but as soon as the sym-
metry of points in this form is broken, then such points are
in the domain of attraction of one of the stable fixed points.
It is interesting to note that one-point crossover with rate
1 for ` = 2 takes any population to linkage equilibrium in
one step. Thus, it is the same as gene pool crossover. This
is not true for string lengths longer than 2.
5.2 Stability of points on the segment between
vertices of maximum fitness
Define a variant of the NEEDLE for ` = 4, n = 24 = 16
as follows:
CONCATNEEDLE : 〈2, 2, 1, . . . , 1〉 (22)
For a population of x = 〈α, β, 0, . . . , 0〉 with α+ β = 1, it
can be verified that G(x) = x. Thus, there is a line segment
of fixed points. At these fixed points, the differential of G has
one eigenvalue of 1 and all other eigenvalues are less than 1.
The eigenvector corresponding to the eigenvalue of 1 is in
the direction of the line between the vertices corresponding
to binary strings 0000 and 0001, the two points of higher
fitness. This suggests that all points on this line segment
are stable (but not asymptotically stable) fixed points.
5.3 Introducing Epsilon Mutation
For the BINEEDLE a computational study was done to
attempt to determine where the vertex fixed points moved
to under increasing mutation. Iteration experiments of the
G-map were done with initial populations set at either of
the two stable vertex fixed point populations or the simplex-
center population. String length ` = 4 and one-point crossover
were used with crossover rate 1. A range of mutation rates
were chosen. Note that the experiment was explicitly done
for both stable vertex-populations at all-ones and all-zeros.
Note that the fitness function is symmetric under changing
zeros to ones and ones to zeros, and the same is true of
the G function when applied to such a fitness function. This
symmetry of the fitness function means that fixed points are
invariant under this symmetry, and for any fixed point that
is not mapped to itself by this symmetry, there is another
fixed point with the same stability properties which is the
image of the original fixed point under the symmetry.
Three initial populations were used, one at the all-zeros
needle, one at a center-of-simplex population, and one the
midpoint population between the all-zeros and all-ones pop-
ulation.
Figures 1 and 2 both display an interpolated version of
the bifurcation diagram. At each mutation rate the G-map
was initialized and iterated to convergence with each of the
three initial populations. The fitness value of each converged
map was recorded. The figures contain mutation rates on
the x-axis and fitness values (or projections) on the y-axis.
The upper curve of Figure 1 displays both stable fixed
points as the y-axis represents fitness and these points have
the same fitness by symmetry. The lower curve displays the
unstable saddle point’s average fitness. The critical point of
bifurcation is the mutation rate of 1/7.65
This bifurcation is an instance of the pitchfork bifurca-
tion, where a stable fixed point bifurcates into two stable
fixed points and an unstable fixed point. The two stable
fixed points are symmetric under changing zeros to ones
and ones to zeros. In order to demonstrate this, we looked
Figure 1: Epsilon mutation bifurcation of the sta-
ble fixed points. The x-axis is the mutation rate
p and the y-axis is fitness value of the f-p’s pop-
ulation vector. The upper curve is actually two
fixed-points with identical fitness values. At ap-
proximately p = 1/7.65 the three distinct fixed points
merge into one.
Figure 2: Epsilon mutation bifurcation of stable
fixed points in the Walsh basis. The x-axis is the
mutation rate p and the y-axis is the Walsh projec-
tion. At approximately p = 1/7.65 the three distinct
fixed points merge into one.
for a projection of the fixed points that would demonstrate
the pitchfork bifurcation. We found such a projection by
representing the fixed points in the Walsh basis, which is
described in [18].
Figure 2 shows the fixed points projected into coordinate
11 of their Walsh-basis representation as a function of the
mutation rate. It shows a typical pitchfork bifurcation with
a single stable fixed point splitting into two stable fixed
points and an unstable fixed point which is “between” the
stable fixed points.
As with the example with ` = 2, points that are invari-
ant under the symmetry are on the stable manifold of the
unstable fixed point, and thus the unstable fixed point can
be found by iteration. For more general problems, it would
be difficult to find points on the stable manifold of unsta-
ble fixed points, and so this procedure would be unlikely to
work.
The above results are by definition incomplete, they might
Figure 3: Epsilon crossover bifurcation of stable
fixed points. The x-axis is the crossover rate c and
the y-axis is the Walsh projection. At approximately
c = 1/128 the single fixed point splits into three.
not contain all fixed points. Many more initial populations
would need to be tried, and unstable (non-saddle) fixed
points are not observable via iteration. With small mutation
rates, the overall dynamics have not changed much from mu-
tation rate 0. There still exist three observable fixed points,
two stable and one saddle point. Yet it’s clearly observable
that at approximately mutation rate 1/7.65 something in-
teresting happens, a single stable fixed point splits into three
fixed points.
5.4 Introducing Epsilon Crossover
A similar experiment was done examining the effects of
adding epsilon one-point crossover to a fixed mutation rate
G-map. The mutation rate is set to a mutation rate of 1/n =
1/16 (different than the classic 1/` rate), and the crossover
rate is varied over a range. Note that with zero crossover the
Perron-Frobenius theorem implies that there exists only a
single stable fixed point in the interior of the simplex. Figure
3 displays an interpolated version of the bifurcation diagram.
As in the last subsection, the figure displays the projection
into coordinate 11 of the Walsh basis representation.
These results are very interesting in that they indicate
an observable bifurcation of a single stable fixed into a two
stable fixed points and a saddle point. This happens at
approximately crossover rate 1/128. Over 8, 000 iterations of
the G-map with this crossover rate were done starting from
the uniform population consisting of the all-zeros strings.
At this point that run was stopped, with the result seen in
equation (23).
〈0.3, 0.05, 0.049, 0.016, 0.049, 0.016, 0.016, 0.032,
0.05, 0.016, 0.016, 0.03, 0.016, 0.03, 0.032, 0.21〉 (23)
The leading eigenvalue of the derivative at this stopping
point was 0.99960, meaning that the trajectory of iteration
is very likely close to the stable manifold of the saddle point.
The leading eigenvalue of the derivative at the fixed-point in
row 4 was exactly 1. Note that these numbers are approx-
imate and at these types of critical points the numerics of
computation in binary computers can result in some inaccu-
racies.
Once the crossover rate grew to 1/64 and above a clear
separation of iterative convergence was established between
the different starting populations. At crossover rate 63/64
the interior saddle point’s population approaches the center
of the simplex population where all coordinates are equal to
1/16.
5.5 Revisiting Bistability
We now give an example of the movement of fixed points
when there is bistability.
The fitness function used for this example is the sloping
needle SNEEDLE which is defined below. This is a special
case of the sloping plateau fitness functions from [21].
SNEEDLEa,b(x) =
(
a+ b+ 1 if 1Tx = 0
b+ (`− 1Tx)/` if 1Tx > 0
Figure 4 shows a plot of SNEEDLE for ` = 40, a = 39,
b = 20.
A key point of this fitness function is that the floor area of
the function slopes directly to the needle. To a simple hill-
climber (1 + 1)EA this function is indistinguishable from
a function like ZEROMAX (the inverse of ONEMAX). In
addition it is easily solvable by an non-crossover EA/GA
with an arbitrary population size. Just as with the slop-
ing plateau, the function is designed to deceive proportional
selection. In general, any EA with a large population will
be slower to optimize this function than one with a small
population where the effects of ’weak selection’ are muted.
The infinite population model used for this example is a
coarse graining of the SGA IPM to the equivalence classes
defined by the equivalence x ≡ y iff 1Tx = 1T y. This
unitation-based infinite population model (IPM) is described
in more detail in [21]. When there is no crossover, the model
accurately describes the behavior of the SGA IPM projected
to unitation classes. However, with crossover, the model
does not necessarily accurately described the behavior of
the SGA IPM on the simplex when projected into unita-
tion classes. But if we define the set Ψ = {x ∈ Λ : 1T i =
1T j implies xi = xj} of populations in the simplex where all
elements with the same unitation have equal representation,
then the unitation-based IPM does accurately describe the
behavior of the SGA IPM on Ψ, and that is what the exam-
ple of this section shows. However, the unitation-based IPM
may not accurately represent the stability of fixed points,
and “stable” below means stable relative to the unitation-
based IPM.
The string length is ` = 40. We hold the mutation rate
fixed at 1/3` and the b parameter fixed at 20, and vary the
a in a range in an effort to discover a bifurcation point.
Uniform crossover with rate 1 was used. At each value of
a ∈ [1, 40] the G-map was iterated to convergence starting
from two initial populations. The first is the center of the
simplex population with equal weights on all individuals,
and the second consists entirely of members on the needle
at the all-zeros string.
For values of a < 21 the IPM started from both initial pop-
ulations converged to the same fixed point. At a = 21 a bi-
furcation point is reached. The stable fixed point splits into
the two stable fixed points shown in figure 5. In dynamical
systems, this does not happen without there also being an
unstable fixed point which is not shown. For increasing val-
ues of a, the average population fitness of the higher-fitness
fixed point climbs until it reaches approximately average fit-
ness of 41 and then levels off. The fixed point converged to
Figure 4: Sloping Needle Fitness, ` = 40, k = 1, a =
39, b = 20
Figure 5: Sloping Needle fixed point bifurcation.
The x-axis is the a parameter of SNEEDLE and the
y-axis is the average fitness of the population vector.
At approximately a = 21 the fixed point splits into
two.
from the initial center of the simplex population remains at
avg-fitness = 20.5 for all values of a tested.
The resulting bifurcation diagram is pictured in Figure
5. The y-axis represents the weighted average fitness of a
fixed point. As stated above, we cannot be sure that these
“stable” fixed points are stable for the SGA IPM.
6. CONCLUSIONS
Populations consisting of multiple copies of a single bit
string are vertex fixed points for the infinite population
model (IPM) for the simple genetic algorithm (SGA) un-
der zero mutation. For proportional selection, when these
fixed points are hyperbolic (no eigenvalue of the differen-
tial has modulus 1), the stability of these fixed points is
understood from previous work—see corollary 16. We have
derived formulas for the stability of vertex fixed points un-
der standard tournament selection with the assumption that
no two individuals have the same fitness—see corollary 15.
However, the behavior of these fixed points as the mutation
rate increases from zero was not known. We have shown
that if a vertex fixed point is hyperbolic and asymptotically
stable, then the fixed point moves into the interior of the
simplex as the mutation rate increases from zero. If the ver-
tex fixed point is hyperbolic and asymptotically unstable,
then the simplex moves out of the simplex as the mutation
rate increases from zero.
We have given examples of the behavior and bifurcation
of fixed points as the mutation rate varies from 0 to 1/2,
and as the crossover rate varies when the mutation rate is
held fixed.
In evolutionary computation, bistability is defined as two
stable fixed points corresponding to one fitness peak. We
have given an example of bistability for the sloping needle
fitness function. This example shows how a stable fixed
point bifurcates into two stable fixed points and an unsta-
ble fixed point as the height of the fitness function needle is
increased. The example uses a unitation-based IPM which
correctly describes the behavior of the SGA IPM on the
subset of the simplex where populations have equal repre-
sentations for all points in a unitation class.
Clearly, a direction for future work would be to rigor-
ously describe the types of movement and bifurcation of
fixed points under the variation of the parameters of mix-
ing, especially the mutation and crossover rates. To make
this task more tractable, there are two possible simplifying
assumptions. The first is to use gene pool crossover as was
done in [23], [22], and [20]. The second is to assume a fitness
function of unitation (where the fitness of a binary string de-
pends only on the number of ones in the string), and then
to use the unitation-based IPM described above and in sec-
tion 5.5. With these two assumptions, it may be possible
to reduce the fixed point equations to equations in a single
variable as was done in [23].
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