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Executive Summary 
 
According to the National Water Act of 1998, an estuary is an enclosed body of 
water that is either periodically or permanently open to the ocean. Within an 
estuary, the seawater is diluted to a measurable degree, creating a unique 
aquatic environment for animals and plants. Estuaries are environmental and 
economic assets to the population. The health status of our local estuaries, 
however, is being compromized due to a steady decrease in the freshwater 
inflow and supply. Tides and climatic conditions do have an impact upon the 
dynamics of an estuary, but these factors remain relatively constant throughout 
each year. The freshwater inflow and supply, however, are highly variable and 
are directly influenced by human involvement. Upstream abstraction for 
industrial and domestic use, for example, could lead to mouth closure where the 
ocean meets the river. 
 
The National Water Act of 1998 was established to address the lack of research 
and predominant mismanagement of freshwater inflow into South Africa’s 
estuaries (Allanson and Baird, 1999). To ensure proper water resource 
management, different water allocation costs and benefits need to be compared 
and analyzed to secure an optimum solution (Mlangeni, 2007). Like many 
environmental services yielded to man, estuary services are not traded in any 
markets. Alternative markets are thus sought to allow the estimation of the 
values of such services. Among the available valuation techniques are the 
Contingent Valuation Method (CVM), Travel Cost Method (TCM) and Hedonic 
Pricing Method (HPM).  
 
The involved benefits of water allocations are predicted in this study by use of 
the CVM which elicits respondents’ willingness to pay (WTP) towards 
predetermined changes in freshwater inflow into estuaries. The CVM was 
applied throughout the Water Research Commission’s (WRC) Project K5/1413 
from 2000 to 2008 (Hosking, 2010). Each individual study employed 
specialized surveys which ideally created a close correspondence between the 
answers provided by respondents to the supposed scenarios and their voluntary 
exchanges in markets should money actually have been handled (Mlangeni, 
2007). Much criticism has been directed towards the CVM, but careful use and 
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application of the method has been shown to produce significant and 
satisfactory results (Hosking, 2010). 
 
The primary aim of this study was to collectively analyze the collated data 
provided by the WRC and compare the results with the findings of previous 
studies. Each variable was analyzed separately in order to reveal any 
discrepancies between the respective findings. A supplementary objective of 
this study was to add to the body of knowledge pertaining to South Africa’s 
estuaries and guide management in the distribution of freshwater towards 
proficient levels (Du Preez and Hosking, 2010). The associated change in the 
cumulative consumer surplus with an increased freshwater supply into forty 
selected estuaries was therefore investigated. The subsequent benefits due to a 
superior freshwater supply are therefore reflected (Du Preez and Hosking, 
2010). 
 
The data gathered by each of the individual researchers throughout their studies 
(supported by the WRC) were combined to form a single dataset including all 
recorded information supplied by the corresponding respondents. As the 
investigation progressed, improvements were made upon the questionnaires 
posed to the considered estuary populations. Consequently, some of the data in 
the combined dataset were “missing”, since previous studies did not include 
certain questions, while later studies omitted others.  
 
Data imputation was employed to create an imputed dataset, enabling the 
modeling of the public’s WTP through regression techniques. A linear model 
was utilized in this study, also incorporating interaction between the predictor 
variables. The double-log functional form was implemented to estimate the 
public’s WTP. The population’s total willingness to pay (TWTP) was further 
estimated by aggregation. A summary of the respective results is displayed in 
Table 1. 
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Table 1: Summary of model analysis. 
Variable Interpretation Value 
RACE The percentage change in the WTP due to a 
respondent’s race changing from non-white to 
white. 
16.4465% 
lnHOUSE The percentage change in the WTP due to a    
increase in the household size. 
0.2821% 
RES The percentage change in the WTP due to a 
respondent’s residential status changing from 
resident to visitor. 
-24.6215% 
EST USE The percentage change in the WTP due to a 
respondent’s reason for estuary use changing 
from subsistence to passive use. 
178.3465% 
lnINC The percentage change in the WTP due to a    
increase in the annual income. 
0.0607% 
lnCONS The percentage change in the WTP due to a    
increase in the amount of conservation paid. 
0.7216% 
KNOW The percentage change in the WTP due to a 
respondent’s knowledge changing from 
uninformed to well informed. 
31.4189% 
lnLEV The percentage change in the WTP due to a    
increase in the amount of levies paid. 
0.0155% 
   
Model Mean WTP (Rand) Median WTP 
(Rand) 
Complete Double-Log 112.1570 31.5855 
Reduced Double-Log 112.0963 31.8485 
Complete Two-Way Interaction 135.4680 30.5776 
Reduced Two-Way Interaction 132.9638 31.1772 
   
Measure Value  
Total user population              114404  
Total water required             1426.07  
Mean WTP     132.9638  
Median WTP     31.1772  
Mean TWTP     15211590.58  
Median TWTP     3566796.389  
Mean based value of water     ⁄   0.01067  
Median based value of water     ⁄   0.00250  
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The primary findings of this study are: 
 
1. The freshwater inflows into our national estuaries do possess economic 
 value (albeit primarily recreational). 
 
2. The “dual economies” characteristic within the user population (as argued 
 by Van Der Westhuizen, 2007) was supported. The collective sample 
 Gini coefficient was calculated as 0.76, closely resembling the estimated 
 national coefficient of 0.67 in 2011 (Point of Purchase Advertizing 
 International (POPAI), 2011). The predominant percentage of 
 respondents is white, residential males. 
 
3. The double-log functional form for the linear model was found to be 
superior to the linear model. This was due to the highly skewed 
distributions of the quantitative variables. The log transformations better 
satisfied the standard regression assumptions concerning the error term, 𝜀. 
The final model included two-way interaction between the identified 
significant variables. The reduced interaction model was therefore 
considered the best and most realistic  model. The interpretation of the 
parameter estimates for the reduced interaction model are difficult, hence 
the reduced model is used for discussion and interpretation. 
 
4. Multiple imputation was found to be a credible solution to the missing 
 survey data. The comparative investigation displayed general agreement 
 between this study and the WRC’s findings. 
 
The primary recommendations from this study are: 
 
1. Estuary users should be better educated concerning estuarine 
 functionality and dynamics. 
 
2. Alternative data imputation techniques may be investigated and 
 compared to the findings of this study. 
 
3. Model specification tests may be utilized to observe the optimal 
 functional form of the model. Non-parametric techniques using kernel 
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 estimators are recommended for future investigations (see Li and 
 Racine (2007)). 
 
4. Economic considerations should not solely determine associated 
 decisions concerning freshwater allocations. 
 
5. Both mean and median WTP estimates should be taken into consideration 
 when planning freshwater allocation. By only reporting the more 
 conservative median estimate, the true willingness to pay is severely 
 underestimated. The population’s TWTP is also to be considered by 
 management and government. 
 
6. Since the data analyzed in this study were collected over a time span of 
 eight  years, the influence of time upon the WTP bids may be 
 investigated in future studies. It is therefore also recommended that 
 inflation be  incorporated into the estimation procedure. 
 
7. The sequential steps involving the removal of outlying observations and 
 insignificant variables may be further investigated by linear programming 
 methods, as implemented by Hanly (2010). Linear programming allows 
 both steps to be applied simultaneously, ensuring a more robust model. 
 Deviations between these methods may be addressed if necessary. 
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Chapter 1: Introduction 
 
1.1 Background 
 
The demand for freshwater throughout South Africa is high. Water allocation 
and management are the responsibility of various government bodies and 
establishments. Water abstraction and river catchments are essential for 
freshwater allocation for industrial and domestic use. This large-scale 
abstraction and excessive demand have a direct impact on our estuaries, as they 
reduce the freshwater inflow into the mouth which forms the final stage of these 
inland rivers. Estuaries inherit most of the problems encountered within their 
feeding rivers (Van Der Westhuizen, 2007) and have therefore become one of 
the most threatened habitats in the country (Turpie et al., 2002). Invasive alien 
vegetation has further impacted the marine environment and the rivers due to 
their unnaturally high level of water consumption (Hosking and Hosking, 2005). 
 
The long term sustainability of estuaries is important due to their social, 
economic and ecological goods and services. Not only do they boost tourism 
(and by so doing, the economy), they also provide a unique habitat for a diverse 
range of fauna and flora due to the distinctive mixture of freshwater and 
seawater (Lerner and Lerner, 2003). The importance of these coastal 
environments should therefore not be undermined (Hanly, 2010).  
 
The Water Research Commission (WRC) identified that research was needed to 
investigate the issue of freshwater deprivation. To assist this research, the 
attributed value generated by future supplementation of freshwater needed to be 
estimated to provide management with more information. The contingent 
valuation method (CVM) is an applied technique to elicit such nonmarket 
resource values. 
 
The WRC responded to this challenge through Project K5/1413, which was 
undertaken from 2000 to 2008. The objective of this research project was to 
establish the factors explaining the public’s willingness to pay (WTP) for water 
inflows into the estuaries and consequently provide management with 
information to allocate water (Hosking, 2010). The CVM was implemented by 
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questionnaires being administered to the estuary user populations at forty 
selected estuaries along the South African coastline. Various socio-economic 
and estuary characteristics were elicited, including the respondent’s WTP for 
sustained goods and services supplied by the estuary. The data collected was 
collated to form a complete dataset covering the characteristics from all forty 
estuaries. This dataset is analyzed in this study. 
 
1.2 Purpose of the Study 
 
The purpose of this study was to construct a model for the valuation of 
preferences of freshwater inflows into the forty estuaries involved throughout 
the WRC research. The model outcomes and estimated WTP values are then to 
be compared to that of previous findings. Interpretations and recommendations 
are consequently to be established. This process addresses the recommendation 
made by Van Der Westhuizen (2007) to combine results of various estuary 
research. 
 
1.3 Objectives 
 
The study objectives were identified as: 
 
1. Perform data cleaning to establish a complete and feasible dataset, 
 including data imputation for missing values and ensuring consistent 
 coding throughout for the variables; 
 
2. Construct a linear model to describe the factors influencing the WTP; 
 
3. Estimate the mean and median WTP for the investigated sample using the 
 optimum linear regression model; 
 
4. Determine the mean and median total willingness to pay (TWTP) for the 
 identified population of estuary users; 
 
5. Compare the results to those of previous investigations. 
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1.4 Structure of Dissertation 
 
The identified study objectives are realized in the following chapters. 
 
Chapter 2 presents an extensive background to estuaries and their functionality. 
The importance of estuaries is confirmed along with supporting facts 
concerning their social, economic and ecological impacts. Freshwater 
deprivation is identified as a highly concerning reality, leading to possible 
mouth closure and various other complications within the estuarine 
environment. A brief overview of past research is given, including the WRC’s 
Project K5/1413 which involved nine years of research. The applied estimation 
method for nonmarket values, the CVM, is presented with its attributing 
application and critique. 
 
Chapter 3 discusses the various statistical methodologies and techniques 
employed throughout the study. The problem of missing data is corrected for by 
multiple imputation. Descriptive statistics are introduced, along with theory on 
linear models and the standard regression assumptions. Various pitfalls within 
regression are also discussed. 
 
The study’s results are presented in Chapter 4. The imputed dataset is analyzed 
and each variable is considered and described individually. Variable 
transformations are adopted to address the highly skewed variable distributions. 
Each functional form is compared to obtain the optimum regression model for 
the estimation and prediction of the WTP. Examples of coefficient 
interpretations and constructing confidence and prediction intervals are 
provided after the inclusion of the interaction between the independent 
variables. Lastly, the mean and median WTP and TWTP values are estimated 
using the best fitting model. 
 
In Chapter 5 the results from Chapter 4 are compared to previous studies’ 
findings. Each estuary’s characteristics are compared, as well as the significant 
predictor variables influencing the dependent variable, WTP. The mean and 
median WTP values for each estuary are also compared, along with the TWTP 
values. Differences are highlighted and discussed. 
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Chapter 6 concludes this study with the key results from Chapter 4 summarized 
in tabular form. The key findings within Chapter 5 are emphasized, followed by 
recommendations for future research and application. 
Page | 5  
 
Chapter 2: Literature Review 
 
This chapter introduces estuaries with motivation towards their valuation and 
management. Previous studies are highlighted and discussed, providing the 
incentive for this particular study. The CVM is also considered and expounded 
upon. 
 
2.1 Estuaries 
 
2.1.1 Introduction 
 
In the recent past, management (consisting of the state and local governments 
within which an estuary may lie) (McGwynne et al., 2007) was faced with the 
difficulty of adequately defining an estuary (Morant and Quinn, 1999). Such a 
definition needed to be “legally unambiguous” (Morant and Quinn, 1999). One 
is able to define an estuarine system based on a combination of its 
geomorphology, physiography, sedimentation, tidal patterns, hydrography and 
salinity (Whitfield, 1992). Any classification of a southern African estuary is 
subject to the inescapable time related changes that it undergoes (Whitfield, 
1992). The definition of an estuary was first proposed by Pritchard (1967), but 
excluded any estuaries temporarily cut off from the sea. Day (1980) amended 
the definition, accounting for the temporarily closed estuaries as well. He 
defined an estuary as “a partially enclosed coastal body of water which is either 
permanently or periodically open to the sea and within which there is a 
measurable variation of salinity due to the mixture of sea water with fresh water 
derived from land drainage” (Day, 1980). 
 
Along the 3100 km coastline of South Africa, around 255 estuaries are found to 
be functional (Lamberth and Turpie, 2003). Estuaries are both beautiful and 
vibrant environments. A wide range of animal, plant and marine life find their 
lodging within estuaries. Fish, amphibians, marine organisms, birds and many 
other species of wildlife depend on estuaries for food, shelter and reproduction 
(NOAA, 2012). Furthermore, estuaries provide water filtration and habitat 
protection as ecosystem services (NOAA, 2012). 
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The geographical borders defining an estuary are the seaward, upper and lateral 
boundaries as shown in Figure 2.1 (Sisitka, 2008). The river mouth constitutes 
the seaward boundary, while the point up to where tidal variation or saline 
intrusion is still detected, indicates the upper boundary. The lateral boundaries 
along the banks of an estuary are specified by the 5 metre mark above the mean 
sea level (MSL) contour (Sisitka, 2008). 
 
 
Figure 2.1: Geographical boundaries of estuaries (Sisitka, 2008). 
 
It is rather difficult to impose a specific category upon an estuary because of its 
natural fluctuating characteristics (Whitfield, 1992). The shifting nature of river 
flows and mouth conditions result in estuaries of one type behaving like another 
at different times. Due to the multitude of influencing factors to the structure 
and sensitivity of an estuary, each estuary is distinctive and unique in terms of 
structure and chemical characteristics (McGwynne et al., 2007; Whitfield and 
Bate, 2007). Although no two estuaries are alike (NOAA, 2012), Table 2.1 
displays Whitfield’s (1992) proposed characterization for Southern African 
estuaries as incorporated by Turpie et al. (2002). This characterization can be 
achieved by assessing the dominant conditions of an estuary (Whitfield, 1992).  
 
 
 
 
 
Upper Boundary 
River 
Lateral Boundaries 
Seaward Boundary 
Sea 
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Table 2.1: Estuary classification (Turpie et al., 2002). 
Type Mixing process Average salinity 
Permanently open Tidal/riverine        
Temporarily closed Wind       
River mouth Riverine     
Estuarine lake Wind       
Estuarine bay Tidal       
 
Four of these estuary classifications are shown in Figure 2.2. Estuaries are 
merely grouped into a number of classes for the sake of convenience (Day, 
1980). Such categorical classifications also apply to legislation and regulations, 
making such groupings more than mere theoretical orders (Day, 1980). 
Variations in rainfall and river flow may result in estuaries undergoing rapid 
change in their allocated type and corresponding characteristics (Tomczak, 
2000). 
 
 
Figure 2.2: Four of the different estuary types as proposed by Whitfield (1992) (clockwise 
from the top left) –  a river mouth;  an estuarine lake; a temporarily closed estuary;  and a 
permanently open estuary (Hay et al., 2010). 
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2.1.2 Functionality 
 
It is highly improbable that all components and correlations found within 
estuaries will ever be fully comprehended (Baird, 1999). The functioning of the 
aquatic environment is, however, largely dependent on estuaries (Du Preez and 
Hosking, 2010), even though estuaries comprise only 0.56% of the total area of 
South Africa (Whitfield and Bate, 2007). Estuaries form the meeting place of 
the saltwater system of the ocean and the freshwater system of rivers 
(Schumann et al., 1999). The dilution of seawater within an estuary must thus 
be measurable (Sisitka, 2008). The salinity (concentration of salts) of freshwater 
is given by zero parts per thousand (PPT), or equivalently, 0 PSU (practical 
salinity units) (Whitfield and Bate, 2007), while that of seawater is given as 
approximately 35 PPT (or PSU) (NOAA, 2012). The brackish water found 
within estuaries ranges in salinity from 0 PPT to 35 PPT. 
 
The input gained from the ocean is primarily as a result of the regular tides 
which flow in and out twice a day (Figure 2.3) (Hay et al., 2010). On the other 
hand, the variable rainfall in the catchment area provides the major input from 
rivers. The basis of estuarine hydrodynamics is formed by the continuous 
interaction of these two primary inputs. An estuary also acts as a nutrient trap 
with nutrients being deposited as a result of the freshwater and seawater 
synthesis (Hay et al., 2010). The nutrient status of estuaries is richer than either 
that of the ocean or the river (Day, 1980). Plants and animals are therefore more 
dynamic and fruitful, the greatest number of which are to be found at the mouth 
of an estuary (Day, 1980). 
 
The mixing process of the freshwater and seawater is variable and often 
influenced by the direction and speed of winds and tides (NOAA, 2012). The 
freshwater may float above the more dense seawater and so construct different 
chemical conditions at different times (NOAA, 2012). Estuaries also respond to 
a variety of additional inputs over a long time period, making these dynamic, 
inherently variable environments (Schumann et al., 1999). It is clear that 
estuaries are influenced by physical, chemical and climatic conditions (NOAA, 
2012). 
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Figure 2.3: Tidal movement (Hay et al., 2010). 
 
Estuaries are fragile ecosystems and are susceptible to natural and 
anthropogenic disturbances (NOAA, 2012). Winds, waves, tidal currents and 
ice constitute natural disturbances, while pollution, development and alien 
vegetation constitute human disturbances. Estuaries naturally recover from 
natural disturbances. For example, the balance between sedimentation and 
erosion is highly dependent on natural floods (Whitfield and Bate, 2007). 
Furthermore, natural flooding can in fact benefit some species within estuaries 
(De Villiers et al., 1999). When natural disturbances are supplemented by 
anthropogenic influences, however, estuaries are prone to destruction and 
irreversible damage (NOAA, 2012). Both natural forces and human interference 
play an important role in the characterization of an individual estuary 
(Whitfield, 1992). 
 
At any specified time, the mouth of an estuary can only be open or closed. 
When the mouth is open, the ocean interacts with the freshwater supplied by the 
upstream river(s). When fresh water flow is low, however, the mouth of an 
estuary may be temporarily closed. After some time the mouth will return to its 
natural “open state” (Whitfield and Bate, 2007). On the other hand, when an 
estuary mouth becomes too damaged due to human interference the estuary 
becomes completely isolated from the input of the ocean (Whitfield and Bate, 
2007) and the consequences are destructive. 
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Impacts that affect the functionality of estuaries include: loss of natural habitat; 
changes in mouth conditions, salinity, temperature, sedimentation, water flow 
and turbidity; loss of natural variability; recreational disturbances and pollution 
(Hay, 2007). These impacts are primarily driven by population growth with 
approximately 30% of South Africa’s population living along the coast, directly 
handling local estuaries (Department of Environmental Affairs and Tourism 
(DEAT), 1999). 
 
2.1.3 Valuation 
 
The southern African economies are highly reliant on natural resources 
(Moseki, 2011) and it has also been asserted that estuaries are South Africa’s 
most essential coastal asset (Hay, 2007). South Africa’s fishing industry, for 
example, generates around R3 billion annually, supplying jobs to 27000 people 
(DEAT, 1999). The goods and services yielded by estuaries are commonly 
undervalued due to the general absence of any standard financial measures as 
such goods and services are available free (Van Driel and Breen, 2001). 
Estuaries are therefore seldom considered within development planning (Van 
Driel and Breen, 2001). Figure 2.4 displays the concept of estuaries’ value for 
society and the economy (Turpie et al., 2005). Direct use, indirect use and non-
use values encompass the total economic value of estuaries (McGwynne et al., 
2007). It is clear that the structure and organization, ecosystem functioning and 
productivity are foundational (Hay, 2007) and therefore vital and require 
conservation.  
 
Hay et al. (2010) paraphrased Dr Jane Turpie presenting the following 
motivation towards the valuation of estuaries: 
 
1. Such valuation reveals possible impacts of estuaries on our well-being. 
 
2. Costs involved in the degradation of water are highlighted. 
 
3. Decision-making and planning by involved managements are approached in 
a more composed manner. 
 
4. Management is provided with financing tools to better perform their relative 
duties. 
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Figure 2.4: The relationship between goods, services, attributes and the economic value of 
estuaries (Turpie et al., 2005). 
 
Many people from various sectors of society benefit from estuaries, with 
substantial fiscal investments in the economy (Mander, 2001). The marine 
environment benefits greatly due to estuaries’ nursery functions and export of 
nutrients and sediment to littoral regions (Turpie et al., 2002). Estuaries are not 
merely important ecosystems, but also social and economic systems that are 
much valued within the population (Hay et al., 2010). Society greatly benefits 
from estuaries’ goods and services (McGwynne et al., 2007). Estuaries provide 
housing and food to many and provide natural resources that complement 
business, recreation, spiritual growth and general human well-being (Hay et al., 
2010). Additional opportunities, including bioengineering, dredging, pollution 
discharge, waste treatment, conservation management, construction, flood water 
control and fishing, are also realized and supported by our estuaries. Tourism 
also benefits from these coastal environments providing jobs to local residents. 
Hotels and resorts are established with residential developments and potentially 
have a role in conservation management (Hay et al., 2010).  
 
It is clear that the value of estuaries is significant. Two primary factors directly 
affect the future of South African estuaries - the quantity and quality of 
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freshwater inputs, as well as their direct management (Turpie et al., 2002). The 
government recognizes the necessity of freshwater input for estuaries and that 
the freshwater flowing into our estuaries does have economic value (Van Der 
Westhuizen, 2007). It is thus of vital importance to assess the current state of 
our estuaries by investigating the quantity and quality of their corresponding 
freshwater inflow. An estuary’s prominence, however, cannot be measured in 
isolation (Turpie et al., 2005) and all native estuaries need to be analyzed and 
investigated as a whole. 
 
2.1.4 Freshwater Deprivation 
 
South Africa is a drought-prone and water-scarce country (Hosking et al., 
2002), yet the demand for freshwater has increased significantly due to national 
development (Hay et al., 2010). A mean annual rainfall of merely 465 mm and 
a mean annual runoff of approximately 50 109 m3 (including Lesotho and 
Swaziland) may limit future development in South Africa (Pitman, 2011). When 
considering the global climate changes and the abuse of past water resources, 
future water management will require much attention and consideration (Hay et 
al., 2010). Rivers have become the only available sources of fresh water due to 
the absence of stable bodies of fresh water (Dallas and Day, 2004). Estuaries 
have become one of the most endangered ecosystems in the world (NOAA, 
2012). One of the most acute aspects influencing estuaries is that of river inflow 
(Whitfield, 1992). South African estuaries’ freshwater inflow is highly limited, 
in many cases the average flow is restricted to merely 1 m
3
s
-1
 (Schumann et al., 
1999). Municipalities and management should pay close attention to the rivers 
feeding estuaries as estuaries are the last stage of those rivers and inherit 
problems from the rivers (Van Der Westhuizen, 2007). The unhealthy state of 
South Africa’s rivers directly contributes to the deterioration of our estuaries 
(Van Der Westhuizen, 2007). 
 
Rapid changes within the estuarine system are observed due to the impact of 
humans as they can positively or negatively affect the quantity and quality of 
freshwater inflow into estuaries (Dallas and Day, 2004). Anthropogenic impacts 
may result in the loss of the transitional habitats between the ocean and rivers 
(Wasserman, 2010). A positive influence is provided by the increase of inflow 
from waste-water treatment upstream, removal of alien vegetation and 
controlled abstraction (see Figure 2.5), while abstraction of water, alien 
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vegetation, dam construction or domestic and industrial use has a negative 
influence (Hay et al., 2010). Invasive plants damage ecosystems through 
excessive consumption of water, light and oxygen (Richardson et al., 2000). An 
estimated 6.67% of the mean annual runoff (MAR) is absorbed by these 
invading plants (Le Maitre et al., 2000). Approximately      million hectare of 
South Africa and Lesotho have been invaded by alien vegetation (Le Maitre et 
al., 2000) and invasive alien vegetation is deemed the second-largest global 
threat to biodiversity, threatening economic productivity and agriculture 
(Walker and Steffen, 1999). The proficiency of our ecosystems to produce 
goods and services is adversely affected by the intrusion of alien plants which 
restrict the steady annual flow of water gathered within catchment areas 
(Richardson and Van Wilgen, 2004). 
 
Many studies have examined the much debated aspect of the influence of river 
flow on estuaries. The majority of these investigations have revealed the 
dependence of estuaries upon freshwater inflow (Allanson and Read, 1995). 
Schumann et al. (1999) said that great care must be taken when generalizations 
concerning estuaries are applied, since each estuary is a distinctly unique 
system, however the nature of an estuary is primarily determined by the volume 
of freshwater flowing into the estuary, as well as its seasonal variability (Day, 
1980). Not only does freshwater cleanse and dilute the body of water, it further 
prevents the development of hypersaline conditions during periods of high 
evaporation (Whitfield, 1992). A decrease in freshwater supply to an estuary 
leads to the loss of habitat for various species of birds, fish and vegetation, as 
well as a possible decrease in size of boating and fishing areas (Du Preez and 
Hosking, 2010).  
 
 
Figure 2.5: Methods towards increasing freshwater inflow (Van Der Westhuizen, 2007). 
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The loss of freshwater inflow into an estuary can lead to two possible extremes. 
On the one hand, hypersaline conditions may arise resulting in the eventual 
waning of the estuary, while on the other, possible mouth closures lead to a 
new, rearranged functionality within the estuary (Baird, 1999; Allanson, 2000). 
As a result, substantial stress is placed on the estuarine biota and although an 
estuary might survive the prolonged loss of river water, such an estuary would, 
for all practical purposes, become a mere “arm” of the sea (Allanson et al., 
1999). Impacts include loss of natural habitat and changes in mouth conditions, 
sedimentation, salinity, pollution levels, turbidity and nutrient status (Hay et al., 
2010). The lack of freshwater adversely affects an estuary’s importance since its 
level of importance is influenced by its health status (Turpie et al., 2002). Only 
through adequate rainfall or proper water allocation can lower salinities be 
restored (Schumann et al., 1999). 
 
The estuarine habitat and all forms of life within the ecosystem are in fact most 
vulnerable due to heavy pollution (Day and Grindley, 1980). The natural 
equilibrium found within the dynamics of an estuary is unfortunately altered 
due to human intervention (Allanson and Read, 1995). Settlements, agriculture 
and alien vegetation, if left unattended, could lead to mouth closure and halt any 
services or goods yielded by an estuary (Hosking et al., 2002). Figure 2.6 
displays current nonpoint source pollution – polluted runoff from land-based 
activities – adversely affecting our local estuaries (NOAA, 2008). 
 
 
Figure 2.6: Nonpoint source pollution (NOAA, 2008). 
 
Page | 15  
 
2.1.5 Conservation and Management 
 
No given estuary is owned by any individual. Rather, estuaries are publicly 
owned by the population, classified as a public good. Estuaries are not to be 
managed as autonomous entities (Day and Grindley, 1980). Since no individual 
is excluded from the services provided, these public goods are labeled as 
nondepletable (Breedlove, 1999). In fact, many South Africans are poor and 
rely upon the natural resources for sustenance (Hay, 2007). Estuaries provide 
these resources and are therefore complex in terms of management (Hay, 2007). 
Management of estuaries is further complicated by the presence of privately-
owned land along the estuary banks or a joining river (Day and Grindley, 1980). 
It is, however, clear that estuaries are to be managed as a whole to ensure 
national/global survival of these invaluable ecosystems (Allanson et al., 1999). 
 
To maintain the natural resources provided by estuaries and the quality of life 
around them, protection of the surrounding environment should be of principal 
concern (Day and Grindley, 1980). Estuaries’ management is exercized by the 
state on behalf of society (Hay et al., 2010). Freshwater input and estuaries’ 
direct management are the two primary factors affecting the health of an estuary 
(Turpie et al., 2002). Allocations of water rights were performed by the 
Department of Water Affairs and Forestry (DWAF) preceding 1998 (Hosking et 
al., 2002), but this method of allocation failed to effectively consider the 
public’s social requirements. Historically, supplementary storage and 
transportation services were created to address problems relating to water 
management and supply (Hosking et al., 2002), but these services became more 
and more expensive as water resources developed further away (Armitage, 
1999). More recently in 1998, the National Water Act was passed to eliminate 
riparian water rights (Hosking et al., 2002). The total renewable freshwater was 
estimated to be 650 billion m
3
 in 2011 (Moseki, 2011) and was irregularly 
distributed naturally, causing alarm concerning its allocation. 
 
Due to the increased development at and around estuarine environments and 
their corresponding catchment areas, compromises have had to be made in the 
allocation of freshwater and other resources (McGwynne et al., 2007). The 
National Water Act of 1998 governs the allocation, conservation and use of 
freshwater in South Africa (Hay et al., 2010). The Reserve, consisting of basic 
human needs and long term environmental needs, is given primary prominence 
to secure sufficient and quality water towards rivers, lakes and estuaries (Hay et 
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al., 2010). This legislation is one of the most advanced water legislations 
globally and one of South Africa’s best environmental legislations (Whitfield 
and Wood, 2003). It permits the allocation of freshwater towards the sustenance 
of the public and the functioning of rivers and estuaries before any additional 
uses for the freshwater are considered (Van Driel and Breen, 2001). 
 
Direct management has already been described to influence the health of our 
estuaries (Turpie et al., 2002). The Marine Coastal Management within the 
DEAT has been entrusted with the management of our estuaries, while their 
water allocation is considered under the National Water Act of 1998 (Turpie et 
al., 2002). The recently developed Integrated Coastal Management Act of 2008 
has also been assigned with the general management of our estuaries (Hay et 
al., 2010). The Act provides for management strategies to establish the 
freshwater required by an estuary since this would greatly contribute to 
achieving management resolutions (Hay et al., 2010). An accompanying water 
resource strategy, known as the Working for Water (WfW) Programme, further 
involves the removal of high water-consuming foreign vegetation (Hosking et 
al., 2002). These are replaced by the naturally dominant flora. 
 
Hay et al. (2010) proposed the following principles to contribute to the 
informative decision-making of local management and communities: 
 
1. An estuary must be recognized as a user of water, yet a public asset. 
 
2. Basic human needs relating to freshwater should precede that of other human 
uses. 
 
3. Previous systems where people were adversely affected by unfair water 
allocation must be corrected. 
 
4. Economic considerations should not solely determine associated decisions 
concerning freshwater allocations. 
 
5. Investments should be focussed on catchments and estuaries recognized to 
be in a problematic state. 
 
6. Limit decisions to reversible scenarios should inaccuracies be detected. 
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Water resource regulation has failed severely in South Africa (Schreiner et al., 
2011). It is required that the costs of regulation not exceed the benefits delivered 
thereby and that these costs not indirectly affect the poor who may not 
necessarily reap from the associated benefits (Schreiner et al., 2011). The 
DWAF identified two consequent misallocations of water if the pricing thereof 
is not performed efficiently (Hosking et al., 2002). Firstly, low-value projects 
will be allocated water instead of high-value projects. Secondly, there will be 
poor motivation for the conservation of water (DWAF, 2001).  
 
Managers need to be educated in the functionality of estuaries and the 
interaction of the physical and biological aspects found within them (Whitfield 
and Bate, 2007). Among the available tools to aid in the management of our 
estuaries, the Estuarine Health Index (EHI) attempts to classify the health of an 
estuary based upon the following attributes (Breen et al., 2001): 
 
1. Size and mouth conditions. 
 
2. Water quality. 
 
3. Aesthetic state. 
 
4. Biological health. 
 
The EHI methodology has, however, received much criticism due to some 
serious drawbacks and shortcomings, including lopsided prominence allocated 
to rare species (Morant and Quinn, 1999). Turpie et al. (2002) proposed that 
certain estuaries be managed as estuarine protected areas (EPAs) and that an 
estuary’s importance status must have a direct impact upon the type of 
management exercized. Management must clearly comprehend the functionality 
of estuaries to fully understand the impacts of development opportunities which 
will have a direct influence on the very value of estuaries (Hay, 2007). 
Management should, however, focus on the users of the goods and services 
yielded by estuaries, rather than the estuaries themselves (Mander, 2001). It is 
the public utilization of goods (e.g. freshwater) that primarily affect the status 
and dynamics of our estuaries. Unlike natural effects’ influences on estuaries, 
anthropogenic effects are permanent (Schumann et al., 1999). 
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2.2 Previous Studies 
 
2.2.1 Water Research Commission 
 
In response to the challenge of managing our local estuaries and ensuring the 
sustainability of their biodiversity and dynamics, the WRC Project K5/1413 
commenced in the year 2000. During the nine years that followed (from 2000 to 
2008), information was gathered to aid in the allocation of our river water by 
identifying the factors involved in the public’s WTP towards the sustained 
yielding of our estuaries’ services.  
 
Forty estuaries were investigated throughout the project with 7768 people being 
interviewed (Hosking, 2010). A total of 6397 responses were deemed valid 
(82%). This was achieved by the collaboration of twenty researchers and 
students. These individuals were Hosking, Adams, Akoto, Chege, Dikgang, Du 
Preez, Hay, Huizinga, Lin, McKenzie, Mlangeni, Nyagoba, Oliver, 
Papadopoulos, Potgieter, Sale, Sharp, Van Der Westhuizen, Wasswa, Whitfield 
and Wooldridge.  
 
The collective sample used for this study consisted of 7052 observations 
gathered in the various individual studies. It was not specified whether certain 
responses were re-entered into the database, since this total surpasses the total 
number of valid responses (6397) presented in the main report (Hosking, 2010). 
Certain cases involving missing data may have been omitted in the WRC 
investigation, while those missing observations were imputed in this study. 
Since such specification would be critical if any responses were to be omitted, 
the entire sample of 7052 observations was analyzed. The results of the 
collective investigation are given in Table 2.2. 
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Table 2.2: Estimated water values at each estuary* (Hosking, 2010). 
Estuary 
Mean TWTP 
(R) 
Median 
TWTP (R) 
Change in 
inflow of water 
(millions 
  /annum) 
Mean 
estimated 
value of water 
(Rands/  ) 
Median 
estimated 
value of water 
(Rands/  ) 
Olifants 2526132 1190476 0.50 0.0044 0.0021 
Great Berg 290360046 127758420 74.90 0.0033 0.0015 
Palmiet 193249796 182846539 3.88 0.0416 0.0394 
Kleinmond 254319952 22222132 4.22 0.0503 0.0044 
Klein 438162467 261673653 4.00 0.0915 0.0546 
Uilkraals 248264779 64728230 2.17 0.1034 0.0270 
Heuningnes 38877246 7156587 2.70 0.0120 0.0022 
Breede 324827875 265954750 21.10 0.0133 0.0109 
Duiwenhoks 2965157 616725 0.50 0.0051 0.0011 
Klein Brak 198383812 184543081 11.20 0.0136 0.0126 
Groot Brak 969399478 684281984 5.00 0.1485 0.1048 
Swartvlei 63832753 39070848 5.50 0.0100 0.0061 
Knysna 1010847258 756865535 46.00 0.0168 0.0126 
Keurbooms 1520646862 1480761042 78.50 0.0129 0.0125 
Kromme 1558224543 1198955614 75.50 0.0158 0.0122 
Gamtoos 1882743363 178097345 0.36 4.7278 0.4472 
Swartkops 2090861619 1656627676 14.04 0.1141 0.0904 
Sundays 612216814 62341814 2.16 0.2562 0.0261 
Bushmans 866014670 403911980 2.40 0.2952 0.1377 
Kariega 992167102 550010444 7.40 0.1027 0.0570 
Kasouga 247555012 162744499 0.38 0.5329 0.3503 
Kowie 1382127937 1224360313 13.00 0.0809 0.0721 
Kleinemond West 504108595 321443089 0.10 4.3404 2.7676 
Kleinemond East 426344743 6876528 0.12 2.9063 0.0469 
Bira 360635697 178789731 1.44 0.2049 0.1016 
Keiskamma 263569682 13691932 19.08 0.0113 0.0006 
Tyolomnqa 254431540 9168704 2.80 0.0743 0.0027 
Nahoon 198533007 102689487 3.78 0.0430 0.0222 
Gqunube 187472754 43205144 5.23 0.0324 0.0075 
Kwelera 1231077844 97185629 16.88 0.0609 0.0048 
Cefane 353188623 208652695 13.50 0.0218 0.0129 
Haga-Haga 347000635 237116587 15.44 0.0188 0.0128 
Mngazana 920398010 304726368 10.62 0.0697 0.0231 
Mngazi 1567164179 1114427861 14.14 0.0089 0.0063 
Mgeni 1109847566 24316062 26.90 0.0373 0.0008 
Mdloti 125507522 44090708 2.06 0.0551 0.0193 
Mvoti 125691372 67931416 8.97 0.0127 0.0068 
Mlalazi 44041812 36062718 8.70 0.0044 0.0036 
Mhlathuze 38018293 26524390 9.90 0.0033 0.0023 
St Lucia 231275951 31539248 891.00 0.0002 0.0000 
*Values are according to 2008 price levels. 
 
It was found that the climatic zone and time period over which the mouth of the 
estuary remained open were important in determining a user’s WTP. 
Temporarily open/closed estuaries and estuarine lakes are expected to have a 
higher Rand value per m
3
 than permanently open estuaries. This is due to the 
fact that permanently open estuaries are more susceptible to the negative 
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impacts resulting from freshwater variations (Royston et al., 2006). The user 
characteristics, however, were found to have the dominant influence in the 
above estimations, leading to their inclusion as variables in the statistical 
analysis (WRC, 2012). The predicted mean and median WTP values were 
obtained for each estuary by implementing the corresponding models derived 
throughout each study. The mean total willingness to pay (TWTP) and median 
TWTP values were calculated by multiplying the predicted mean and median 
WTP values by the number of estuary users during one year. The estimated 
mean and median value of water at each estuary was obtained by dividing the 
corresponding TWTP by the required increase in volume (millions of    
annually) to produce the necessary change in the estuary’s condition (Oliver, 
2011). There is clear evidence that the majority of respondents at the forty 
estuaries were willing to pay towards increased water inflow (Hosking, 2010). 
 
The collective mean and median WTP values were calculated to be R162.45 
and R84.15 respectively, with mean WTP values ranging from R58 to R582 and 
median WTP values from R0 to R350 (Hosking, 2010). Furthermore, Table 2.3 
displays the average predicted mean and median value of water (per   ) as well 
as the corresponding standard deviations for the forty estuaries. Three estuaries 
were identified as having outlier estimates. The Gamtoos, Kasouga and 
Kleinemond West estuaries were therefore omitted and the mean and median 
values were recalculated. In so doing, the predicted mean and median values 
declined by approximately 30 cents/m
3
 and 7 cents/m
3
 respectively. 
 
Table 2.3: Mean and median WTP/   (Hosking, 2010). 
Predicted values 
Mean predicted 
value of water 
(cents/  ) 
Median predicted 
value of water 
(cents/  ) 
All 40 estuaries 
Ave 36.395 11.317 
Std Dev 107.318 43.964 
37 estuaries 
Ave 6.982 3.419 
Std Dev 6.684 3.785 
 
The validity of these estimates was brought into question due to the 
asymmetrical nature of the data. Estimation and modeling are convoluted in the 
presence of highly skewed data. Caution was therefore bestowed upon any 
conclusions or decisions drawn from these estimates (Hosking, 2010). 
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Conclusions that were drawn from the above study were (Hosking, 2010): 
 
1. The valuation of water at different points along the river enables the feasible 
determination of proficient water allocations. 
 
2. The CVM is indeed a credible method in determining these values, although 
not without shortcomings (see Section 2.4). 
 
3. The primary demand on the estuaries was for recreation. 
 
4. This recreational demand is primarily associated with white males. 
 
5. Estuaries in more developed areas increase the opportunity cost of the water 
flowing into the estuary. 
 
2.2.2 Dual Economies 
 
A discovery that drew much attention was the observation that there are two 
distinct groups using the investigated estuaries (Van Der Westhuizen, 2007). 
The first group consists primarily of wealthy white males using the estuaries for 
recreation. The second group consists of poor individuals largely involved in 
subsistence activities. It was also found that the costs involved in the allocation 
of freshwater into highly developed areas are significantly higher than 
corresponding allocation in less developed areas (Hay et al., 2010). Oliver 
(2011) considered a choice experiment valuation of the water inflow into the 
Bushmans estuary. Two dominant groups were again observed in the study: the 
non-white group with a lower level of formal education and income and the 
white group with higher levels of formal education and income. 
 
The measure most widely used in the calculation of income inequality is the 
Gini coefficient, with perfect equality measured at zero and perfect inequality 
indicated by a measure of one (Blignaut and De Wit, 2004). Inequality in 
income distribution is particularly persistent in South Africa, partly due to the 
corresponding racial inequality (Van Der Berg, 2010). The Gini coefficient for 
South Africa was estimated to be 0.67 in 2011, one of the highest in the world 
(POPAI, 2011). In fact, according to the Central intelligence Agency (CIA) 
(2012), South Africa has the second highest rate of income inequality after 
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Namibia with a Gini coefficient of 0.65 in 2005. For a random sample     of   
values, where                is arranged in ascending order, the 
corresponding Gini coefficient is calculated by the equation 
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The Gini coefficient corresponding to the data analyzed in this study was 
revealed to be 0.56, as calculated by 
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The sample size     of 7052 was used (the total number of observations 
throughout the WRC Project K5/1314) with the corresponding income values 
used as the variable   . The above estimate for the sample Gini coefficient is 
slightly less than the national estimate of 0.67 (POPAI, 2011). Although the 
result is below the expected outcome a priori, the calculated Gini coefficient is 
well above the ideal Gini coefficient between 0.25 and 0.4 (The Necro Files, 
2010). Income inequality may therefore be prevalent throughout the selected 
estuaries. The notion of dual economies, as first raised by Van Der Westhuizen 
(2007), could consequently be supported by this finding. 
 
Such high inequality is typically correlated with “high levels of headcount 
poverty” (Van Der Berg, 2010). Various difficulties arise when estimating 
poverty and income distribution in South Africa, including non-response, data 
validity, varying survey interpretations and definitions and differing sample 
frames (Van Der Berg, 2010). Leibbrandt et al. (2000) found that the increase of 
wage income or self-employment will lead to higher inequality in South Africa, 
while an increase in any of the remaining forms of income will reduce the 
overall Gini coefficient. It was observed that inequality climbed during the late 
1990s, but has remained relatively constant ever since (Van Der Berg, 2010). 
This is explained by individual race groups experiencing increased inequality, 
while inequality between race groups has in fact declined (Van Der Berg, 2010). 
 
It would be imprudent to exclusively supply freshwater to those users who are 
able to pay towards the costs involved and negate provision towards the poor 
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(Hay et al., 2010). The rich respondents’ recreational activities should surely 
subsidize in the presence of the basic needs of the poor. 
 
2.2.3 Additional Studies 
 
Much research has been performed on the Eastern Cape estuaries. Allanson has 
contributed significantly to the understanding of estuaries’ functionality and the 
various processes involved within the ecosystems (Allanson and Baird, 1999), 
building upon the information gathered by Day (1980). Furthermore, the effects 
of variable river flow on nutrient delivery, organic carbon, bacteria and 
zooplankton was investigated for three estuaries in the Eastern Cape (Allanson 
and Read, 1995). The distribution of salinity and the response of biota within 
these estuaries were also examined for variable river flow (Bate et al., 2002). 
Estuary management programmes have been presented by various proponents 
(Breen and McKenzie, 2001; Breen et al., 2004; Hay, 2007; McGwynne et al., 
2007; Sisitka, 2008; Jeleni et al., 2011; Schreiner et al., 2011). Such programs 
aid in the understanding of scientific, financial and environmental components 
found within estuary systems. The lack of understanding of the functionality of 
estuaries has been consistently invoked as a major problem when considering 
management schemes. It is recommended that potential managers and 
associated staff are well-informed to ensure proper and efficient management of 
our coastal estuaries, as well as the surrounding communities and 
municipalities. 
 
Hanly (2010) investigated the estimation of the WTP variable by comparing 
linear modeling to linear programming methods. The linear programming 
method was implemented to allow for the simultaneous omission of outliers and 
insignificant variables. However, Hanly (2010) recommended the traditional 
linear modeling method, since numerous software packages were available for 
its application, the method was flexible and provided more data information 
than the linear programming technique. 
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2.3 Contingent Valuation 
 
2.3.1 Introduction 
 
The methodology for water research projects must be improved to ensure they 
are both sustainable and replicable (Whittington et al., 1990). Information must 
be elicited on the value placed on different levels of goods and services. Many 
goods and services are not traded or sold in a market, but it can be essential to 
be able to place a monetary value on such goods and services (Hanemann, 
1994). Estuarine goods and services are not directly traded in markets 
(Lamberth and Turpie, 2003). Despite this absence of a direct trading market, 
the goods and services yielded by estuaries do have value (Du Preez and 
Hosking, 2010). A clear indicator that a particular good or service is valued is 
when a population is willing to pay towards the involved costs of that good or 
service. In such a case, the good or service will most likely be maintained and 
funds will be generated to sustain the project (Whittington et al., 1990). 
 
The two basic approaches available for the reliable estimation of a household’s 
WTP include the “indirect” approach and the “direct” approach (Whittington et 
al., 1990). The indirect approach consists of modeling techniques such as 
varying parameter demand, hedonic property value and hedonic travel cost 
models (Whittington et al., 1990). Indirect methods are not always reliable 
when a complete measure of value is required (Schelling, 1968). The direct 
approach involves direct questioning of how much a respondent is willing to 
pay for the particular service. The direct approach is labeled as the CVM, since 
it is employed in the context of a hypothetical market (Whittington et al., 1990). 
Contingent valuation was in fact initially developed to contribute to cost-benefit 
analysis (Randall, 1997). 
 
In the CVM, questionnaires (sample surveys) are utilized in eliciting the 
respondents’ WTP towards a (generally) hypothetical scenario (Portney, 1994). 
The contingent valuation survey captures the interested value by articulating the 
design around a specific product (Hanemann, 1994). A project is readily 
sustainable if the public is willing to pay the full costs of the particular good or 
service, displaying sure value being credited to the service (Whittington et al., 
1990). 
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2.3.2 Approach 
 
Contingent valuation is a valuable tool if correctly executed (Hanemann, 1994; 
Carson et al., 2000). It aims to estimate the benefits of a good or service by 
implementing a hypothetical scenario (Breedlove, 1999). Although no standard 
procedure exists in designing and performing the contingent valuation survey, 
certain well-defined elements are required (Portney, 1994). A detailed 
description of the hypothetical (or real) scenario must be presented within the 
survey, with the possibility of providing information on the expected outcomes 
and effects should the situation not be addressed. Respondents are asked to 
provide a monetary value representing the amount their household would be 
willing to pay towards the increase (or decrease if favourable) of the good or 
service discussed (Carson and Flores, 1993). This is the open-ended form of the 
survey which was utilized in the studies leading up to this investigation. The 
closed-ended method involves proposing a given monetary value and allowing a 
respondent to answer “yes” or “no”. The closed-ended format demands 
involved statistical techniques as compared to the open-ended format 
(Hanemann and Kanninen, 1998). 
 
Respondents are more likely to treat the valuation as figurative if the service 
and payment mechanism are misrepresented by vague descriptions (Hanemann, 
1994). The setup must also be equipped with a method to elicit the needed value 
from a respondent (Portney, 1994). Such methods include bidding games, open-
ended questions or referendum layouts (Portney, 1994). Rural users are 
expected to accept proposed improvements in the water supply if the financial 
requirements are below 5% of their income (Whittington et al., 1990). Lastly, 
administered surveys should include socio-economic features of the 
respondents. According to economic theory, the price for a good and a user’s 
income and socioeconomic characteristics model the demand for the specified 
good (Whittington et al., 1990). These characteristics will be the provisional 
indicator variables of the estimated WTP-function (Portney, 1994). 
 
Respondents within a CVM study may also provide zero bids or simply refuse 
to provide any bids towards the good or service investigated. When such bids 
are provided for reasons “associated with the process of valuation” (Jorgensen 
et al., 1999), they are labelled as “protest bids”. Protest bids are generally 
excluded from the analysis phase of a study. This is due to the assumption that 
protest bids do not indicate a respondent’s “true” bid (Jorgensen et al., 1999). 
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It has been proposed to allow for a “time-to-think” period within an interview to 
ensure reasoned and serious responses when providing WTP bids (Lauria et al., 
2001). The study conducted by Lauria et al. (2001) revealed that respondents, 
who were given more time to consider their bids, bid less than those who 
responded immediately. Furthermore, respondents with a lower level of 
education were willing to pay less for the considered service of sanitation, as 
compared to those respondents of higher education. These lower WTP bids are 
deemed to be better estimates of households’ preferences. The same outcome is 
expected a priori for the study in estuary services as related to their freshwater 
supply. 
 
2.3.3 Application 
 
Hanley and Spash (1993) split the process of applying the CVM into six 
consecutive steps. Firstly, the hypothetical market is set up to produce a reason 
for payment for the goods and services. The bid vehicle is introduced within the 
questionnaire to ensure that respondents are aware of the requirements should 
the proposed scenario change be implemented. Thereafter the surveys are 
administered either face-to-face, telephonically or by e-mail. Respondents are 
asked their maximum WTP towards the sustained goods and services as 
described by the hypothetical change of scenario. The WTP value may be 
derived by a bidding game, closed-ended referendum, payment card or an open 
ended question. 
 
The third stage involves the calculation of the mean and median WTP values 
with the omission of any protest bids, followed by the estimation of the bid 
curves. Bid curves are obtained by checking a number of independent variables 
and their relationship towards the dependent variable, WTP. Linear regression 
models are most often implemented to describe these relationships. Once the bid 
curves are estimated, the mean and median WTP figures are aggregated to 
present a population figure. This step depends heavily on the nature of the 
sample. If a sample is not representative of the population, then the aggregation 
may be biased. The final step determines the success of the applied method. The 
results and outcomes are evaluated for validity and reliability by checking the 
criteria proposed by the Blue-Ribbon Panel which serves as a guideline to 
indicate reliable findings (Arrow et al., 1993). 
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2.3.4 Critique 
 
Like all communication, surveys are limited by human understanding and 
certain constraints (Hanemann, 1994). Contingent valuation is a complex and 
imperfect technique and demands (generally) high expenses and time 
(Breedlove, 1999) and has therefore received some criticism. A major problem 
with the CVM is that a respondent may not answer WTP questions accurately or 
at all. This results in their “true” WTP bids not being revealed (Whittington et 
al., 1990). Furthermore, various biases are possibly embedded within a 
respondent’s bid along with other involved challenges (Carson and Flores, 
1993). Critics have asserted that the CVM manufactures the values it seeks to 
measure, since respondents allegedly fabricate values during interviews 
(Hanemann, 1994). This potential problem is, however, resolved by debriefings 
administered after the completion of the survey, as advised by the NOAA panel 
in 1993 (see section 2.4.5). Even in the case of poor and illiterate respondents, 
the CVM reveals adequate and consistent results (Whittington et al., 1990). 
Claims of overestimation by critics are also far outweighed by papers 
concluding the exact opposite (Carson, 1997).  
 
Furthermore, as pointed out by Whittington et al. (1990), the CVM may prove 
to be a feasible method on eliciting respondents’ WTP for a wide array of goods 
and services. Since their study, many studies have found the CVM to be a 
credible method (Hosking, 2010). The CVM is also unique in its ability to 
measure benefits of non-use (Carson and Flores, 1993). As noted by Breedlove 
(1999), non-use values are factual and their inadvertence could lead to 
significant understatements of the total value involved. Contingent valuation has 
also been recognized by federal laws and regulations to be an acceptable 
valuation method (Randall, 1997) and thus expected to continue being 
implemented. 
 
The aim of a contingent valuation study should always be to provide reliable 
and valid results. Various techniques may be employed to better satisfy this 
goal, including training interviewers and pretesting mechanisms (Breedlove, 
1999). It is the responsibility of the survey designers to ensure reliability of a 
study (Arrow et al., 1993). Questionnaires are required to be explicit and 
specific ensuring plausibility and comprehension from a respondent (Breedlove, 
1999). Consequently, it is assumed that a respondent would indeed make the 
payment offered in the real market (Barbier et al., 1997).  
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2.3.5 Guidelines for Future Applications 
 
It is impossible to identify a general conclusion concerning the reliability or 
validity of the CVM (Breedlove, 1999). Each study is unique in its potential 
biases and structural problems so it is essential that researchers carefully and 
accurately approach the implementation of the CVM. The CVM is not limited 
to the collection of information regarding WTP concerning the rural water 
sector (Whittington et al., 1990). A wide range of possible applications are 
available. Portney (1994) summarizes some of the primary guidelines 
established by the NOAA panel in 1993: 
 
1. Personal interviews should be prioritized when conducting the CVM. 
 
2. WTP should be preferred to the willingness to accept (WTA) criteria, since 
the WTA relates to incidents that have already taken place. Contrary to 
axioms found in theory, WTP and WTA derivations through contingent 
valuation have revealed large differences in their average values (Hanemann, 
1991). 
 
3. The referendum format should be utilized when applying the CVM. 
 
4. The effects of the considered program must be accurately and clearly 
described. 
 
5. When employing the CVM, respondents must be made aware of proxies for 
the service in question. 
 
6. To ensure that respondents have understood the key divisions of the 
contingent valuation scenario, a “debriefing” section should be included 
upon completion of the survey (Hanemann, 1994). 
 
These guidelines are widely supported, but are unfortunately expensive to 
implement fully (Randall, 1997). No trustworthy contingent valuation survey is 
either simple or inexpensive (Carson et al., 2000). 
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2.4 Conclusion 
 
It is clear that estuaries are highly vulnerable ecosystems and are increasingly 
deprived of freshwater due to the country’s high water demand. Freshwater 
inflow has been shown to have a direct influence upon the health status and 
functionality of an estuary. These unique environments provide the transitional 
links between the ocean and our rivers, habitats to numerous species of animals 
and organisms, create opportunities for development and attract tourists who aid 
in the overall economy. The importance of estuaries can therefore not be 
overstated. The goods and services yielded by estuaries are, however, not traded 
in markets. To value these goods and services, the CVM was implemented 
throughout the study performed by the WRC (Project K5/1413). The method 
utilizes specifically designed questionnaires and involves conducting face-to-
face interviews with respondents within a user population. Controversy 
surrounds this method due to possible forms of bias emerging within an 
interview. The method has, however, stood the test of time and has been shown 
to be powerful when implemented correctly and carefully. This chapter has 
presented a detailed introduction to estuaries and their importance and 
dynamics. Certain outcomes from the main report of the WRC investigation 
were highlighted along with other related studies. The CVM was also 
investigated with accompanying criticisms and recommendations for its 
appropriate implementation. 
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Chapter 3: Methodology 
 
The aim of this study was to generate the predicted economic value of estuarine 
services as a result of a change in freshwater inflow and perform a comparative 
analysis on previous research findings. This was achieved by modeling the 
public’s WTP towards the sustained services yielded by estuaries and 
identifying the significant variables. 
 
Forty estuaries along the South African coastline were studied. Surveys were 
implemented at each estuary according to the CVM, with questionnaires 
administered in a face-to-face manner. The samples consisted of respondents’ 
WTP bids, along with possible predictor variables. According to economic 
theory, among the predictor variables of an individual’s demand for a good or 
service are the price of the good, the individual’s income and socioeconomic 
characteristics (Whittington et al., 1990). The information obtained by several 
researchers were merged to produce a collated database of the total sample of 
estuary users. This collective sample was analyzed using multiple regression, 
allowing the prediction of the population’s WTP. The TWTP was obtained by 
aggregating the estimates.  
 
This chapter explains the methods employed throughout this study. Each 
technique is presented with the corresponding theory. Figure 3.1 presents a flow 
chart of the analysis route followed during the experiment. 
 
 
Figure 3.1: Analysis route. 
  • Data imputation 
• Remove outliers 
• Variable transformations 
  • Complete model fit 
• Identify significant variables 
• Test for violation of error assumptions 
• Include interaction 
  • Estimate/Predict WTP and TWTP 
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3.1 Data Capturing 
 
3.1.1 Survey 
 
A group of researchers investigated forty estuaries along the South African 
coastline. Each estuary was studied in depth regarding its MAR, catchment area, 
mouth closure and other characteristics. More importantly, the CVM (presented 
in Chapter 2) was utilized to elicit the identified population’s WTP bids toward 
decreasing the negative impacts that would occur if there was a reduction in 
freshwater inflow into the estuary. This scenario was formulated by a panel of 
estuarine experts and culminated in the estimation of the per cubic metre value 
of water (Hosking, 2010). 
 
The population of interest was identified as the permanent residents surrounding 
each estuary, as well as households within a 10km radius neighbouring the 
estuary itself (Chege, 2009). This decision was substantiated by the fact that 
such users would be able to make informed decisions concerning their WTP 
bids, since the decrease in freshwater inflow would present a major threat to 
their sustenance.  
 
3.1.2 Missing Data 
 
Face-to-face interviews were conducted over a nine year period (2000 to 2008) 
(Hosking, 2010). As the individual studies progressed and developed, certain 
aspects concerning the questionnaires were amended and improved. Alterations 
were made to better clarify the proposed scenario of reduced freshwater inflow, 
with certain questions and information being added to the more recent studies. 
Such developments, although improving upon the contingent valuation process 
and conditions, resulted in missing data throughout the collective sample used 
for this study.  
 
As an example, selected studies included the respondents’ level of education 
whilst others did not. Similar problems were identified with other variables as 
well. A number of respondents refused to provide WTP bids or certain data 
within the questionnaire.  
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All such cases were, however, omitted from or accounted for in each individual 
study since protest bids are omitted from CVM studies due to being invalid 
responses (Bateman et al., 2002). 
 
Missing data affects all the parameter estimates and relationships among 
variables and can thus compromise a study’s validity (Streiner, 2002). The goal, 
whether or not missing data are found within a sample, is valid and efficient 
inferences concerning the investigated population (Schafer and Graham, 2002) 
and this is threatened when missing data produces a biased sample (Wayman, 
2003). Most techniques utilized in data analysis are not designed for missing 
data, resulting in the difficulties observed (Schafer and Graham, 2002). 
Furthermore, missing data can have a significant effect upon the sample size if 
dispersed across several cases and variables (Streiner, 2002).  
 
To accurately describe all the potential reasons behind missing data is 
unrealistic (Schafer and Graham, 2002), however the nature of the missing data 
depends upon the reason for its absence from the sample (Howell, 2009a). The 
two types of nonresponse that have been established by survey methodologists 
are unit nonresponse and item nonresponse (Schafer and Graham, 2002). For 
the collective sample investigated in this study, only partial data was available. 
Therefore the missing data was of the type item nonresponse.  
 
Figure 3.2 presents the three established overall missing-data patterns (Schafer 
and Graham, 2002). A univariate pattern, as displayed in Figure 3.2 (a), denotes 
the case where missing values are only observed within the dependent variable 
 . A monotone pattern, shown in Figure 3.2 (b), is identified when a missing 
value for unit   also implies missing values for units            . Finally, 
Figure 3.2 (c) represents an arbitrary pattern where any set of variables may 
contain missing values. Many popular methods exist to account for such 
missing data. Typical techniques include listwise deletion, pairwise deletion, 
hot-deck imputation, mean substitution and regression substitution (Howell, 
2009a). Until recently, the focus of these methods was aimed at the removal of 
the missing values (Schafer and Olsen, 1998). Researchers have, however, 
expressed caution against such methods due to their serious drawbacks 
(Wayman, 2003), including biased results and inflated correlations (Schafer and 
Olsen, 1998). These and other problems are expected when the uncertainty 
involved in estimation or prediction is ignored (Schafer and Olsen, 1998).  
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Modern methods focus on preserving the relationship between variables and are 
more statistically principled (Wayman, 2003). Among these modern approaches 
are maximum likelihood estimation (MLE), the Expectation-Maximization 
(EM) algorithm and multiple imputation (MI) (Rubin, 1987). 
 
 
            (a)      (b)         (c) 
Figure 3.2: Nonresponse dataset patterns -  (a) univariate pattern,  (b) monotone pattern, and 
(c) arbitrary pattern. Rows correspond to units and columns correspond to variables (Schafer 
and Graham, 2002). 
 
The EM algorithm estimates parameters from incomplete data using the method 
of maximum-likelihood. The values of the unknown parameters that most likely 
generate the observed data are sought by MLE (Hanemann and Kanninen, 
1998). The method of MLE is often difficult to implement (Wayman, 2003). 
Initially, missing values are replaced by their expected values from the 
parameters given the available data. Once values have been replaced, the 
parameter estimates are updated with their new MLEs. This process is repeated 
until the EM algorithm parameter estimates converge to a stable set of results 
(Howell, 2009b). This is known as the consistency property of the MLE 
(Hanemann and Kanninen, 1998). The implementation of the EM algorithm 
involves bootstrapping to obtain the necessary standard errors, thus increasing 
the difficulty of its application (Wayman, 2003). A method with a higher degree 
of accessibility and ease of use is therefore sought. 
 
3.1.3 Multiple Imputation 
 
An imputation method is said to be ‘proper’ if there is a suitable amount of 
uncertainty in the variability of the imputes (Schafer, 1999a). MI is such a 
method where the process is implemented by use of simulation (Schafer and 
Olsen, 1998). The problem of understating the uncertainty involved in 
                                             
1       1       1 ?     
2       2       2   ?  ? 
.       .       .  ?    
.       .       .    ?  
.       .       . ?   ?  
N       N       N   ?  ? 
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imputation is solved by MI (Schafer and Graham, 2002). MI is a Monte Carlo 
technique in which     simulated versions of the missing data replaces the 
missing observations (Schafer, 1999c). Figure 3.3 depicts an imputed dataset. 
The value for   is typically small, ranging from 3 to 10 (Schafer, 1999a; Rubin, 
1996). Random number generation as well as the available data are utilized in 
this process (Howell, 2009b).  
 
The claim of requiring only 3-10 imputations is confirmed by the efficiency 
result presented by Rubin (1987). Table 3.1 displays the various efficiencies 
achieved for different values of   and rates of missing information (Schafer and 
Olsen, 1998). It is clear that the gain in efficiency diminishes swiftly as the 
number of imputations increases. Therefore only a small number of imputations 
are in fact sufficient. 
 
Observed Data   Imputations 
            
       1 2 … m  
 ?        …   
         …   
    ?     …   
            
?         …   
            
  ?       …   
            
            
   ?      …   
Figure 3.3: Diagram representing missing values within multivariate data and corresponding 
multiple imputations (Schafer and Graham, 2002). 
 
Missing data is accounted for by restoring natural variability, as well as the 
involved uncertainty of estimation (Wayman, 2003). The process of imputation 
delivers an analysis incorporating all possible information to preserve the 
characteristics of the entire data set (Wayman, 2003).  
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Table 3.1: MI estimation efficiency percentage according to the number of imputations   
and the fraction of missing data   (Schafer and Olsen, 1998). 
 
   
  0.1 0.3 0.5 0.7 0.9 
3 97 91 86 81 77 
5 98 94 91 88 85 
10 99 97 95 93 92 
20 100 99 98 97 96 
 
When addressing the problem of missing data, large untestable assumptions 
concerning the “lost” data are made (Schafer and Graham, 2002), including the 
missing at random (MaR) assumption (Rubin, 1987). This assumption states 
that the probabilities of missingness are not dependent on any values that are 
missing, but only on observed data (Schafer and Olsen, 1998). This assumption 
allows one to achieve unbiased imputes by using the approximated relationships 
among the observed data (Schafer and Olsen, 1998). When the missing data are 
independent of the observed data as well, those values are termed missing 
completely at random (MCAR) (Schafer and Graham, 2002). 
 
Intuitively, when the distribution of missingness is dependent on the missing 
values, the missing data are said to be missing not at random (MNAR). MNAR 
data produces problems with unbiased estimates, since the reason for the 
absence of data is systematic (Howell, 2009a). Even after accounting for the 
predictor variables, residual dependence still exists between the missingness and 
the response variable   (Schafer and Graham, 2002). It has been found, 
however, that in a realistic scenario the impact upon estimates and their 
standard errors due to a flawed MaR assumption is often small (Collins et al., 
2001). 
 
Schafer (1999b) developed a stand-alone program, NORM, which allows users 
to perform MIs on incomplete data assumed to be MaR or MCAR and which 
follow a multivariate normal distribution (Schafer, 1999a; Streiner, 2002). 
Although superior statistical methods may be derived for any specific problem, 
a readily available solution (as provided by MI) with good properties is 
favoured when missing data is an annoyance rather than the primary focus of a 
study (Schafer, 1999c). The method of MI is computationally simpler than other 
statistical approaches and ensures a good balance between ease of use and 
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quality results, even when samples are small or missing values are abundant 
(Wayman, 2003). 
 
The software package NORM applies the new method of Markov Chain Monte 
Carlo (MCMC), developed by Tanner and Wong (1987), called data 
augmentation (DA) (Schafer and Olsen, 1998). MCMC enables the analyst to 
create random independent draws of the missing data from a predictive 
distribution (Schafer, 1999c). DA resembles the process of the EM algorithm 
and can be seen as a stochastic version thereof (Howell, 2009b). Initially, 
missing data are imputed by drawing them from their conditional distribution 
given the available data (Schafer, 1999c). To maintain the variability within the 
dataset, a random error drawn from a normal distribution is added to each 
impute (Wayman, 2003). New parameter estimates are then simulated from a 
Bayesian posterior distribution given the available data, as well as the most 
recently imputed missing values (Howell, 2009b). These two steps are 
alternated and set up a Markov chain which converges to the stationary joint 
distribution of the missing values and the estimated parameters, given the 
available data (Schafer and Olsen, 1998). By running the DA process a large 
number of times, one obtains appropriate MIs of the absent values (Schafer, 
1999a). It is also recommended that the EM algorithm is run prior to the 
execution of  DA to provide good starting values for the procedure (Schafer and 
Olsen, 1998). 
 
A particular Bayesian model is used to construct draws of the repeated 
imputations of the missing values (Rubin, 1996). Although not an exclusively 
Bayesian technique, MI does rely on Bayesian arguments (Schafer and Graham, 
2002). Each imputed dataset is individually analyzed using standard techniques 
such as regression and analysis of variance (ANOVA). These results are then 
combined to produce estimates that incorporate the uncertainty pertaining to 
missing data (Schafer, 1999a). Rubin (1987) presents the simplest method for 
combining these m results (Schafer and Graham, 2002). 
 
It is clear that any resultant analysis of the data is separate from the imputation 
phase (Schafer, 1999a). Prior to the implementation of NORM, it was observed 
that the variables were heavily skewed. Following the procedure provided by 
Schafer (1999c), the observations for each of these variables were transformed 
by taking their logarithms. This transformation ensured that the assumption of 
multivariate normal data was satisfied more accurately. Five imputed datasets 
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were then created using NORM. The transformed variables were subsequently 
transformed back to their original scales (Schafer, 1999c). Rubin (1987) 
proposed that upon completion of the imputation procedure, corresponding 
model coefficients of the five imputed datasets should be averaged to form the 
final prediction model to be used. Since residual analysis and multicollinear and 
heteroscedastic tests were to be performed in this study, it was decided to 
average the actual imputed data rather than the parameter estimates as proposed 
by Rubin (1987). The five datasets were therefore combined to form one 
averaged imputed dataset. 
 
3.1.4 Data Correction 
 
Upon completion of the data imputation process, several alterations of the new 
dataset were required. Certain imputed values did not logically relate to the 
associated variable. For instance, negative values were imputed for variables 
household size, conservation, equipment value and income. Also, binary 
variables were found to have imputed values beyond the range of 0 and 1. Such 
values were corrected for, adhering to the conditions presented in Table 3.2. 
 
Table 3.2: Variable constraints. 
Variable Constraint 
Frequency, Income, Conservation, Levies, 
Willingness To Pay 
Non-negative 
Household Size Positive 
Race, Gender, Residence, Estuary Use, 
Education, Knowledge,  
Binary 
Reduction In Estuary Use Percentage 
 
Furthermore, monetary values of R0.00 (included in variables       , 
            ,       ,           and    ) were replaced by R0.01 to 
permit log-transforms throughout the study. 
 
3.1.5 Data Transformation 
 
Histograms reveal the distributions of variables. Histograms of each of the 
quantitative variables were generated (after all the necessary corrections were 
made to the imputed data) to reveal the distributions of the variables (see 
Appendix B). Most of the quantitative variables were found to be heavily 
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skewed to the right (positively skewed). Table 3.3 indicates the variable 
transformations implemented in this study. The transformation on the     
variable was to better satisfy the general regression assumptions. The 
independent variables’ transformations were incorporated to achieve a model 
that better estimates      (Mendenhall and Sincich, 2003). 
 
Table 3.3: Variable transformations. 
Variable Transformation 
Household Size, Income, Conservation, 
Levies, Equipment, Willingness-To-Pay 
Natural log (Ln) 
 
3.2 Statistical Methods 
 
3.2.1 Descriptive Statistics 
 
Numerical and graphical methods were employed to describe both quantitative 
and qualitative variables. These statistics were obtained using integrated 
functions of Microsoft Excel 2010. Graphical representations of the data, as 
well as their central tendency and overall spread were revealed by these 
implemented methods. 
 
Histograms were utilized to provide a graphical representation of the variables 
and their data. A large amount of detail could, however, be lost when presenting 
such graphical diagrams (Underhill, 1985). The question concerning the length 
of the class intervals adopted within histograms is addressed by Sturge’s Rule, 
stating that the accepted length   of the class interval should roughly be 
 
  
         
           
  
 
as highlighted by Underhill (1985). Furthermore, the points of subdivision 
should not allow any observation to fall on a point of division (Wackerly et al., 
2008). 
 
The most commonly used measure of central tendency is the arithmetic mean 
(Wackerly et al., 2008). It is also arguably the most important measure of 
location (Underhill, 1985). This statistic will simply be referred to as the mean 
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throughout this study. The sample mean, where the sample consists of   
observations             estimates the population mean 𝜇 and is given by: 
 
 ̅  
 
 
∑   
 
   
 
 
The statistic indicating the midpoint of a dataset is the median. Half of the 
observations fall above this measure and the other half below. Although the 
most relevant and used measure in cost-benefit analysis is the mean WTP, the 
median is often favoured because of the sensitivity of the mean to outliers and 
skewed distributions (Buckland et al., 1999). Median values could, however, be 
biased in the case of a highly asymmetric WTP curve (Buckland et al., 1999).  
 
If the ordered dataset is given by                  where                
          , then the median is denoted by      (Underhill, 1985). The 
median is defined to be the observation corresponding to rank 
   
 
. If the sample 
size   is odd, then the middle observation is identified as the median; if   is 
even, then the average of the pair of middle observations is identified as the 
median (Underhill, 1985). 
 
The mean and the median of a sample are approximately equal when the sample 
is symmetric (Underhill, 1985). If, however, the sample is heavily skewed (as 
was observed in this study), these two measures can diverge to a large degree. 
One possible explanation for such divergence is the presence of severe outliers. 
Outliers do not affect the median, but do significantly affect the mean 
(Underhill, 1985). Therefore the median is known as a robust measure of 
location. 
 
The range of a sample is defined to be the difference between the largest and the 
smallest observations in the given sample (Mendenhall and Sincich, 2003). The 
range provides a measure of the spread of the data. 
 
More importantly, the variance of a sample also measures the spread and 
variability within the data. The variance of a sample of measurements is defined 
to be the average of the squares of the deviations of the measurements about 
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their corresponding mean (Wackerly et al., 2008). The variance is denoted by 
   and is mathematically presented by Underhill (1985)  as 
 
   
 
   
∑     ̅ 
 
 
   
  
 
The reason for dividing by     rather than   is because of the underestimate 
of    produced when dividing by   (Mendenhall and Sincich, 2003). The 
sample variance    is an estimate of the population variance   . 
 
A closely related measure, the standard deviation, gives further insight to the 
variation embedded within the sample data. The standard deviation is defined as 
the positive square root of the variance and is denoted by   (Wackerly et al., 
2008). Therefore   √   and is the estimate of the population standard 
deviation  .  
 
The standard deviation can be utilized using the empirical rule and 
Tchebysheff’s theorem (Mendenhall and Sincich, 2003). The empirical rule is 
summarized as follows (Wackerly et al., 2008): 
 
1. Approximately 68% of the observations lie within the interval 𝜇   . 
 
2. Approximately 95% of the observations lie within the interval 𝜇    . 
 
3. Approximately all of the observations lie within the interval 𝜇    . 
 
These approximations of the spread of the data rest upon the assumption that the 
distribution of the observations is approximately normal (Wackerly et al., 
2008). To account for data that do not follow an approximately normal 
distribution, Tchebysheff’s theorem relaxes the assumption of normality. If a 
random variable has mean 𝜇 and finite variance   , then for any constant   the 
following holds (Wackerly et al., 2008): 
 
  |  𝜇|        
 
  
           
 
Tchebysheff’s theorem can therefore be summarized as follows: 
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1. At least 17% of the observations lie within the interval 𝜇      . 
 
2. At least 75% of the observations lie within the interval 𝜇    . 
 
3. At least 89% of the observations lie within the interval 𝜇    . 
 
The value of    1.1 was used due to the result of 0% probability when    1. 
The bound provided by Tchebysheff’s theorem is only attained when    1. 
 
To further describe the distribution of a dataset, we consider the skewness and 
kurtosis of the sample. To formulate these measures, we first define the     
sample moment,   
 , and the     sample moment about the sample mean,    
(Mels and Friskin, 2007).  
 
Assume that            form a random sample with mean 𝜇 and variance  
  
from the corresponding distribution of the random variable  . Then   
  is given 
by 
 
  
  
 
 
∑   
  
      
 
and   by  
 
   ∑      ̅ 
  
      
 
We can now express the standardized measure of skewness of the sample,   , as 
   
  
  
  The measure    describes the skewness of the sample’s distribution. A 
value of      indicates a symmetric distribution, while a negative or positive 
value indicates a negatively or positively skewed distribution respectively (Mels 
and Friskin, 2007). Furthermore, the excess measure of kurtosis of the sample, 
  , is obtained by     
  
  
  . A positive or negative kurtosis indicates a 
heavy-tailed or a light-tailed distribution respectively, as compared to a Normal 
distribution (Mels and Friskin, 2007). 
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3.2.2 Linear Models 
 
Since this study requires more than one independent variable to describe the 
dependent variable,    , a multiple regression model was employed 
(Clohessy, 2012). Regression analysis involves a mathematical model relating 
the dependent variable   to one or more independent variables           . 
The relationship between the population’s WTP and various predictor variables 
(including race, income, education, gender, etc.) was sought to enable the 
prediction of the population’s WTP towards the sustained services yielded by 
the estuaries. 
 
A general linear model (GLM) was proposed to describe this relationship. For   
predictor variables            and response variable  , the GLM is given by 
(Mendenhall and Sincich, 2003) 
 
                       , 
 
where    is the dependent variable, 
             are the independent variables, 
            determine the corresponding independent variable’s 
 contribution towards estimating  , 
     is the  -intercept, and 
    represents the random error involved in the model estimation. 
 
It is assumed that the random error term   follows a normal distribution with 
mean equal to 0 and constant variance   . It is also assumed that the random 
errors are independent (Mendenhall and Sincich, 2003). A graphical 
representation of the first three assumptions (as implemented in the simple 
linear regression model             ) is provided in Figure 3.4. This 
demonstration is simply extended to represent the case for multiple regression. 
The procedure utilized to estimate the required parameters of the GLM is the 
method of least squares (Wackerly et al., 2008). The method of least squares 
obtains the estimates for               by minimizing the sum of the squared 
errors (SSE). The following two properties are satisfied (Mendenhall and 
Sincich, 2003): 
Page | 43  
 
1.    ∑      ̂  
 
     ; i.e. the sum of the errors is 0. 
2.     ∑      ̂  
  
    is a minimum; i.e.  smaller   than    for    any 
other straight-line model with 
    . 
 
Negative WTP estimates are a possible outcome of model fitting and its 
functional form (Haab and McConnell, 1997). It does not necessarily represent 
the true preferences of the respondents (Haab and McConnell, 1997). To ensure 
positive WTP estimates, the Tobit model may be considered. The Tobit model 
censors the dependent variable, forcing the predicted WTPs to be non-negative. 
Due to the comparative nature of this study, the Tobit model is not considered 
since only some previous studies included the Tobit model in their analysis. 
 
 
Figure 3.4: The probability distribution of the random error term   (Wackerly et al., 2008). 
 
3.2.3 Functional Form 
 
As indicated in Section 3.1.5, certain transformations were employed to better 
describe the relationship between the dependent variable and the independent 
variables. Transformations performed on the  -values ensure that the values 
more accurately satisfy the assumptions concerning the random error 
component  , as well as obtaining better approximations by the deterministic 
0         
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model (Mendenhall and Sincich, 2003). Transforming the independent variable, 
however, only addresses the latter aspect (Mendenhall and Sincich, 2003).  
 
The influence of the     independent variable      on the dependent variable 
    after the effects of the remaining independent variables have been 
accounted for, is measured by the partial residuals. The partial residual for the 
    observation is given by  ̂   ̂   ̂    (Mendenhall and Sincich, 2003). If    
is plotted against its corresponding partial residuals in a straight-line model, a 
least squares slope equal to  ̂  is expected. The independent variable is 
identified as having a lack of fit if the plot reveals any deviations or patterns 
around the expected slope (Mendenhall and Sincich, 2003). Furthermore, partial 
residual plots may also reveal the appropriate transformation on    to modify 
the model, since these plots reveal more information on the relationship 
between    and   (Mendenhall and Sincich, 2003). 
 
The applied transformations altered the functional form employed for the 
regression model. The models considered were the linear, log-linear, double-log 
and mixed functional forms. These models were advocated from the partial 
residual plots provided in Appendix E. 
 
For the linear model, all variables remain in their original forms. In this model, 
the random error term is assumed to be additive (Mendenhall and Sincich, 
2003). The linear model is defined as 
 
                      
 
In the log-linear model, the dependent variable is transformed to its logarithmic 
form, while the independent variables remain unmodified. Here the random 
error term is assumed to be multiplicative (Mendenhall and Sincich, 2003). A 
drawback to this functional form is the increased difficulty in predicting the 
original variable,   (see Chapter 4). The observed parameter coefficients 
represent the percentage change in the dependent variable due to a 1-unit 
change in the corresponding independent variable, keeping all other 
independent variables constant (Mendenhall and Sincich, 2003). The log-linear 
model is defined as 
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The double-log model involves all quantitative (continuous) variables being 
transformed to their logarithmic form. In this case, the parameter coefficients 
represent the percentage change in   for a 1% change in the corresponding    
(Greene, 2003). The double-log model is defined as 
 
                                        
This study further investigated the double-log model, but not for the variable 
      . As indicated in Section 3.1.5, the square root transformation of 
      , combined with the logarithmic form of the remaining continuous 
variables, revealed a slightly better model fit. The mixed model employed is 
defined as 
 
         (√                  )        
 
Although the square root transformation on the annual income variable 
presented the optimum model, there is minimal improvement in the model fit 
when compared to the double-log form. The adjusted R-square value when 
using the square root transformation was found to be 0.5951, while for the log 
transformation was 0.5932. Therefore only 0.19% of the sample variation in the 
log-transformed     variable was better explained by the square root 
transformation. Similarly, the model utility measure (the  -statistic) increased 
by a mere 6.5 units. It was decided that the double-log functional form be used 
rather than the mixed log-square root form due to the comparative nature of the 
study, as well as the added complexity of interpreting the square root 
coefficient. 
 
Both quantitative and qualitative variables were observed in this study. 
Quantitative variables assume only numerical values, whereas qualitative 
variables are non-numerical values classified into different levels. Table 3.4 
provides the coding of the variables. The expected sign refers to the parameter 
coefficient of the regression model and was derived from past studies and 
economic theory (Van Der Westhuizen, 2007).  
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Table 3.4: Coding of variables. 
Dependent Variable 
Variable Description 
LnWTP The log amount a household is willing to pay for 
increased freshwater inflow. 
Independent Qualitative Variables 
Variable Description Expected Sign 
Race Race of the respondent: 
1 = white 
0 = black 
+ 
Gen Gender of the respondent: 
1 = male 
0 = female 
+ or - 
Res Residential status of respondent: 
1 = visitor 
0 = local resident 
- 
Est Use Reason for estuary use: 
1 = recreation / passive use 
0 = commercial / subsistence use 
+ or - 
Educ Education level of respondent: 
1 = Above Grade 12 
0 = Below or equal to Grade 12 
+ 
Know Respondent’s knowledge 
concerning estuaries: 
1 = well informed 
0 = uninformed 
+ 
Independent Quantitative Variables 
Variable Description Expected Sign 
LnHouse Natural log of household size + 
LnFreq Natural log of frequency of visits 
to estuary 
+ 
LnInc Natural log of annual household 
income 
+ 
LnCons Natural log of rand value paid 
towards conservation 
+ 
LnLev Natural log of rand value paid 
towards levies 
+ 
LnEquip Natural log of rand value of 
equipment used at the estuary 
+ 
Reduc Percentage time reduction in use 
of estuary due to a decreased 
surface area 
+ 
Page | 47  
 
3.3 Prediction Model Analysis 
 
3.3.1 Outliers and Influential Observations 
 
An observation is known as an outlier if it is significantly different (atypical) 
from the remaining observations of a data set. It could be an outlier with respect 
to the dependent variable and/or the independent variables. More specifically, 
an observation that is markedly different within the dependent variable is called 
an outlier, while an extreme value within the independent variables is called a 
leverage point (Freund and Wilson, 1998). 
 
An influential observation is one that substantially alters the regression 
estimates when present in the data set. Influential observations are generally 
outliers or leverage points, but not all outliers or leverage points are necessarily 
influential (Freund and Wilson, 1998). Outliers and influential observations are 
usually attributable to misrecordings, invalid measurements, incorrect coding or 
malfunctioning experimental procedures (Mendenhall and Sincich, 2003). Such 
observations can adversely affect the regression model’s accuracy and, hence, 
utility. Furthermore, residual variances and the parameter estimates are also 
affected (Mendenhall and Sincich, 2003). 
 
A residual plot is a standard method employed to detect such outliers or 
influential observations. It is obtained by plotting the residuals   ̂ against the 
predicted  -values ( ̂ ). A random scatter of points around zero with very few 
(approximately 5%) residuals outside two estimated standard deviations (  ) of 
  above or below zero, indicates a good fit of the model (Mendenhall and 
Sincich, 2003). Any observations clearly not following the random pattern are 
possible outliers or influential observations. 
 
Graphical methods are, however, largely subjective. Numerical techniques are 
preferred since they provide statistical evidence for detecting outliers. Cook 
(1979) presented a measure of the effect the     observation has upon the fitted 
value,  ̂ . This measure, called the Cook’s Distance value (  ), is calculated for 
each observation by the equation 
 
   
     ̂  
 
        
(
  
      
 )  
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where      ̂  is defined as the  
   residual, 
    is defined as the leverage value of the  
   observation, 
      is the number of  -parameters within the model 
and    is the mean error sum of squares. 
 
The leverage values are obtained from a procedure based on the result that the 
    predicted  -value ( ̂ ) can be written as a linear combination of the   
observed  -values (Mendenhall and Sincich, 2003): 
 
 ̂                                     
 
The leverage value,   , measures the influence of an observed  -value (  ) on 
the predicted  -value ( ̂ ). A large Cook’s Distance value indicates a strong 
influence of the corresponding observation upon the  -estimates. The computed 
Cook’s Distance values are compared to the values of the   distribution with 
       and            degrees of freedom (Mendenhall and 
Sincich, 2003). If    falls at or above the 50
th
 percentile of the   distribution, 
the corresponding observation is identified as an outlier. 
 
3.3.2 Removal of Insignificant Variables 
 
Many potential predictor variables are considered when wanting to model the 
response variable. The inclusion of only those that significantly relate to the 
dependent variable   are of interest. Variable screening procedures are adopted 
to reduce the number of predictor variables within an estimation model. 
Backward elimination was employed in this study since a set of variables are 
able to have significant predictive power even when a subset thereof does not 
(Dallal, 2012). The joint predictive capability included in the backward 
elimination technique is not identified in forward selection of stepwise 
regression procedures. 
 
An initial model is proposed including all potential independent variables. The 
variable with the largest  -value, given that the  -value exceeds the chosen 
significance level of    0.1, is then dropped from the model. The remaining 
    variables are subsequently fit to the data, repeating the elimination 
procedure based on the same aforementioned criteria. This process is repeated 
until no further insignificant variables are found within the proposed model 
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(Mendenhall and Sincich, 2003). A drawback to this method is the requirement 
of a large sample to be able to fit the initial model. For this study the sample 
size was large enough to comfortably follow the backward elimination 
procedure. 
 
Two models are said to be nested if all the terms of one model are contained 
within the other (Mendenhall and Sincich, 2003). The simpler model is called 
the reduced model, while the more complex model is known as the complete 
model. Upon completion of the backward elimination procedure, a test must be 
performed to analyze whether the reduced model performs statistically better 
than the complete model.  
 
The nested models are defined as follows: 
 
Reduced model:                      
Complete model:                                      
 
An  -ratio statistic was used to compare the two ordinary least squares (OLS) 
models (Mendenhall and Sincich, 2003). The hypothesis to be tested is 
constructed as follows: 
 
    There is no contribution from the omitted variables. 
    At least one of the omitted variables does contribute to the model. 
 
Equivalently, the hypothesis to be tested may be expressed in the following 
form: 
 
                     
                     where                
 
The test statistic   is calculated by 
 
  
           
     ⁄
    
         ⁄
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where      denotes the sum of the squared errors for the reduced model, 
      denotes the sum of the squared errors for the complete 
model, 
     denotes the number of  -parameters being tested, and 
     denotes the number of  -parameters in the complete model. 
 
If the calculated   test statistics exceeds a fixed critical value of the  -
distribution, then    is rejected. The fixed critical value,   , depends upon the 
specified significance level  , as well as the numerator and denominator 
degrees of freedom. Upon rejection of    the resulting conclusion is that the 
omitted variables do in fact contribute to the prediction of   (Mendenhall and 
Sincich, 2003). 
 
3.3.3 Interaction 
 
When the relationship between the response variable and a given predictor 
variable depends on the values of the remaining fixed predictor variables, the 
first-order model is no longer appropriate for prediction of   (Mendenhall and 
Sincich, 2003). A new model is required to account for this dependence. The 
new model is called an interaction model.  
 
For the simple case of two independent variables modeling a response variable 
with interaction present, the model is defined as 
 
                          
 
where      is defined as the interaction term. 
 
Van Der Westhuizen (2007) proposed the presence of dual economies within 
populations identified as estuary users. He observed two distinct groups of 
users. The first group is the urban recreational users, while the second group are 
the subsistence users and rural communities. It is typically found that a 
dependency exists on the wealthier users, since many rural workers seek jobs 
from the urban employers (Van Der Westhuizen, 2007). 
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As Van Der Westhuizen (2007) highlights, the presence of dual economies 
diminishes the associated value that the affluent population group attach to the 
freshwater inflow. The users with a lower WTP are favoured when presenting 
the mean WTP estimate, since they largely exceed the number of higher WTP 
bids. It is therefore recommended to also investigate the median WTP estimate 
when decisions are made concerning the management and control of estuaries 
(Van Der Westhuizen, 2007). 
 
The presence of such dual economies lends support to including appropriate 
interaction terms within this collective study. Two possible interactions were 
identified in Van Der Westhuizen’s (2007) study. Variables      and 
         , as well as      and        were shown to be indicative of 
possible interaction (Van Der Westhuizen, 2007). This study further 
investigates other possible interactions. 
 
3.3.4 Model Fit 
 
When conducting multiple regression analysis, it is advised that the ratio of 
observations to independent variables should preferably exceed 5 to 1 to avoid 
overfitting (Bartlett et al., 2001). The multiple coefficient of determination,   , 
measures how well a multiple regression model fits a dataset (Mendenhall and 
Sincich, 2003). This measure is defined by 
 
   
        
    
  
 
where          
       ∑      ̅ 
  
     and 
      ∑      ̂  
  
    with  ̂  denoting the predicted value of     
 
Alternatively, the adjusted coefficient of determination,   
 , can measure the fit 
of a model (Mendenhall and Sincich, 2003). This measure is defined by 
 
  
    [
   
       
] (
   
    
)  
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where    denotes the sample size, and 
      denotes the number of  -parameters in the model. 
 
Both measures have similar interpretations.    and   
  both represent the 
percentage of the sample variation explained by the independent variables 
(Mendenhall and Sincich, 2003). The adjusted measure, however, takes into 
account the number of  -parameters in the model, as well as the sample size  . 
It therefore holds that   
    , since    can be “forced” to equal unity by 
simply adding predictor variables to the model (Mendenhall and Sincich, 2003). 
The adjusted measure is preferred, since it is more conservative. 
 
3.4 Regression Pitfalls 
 
Although a powerful tool for modeling a response variable, regression is also 
one of the most abused statistical methods (Mendenhall and Sincich, 2003). 
Modern computers and software allow for regression techniques to be 
performed with ease. Analysts rarely, however, have a proper understanding of 
regression and statistics. Model building and development is generally an 
involved process and reveals several possible shortcomings, including violation 
of the regression assumptions. 
 
3.4.1 Multicollinearity 
 
Multicollinearity exists when two or more independent variables are correlated. 
Predictions of   remain accurate in the presence of multicollinearity. If, 
however, understanding is sought after the explanation of effects of the 
independent variables, multicollinearity becomes a major problem (Paul, 2006). 
In the presence of severe multicollinearity, the inversion of the matrix     (in 
correlation form) becomes problematic, leading to possible rounding errors 
when calculating the standard errors of the  -estimates (Mendenhall and 
Sincich, 2003). Regression results may also be misleading with unexpected 
coefficient signs. Model adequacy is therefore adversely affected. 
 
A commonly used method for detecting multicollinearity within a model 
requires estimating the variance inflation factors (VIF) (Mendenhall and 
Sincich, 2003). The     parameter,   , has a variance inflation factor given by 
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where   
  is the multiple coefficient of determination of the model 
 
                                          
 
It is clear that      will be large for large   
  values, i.e. when the independent 
variable    is significantly related to the remaining     independent variables. 
A VIF value exceeding    is deemed an indicator of multicollinearity 
(Mendenhall and Sincich, 2003). 
 
An additional method for testing the presence of multicollinearity is the 
calculation of the condition number   (Dereny and Rashwan, 2011). The 
condition number is defined to be the ratio of the largest and smallest 
eigenvalues of the matrix       (in correlation form), where  
 
    
  
 
√   
(      ̅ )
  
 
 
with  ̅  
 
 
∑     
 
    and   
  
 
   
∑ (      ̅ )
  
   . 
 
The resulting characteristic roots are denoted by            (Paul, 2006). The 
calculation of   is performed using the following equation: 
 
  
    
    
, 
 
where      and      denotes the largest and smallest eigenvalue respectively. 
A condition number ranging from 5 to 30 indicates moderate to strong 
correlation between the predictor variables (Dereny and Rashwan, 2011). 
 
A supplementary approach to identify severe multicollinearity within a model is 
the implementation of ridge regression. The ridge regression coefficient 
estimates   ̂     are used to construct a ridge trace (Mendenhall and Sincich, 
2003) which, in the presence of severe multicollinearity, displays dramatic 
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fluctuations of the ridge regression estimates. In matrix notation, the least 
squares model coefficients are determined by the formula  
 
 ̂     
        ,  
 
where   represents the design matrix of the independent variables and   
corresponds to the dependent variable being modeled.  ̂   has dimension 
         . 
 
The least squares estimators are generally the “BLUE” estimators (best linear 
unbiased estimators). This characteristic, however, is flawed in the presence of 
severe multicollinearity. These estimators may not be the “best” even though 
they are “unbiased”. Ridge regression introduces a degree of bias into the 
estimators, resulting in a significant decrease in the associated mean square 
error (MSE) as compared to the MSE of the least squares estimators. This 
decrease in variability ensures narrower confidence intervals for the  -estimates 
and therefore increases the level of accuracy involved in estimation and 
prediction. The ridge model coefficients are obtained by the formula  
 
 ̂    
           ,  
 
where   denotes the matrix consisting of the independent variables (in their 
standardized form) as columns,   remains as previously defined,   represents 
the biasing constant introduced and   corresponds to the identity matrix of 
dimension         (with   denoting the number of parameters in the model 
minus 1).  ̂  has dimension        . We find that as       ̂   ̂   (Paul, 
2006). 
 
The biasing constant is specified at various values ranging from 0 to 1. For each 
specified individual biasing constant value, the ridge estimates are determined 
and plotted in an overlaid graph called the ridge trace (Mendenhall and Sincich, 
2003). The ridge trace allows the “optimal” biasing constant to be subjectively 
determined. In the presence of severe multicollinearity, the estimated ridge 
coefficients fluctuate radically from the offset of introducing a cumulative 
degree of bias. This procedure therefore allows the testing for the presence of 
severe multicollinearity within the model. 
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3.4.2 Non-normality 
 
The normality assumption is the least restrictive assumption concerning the 
procedure of regression analysis (Mendenhall and Sincich, 2003). Moderate 
departures from the normality assumption do not heavily affect Type 1 errors 
with associated statistical tests and hypotheses.  
 
One method for testing the validity of the normality assumption involves the 
inspection of a histogram of the residuals. If the errors are normally distributed, 
a mound- or bell-shaped graph is expected. If a skewed distribution is observed, 
evidence may exist for the violation of the normality assumption. This approach 
is, to a certain degree, flawed, since residuals for some independent 
observations may be skewed to the left while others are skewed to the right 
(Mendenhall and Sincich, 2003). Merging all residuals into a single distribution 
may therefore cancel the two skewed natures. Although conceivable, this 
scenario is highly improbable. 
 
A second approach is the construction of a normal probability plot. The 
residuals are plotted against the corresponding expected errors under the 
assumption of normality. The residuals would approximate the expected errors 
if the errors do indeed follow a normal distribution. A linear trend is therefore 
expected. Any extreme deviation from a linear trend reveals a lack of normality 
for the residuals. The problem of nonnormality is typically accompanied by 
heteroscedasticity (Mendenhall and Sincich, 2003). 
 
3.4.3 Heteroscedasticity 
 
Error variances that satisfy the assumption of equal variances for all levels of 
independent variables are called homoscedastic. When the assumption is 
violated revealing unequal variances for different settings of the independent 
variables, the variances are called heteroscedastic. The most common reason 
behind heteroscedasticity is that the variance of the response variable   is a 
function of its mean (Mendenhall and Sincich, 2003). The problem of unequal 
variances can be resolved by appropriate transformations called variance 
stabilizing transformations (VST) (Mendenhall and Sincich, 2003). A 
multiplicative response is most frequently found in practice, leading to the 
natural logarithm as the appropriate transformation. 
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As mentioned before, graphical techniques are generally subjective and caution 
should be exercized when inferences are derived from them. The Goldfeldt-
Quandt test is an existing statistical test for heteroscedasticity. This procedure 
requires that the data be split into two separate groups. Each subset is then 
individually analyzed and compared to ascertain whether the variances 
(represented by the MSE) are significantly different (Mendenhall and Sincich, 
2003). The null and alternative hypotheses to be examined are 
 
   
  
 
  
 
   (Assumption of equal variances satisfied) 
   
  
 
  
 
   (Assumption of equal variances violated) 
 
where    
  denotes the variance of   for subset one, and 
    
  denotes the variance of   for subset two. 
 
The test statistic for the two-tailed test is given by 
 
  
         
          
   
 
where the  -distribution is based on             degrees of freedom 
associated with the corresponding subset of the larger MSE and          
   degrees of freedom associated with the remaining subset. The sample size for 
subset one and subset two is denoted by    and    respectively. The  -
distribution table provides only the upper-tail values of rejection regions. To 
ensure that the upper-tail is used, the larger sample variance is always placed in 
the numerator of the  -statistic. The probability that the  -statistic will fall 
within the upper-tail is now doubled (Mendenhall and Sincich, 2003). It is 
therefore required to divide the alpha significance level by two, which creates a 
two-tailed test for the  -distribution. If the test statistic exceeds the specified 
critical value, the conclusion is made that there is sufficient evidence to indicate 
the presence of heteroscedasticity. 
 
The Goldfeldt-Quandt test is specifically formulated for simple regression 
models containing a single independent variable. To implement the Goldfeldt-
Quandt test in a multiple regression scenario, one of the independent variables 
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must be identified and ordered, enabling the sample to be split according to the 
selected variable.  
 
An alternative approach has been formulated for the case of multiple regression 
analysis. To test for the presence of heteroscedasticity, the absolute values of 
the errors are regressed against the independent variables. The model 
 
  | ̂|   ̂   ̂     ̂       ̂    
 
is fit to the data (Mendenhall and Sincich, 2003). A positive indicator for the 
presence of heteroscedasticity is a significant Global-F test for the above model. 
Consequently, changes to the residual variance are expected when altering the 
independent variables’ values (Mendenhall and Sincich, 2003). 
 
3.5 Conclusion 
 
This chapter has presented the methodologies used throughout this study. MI 
was introduced to address the problem of missing data. Imputed values were 
censored and/or rounded to ensure a logically feasible dataset. Several 
descriptive statistics were suggested to describe the involved variables. Various 
statistical models were discussed for alternative functional forms and variable 
transformations. Selected techniques for the removal of influential observations 
and insignificant variables were presented. Statistical tests were also proposed 
for the verification of the standard regression assumptions. These assumptions 
include homoscedastic error variances and normality of the errors. Subsequent 
solutions were offered in the case of violations of these error assumptions. The 
case for allowing interaction within the statistical models was also examined. 
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Chapter 4: Results and Discussion 
 
The results presented in this chapter refer to the combined data obtained from 
the WRC Project K5/1413/2. The data was analyzed using the methods 
described in Chapter 3. Section 4.1 presents the outcomes and results of the data 
imputation methodology used to account for missing data found within the 
sample. Section 4.2 discusses the study’s descriptive statistics, while Section 4.3 
covers the results and discussions of regression analysis. Interaction among the 
predictor variables is covered in Section 4.4. The mean and median WTP 
estimates are provided in Section 4.5, followed by the amalgamated TWTP 
estimates in Section 4.6. 
 
4.1 Multiple Imputation 
 
From the year 2000 to 2008, forty estuaries along our national coastline were 
investigated. As the WRC Project K5/1413 was executed over an extended time 
period, several alterations and improvements were made and applied to the 
relevant questionnaires and survey techniques. Certain important socio-
economic characteristics of the estuary users were not gathered during the initial 
stages of the investigation. These characteristics were identified as the project 
progressed and the understanding of the dynamics of estuaries improved and 
were therefore included in the more recent individual studies. These 
developments resulted in some variables being unavailable for a specified 
number of estuaries. The absence of such questions from selected individual 
studies gave rise to the general problem of missing data.  
 
Furthermore, with the large-scale nature of the study, missing values due to 
incomplete submissions from the respondents were inevitable. Many users were 
unwilling to provide certain information required within the questionnaires. The 
variable        is one such example, where respondents were unwilling to 
provide the household’s annual income. Other users also provided “protest 
bids” (opposing any contribution) towards their WTP for the proposed scenario 
of increased freshwater inflow. 
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In Chapter 3, various methods were cited that may be applied in the case of 
missing data. These simplistic methods, such as case-deletion, produce biased 
results from a data set that will no longer be representative of the population in 
question. Therefore the more modern approach of data imputation was the 
preferred method implemented in this study. It must also be noted that the 
variable         , indicating the distance (in kilometres) of the respondent’s 
residence from the estuary, was omitted from this study. This was due to a 
number of questionable responses found within the variable obtained 
throughout the investigation. Certain cases displayed a respondent living as far 
as 24000 km away from the involved estuary. It was estimated that the furthest 
city from South Africa is approximately 17000 km away (consider Anchorage, 
Alaska), rendering a response beyond 17000 km as illogical (Distance-
Calculator, 2012). It may also be argued that a certain degree of uncertainty was 
present when extracting this particular information. Were the visitor/non-
residential respondents to provide the distances to their home town/country, or 
the distances to their temporary lodging? Certain individual studies elicited both 
options, while others only recorded the latter (Sale, 2007; Van Der Westhuizen, 
2007). 
 
When conducting an imputation procedure for missing data, such large 
observations would affect the imputation process and negatively influence the 
accuracy of the final model estimates and interpretations. The decision to omit 
the variable was further substantiated by the findings of the individual studies. 
The vast majority of the reduced models excluded the variable         , 
indicating its insignificance towards predicting WTP. Furthermore, the variable 
         is expected to be highly correlated with the variable          , 
since a resident will reveal a short corresponding distance, while a visitor will 
reveal a longer corresponding distance. The correlation between the distance 
and the respondents’ WTP will therefore be captured within the correlation 
between the respondents’ residential status and WTP. 
 
Table 4.1 reveals the degree of missing observations within the original 
combined sample as obtained from the entire WRC investigation. It is clear that 
the variable           had the worst response, or was simply not extracted 
within the first few years of the investigative studies. Although the rate of 
missing data is relatively high (14.54%), the mean and standard deviation are 
only affected by 2.6% and 4.4% in their corresponding units under the MaR 
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assumption respectively (Scheffer, 2002). Scheffer (2002) concluded that 
multiple imputation works well for MaR data up to 25% missingness, even in 
the case of MNAR data. The program NORM (Schafer, 1999b) was used to run 
the multiple imputation procedure upon the incomplete dataset. This procedure 
was implemented using the data augmentation method described in Chapter 3. 
NORM requires a “.dat” input file with “-9” values indicating the locations of 
the missing values. The procedure was run five times, with the consequent 
averaging of these outcomes to produce the final complete dataset. The finalized 
dataset was then investigated in this study after the proposed corrections (see 
Chapter 3) were applied. 
 
Table 4.1: Missing data count. 
Variable Number of Missing Values 
Race 151 
Gender 0 
Household Size 0 
Residential Status 152 
Frequency of Visits 0 
Estuary Use 2488 
Annual Income 1034 
Education 4202 
Conservation 2681 
Knowledge 5 
Levies 877 
Equipment 919 
Percentage Reduction 1847 
Willingness to Pay 0 
 
4.2 Descriptive Statistics 
 
4.2.1 Individual Estuary Statistics 
 
The forty estuaries’ data were grouped according to each individual estuary, as 
was performed in the WRC main report by Hosking (2010). Table 4.2 displays 
each estuary’s individual characteristics, as described by the investigated 
qualitative variables     ,       ,          ,          ,           and 
          . Two of the investigated quantitative variables,                
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and          , were also determined. Both mean (M) and median (Md) 
estimates are displayed in Table 4.2. 
 
Table 4.2: Estuary characteristic variables (qualitative and quantitative). 
Estuary 
White 
(%) 
Male 
(%) 
Res 
(%) 
Know 
(%) 
Educ 
(%) 
Use 
(%) 
House 
M 
(Persons) 
House 
Md 
(Persons) 
Freq 
M 
(Days) 
Freq 
Md 
(Days) 
Bira 73.53 73.53 47.06 55.88 72.06 76.47 4.47 4 33 22 
Bushmans 76.86 71.62 47.60 61.14 68.12 77.29 3.73 4 50 44 
Kasouga 84.44 54.81 48.15 71.11 77.78 82.22 3.59 4 25 11 
Keiskamma 51.36 60.91 35.45 77.27 66.82 76.36 3.51 3 30 11 
Kleinemond 
East 
89.84 68.75 43.75 97.66 78.91 85.16 3.20 3 34 11 
Tyolomnqa 26.67 80.67 91.33 86.67 32.00 78.67 5.15 5 61 80 
Gunubie 80.09 54.03 77.73 40.28 53.08 81.99 3.54 4 130 44 
St Lucia 33.72 62.07 71.65 83.91 36.78 89.66 5.33 5 206 299 
Uilskraal 91.26 57.28 62.14 64.08 54.37 85.44 3.33 3 76 22 
Kariega 82.18 43.56 95.05 36.63 91.09 84.16 3.60 3 48 60 
Swartkops 73.00 72.50 48.00 57.00 78.50 87.50 2.78 2 3 1 
Mngazi 35.66 72.03 63.64 49.65 49.65 54.55 3.75 4 30 25 
Mngazana 34.58 81.31 80.37 41.12 43.93 34.58 3.39 3 48 60 
Heuningnes 64.71 63.10 55.08 52.94 54.55 70.59 2.80 3 125 22 
Kleinmond 60.38 63.68 71.70 60.38 43.87 63.68 2.83 3 189 299 
Klein 81.28 52.94 43.32 63.64 67.91 85.03 3.71 4 65 22 
Palmiet 59.30 59.69 62.79 73.26 52.71 78.68 3.24 3 83 11 
Cefane 95.24 59.52 19.05 50.00 85.71 78.57 4.38 4 50 22 
Kwelera 96.83 57.14 49.21 50.79 73.02 79.37 3.38 4 124 44 
Haga-Haga 82.00 57.00 41.00 70.00 64.00 85.00 3.52 4 88 11 
Knysna 79.10 69.15 65.17 30.35 86.07 70.15 3.46 4 34 44 
Klein Brak 80.20 60.40 55.45 10.89 80.20 78.22 3.46 4 27 25 
Groot Brak 62.25 47.68 52.32 21.19 85.43 82.12 3.92 4 29 25 
Nahoon 70.41 74.15 75.85 40.48 61.56 67.01 3.21 3 35 44 
Kowie 94.00 81.00 42.00 6.00 88.00 51.00 3.73 4 30 25 
Kromme 96.67 79.33 56.00 50.00 90.67 69.33 2.41 2 40 44 
Keurbooms 99.34 26.49 6.62 47.68 99.34 84.77 1.00 1 1 1 
Breede 92.55 63.98 45.96 83.23 78.26 93.79 4.57 4 76 22 
Duiwenhoks 89.29 53.57 89.29 75.00 64.29 85.71 4.07 4 84 44 
Great Berg 51.21 52.82 87.10 68.95 30.24 91.94 3.73 3 148 44 
Kleinemond 
West 
93.18 61.36 71.97 66.67 62.12 98.48 3.93 4 70 44 
Mhlathuze 14.69 54.55 81.82 73.08 52.45 98.95 5.00 5 34 4 
Mlalazi 19.71 67.94 90.00 67.94 48.24 96.76 5.34 5 41 4 
Olifants 15.00 68.75 88.75 63.75 6.25 68.75 3.71 3 211 299 
Swartvlei 80.12 57.27 88.72 68.25 37.39 97.33 2.88 2 129 44 
Sundays 73.33 60.95 76.19 30.48 61.90 0.95 3.41 3 112 33 
Gamtoos 90.38 66.54 69.62 38.08 68.85 1.15 3.09 3 84 44 
Mdloti 13.53 79.23 80.19 20.29 50.72 5.31 4.22 4 59 11 
Mgeni 20.95 79.05 81.90 22.38 41.43 11.90 4.21 4 93 44 
Mvoti 11.67 73.33 91.67 38.67 48.00 9.33 4.52 4 116 44 
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It is observed that the majority of the respondents were white males. Most 
respondents were found to be residents at or near the estuary location. 
Furthermore, Table 4.2 relates that most respondents seem to have adequate 
knowledge of estuaries and their functioning, with a corresponding high level of 
education as well. The primary reason for the use of the estuaries is seen to be 
that of recreation or passive use, rather than subsistence use. This corresponds 
to the finding of predominantly white, affluent male respondents who do not 
depend upon the estuaries for their survival, as compared to the less fortunate, 
non-white respondents relying heavily upon natural resources within the 
estuarine environment. 
 
The mean household size of the respondents seems to be consistent throughout 
the forty estuaries, with most household sizes ranging from 3 to 5 persons. The 
median household size values show no serious deviations from their 
corresponding means, possibly showing an approximately normal distribution 
for the variable               . The number of days visiting the estuaries 
seems to be highly variable, but the mean of the           variable is 
primarily found to be low. The corresponding median values deviate 
significantly from the associated mean values, indicating a possible skew 
distribution for the variable          . 
 
Table 4.3 presents the estuaries’ characteristics as described by the remaining 
variables utilized in the modeling of the public’s WTP towards freshwater 
inflow into the estuaries. These variables are all quantitative and include 
      ,             ,       ,           and    . Both the mean (M) 
and median (Md) estimates are presented in Table 4.3. The majority of cases 
revealed skewed distributions for all of the above variables. It is clear from 
Table 4.3 that the average annual income of respondents primarily lies between 
R100000 and R200000. The significantly lower median annual income values, 
however, negate the false impression that most users are “well off” as depicted 
by the mean values alone. Consider the Uilskraal estuary: the mean annual 
income is given as R109951, while the median annual income value is given as 
R0. Such a large difference between these two measures is a clear indication of 
a skewed distribution for the variable       . It is therefore concluded that a 
select number of respondents’ high annual income values inflate the overall 
mean annual income values at the estuaries in general. It cannot be substantiated 
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that all of the respondents are financially content by considering the mean 
annual income values only. 
 
Table 4.3 : Estuary characteristic variables measured in Rands (quantitative only). 
Estuary 
Inc 
M 
Inc 
Md 
Cons 
M 
Cons 
Md 
Lev 
M 
Lev 
Md 
Equip 
M 
Equip 
Md 
WTP 
M 
WTP 
Md 
Bira 196844 124998 473 173 340 150 3275 498 366 150 
Bushmans 243008 181727 1308 286 340 85 1145 498 452 150 
Kasouga 182515 175000 614 97 4 0 338 200 224 75 
Kieskamma 223223 124998 650 31 364 100 2469 498 273 20 
Kleinemond 
East 
260783 175000 723 125 149 85 414 200 284 150 
Tyolomnqa 107034 20000 536 11 276 0 307 0 246 15 
Gunubie 122962 74999 1327 120 44 2 5100 12 297 40 
St Lucia 106398 40000 139 20 10 1 1490 1 113 15 
Uilskraal 109951 0 771 100 22 2 1268 18 329 75 
Kariega 141583 124998 781 129 241 150 75078 75358 360 75 
Swartkops 114124 124998 889 172 194 75 44381 30031 280 150 
Mngazi 104464 24999 578 13 117 25 62693 0 158 25 
Mngazana 120092 24999 846 9 172 25 64391 0 245 15 
Heuningnes 118777 88465 109 100 42 0 144 0 58 25 
Kleinmond 105221 74999 192 50 44 0 267 0 109 15 
Klein 244222 175000 622 200 200 0 543 0 204 75 
Palmiet 149640 74999 1460 100 61 0 337 0 249 40 
Cefane 310953 224998 618 274 75 0 899 100 339 150 
Kwelera 211984 175000 754 200 49 0 2172 0 454 350 
Haga-Haga 120906 175000 656 150 20 0 244 0 107 150 
Knysna 141417 124998 553 143 112 25 105688 75358 189 150 
Klein Brak 79949 74999 359 63 32 25 68186 75358 108 75 
Groot Brak 107019 74999 484 100 100 25 76243 30031 225 75 
Nahoon 144174 124998 393 76 109 1 836 0 133 75 
Kowie 256001 224998 763 205 335 299 219436 299539 256 75 
Kromme 184833 175000 933 252 391 299 208190 224890 360 350 
Keurbooms 149472 185003 1610 287 198 150 126928 75358 292 150 
Breede 286180 224998 648 399 642 299 924 0 341 150 
Duiwenhoks 194464 124998 594 250 310 18 1310 498 388 150 
Great Berg 92052 66027 162 65 70 0 730 0 130 40 
Kleinemond 
West 
351971 224998 514 200 163 21 1066 299 322 150 
Mhlathuze 129108 74999 83 40 32 0 1060 0 78 25 
Mlalazi 125382 74999 141 50 61 0 30 0 112 75 
Olifants 43178 28561 94 10 18 0 69 0 126 5 
Swartvlei 144748 74999 268 100 110 0 468 0 203 75 
Sundays 125619 40000 702 40 904 50 13234 200 162 0 
Gamtoos 193786 124998 655 100 183 137 5061 200 364 40 
Mdloti 123430 20000 812 100 36 0 1871 0 205 5 
Mgeni 101452 40000 1392 2 361 0 3420 0 192 10 
Mvoti 108289 124998 208 50 70 10 195 7 145 25 
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The same phenomenon is observed within the variables             ,        
and          . The Keurbooms estuary, for example, reveals a mean 
conservation value of R1610, with an associated median conservation value of 
only R287. Similarly, the Sundays estuary reveals a mean levies value of R904, 
while the median levies value is only a small value of R50. Also, a mean 
equipment value of R64391 is observed for the Mngazana estuary, with a 
median equipment value of R0. There are, however, eight cases where 
unusually high mean and median equipment values are observed. The Knysna, 
Keurbooms, Klein Brak, Groot Brak, Kariega and Swartkops estuaries exhibit 
such behaviour, with the Kowie and Kromme estuaries displaying exceptionally 
high mean and median equipment values. 
 
At the Kromme estuary, it was observed that the values for equipment exceed 
the associated income values. A similar observation is seen for the Kowie 
estuary, where the median equipment value exceeds the median annual income 
value. Such singularities can be explained as the results of erroneous 
imputations performed upon the provided incomplete data set. An alternative 
proposition is that the respondents at these estuaries are mainly subsistence 
users who depend upon the involved equipment for their survival. Such users 
may be “forced” to attain the necessary equipment to ensure an active living 
within the estuary’s community. This explanation seems plausible in the case of 
the Kowie estuary, where 49% of the respondents indicated that their use of the 
estuary was subsistent/commercial (see Table 4.2). 
 
When considering the variable   , we find the same outcome evident at most 
of the investigated estuaries. The Gamtoos estuary, for example, reveals a mean 
WTP value of R364, with a highly divergent median WTP value of R40. This 
trend persists throughout most of the individual estuaries, albeit with smaller 
differences. The Kromme estuary, for instance, displays a highly normal 
distribution for the variable    , with a mean WTP of R360 and a median 
WTP value of R350. Yet the predominant finding is that a smaller number of 
respondents’ high WTP bids inflated the overall mean WTP values. 
 
Although the above observation is true in most cases of the estuaries 
investigated, the mean WTP values are not to be discarded when analysing the 
public’s WTP towards freshwater inflow into our estuaries. By only considering 
the more conservative median WTP values, the true total WTP towards the 
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sustained services of our estuaries is underestimated. The fact that a select few 
of the respondents bid high WTP values inflates the mean WTP values, does not 
negate the fact that those bids would indeed be available towards freshwater 
inflow and so contribute to the TWTP of the public. Furthermore, it is observed 
that the cases involving higher annual income values correspond to the cases of 
higher bids towards conservation, levies and equipment. Similarly, it follows 
that cases comprising higher annual income values also resemble higher WTP 
bids towards freshwater inflow. 
 
4.2.2 Variable Analysis 
 
Table 4.4: Descriptive statistics of the qualitative variables. 
 Race Gender Residence Estuary 
Use 
Education Knowledge 
 
W
h
it
e 
N
o
n
-w
h
it
e 
M
a
le
 
F
em
a
le
 
V
is
it
o
r 
R
es
id
en
t 
R
ec
re
a
ti
o
n
 
S
u
b
si
st
en
ce
 
T
er
ti
a
ry
 
N
o
 t
er
ti
a
ry
 
In
fo
rm
ed
 
U
n
in
fo
rm
ed
 
Number 4254 2798 4515 2537 2314 4738 4823 2229 4170 2882 3872 3180 
Percentage 60.32 39.68 64.02 35.98 32.81 67.19 68.39 31.61 59.13 40.87 54.91 45.09 
 
The descriptive statistics of the qualitative variables (summarized in Table 4.4) 
display that approximately 60% of the population were white respondents, 
while the remaining 40% consisted of non-white respondents. Although a larger 
representation was found among the white respondents, there seems to be no 
reason to believe in the existence of prediction bias. It can also be observed that 
the majority of the respondents were males (64%), as expected a priori. It is 
generally accepted that a male would be the representative of a household (Van 
Der Westhuizen, 2007). A total of 33% of the respondents were visitors to the 
respective estuaries, while 67% were local/rural residents. The majority of the 
population interviewed may therefore be expected to have adequate knowledge 
concerning estuaries and their functioning. 
 
The majority of respondents claimed to be passive/recreational users of the 
estuaries. Only 32% of the respondents indicated being subsistence users 
relying upon the estuaries’ natural resources for survival and general livelihood. 
Since approximately 60% of the respondents indicated having tertiary 
education, and about 60% of the interviewees were white, we could expect a 
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certain correlation between the variables      and           (see Section 
4.2.3). It has already been mentioned that the majority of users indicated passive 
use of the estuaries. These users are expected to be affluent residents located 
around the estuary, or visitors who enjoy estuaries as holiday destinations; not 
underprivileged and/or uneducated users. Near-equal proportions of informed 
and uninformed respondents were observed. Informed respondents outnumbered 
uninformed respondents by 10%. 
 
Table 4.5 displays the descriptive statistics of the quantitative variables 
implemented in this study. The average household size of the population 
interviewed throughout Project K5/1413 was found to be 3.72. This value 
conforms to the national average household size of 3.80 (Yu, 2009). The 
population investigated spent an average of 77.49 days at the estuaries. This 
seems to be an adequate portion of the year to ensure that respondents were 
informed users of the estuaries. Figure B.2 (see Appendix B) displays a 
histogram for the variable          , indicating a possible distinction between 
permanent residents and visitors to the estuaries. 
 
Table 4.5: Descriptive statistics of the quantitative variables. 
Variable Mean Median Standard 
Deviation 
Household Size 
(Persons/household) 3.72 4 2.16 
Frequency (Days/year) 77.49 22 109.53 
Income (Rands) 151604.7 99412.84 176076 
Conservation (Rands) 607.42 100.48 3421.74 
Levies (Rands) 168.65 4.65 1716.41 
Equipment (Rands) 21841.02 5.25 70248.73 
Reduction (Rands) 47.32 50 33.26 
WTP (Rands) 216.83 75 458.71 
 
The mean annual income value for the sample is R151605. This value is slightly 
less than the estimated national figure of R173676 obtained by the Roots 2010 
survey (Newspaper Advertizing Bureau (NAB), 2012). The corresponding 
median value of R99413 differs significantly from the estimated mean value. 
This may indicate a skewed distribution, resulting in the implementation of an 
appropriate transformation to better approximate a Normal distribution for the 
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variable. The upper confidence limit (UCL) of the annual income at 95% 
confidence is given by (Singh, 2004) 
 
                (
 
√ 
)  
                 (
      
√    
) 
            , 
 
i.e. 95% of the annual income values are expected to fall below R155053.83. 
This low value is due to the skew distribution of the data. The measure of 
skewness was found to be positive, with     2.02, and a positive measure of 
kurtosis was also obtained, with     4.07. The variable’s positively skewed 
distribution and “fat tail” is verified by Figure B.3 in Appendix B. 
 
The variables              and        both reveal significantly differing 
values for the respective mean and median values. The variable           
displays a similar observation. These three variables also revealed highly 
skewed distributions, as may be seen from their corresponding histograms 
provided in Appendix B. The variable           revealed the closest mean 
and median values of 47.32 and 50 respectively. This observation may imply a 
Normal distribution for the variable data. Figure B.7 (Appendix B) does, 
however, reveal a random scatter for the data with many observations around 
0% and 90%, explaining the consistency between the mean and median values. 
 
The dependent variable,    , reveals similar results to those of the 
independent variables. The largely differing mean and median values of 
R216.83 and R75 respectively, once again display a possibly skewed 
distribution for the data. Figure 4.1 displays the corresponding histogram for the 
variable. From the figure it may be argued that a bimodal distribution exists for 
the WTP data. A mode is observed between R0 and R50, followed by a second 
peak between R300 and R500. These two modes could be attributed to 
respondents earning annual incomes below and above R150000 respectively 
(see Section 4.2.3). The “fat tail” to the right indicates the few respondents who 
were willing to pay significantly larger amounts. Highly skewed distributions 
tend to produce heteroscedastic effects within a regression model (Mendenhall 
and Sincich, 2003). To better approximate a Normal distribution for a variable, 
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the log or square root transformation may be adopted. These transformations 
were implemented in the regression analysis process in Section 4.3. 
 
 
Figure 4.1: Histogram of the variable   . 
 
4.2.3 Bivariate Analysis 
 
This section considers the analysis of multiple variables simultaneously. 
Bivariate and categorized histograms are utilized to observe the relationship 
between specified variables. 
 
Figure 4.2 presents the annual income distribution of the distinct races, white 
and non-white. The majority of white respondents can be seen to fall within the 
income range of R75000 to R225000, while most non-white respondents lie in 
the lower categories between R0 and R75000. Nearly 400 white respondents 
and over 600 non-white respondents claimed an annual income of R0. It may be 
argued that the income distributions for the race groups differ and may therefore 
lend credence to the prior expectancy dual economies in the population of 
estuary users (Van Der Westhuizen, 2007). 
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Figure 4.2: Income distribution of the race groups. 
*Note: The first category accounts for the indicated R0 incomes. 
 
Figure 4.3 displays the WTP distribution of the two race groups. A small 
section of the more affluent white respondents are seen to be willing to pay 
more towards the increase in freshwater inflow. This is best explained by their 
ability to do so (higher annual income), as compared to the primarily 
underprivileged non-white respondents. Although the monetary values 
presented by white respondents slightly exceed those of the non-white 
respondents, this result does not dictate that white respondents are willing to 
pay while non-white respondents are not willing to pay. Over 700 white 
respondents and over 800 non-white respondents indicated WTP bids of R0, 
signifying that both race groups were reluctant to pay towards increased 
freshwater inflow. 
 
Similar arguments follow when considering the WTP distribution for 
subsistence and recreational users (see Figure C.1 in Appendix C). Among the 
subsistence users, approximately 1850 respondents were willing to pay less than 
R250; 966 of these were not willing to contribute any amount. Furthermore, 
among the passive users there were approximately 3500 respondents willing to 
pay less than R250; 599 of these were unwilling to pay any amount (Table 4.6). 
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Table 4.6: Proportions of    according to           . 
 Passive Users Subsistence Users 
 Number Percentage Number Percentage 
Willing to Pay 4224 87.58% 1263 56.66% 
Not Willing to Pay 599 12.42% 966 43.34% 
Total 4823 68.39% 2229 31.61% 
 
 
Figure 4.3: WTP distribution of the race groups. 
* Note: The first category accounts for the indicated R0 bids. 
 
It can therefore not be justified that passive users are more willing to pay than 
subsistence users. Drawing from previous results, it may therefore be argued 
that respondents earning over approximately R150000 annually were better able 
to contribute towards the increase in freshwater inflow. This holds true for both 
user groups and race groups. A certain percentage of white and non-white users, 
as well as recreational and subsistence users, can therefore be argued to have 
been unable to contribute any WTP bids. 
 
Figure 4.4 displays the bivariate histogram for the variables            and 
         . The majority of respondents were found to be passive residential 
users. The dominant proportion of subsistence users can also be seen as being 
residents. Residents, who are primarily present around the estuaries, are more 
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likely to benefit from the estuaries in order to secure their sustenance. The 
majority of visitors are also seen to be passive users. These users may be argued 
to correspond to the higher earning respondents who engage in recreational 
activities surrounding the estuaries during holiday seasons. 
 
 
Figure 4.4: Bivariate histogram of variables            and          . 
 
A bivariate histogram of the variables           and      reveals that most 
respondents are white claiming to have tertiary education (Figure 4.5). It can 
also be seen that the majority of non-white respondents indicated having no 
tertiary education. A certain number of white respondents did, however, 
indicate having no tertiary education and a near-equal number of non-white 
respondents indicated education beyond high school. It is, however, not feasible 
to claim that respondents without tertiary education or adequate knowledge 
concerning estuaries were unwilling to contribute towards the increase in 
freshwater inflow. A portion of subsistence users, for instance, perhaps do not 
have in-depth knowledge on the dynamics and functionality of estuarine 
systems, yet are willing to pay towards its sustained services due to their 
dependence on such systems. It may also be argued that respondents lacking 
tertiary education could correspond to those users simply unable to afford such 
education due to lower annual incomes. Such users have been shown to 
contribute towards WTP bids from Figure 4.3. 
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Figure 4.5: Bivariate histogram of variables           and     . 
 
4.3 Modeling Willingness To Pay 
 
General linear models were used to assess the public’s mean WTP towards 
sustained services provided by local estuaries. The response variable is 
compared to various predictor variables, as obtained throughout the survey 
study performed by the WRC. Predictor variables significantly influencing the 
mean WTP were identified using the variable-coding presented in Chapter 3.2.3 
(Table 3.4).  
 
4.3.1 Outliers 
 
Upon completion of the data imputation process, a regression analysis was 
performed on the final imputed data set. The following model was fitted to the 
WTP data: 
 
                                , 
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where   is the dependent variable and the   s are the independent variables, 
coded according to Table 4.7. Table 4.8 presents the observed regression 
statistics. The complete results of the analysis are given in Appendix D, Table 
D.1. 
 
Table 4.7: Coding of initial variables. 
 
Variable Coding 
   Race 
1 if white 
0 if not 
   Gender 
1 if male 
0 if female 
   Household Size - 
   Residence 
1 if visitor 
0 if resident 
   Frequency - 
   Estuary Use 
1 if passive use 
0 if subsistence use 
   Income - 
   Education 
1 if tertiary education 
0 if not 
   Conservation - 
    Knowledge 
1 if informed 
0 if uninformed 
    Levies - 
    Equipment - 
    Reduction - 
 
Table 4.8 shows that the linear regression model was a poor fit, with only 
20.35% of the sample variation in WTP being explained by using the specified 
predictor variables to model this response variable, after accounting for the 
sample size and the number of estimated  -parameters. The large standard error 
also decreases any confidence in estimating the true  -parameters, as well as 
any future predictions of the response variable,   .  
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Table 4.8: Regression statistics of imputed data. 
Multiple R 0.45272 
R Square 0.20495 
Adjusted R-Square 0.20348 
Standard Error 409.38485 
Observations 7052 
 
 
Figure 4.6: Normal probability plot of the residuals (OLS Model). 
 
Figure 4.6 depicts the normal probability plot associated with the above 
regression analysis. It is clear that the assumption of normality is violated. This 
outcome may be explained by the highly skewed distributions of the involved 
variables (see Section 4.2). Certain variable transformations may be adopted to 
stabilize the variances and better satisfy the assumptions concerning the error 
term,  , including the normality assumption. 
 
Before any variable transformations or screening tests were implemented to 
improve the prediction model, it was first decided to test for any outlying 
observations. Such outliers could have a severe impact upon the parameter 
estimates. If variable screening methods are performed in the presence of 
outliers, statistically significant variables may be removed when in fact those 
variables contribute highly towards estimating the dependent variable. 
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The method of Cook’s Distances was implemented to test for possible outliers.  
Two observations were found to be outliers. These observations were identified 
by comparing their Cook’s Distance values to the 50th percentile of the  -
distribution corresponding to the number of predictor variables and degrees of 
freedom of the regression model. One of the outliers was found to be a case 
within the Sundays estuary data. The possible reason for detection was the 
abnormally high levy value of R125492. The remaining outlier was found to be 
a case from the Palmiet estuary, with a high conservation value of R200787. 
 
Upon removal of these two cases, we find the regression statistics presented in 
Table 4.9. It is clear that the influence of only two outlying observations is 
indeed significant. The adjusted R-square value increased by two units, 
implying that an additional 2% of the total sample variation has been accounted 
for. Furthermore, the standard error also decreased by five units, narrowing all 
confidence intervals constructed throughout the analysis. The complete results 
of the analysis with the outlying observations omitted are provided in Appendix 
D, Table D.2. 
 
Table 4.9: Regression statistics after the removal of all outliers. 
Multiple R 0.47089 
R Square 0.22174 
Adjusted R-Square 0.22030 
Standard Error 404.37894 
Observations 7050 
 
4.3.2 Variable Transformations 
 
To ensure that the assumptions made concerning the error term   are not 
violated, certain variable transformations may be adopted depending upon the 
distribution of the considered variables. The log and square root transformations 
are the most common transformations used in the case of highly skewed 
variables. Appendix E provides the partial residual plots for all the quantitative 
independent variables. The results exhibit a multiplicative or Poisson pattern for 
all the variables, with the variable           revealing the weakest 
relationship. The transformations that produced the optimum regression model 
were a mixture of the log and square root transformations. The transformations 
implemented are supplied in Chapter 3 (Table 3.3). These transformations are 
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substantiated by the corresponding histograms provided in Section 4.2. 
Appendix F provides further verification by comparing the histograms of both 
the log and square root transformations of each quantitative variable. 
Specifically, Figure E.3 provides evidence for the square root transformation of 
the variable        better satisfying the assumption of normality. 
 
The complete linear regression model had the following functional form: 
 
                                               
                                           
                                             
               
 
The complete output of the regression analysis is provided in Appendix G, 
Table G.1. Selective results are displayed in Table 4.10. It can be seen that 
nearly 60% of the total sample variation is explained when using the 
transformed predictor variables. However, since this adjusted R-square value 
measures the sample variation of the variable       specifically, this measure 
cannot be directly compared to the adjusted R-square value of the initial model 
predicting  . These are two different variables. We do, however, observe that 
the log model reveals a far superior fit to the corresponding data. 
 
Furthermore, with the smaller standard error of the model, all confidence 
intervals are significantly narrowed to allow for more accurate and confident 
estimates concerning the  -parameters and future predictions for      . It is 
also clear from the output in Table 4.10 that the proposed log-linear model is 
highly significant in contributing information towards predicting      . This is 
verified by the high  -statistic of 798.0221 and the corresponding  -
significance value of 0. At a significance level of    0.05, the null hypothesis 
stating that the model does not contribute information towards predicting WTP, 
is rejected. Therefore, it is concluded that the presented model is statistically 
adequate for estimation and prediction. 
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Table 4.10: Regression output for the mixed log-sqrt model. 
Regression Statistics     
Multiple R 0.77193     
R Square 0.59587     
Adjusted R 
Square 
0.59512     
Standard 
Error 
2.56681     
Observations 7050     
      
ANOVA      
 df SS MS F Significance 
F 
Regression 13 68350.9658 5257.7666 798.0221   0 
Residual 7036 46356.6654 6.5885   
Total 7049 114707.6313    
 
With the proposal of allowing for certain interaction terms (see Chapter 2), the 
above transformed model presents certain difficulties. Although the above 
model provides the best fit to the sample data (for the models considered) in 
terms of measures of accounted variation, SSE and standard deviation, the 
interpretation of the resulting coefficients is problematic. Worse still is the fact 
that the results are to be compared to past studies. It was therefore decided to 
revert to the near-optimum model (in fact the second best), which includes the 
log transformed variable        rather than the square root transform. The 
resulting model would ensure clear interpretation and allow for direct 
comparison to previously constructed models, since the majority of the studies 
utilized the log transform. 
 
4.3.3 General Linear Model 
 
4.3.3.1 Complete Double-Log Model 
 
The opted complete regression model for the estimation of the public’s WTP 
towards freshwater inflow into the estuaries took the following functional form: 
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The only discrepancy is the log transform of the variable       , as compared 
to the previously adopted square root transformation. The associated complete 
regression analysis, as derived using Microsoft Excel 2010, is displayed in 
Table 4.11. Additionally, Appendix G provides the complete regression output 
results for three distinct models. 
 
Table 4.11: Regression output for the complete double-log model. 
Regression Statistics      
Multiple R 0.7707      
R Square 0.5939      
Adjusted R 
Square 
0.5932      
Standard 
Error 
2.5730      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 68126.2389 5240.4799 791.5611 0  
Residual 7036 46581.3924 6.6204    
Total 7049 114707.6313     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -1.7132 0.1560 -10.9827 0.0000 -2.0190 -1.4074 
RACE 0.1561 0.0788 1.9813 0.0476 0.0017 0.3106 
GEN 0.0412 0.0651 0.6338 0.5263 -0.0863 0.1688 
lnHOUSE 0.2728 0.0534 5.1101 0.0000 0.1682 0.3775 
RES -0.2815 0.0766 -3.6762 0.0002 -0.4315 -0.1314 
lnFREQ 0.0077 0.0191 0.4025 0.6873 -0.0297 0.0451 
EST USE 1.0221 0.0757 13.4955 0.0000 0.8737 1.1706 
lnINC 0.0580 0.0109 5.3461 0.0000 0.0368 0.0793 
EDUC 0.1014 0.0796 1.2736 0.2029 -0.0547 0.2575 
lnCONS 0.7212 0.0091 79.1412 0.0000 0.7033 0.7390 
KNOW 0.2527 0.0666 3.7940 0.0001 0.1222 0.3833 
lnLEV 0.0223 0.0090 2.4931 0.0127 0.0048 0.0399 
lnEQUIP -0.0127 0.0071 -1.8022 0.0716 -0.0265 0.0011 
REDUC 0.0007 0.0010 0.7507 0.4529 -0.0012 0.0027 
 
It is clear that the percentage of accounted variation in the WTP bids has 
decreased. The percentage has, however, merely dropped by approximately 
0.2%. The SSE increased by an approximate 224.7 units and the estimated 
standard error increased by approximately 0.006 units. The utility of the model, 
however, remains highly significant with an  -significance value < 0.0000001. 
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The resulting regression coefficients are as expected a priori (see Table 3.4, 
Chapter 3). The intercept term representing the mean log WTP when all 
independent variables are equated to zero was, however, found to be negative. 
Furthermore, the coefficient for       representing the percentage change in 
WTP for a 1% increase in the levies paid, was found to be negative. This is 
contrary to prior expectations, since it is assumed that respondents paying more 
towards levies would also be willing to pay more towards the sustained services 
of the estuaries. 
 
It was found that eight of the predictor variables were significantly contributing 
information towards predicting the mean WTP. Five predictor variables were 
found to be insignificant at the 5% significance level and would be removed 
from the prediction model to ensure the most parsimonious model. Observing 
the 95% confidence intervals of the respective parameter coefficients, it is clear 
that the five identified insignificant variables corresponded to those intervals 
including the value zero. Those confidence intervals’ lower limits were 
negative, while the upper limits were positive. Such intervals immediately cast 
doubt upon the involved parameter’s inclusion. 
 
The exclusion of the variable        does not radically violate any prior 
expectations. It may be argued that males, generally being the heads of the 
household, are willing to pay more towards the increase of freshwater inflow. 
This argument, however, is not fundamental and the violation thereof does not 
undermine any further outcomes. The omission of the variable           does 
somewhat infringe upon the logical assumption that a respondent visiting an 
estuary more frequently would be willing to pay more. So too with the variable 
         , since it is expected that an educated respondent will better 
comprehend the importance and significance of the proposed change in 
scenario, and so be willing to pay more to see the sustained services provided 
by the estuarine environment. Caution must be exerted, however, since no 
interaction was included in the complete model. The presence of interaction 
terms may affect the significance of a predictor variable. An insignificant factor 
may appear significant or vice versa, as a direct result of the inclusion of the 
associated interaction terms. The primary reason for excluding interaction terms 
within the complete model is pragmatism. By merely allowing for four-way 
interaction within the model, approximately 454 coefficients will need to be
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estimated. The related model’s interpretation would clearly be limited, if not 
impossible.  
 
4.3.3.2 Reduced Double-Log Model 
 
After the omission of the insignificant variables (by employing the backward 
elimination method; see Chapter 3), the reduced double-log model had the 
following functional form: 
 
                                                  
                                            
 
where the variables are as previously defined. 
 
The reduced model output is displayed in Table 4.12. The goodness-of-fit 
statistics revealed a very good model fit. While the coefficient of determination 
dropped by 0.03%, the adjusted measure remained unchanged. This measure 
alone sufficiently exhibits the reduced model’s superior fit due to its parsimony. 
Additionally, the  -statistic increased from 791.6 to a significantly higher value 
of 1285.7. The model was therefore concluded to be highly significant in 
contributing towards the estimation of the mean WTP. 
 
It can also be seen that none of the confidence intervals for the estimated 
coefficients interval include the value of zero. This finding also confirms that 
the included independent variables all contribute significantly towards the 
estimation of mean WTP. 
 
A hypothesis test was conducted to compare the complete model to the reduced 
model and so determine whether the reduced model is indeed superior. The 
hypothesis to be tested was constructed as follows: 
 
                       
                     where                
 
The  -statistic was calculated by: 
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     ⁄
    
         ⁄
 
                       
      ⁄
          
             ⁄
       . 
 
The rejection region for the corresponding  -distribution was determined by: 
 
                                . 
 
It is clear that the  -stat is less than   . Consequently, at a significance level of 
5% (   0.05), there was insufficient evidence to conclude that the omitted 
variables significantly contributed towards the prediction of the WTP bids. It 
was therefore concluded that the reduced model was indeed superior to the 
complete model, since the evidence revealed little or no predictive power from 
the omitted predictor variables. 
 
Table 4.12: Regression output for the reduced double-log model. 
Regression Statistics      
Multiple R 0.7705      
R Square 0.5936      
Adjusted R 
Square 
0.5932      
Standard 
Error 
2.5730      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 8 68093.5838 8511.6980 1285.6825 0  
Residual 7041 46614.0474 6.6204    
Total 7049 114707.6313     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -1.6380 0.1322 -12.3927 0.0000 -1.8971 -1.3789 
RACE 0.1523 0.0739 2.0613 0.0393 0.0075 0.2971 
lnHOUSE 0.2821 0.0530 5.3211 0.0000 0.1782 0.3861 
RES -0.2826 0.0684 -4.1316 0.0000 -0.4168 -0.1485 
EST USE 1.0237 0.0740 13.8360 0.0000 0.8787 1.1687 
lnINC 0.0607 0.0104 5.8251 0.0000 0.0402 0.0811 
lnCONS 0.7216 0.0090 80.3997 0.0000 0.7040 0.7392 
KNOW 0.2732 0.0658 4.1494 0.0000 0.1441 0.4023 
lnLEV 0.0155 0.0072 2.1673 0.0302 0.0015 0.0295 
Page | 82  
 
4.3.4 Violation of Error Assumptions 
 
4.3.4.1 Testing for Multicollinearity 
 
Multicollinearity does not violate any of the regression assumptions on the error 
term   (Freund and Wilson, 1998). Its presence does, however, impair model 
adequacy and affect coefficient interpretations. The practical explanation behind 
these shortcomings is that the regression coefficients are estimating a non-
existent factor. Since the independent variables are highly correlated, the 
changing of one variable while the remaining variables are held fixed is not 
found within the sample itself (Freund and Wilson, 1998). 
 
To test for the presence of multicollinearity, the VIFs of each independent 
variable were calculated. Table 4.13 displays the VIF values of each 
independent variable. It is clear that there is no sufficient evidence to conclude 
that multicollinearity is present. This conclusion is derived from the fact that 
none of the VIF values exceed a value of 10 (see Mendenhall and Sincich, 
2003). 
 
Table 4.13: Variance inflation factors. 
Variable Variance Inflation Factor 
RACE 1.390814131 
lnHOUSE 1.111330539 
RES 1.098673211 
EST USE 1.260065367 
lnINC 1.134081380 
lnCONS 1.292420029 
KNOW 1.143149837 
lnLEV 1.148582273 
 
An additional test for the presence of multicollinearity involves the 
characteristic roots of the correlation matrix of the independent variables. The 
correlation matrix and its accompanying eigenvalues are presented in Table 
4.14. These results were obtained using Matlab 7.6 (see Appendix H). 
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Table 4.14: Correlation matrix and its corresponding eigenvalues. 
Correlation Matrix       Eigenvalue 
1.00 -0.27 0.24 0.24 0.21 0.32 0.17 0.29     0.52323 
-0.27 1.00 -0.13 0.05 0.02 0.01 0.00 -0.05     0.58948 
0.24 -0.13 1.00 0.15 0.16 0.14 0.02 0.07     0.70254 
0.24 0.05 0.15 1.00 0.12 0.31 0.31 -0.04     0.7822 
0.21 0.02 0.16 0.12 1.00 0.28 0.14 0.16     0.9368 
0.32 0.01 0.14 0.31 0.28 1.00 0.21 0.21     1.0591 
0.17 0.00 0.02 0.31 0.14 0.21 1.00 0.03     1.2636 
0.29 -0.05 0.07 -0.04 0.16 0.21 0.03 1.00     2.143 
 
The condition number,  , was calculated as follows: 
 
  
    
    
 
     
       
       , 
 
where      and      denote the largest and smallest eigenvalue respectively. 
Since the condition number was found to be below 5, it was concluded that no 
evidence existed for the presence of multicollinearity. It was therefore feasible 
to explain the relationships between the dependent variable and the independent 
variables. 
 
To further ascertain the absence of any correlation among the independent 
variables, a ridge trace was constructed using the ridge regression estimates of 
the  -parameters. The procedure described in Chapter 3.4.1 was followed using 
Microsoft Excel 2010. 
 
Figure 4.7 displays the resulting ridge trace from the associated ridge regression 
estimates. Each individual ridge regression coefficient is estimated for specified 
values of the biasing constant  . When a biasing constant of    0 is introduced 
into the ridge regression model, the resulting estimates are identical to those of 
the least squares model. 
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Figure 4.7: Ridge trace. 
 
It is observed that all but two estimates are significantly stable when introducing 
consecutive biasing constants into the model. The estimate for     , 
corresponding to the coefficient for the variable           , seems unstable 
for biasing constants within the range [0,1]. The estimated percentage change in 
WTP when a respondent changes from a resident to a visitor ( ̂ ) is initially 
negative. After introducing a biasing constant of    0.9, the expected 
percentage change becomes positive. 
 
The ridge regression analysis was included as an exploratory analysis tool to 
further examine the possibility of multicollinearity being present in the model. 
Dramatic fluctuations within the ridge regression coefficients are initially 
expected in the presence of severe multicollinearity (Mendenhall and Sincich, 
2003). Since no such fluctuations are significantly identifiable from the offset of 
the plot, the ridge trace provides strong evidence to support the previous 
findings indicating the absence of multicollinearity. 
 
 
 
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
0 0.2 0.4 0.6 0.8 1 1.2
R
id
ge
 R
e
gr
e
ss
io
n
 C
o
e
ff
ic
ci
e
n
t 
Es
ti
m
at
e
s 
Biasing Constant Value 
Ridge Trace 
b1
b2
b3
b4
b5
b6
b7
b8
Page | 85  
 
4.3.4.2 Testing for Normality 
 
The graphical approach to test for the normality of the errors involves the 
construction of a normal probability plot. The residuals are plotted against the 
expected errors (normal scores) under the assumption of normality. Figure 4.8 
displays the resulting normal probability plot for the reduced double-log model. 
It is observed that the linear trend is slightly violated with the disclosing of a 
recurring s-shaped curve. Although the evidence suggests a slight departure 
from the normality assumption, regression remains robust since this assumption 
is the least restrictive and need only raise concern when errors are “heavy-
tailed” (Mendenhall and Sincich, 2003). 
 
 
Figure 4.8: Normal probability plot of the residuals (Reduced Double-Log Model). 
 
4.3.4.3 Residual Analysis 
 
To further test the validity of the regression assumptions made, residual plots of 
the remaining quantitative variables were constructed using Statistica 10. The 
resulting graphs are provided in Appendix I. The assumptions concerning the 
error term’s constant variance and mean value of zero may then be investigated. 
Any clear pattern observed within a residual plot is an indication of possible 
violation of these regression assumptions. No clear patterns were observed in 
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the residual plots, except for a possible multiplicative pattern in the log 
transformed variable               , as displayed in Figure 4.9. 
 
 
Figure 4.9: Residual plot of the transformed variable                 . 
 
As performed in Section 4.3.2, a log or square root transformation may be 
applied to reduce such a multiplicative pattern. The variable in question has, 
however, already been log transformed in the reduced model. Any further 
transformations would once again render the interpretation of the resulting 
coefficient meaningless. It was therefore concluded that no further 
transformations were to be performed on the sample data. Overall, the 
regression assumptions were found to be adequately satisfied by the prediction 
model proposed based upon the residual analysis. 
 
4.3.4.4 Testing for Heteroscedasticity 
 
The formal approach for checking the assumption of equal variances of the error 
term, is the Goldfeldt-Quandt test. The test was performed to ascertain the 
presence of heteroscedasticity. The independent variable              was 
chosen to permit the split of the sample data, since this variable was found to be 
the most significant contributor for predicting  . The variable values were 
rearranged in ascending order, expanding the arrangement towards the 
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remaining variables as well. The sample was consequently split into two 
identically large subsamples consisting of 3525 observations each. The null and 
alternative hypotheses examined are given by: 
 
   
  
 
  
 
  1 (Assumption of equal variances satisfied) 
   
  
 
  
 
  1 (Assumption of equal variances violated). 
 
The resulting  -statistic was calculated as follows: 
 
  
         
          
 
      
      
       . 
 
The corresponding rejection region of the  -distribution was found to be 
   ⁄                              1.0684. Since the  -stat is greater than    ⁄ , 
   was rejected. At a significance level of 5% (   0.05), it was therefore 
concluded that sufficient evidence was present to deduce the violation of equal 
variances. The same result follows when any one of the remaining quantitative 
independent variables is chosen for rearrangement in the initial step. 
 
Alternatively, the absolute errors were regressed against the predictor variables 
and a regression analysis was performed. A significant Global  -Test would 
indicate a strong dependence of the errors on the values of the predictor 
variables. The model   | ̂|   ̂   ̂     ̂       ̂    was fitted to the 
data. The complete output is provided in Appendix J, Table J.1. The resulting  -
statistic was found to be 84.9071, with a corresponding    table value of 1.9397 
based on a significance level of    5%,      8 numerator degrees of freedom 
and     7041 denominator degrees of freedom. This highly significant result 
once again indicates the presence of heteroscedasticity. 
 
When the error terms have different variances, the variance covariance matrix   
contains a diagonal with different values rather than equal values as in the case 
of homoscedastic responses. The least squares estimates given by the matrix 
 ̂     
         is no longer appropriate. The generalized least squares 
approach is undertaken with the parameter coefficients being estimated using 
the matrix  ̂      
              , where   denotes the variance 
covariance matrix. If the errors are found to be independent, the off-diagonal 
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values of   will be zero. The method of weighted least squares (WLS) may then 
be implemented to reduce the difference in error variances. 
 
To execute WLS regression, the error variance must be known. Since the error 
variance is generally not available to the researcher, a process of assigning 
values is undertaken (Freund and Wilson, 1998). Popular functions 
implemented are 
 
 
 
 
  
 and 
 
√ 
, where the weights are based on specified 
relationships towards  . Those observations with higher error terms will 
therefore be attributed less weighting than those associated with smaller errors. 
The outcome of the process is a reduction in error and more stable variances. 
 
Although the above procedure may be feasible and indeed stabilize the 
variances, certain limitations will prove to be problematic. Once again the 
interpretation of the parameter estimates will be a daunting task (if even 
possible), and a comparison of the results to the previous WRC studies would 
be unattainable. The method of WLS was therefore not implemented due to the 
comparative nature and objective of this particular study.  
 
The model transformations employed in the study were in fact variance 
stabilizing transformations, as may be construed from the relatively small  -
statistic found in the Goldfeldt-Quandt test. Therefore any further alterations or 
transformations upon the variables would overcomplicate the model and deny 
any manageable interpretations and estimations. 
 
4.3.5 Coefficient Interpretations 
 
For this study it was important to ensure the feasible interpretation of the 
resulting parameter estimates. The interpretations of the individual coefficients 
are summarized in Table 4.15. The interpretation of a parameter estimate for a 
log-linear model is as follows: 
 
(     )        percentage change in   for a 1-unit increase in   , 
when all other   values are held fixed (Mendenhall 
and Sincich, 2003). 
 
For a double-log form, the interpretation is slightly different. The coefficient 
value represents the percentage change in the WTP for a 1% increase in the 
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corresponding independent variable. This interpretation is applied to the 
quantitative independent variables. 
 
Table 4.15: Coefficient interpretations of the reduced double-log model. 
Variable Interpretation Value 
RACE The percentage change in the WTP due to a 
respondent’s race changing from non-white to white. 
16.4465% 
lnHOUSE The percentage change in the WTP due to a 1% 
increase in the household size. 
0.2821% 
RES The percentage change in the WTP due to a 
respondent’s residential status changing from resident 
to visitor. 
-24.6215% 
EST USE The percentage change in the WTP due to a 
respondent’s reason for using the estuary changing 
from subsistence to passive use. 
178.3465% 
lnINC The percentage change in the WTP due to a 1% 
increase in the annual income. 
0.0607% 
lnCONS The percentage change in the WTP due to a 1% 
increase in the amount paid for conservation. 
0.7216% 
KNOW The percentage change in the WTP due to a 
respondent’s knowledge changing from uninformed to 
well informed. 
31.4189% 
lnLEV The percentage change in the WTP due to a 1% 
increase in the amount of levies paid. 
0.0155% 
 
All of the resultant coefficient signs were as expected a priori (see Table 3.4, 
Chapter 3). It was expected that the greater a household’s size, the more the 
respondent would be willing to pay. This is verified by the positive coefficient 
estimate of 0.2821%. The negative coefficient for the variable           is 
explained by the fact that visitors are not as dependent upon the estuaries as 
those who reside locally. Residents were expected to be willing to pay more 
towards sustained estuarine services, since the majority of subsistence users 
were local residents (see Sections 4.2.4). 
 
The advantage of the double-log model is that the coefficients of the 
quantitative independent variables measure the elasticity of the response 
variable (Gujarati, 2003). We observe that the change from a non-white 
respondent to a white respondent increases the predicted WTP by 16.45%, 
given that all other predictor variables are held fixed. Example 4.1 is presented 
to practically explain this effect. 
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Example 4.1: Effect on WTP for a unit change in Race.  
 
The reduced double-log model was found to have the following deterministic component: 
 
                                                    
                                                     
               
 
Let          and          denote the mean lnWTP when the respondent is non-white and 
white respectively, fixing the remaining predictor variables at a specified value. 
 
Consider the following case study: The respondent has a household size of 4 people; is a 
resident; utilizes the estuary for subsistence; has an annual income of R10000; contributes 
R100 towards conservation; is well informed and pays R100 towards levies. To substitute the 
specified values into the prediction model, all the quantitative characteristics were 
transformed into their log forms. 
 
The resulting two outcomes are given as follows: 
 
                                                                  
                                   
 
                                                                  
                                   
 
We find that           2.99 and           3.14, which translates into        and 
       monetary values of R19.89 and R23.10 respectively. The percentage change 
indicated by the coefficient estimate for the variable      was 16.45%. This may be verified 
algebraically as follows: 
 
Percentage change in WTP  
             
      
 
           
     
  16.14%. The small discrepancy 
was due to the rounding involved in the above two models. 
 
The percentage increase in WTP for a unit change in the            variable 
was found to be 178.35%. This large percentage increase may be attributed to 
the fact that passive users are those users who are financially secure (see 
Section 4.2.4). The positive coefficients for the log-transformed variables 
      ,              and        all vindicate previous expectations. 
Respondents claiming higher annual incomes, contributing towards 
conservation and paying certain levies fees were expected to also be willing to 
pay more towards the freshwater inflow into the associated estuary. Example 
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4.2 explains the effect upon the WTP for a 1% increase in a quantitative 
independent variable. 
 
Example 4.2: Effect on WTP for a 1% increase in the Conservation.  
 
The reduced double-log model was found to have the following deterministic component: 
 
                                                    
                                                     
               
 
Let          and          denote the mean WTP when the respondent contributes R100 
and R101 towards conservation respectively, fixing the remaining predictor variables at a 
specified value. 
 
Consider the following case study: The respondent is non-white, has a household size of 4 
people; is a resident; utilizes the estuary for subsistence; has an annual income of R10000; is 
well informed and pays R100 towards levies. To substitute the specified values into the 
prediction model, all the quantitative characteristics were transformed into their log forms. 
 
The resulting two outcomes are given as follows: 
 
                                                                  
                                    
 
                                                                  
                                    
 
We find that           2.98736 and           2.99458, which translates into        
and        monetary values of R19.83 and R19.98 respectively. The percentage change 
indicated by the coefficient estimate for the variable              was 0.7216%. This may 
be verified algebraically as follows: 
 
Percentage change in WTP  
             
      
 
           
     
  0.756%. The small discrepancy 
was due to the rounding involved in the above two models. 
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4.4 Interaction 
 
4.4.1 Model Construction 
 
Up to this point, the study has circumvented the inclusion of interaction terms 
within the model. If all three-way interaction terms were included for the 
original complete model specified in Section 4.3.1, the interaction model will be 
given by 
 
                                                 
                                       . 
 
Similarly, if only two-way interactions were considered for the same model, the 
interaction model would be presented as 
 
                                                 . 
  
Due to both of these interaction models’ large number of parameter estimates, 
deriving interpretations and conclusions will be difficult and render any 
comparisons with previous studies unmanageable. To better control the case for 
an interaction model, it was opted to consider only two-way interactions for the 
reduced double-log model. In this case, the interaction model will be given by 
 
                                            , 
 
where the dependent variable and all quantitative independent variables are 
included in their natural log form, as provided in Section 4.3.3.2. Table 4.16 
provides the effects of the individual factors for the reduced double-log two-
way interaction model. 
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Table 4.16: Effects of individual factors for the two-way interaction model. 
 Coefficients Standard Error t Stat P-value 
Intercept -2.02574 0.321858 -6.29388 0.000000 
Race 0.07846 0.307695 0.25500 0.798734 
Ln Household 0.64083 0.186102 3.44343 0.000578 
Res -0.11071 0.311089 -0.35589 0.721935 
Est Use 0.01380 0.316743 0.04357 0.965252 
Ln Income 0.12860 0.030435 4.22546 0.000024 
Ln Cons 0.67287 0.034099 19.73282 0.000000 
Know 0.65696 0.291404 2.25447 0.024197 
Ln Lev 0.12120 0.038474 3.15019 0.001639 
Race Ln Household 0.27669 0.121902 2.26974 0.023253 
Race Res -0.03714 0.165229 -0.22475 0.822179 
Race Est Use 0.64388 0.170884 3.76792 0.000166 
Race Ln Inc -0.05450 0.025871 -2.10674 0.035175 
Race Ln Cons -0.05240 0.020913 -2.50545 0.012252 
Race Know 0.07114 0.155705 0.45687 0.647780 
Race Ln Lev -0.03228 0.017157 -1.88150 0.059945 
Ln House Res -0.07664 0.112873 -0.67898 0.497172 
Ln House Est Use -0.17196 0.124627 -1.37979 0.167696 
Ln House Ln Inc -0.04268 0.016776 -2.54382 0.010986 
Ln House Ln Cons 0.00594 0.015170 0.39142 0.695496 
Ln House Know 0.15135 0.113981 1.32783 0.184279 
Ln House Ln Lev -0.03310 0.012165 -2.72066 0.006531 
Res Est Use 0.57117 0.170265 3.35458 0.000799 
Res Ln Inc -0.02316 0.024478 -0.94600 0.344183 
Res Ln Cons -0.05437 0.020221 -2.68851 0.007194 
Res Know -0.12457 0.146711 -0.84911 0.395851 
Res Ln Lev 0.02258 0.015512 1.45542 0.145597 
Est Use Ln Inc 0.04592 0.024995 1.83730 0.066208 
Est Use Ln Cons 0.09100 0.019348 4.70357 0.000003 
Est Use Know 0.05247 0.151869 0.34547 0.729752 
Est Use Ln Lev -0.08773 0.017759 -4.93992 0.000001 
Ln Inc Ln Cons 0.00502 0.002504 2.00664 0.044826 
Ln Inc Know -0.05169 0.022177 -2.33062 0.019802 
Ln Inc Ln Lev -0.00494 0.003403 -1.45201 0.146545 
Ln Cons Know -0.01877 0.019175 -0.97866 0.327784 
Ln Cons Ln Lev 0.01576 0.002034 7.74637 0.000000 
Know Ln Lev 0.00653 0.015617 0.41817 0.675833 
 
It was observed that 15 of the interaction terms (highlighted as red) were 
insignificant within the two-way interaction model. Among the predictor 
variables, 3 were also identified as having insignificant  -values (highlighted as 
green). Although these individual coefficients were found to display 
insignificant  -values, there inclusion was substantiated by the fact that they 
were included within the significant interaction terms. Once an interaction term 
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is identified as significantly contributing towards the prediction of  , the 
individual independent variables need not be tested for significance as well. The 
significance of an interaction term automatically imparts significance upon its 
involved terms (Mendenhall and Sincich, 2003). 
 
The backward elimination procedure was again utilized in the reduction of the 
above model. To ensure the inclusion of significant predictor variables only, a 
process of 15 steps was implemented in Microsoft Excel 2010 to remove the 
most insignificant predictor variable in each step and repeat the regression 
process. Upon completion of the elimination procedure, the following model 
was found to be the optimal predictive model for the respondents’ WTP: 
 
                                            . 
 
Among the omitted interaction terms were the interactions between           
and          ,                and          , as well as           and 
        . The omission of these interaction terms may be unexpected with 
respect to certain anticipations upon commencing the study. For example, it was 
expected that local residents would have a clearer understanding of the 
dynamics of the estuaries as compared to visiting users. Such a relationship 
would be expected to appear within a corresponding interaction term linking the 
two predictor variables involved. 
 
The final reduced interaction model analysis is presented in Table 4.17. The 
adjusted coefficient of determination increased from 59.32% (see Table 4.13) to 
60.15%. Therefore just over 60% of the sample variation in the       variable 
is explained for by using the predictive model after accounting for the sample 
size and the number of estimated parameter coefficients. Although the  -
statistic decreased when compared to the reduced double-log model, the statistic 
remained highly significant with a  -value of zero. The reduced interaction 
model was therefore concluded to be adequate in estimating and predicting the 
mean WTP of the estuary users. 
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Table 4.17: Regression output for the reduced interaction model. 
Regression Statistics     
Multiple R 0.7763     
R Square 0.6027     
Adjusted R Square 0.6015     
Standard Error 2.5466     
Observations 7050     
      
ANOVA      
 df SS MS F Significance 
F 
Regression 21 69128.6859 3291.8422 507.5823 0 
Residual 7028 45578.9454 6.4853   
Total 7049 114707.6313    
      
 Coefficients Standard 
Error 
t Stat P-value  
Intercept -2.02809 0.305743 -6.63331 0.000000  
Race 0.19231 0.287724 0.66839 0.503910  
Ln Household 0.64371 0.178563 3.60495 0.000314  
Res -0.48598 0.138058 -3.52008 0.000434  
Est Use -0.37515 0.253589 -1.47938 0.139084  
Ln Income 0.13286 0.028977 4.58489 0.000005  
Ln Cons 0.72666 0.015484 46.93091 0.000000  
Know 0.79136 0.232540 3.40313 0.000670  
Ln Lev 0.05708 0.018155 3.14397 0.001674  
Race Ln Household 0.24025 0.112296 2.13938 0.032439  
Race Est Use 0.77654 0.151441 5.12763 0.000000  
Race Ln Inc -0.06558 0.023665 -2.77114 0.005601  
Race Ln Cons -0.05604 0.019307 -2.90277 0.003710  
Ln House Ln Inc -0.04529 0.016316 -2.77589 0.005520  
Ln House Ln Lev -0.02637 0.011476 -2.29772 0.021607  
Res Est Use 0.50312 0.159385 3.15667 0.001603  
Res Ln Cons -0.05070 0.018747 -2.70410 0.006865  
Est Use Ln Inc 0.06382 0.023593 2.70490 0.006849  
Est Use Ln Cons 0.08540 0.018570 4.59886 0.000004  
Est Use Ln Lev -0.09565 0.016439 -5.81839 0.000000  
Ln Inc Know -0.05051 0.020783 -2.43020 0.015115  
Ln Cons Ln Lev 0.01510 0.001917 7.87554 0.000000  
Intercept -2.02809 0.305743 -6.63331 0.000000  
 
To statistically validate that the reduced interaction model was indeed superior 
to the complete two-way interaction model, the following hypothesis was 
tested: 
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                     where                                           
 
The  -statistic was calculated by: 
 
 -stat 
           
     ⁄
    
         ⁄
 
                       
       ⁄
          
             ⁄
       . 
The rejection region for the corresponding  -distribution was determined by: 
 
                                . 
 
It is clear that the  -stat is less than    and we fail to reject   . At a 
significance level of 5% there is therefore insufficient evidence to conclude that 
the omitted predictor variables contribute significantly towards the prediction of 
the dependent variable. The reduced model is consequently deemed superior 
and adopted for estimation and prediction purposes. 
 
4.4.2 Coefficient Interpretations 
 
In the presence of interaction, the model coefficients’ interpretations are altered 
and do not simply represent the percentage change in the dependent variable for 
a 1% increase in the corresponding independent variable. The percentage 
change in WTP now depends upon other factors as well, depending on the 
relevant included interaction terms. Consider the effect that the variable      
has upon the WTP bids. In Example 4.1 it was shown that the WTP estimate 
increases by 16.14% when a respondent’s race changes from non-white to 
white. By considering the regression results in Table 4.17, it would be 
erroneous to conclude that the WTP increases by                 21.2% 
when a respondent’s race changes from non-white to white. We observe that the 
variable      is included in four interaction terms; each of which has a direct 
impact upon the percentage change in the WTP. Only in the case where each of 
these interaction terms are found to be zero (with all other variables held 
constant) will the above interpretation hold. 
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To correctly investigate the effect of a respondent’s race upon the dependent 
variable, it is required that the household size, estuary use, income and 
conservation of a respondent be fixed at specified levels. Consider a respondent 
with the characteristics displayed in Table 4.18. 
 
Table 4.18: Specified respondent characteristics. 
 Household Size Estuary Use Income Conservation 
Specified Value 4 Passive R10000 R100 
 
The influence of the respondent’s race upon the WTP can now be determined as 
follows: 
 
Percentage change in WTP due to a change in      
                                                    
                                                    
                  
 
The corresponding influence in WTP is now given by                  
28.5877% when a respondent’s race changes from non-white to white, given 
that all remaining independent variables are held fixed. Similar calculations are 
required when interpreting the coefficients of the remaining independent 
variables. 
 
4.5 Estimating and Predicting WTP 
 
Estimated mean and median WTP values were generated using the models 
constructed in the previous sections. The complete double-log, reduced double 
log, two-way interaction and reduced two-way interaction models are 
considered in this section. Each regression model was used to determine the 
predicted WTP values. These values (in log form) were transformed using the 
antilog function to obtain estimated WTP values in their original units (Rands). 
The mean and median values were subsequently derived. Table 4.19 presents 
the summarized results. 
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Table 4.19: Mean and median WTP estimates. 
Model Mean WTP Median WTP 
Complete Double-Log 112.1570 31.5855 
Reduced Double-Log 112.0963 31.8485 
Complete Two-Way Interaction 135.4680 30.5776 
Reduced Two-Way Interaction 132.9638 31.1772 
 
All four models reveal the skewed distribution of the WTP data. There are 
significantly large differences between the mean and median values in each 
case. As the mean values are the larger observations, the data is positively 
skewed. Hosking et al. (2004) presents the median estimates as the preferred 
estimates due to their conservative nature. As identified by Van Der Westhuizen 
(2007), the dual economies present strong evidence for the implementation of 
the mean estimates. Median values do not incorporate higher WTP bids and so 
negate large bids that are in fact available. Although less conservative, the mean 
estimates take into account the higher WTP bids as well. By exclusively 
reporting the estimated median values, much of the true WTP amounts are 
annulled. The highest mean WTP value of R135.47 was obtained using the 
complete two-way interaction model, which also produced the smallest median 
WTP value of R30.58. The smallest mean WTP value, R112.10, was the 
outcome of the reduced double-log model. 
 
The primary outcome of these estimates is that freshwater inflow has a positive 
economic value as elicited by the estuary users throughout the collective 
investigation. The reduced two-way interaction model was the preferred 
predictive model, as it revealed the optimum goodness-of-fit results and 
accounted for interaction among the predictors which better approximates 
realistic relationships between variables. Furthermore, its estimated mean and 
median values also better approximate the true mean and median values of the 
WTP data given in Table 4.5 when compared to the conventional double-log 
models. 
 
Example 4.3 presents the calculation of associated confidence and prediction 
intervals for specified levels of the predictor variables. Example 4.3 shows that 
the prediction interval is much wider than the corresponding confidence 
interval. This is due to the fact that the prediction of a future WTP observation 
involves the error of estimating the expected mean WTP value plus the random 
error that is a component of the WTP value to be predicted (Mendenhall and 
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Sincich, 2003). The estimation of the mean WTP value has a statistically viable 
interval of confidence, while the future prediction of an individual’s WTP is 
highly inaccurate. The future prediction of a particular respondent’s WTP 
would therefore not be recommended, as one is unable to place much 
confidence in its outcome. 
 
Example 4.3: Constructing Confidence and Prediction Intervals. 
The reduced double-log interaction model was found to have the following deterministic 
component: 
 
                                                       
                                            
                                                
                                       
                                         
                                         
                                        
                                           
                                         
 
Consider the following case study: The respondent is non-white; has a household size of 4 
people; is a resident; utilizes the estuary for subsistence; has an annual income of R10000; 
contributes R100 towards conservation; is well informed and pays R100 towards levies. To 
substitute the specified values into the prediction model, all the quantitative characteristics 
were transformed into their log forms. The resulting outcome is given as follows: 
 
                                                           
                                                       
                                                       
                                                       
                                           
 
Hence we find the estimated logarithmic WTP value:  
              . 
 
This outcome illustrates that the expected mean WTP for a respondent of the aforementioned 
characteristics is          R36.50. The associated confidence and prediction intervals are 
given as: 
 
                   ̂                √           
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Example 4.3 (Continued). 
and 
 
                 ̂                √             
                      
 
                               , 
 
where   denotes the design matrix of the independent variables,   denotes the estimated 
standard error,    [    ], and    represents the vector of the specified levels of each 
predictor variable. 
 
 
We are therefore 95% confident that the true mean WTP value for respondents of the 
specified characteristics will fall between R28.40 and R46.92 and that the particular WTP 
value for an individual respondent (with equal characteristics) will fall between R0.25 and 
R5409.29. 
 
4.6 Estimating the Mean and Median TWTP 
 
To obtain the TWTP of the user population, the predicted WTP bids must be 
aggregated. This is done by multiplying the predicted WTP by the total number 
of households within the population. The total number of households was 
obtained by summing each estuary’s estimated user population (Hosking, 2010). 
Furthermore, the estimated value of the freshwater inflow per cubic metre is 
determined by dividing the TWTP estimate by the total amount of water 
required annually to prevent loss of services. The total amount of water required 
was calculated by summing the required amount for each estuary (Hosking, 
2010). Since the reduced interaction model better describes a realistic scenario, 
it was used when determining the TWTP estimates. Table 4.20 summarizes the 
corresponding results. 
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Table 4.20: TWTP and the value of freshwater inflow/  . 
Total user population              114404 
Total water required             1426.07 
Mean WTP     132.9638 
Median WTP     31.1772 
Mean TWTP     15211590.58 
Median TWTP     3566796.389 
Mean based value of water     ⁄   0.01067 
Median based value of water     ⁄   0.00250 
 
We see that the estimated mean TWTP towards the prevention of freshwater 
depletion exceeds R15 million, while the median equivalent falls below R4 
million. The positively skewed distribution of the WTP data is once again 
displayed by the relatively large difference between the mean and median 
values. The value ascribed to the freshwater required is considerably low. The 
mean based value scarcely exceeds R0.01, while the median value falls well 
below the same figure. This can be explained by the vast amount of freshwater 
required to sustain the forty estuaries. The median based value is considered to 
be more conservative and is therefore the generally accepted measure. The 
substantially larger mean based value does, however, have merit for 
consideration due to the dual economies present within the user population (Van 
Der Westhuizen, 2007). 
 
4.7 Conclusion 
 
This chapter has revealed many problems that have occurred in the process of 
estimating and predicting valid WTP bids. Due to the extended time period of 
the WRC’s initial investigation, a large number of observations were missing 
values. Multiple imputation was implemented using Schafer’s freeware NORM 
(1999b), which utilizes data augmentation to impute missing values. Imputed 
values were subsequently corrected (censored and/or rounded) to ensure 
feasible observations within the dataset. 
 
The descriptive statistics for relevant individual variables were presented. The 
qualitative variables revealed the predominant portion of users to be white male 
residents using the estuaries for recreational purposes. It was also found that all 
quantitative variables apart from the variable           were found to be 
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positively skewed with minimal observations falling among high values. 
Categorized histograms of the users’ annual income verified the “dual 
economies” phenomenon identified by Van Der Westhuizen (2007). 
 
Due to the highly skewed distributions of the quantitative variables, the square-
root and logarithmic transformations were investigated and found to better 
satisfy the standard regression assumptions concerning the error term  . The 
adopted functional form was that of the double-log model, where a percentage 
change in the WTP variable could be observed. The double-log model was 
found to be superior to the linear model, accounting for multicollinearity and 
better satisfying the assumptions of normality and homoscedasticity. Backward 
elimination was implemented to derive the reduced double-log model, 
decreasing the number of predictors from 13 to 8. The nested  -test revealed the 
superior predictive power of the reduced model. The reduced double-log model 
was further extended to include all two-way interaction terms. A total of 36 
independent variables were regressed against the dependent variable. The 
insignificant interactions were once again identified using the backward 
elimination procedure. The final prediction model consisted of 21 predictors. 
 
The complete and reduced double-log and two-way interaction models were 
used to estimate the mean and median WTP of the collective sample. A case 
study was offered to examine the construction of confidence and prediction 
intervals with corresponding interpretations. It was found that the prediction 
interval was too large and therefore not practically useful. The population mean 
and median WTP was estimated using the reduced two-way interaction model. 
It was successively shown that the economic value of the freshwater required 
could be determined. For both the mean and median estimates it was found to 
have a positive value. 
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Chapter 5: Comparative Analysis 
 
This chapter compares the outcomes from Chapter 4 with the findings of 
previous researchers referred to throughout this study. The socio-economic and 
remaining characteristics observed for the respondents are investigated for 
differences and agreements. The individual studies summarized within the main 
report (Hosking, 2010) will be paralleled to this study’s results. Section 5.6 also 
includes a comparative investigation of the imputed dataset and the fully 
observed dataset. 
 
5.1 Qualitative Variables 
 
The qualitative variables’ data presented by Hosking (2010) for explaining the 
respondents’ WTP towards freshwater inflow is compared to the corresponding 
variables’ data after imputation utilized in this study. Table 5.1 displays the 
comparisons for the variables     ,       ,           and          . 
Data for the      and           variables were not gathered for the very first 
estuary surveyed and were therefore omitted (Hosking, 2010). 
 
It is clear that the majority of the results from the current and past studies are in 
agreement simply based upon the respective datasets. The cases indicating 
perfect agreement are those cases where no missing observations were found 
within the initial studies. It was observed that the greater the degree of 
missingness within a variable, the larger the differences are between the 
corresponding percentages revealed by this study and the previous studies. The 
cases revealing the most significant differences are highlighted as orange cells. 
The Kariega, Mngazi, Keurbooms and Mvoti estuaries are seen to have 
exceptionally high levels of disagreement among the variables of this study’s 
data. This is attributable to the high level of missing data observed at these 
estuaries. For example, of the 300 cases within the sample for the Mvoti 
estuary, only 95 were found to be valid (Hosking, 2010). The Kariega, Mngazi 
and Keurbooms estuaries were also among the first estuaries to be investigated. 
Since the missing cases were simply omitted in the initial investigations (case-
wise deletion), the calculated percentages for these specific variables are likely 
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to be biased estimates and could be the reason for the large differences observed 
from the current study’s results. Although imputation is not a flawless method, 
it does take all data into account to produce theoretically unbiased imputations. 
 
Table 5.1: Comparison of qualitative variables. 
 Race 
% White 
Gender 
% Male 
Residence 
% Visitors 
Knowledge 
% Well-informed 
Estuary 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Bira 73.53 74.00 73.53 74.00 47.06 47.00 55.88 56.00 
Bushmans 76.86 77.00 71.62 72.00 47.60 48.00 61.14 61.00 
Kasouga 84.44 84.00 54.81 55.00 48.15 48.00 71.11 71.00 
Keiskamma 51.36 51.00 60.91 61.00 35.45 35.00 77.27 77.00 
Kleinemond East 89.84 90.00 68.75 69.00 43.75 44.00 97.66 98.00 
Tyolomnqa 26.67 27.00 80.67 81.00 91.33 91.00 86.67 87.00 
Gunubie 80.09 80.00 54.03 54.00 77.73 22.00 40.28 41.00 
St Lucia 33.72 34.00 62.07 62.00 71.65 28.00 83.91 84.00 
Uilskraal 91.26 91.00 57.28 57.00 62.14 38.00 64.08 64.00 
Kariega 82.18 80.00 43.56 67.00 95.05 86.00 36.63 55.00 
Swartkops 73.00 73.00 72.50 84.00 48.00 48.00 57.00 57.00 
Mngazi 35.66 21.00 72.03 68.00 63.64 80.00 49.65 51.00 
Mngazana 34.58 35.00 81.31 81.00 80.37 80.00 41.12 41.00 
Heuningnes 64.71 65.00 63.10 63.00 55.08 55.00 52.94 53.00 
Kleinmond 60.38 60.00 63.68 64.00 71.70 72.00 60.38 59.00 
Klein 81.28 81.00 52.94 53.00 43.32 43.00 63.64 64.00 
Palmiet 59.30 59.00 59.69 60.00 62.79 63.00 73.26 73.00 
Cefane 95.24 95.00 59.52 60.00 19.05 19.00 50.00 50.00 
Kwelera 96.83 97.00 57.14 57.00 49.21 49.00 50.79 51.00 
Haga-Haga 82.00 82.00 57.00 57.00 41.00 49.00 70.00 70.00 
Knysna 79.10 70.00 69.15 69.00 65.17 69.00 30.35 30.00 
Klein Brak 80.20 81.00 60.40 61.00 55.45 55.00 10.89 11.00 
Groot Brak 62.25 62.00 47.68 67.00 52.32 52.00 21.19 21.00 
Nahoon 70.41 70.00 74.15 74.00 75.85 77.00 40.48 75.00 
Kowie 94.00 94.00 81.00 81.00 42.00 42.00 6.00 6.00 
Kromme 96.67 97.00 79.33 79.00 56.00 54.00 50.00 49.00 
Keurbooms 99.34  26.49 74.00 6.62  47.68 48.00 
Breede 92.55 93.00 63.98 64.00 45.96 46.00 83.23 83.00 
Duiwenhoks 89.29 89.00 53.57 54.00 89.29 89.00 75.00 75.00 
Great Berg 51.21 51.00 52.82 53.00 87.10 87.00 68.95 69.00 
Kleinemond West 93.18 93.00 61.36 61.00 71.97 72.00 66.67 67.00 
Mhlathuze 14.69 13.00 54.55 50.00 81.82 82.00 73.08 68.00 
Mlalazi 19.71 20.00 67.94 68.00 90.00 90.00 67.94 68.00 
Olifants 15.00 15.00 68.75 69.00 88.75 89.00 63.75 64.00 
Swartvlei 80.12 80.00 57.27 57.00 88.72 89.00 68.25 68.00 
Sundays 73.33 71.00 60.95 61.00 76.19 76.00 30.48 72.00 
Gamtoos 90.38 90.00 66.54 71.00 69.62 70.00 38.08 82.00 
Mdloti 13.53 15.00 79.23 81.00 80.19 81.00 20.29 76.00 
Mgeni 20.95 29.00 79.05 81.00 81.90 88.00 22.38 73.00 
Mvoti 11.67 17.00 73.33 82.00 91.67 88.00 38.67 85.00 
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The mean and median values for the total user population corresponding to 
these qualitative variables are compared in Table 5.2.  
 
Table 5.2: Comparison of the descriptive statistics for the qualitative variables. 
 Race 
% White 
Gender 
% Male 
Residence 
% Visitors 
Knowledge 
% Well-informed 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 65.51 64.30 63.59 66.20 63.77 62.5 54.17 61.70 
Median 75.20 73.00 62.59 64.00 64.41 63.00 56.44 67.00 
Std. Dev. 28.06 27.70 11.45 9.80 21.09 21.20 21.53 20.10 
 
It is clear that for these qualitative variables, the studies are generally in 
agreement. The imputation process may therefore be regarded as statistically 
viable and therefore be recommended in studies where missing observations are 
not the majority.  
 
It is observed that the knowledge of respondents seems to have been 
underestimated in the current study. The mean and median values for the 
percentage of well-informed respondents are approximately 8% and 11% 
smaller respectively than the findings of the previous studies. Once again, the 
calculated mean and median values of the previous studies may be biased, given 
the method of dealing with missing values. 
 
Even so, the possibility of this study underestimating the percentage of well-
informed respondents is in fact advantageous to its findings. Concern was raised 
in Chapter 4 where it was observed that a significant proportion (45%) of 
respondents indicated that they were uninformed concerning estuarine dynamics 
and functionality. If this is so, the question of the authenticity of the elicited 
bids for WTP might arise, since an informed respondent would make an 
informed decision. Hence if the percentage of uninformed respondents was 
indeed overestimated, the aforementioned concern is reduced. 
 
5.2 Quantitative Variables 
 
The quantitative variables presented by Hosking (2010) include the variables 
      ,       ,           and    . Table 5.3 compares the variables 
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       and        and Table 5.4 compares the variables           and 
    for the current study and past studies. 
 
From Table 5.3 it can be observed that for the Olifants estuary the values of the 
current study and past studies differ significantly. It is in fact the worst case. 
Upon inspection it was found that the annual income of the respondents was not 
gathered in the initial study. For the variable        there were no missing 
observations. So it would appear that there was an error in the recording of the 
mean and median values of R105 and R87 respectively in the past study. These 
values should coincide with the current study’s values of R18 and R0 
respectively, since all data were available and incorporated in the estimation. 
Most of the remaining values in Table 5.3 are seen to be in agreement. It 
appears that there is a balanced level of under- and overestimation for both 
mean and median figures for the two variables. It is therefore expected that the 
overall mean and median values will once again be in agreement, substantiating 
the validity of the imputation procedure. 
 
Table 5.4 displays very similar results. The variable    , however, is seen to 
show a higher degree of disagreement between the two studies, past and current. 
This result contradicts expectations a priori, since none of the cases involved 
missing WTP bids. As mentioned in Section 3.1.1, of the 7768 respondents 
interviewed, only 6397 responses were deemed valid from the initial studies. 
This study analyzed 7052 cases, exceeding the number of valid cases indicated 
by Hosking (2010). It may therefore be argued that the summated sample 
analyzed in this study must have included a number of the missing observations 
omitted in the past studies. Such cases were included in this study and addressed 
by implementing imputation techniques. A secondary explanation may be 
derived from the “invalid” bids discarded in the main report. It was, however, 
not indicated which cases were in fact the invalid responses (if true) and it was 
therefore not possible to eliminate these responses. These are possible 
explanations for the unexpected deviations of mean and median values within 
the    variable. 
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Table 5.3: Comparison of quantitative variables        and       . 
 Income 
Mean (Rands) 
Income 
Median (Rands) 
Levies 
Mean (Rands) 
Levies 
Median (Rands) 
Estuary 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Bira 196844 210172 124998 125000 340 341 150 150 
Bushmans 243008 288968 181727 200000 340 340 85 85 
Kasouga 182515 186330 175000 175000 4 4 0 0 
Keiskamma 223223 150376 124998 125000 364 233 100 100 
Kleinemond East 260783 262846 175000 175000 149 149 85 85 
Tyolomnqa 107034 105168 20000 20000 276 277 0 0 
Gunubie 122962 125920 74999 75000 44 49 2 0 
St Lucia 106398 106398 40000 40000 10 53 1 0 
Uilskraal 109951 109951 0 0 22 3 2 0 
Kariega 141583 141750 124998 125000 241 242 150 150 
Swartkops 114124 114125 124998 125000 194 194 75 75 
Mngazi 104464 68932 24999 25000 117 114 25 25 
Mngazana 120092 120093 24999 25000 172 172 25 25 
Heuningnes 118777 158452 88465 100000 42 42 0 0 
Kleinmond 105221 170957 74999 125000 44 44 0 0 
Klein 244222 254000 175000 175000 200 200 0 0 
Palmiet 149640 149640 74999 75000 61 69 0 0 
Cefane 310953 310952 224998 225000 75 75 0 0 
Kwelera 211984 211984 175000 175000 49 53 0 0 
Haga-Haga 120906 115793 175000 175000 20 21 0 0 
Knysna 141417 141418 124998 125000 112 112 25 25 
Klein Brak 79949 79951 74999 75000 32 32 25 25 
Groot Brak 107019 106623 74999 75000 100 100 25 25 
Nahoon 144174 226548 124998 225000 109 98 1 0 
Kowie 256001 258500 224998 225000 335 335 299 300 
Kromme 184833 186833 175000 175000 391 391 299 300 
Keurbooms 149472 168210 185003 * 198 205 150 150 
Breede 286180 281521 224998 225000 642 641 299 300 
Duiwenhoks 194464 192678 124998 125000 310 618 18 300 
Great Berg 92052 114660 66027 75000 70 755 0 135 
Kleinemond West 351971 356484 224998 175000 163 268 21 250 
Mhlathuze 129108 140020 74999 75000 32 32 0 0 
Mlalazi 125382 141263 74999 125000 61 61 0 0 
Olifants 43178 ** 28561 ** 18 105 0 87 
Swartvlei 144748 176104 74999 125000 110 110 0 0 
Sundays 125619 136400 40000 40000 904 309 50 40 
Gamtoos 193786 230390 124998 125000 183 229 137 200 
Mdloti 123430 136866 20000 20000 36 33 0 0 
Mgeni 101452 129115 40000 40000 361 277 0 0 
Mvoti 108289 111474 124998 125000 70 78 10 65 
 
* Median annual income not recorded at the Keurbooms estuary. 
** Income variable not gathered during study at the Olifants estuary. 
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Table 5.4: Comparison of quantitative variables           and   . 
 Equipment 
Mean (Rands) 
Equipment 
Median (Rands) 
WTP 
Mean (Rands) 
WTP 
Median (Rands) 
Estuary 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Bira 3275 3274 498 500 366 362 150 150 
Bushmans 1145 1145 498 500 452 452 150 150 
Kasouga 338 339 200 200 224 223 75 75 
Keiskamma 2469 1251 498 500 273 273 20 20 
Kleinemond East 414 414 200 200 284 284 150 150 
Tyolomnqa 307 308 0 0 246 246 15 15 
Gunubie 5100 455 12 0 297 297 40 40 
St Lucia 1490 509 1 0 113 113 15 15 
Uilskraal 1268 157 18 0 329 329 75 75 
Kariega 75078 72670 75358 75000 360 364 75 75 
Swartkops 44381 44245 30031 30000 280 280 150 150 
Mngazi 62693 34728 0 0 158 108 25 5 
Mngazana 64391 59196 0 0 245 270 15 15 
Heuningnes 144 145 0 0 58 58 25 25 
Kleinmond 267 267 0 0 109 109 15 15 
Klein 543 545 0 0 204 204 75 75 
Palmiet 337 337 0 0 249 249 40 40 
Cefane 899 899 100 100 339 339 150 150 
Kwelera 2172 2167 0 0 454 454 350 350 
Haga-Haga 244 244 0 0 107 107 150 113 
Knysna 105688 105562 75358 75000 189 189 150 150 
Klein Brak 68186 68020 75358 75000 108 108 75 75 
Groot Brak 76243 76132 30031 30000 225 225 75 75 
Nahoon 836 857 0 0 133 130 75 75 
Kowie 219436 219340 299539 300000 256 256 75 75 
Kromme 208190 208173 224890 225000 360 360 350 350 
Keurbooms 126928 134380 75358 * 292 316 150 350 
Breede 924 925 0 0 341 303 150 75 
Duiwenhoks 1310 1311 498 500 388 421 150 75 
Great Berg 730 730 0 0 130 136 40 15 
Kleinemond West 1066 1066 299 300 322 296 150 40 
Mhlathuze 1060 1059 0 0 78 111 25 25 
Mlalazi 30 30 0 0 112 108 75 40 
Olifants 69 141 0 0 126 123 5 0 
Swartvlei 468 468 0 0 203 174 75 40 
Sundays 13234 12392 200 100 162 299 0 58 
Gamtoos 5061 8850 200 250 364 582 40 75 
Mdloti 1871 2385 0 0 205 298 5 40 
Mgeni 3420 4780 0 0 192 290 10 75 
Mvoti 195 393 7 200 145 182 25 75 
 
* Median annual equipment value not recorded at the Keurbooms estuary. 
 
The mean and median values for the total user population corresponding to the 
four quantitative variables of Tables 5.3 and 5.4, are compared in Tables 5.5 
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and 5.6 respectively. Each estimate corresponds to the 40 observations in the 
tables above. 
 
Table 5.5: Comparison of the descriptive statistics for the variables        and       . 
 Income 
Mean (Rands) 
Income 
Median (Rands) 
Levies 
Mean (Rands) 
Levies 
Median (Rands) 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 159430 171307 110869 117368 175 188.3 52 70 
Median 135263 145695 124998 125000 111 113.1 6 25 
Std. Dev. 68429 68842 65495 64909 184 182 86 101 
 
Table 5.6: Comparison of the descriptive statistics for the variables           and   . 
 Equipment 
Mean (Rands) 
Equipment 
Median (Rands) 
WTP 
Mean (Rands) 
WTP 
Median (Rands) 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 27548 24625 22229 21404 237 250.7 86.5 87.2 
Median 1289 1062 9.5 0 235 263 75 75 
Std. Dev. 54265 52558 60987 61927 105 117 82 88 
 
There is general agreement between this study’s findings and those of the 
previous studies. In each case where a significant difference in estimates is 
noted, we find that the current study underestimates the associated value, except 
for the mean equipment value in Table 5.6. Verifying the statement previously 
made concerning Table 5.4, we observe that the mean WTP figure is slightly 
underestimated in the current study. As before, the data imputation procedure 
may also account for this phenomenon. 
 
5.3 Predicted Mean and Median WTP 
 
Eight user characteristics were identified in the main WRC report as possible 
explanatory variables for WTP (Hosking, 2010). The mean WTP was estimated 
by a least squares model with the following functional form: 
 
          (      )    (    )    (    )    (    )
   (      )    (   )    (     )    (    )     
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where       = mean willingness to pay, 
         = mean equipment value, 
       = mean annual income, 
       = mean levies paid, 
        = number of users, and 
  the remaining variables are as defined in Chapter 4. 
 
The resulting predicted mean WTP value was found to be R162.40 with a 
corresponding predicted median value of R84.20 (Hosking, 2010). These 
estimates were obtained by using the 40 observations for each indicated variable 
relating to the investigated estuaries. The regression model was therefore 
implemented with a sample size of 40 observations, as compared to the current 
study’s sample size of 7052. The results obtained in the WRC main report are 
therefore based upon a reduced sample size with equal weighting attributed to 
each estuary. Since user populations at each estuary may differ substantially, 
this may further explain discrepancies between the current study and the WRC 
investigation. 
 
It must also be mentioned that the main report presented alternative indicators 
for the WTP variable, including the changes in the fishing population, boating 
and viewing area, as well as the climatic zone, conservation importance and 
river mouth status of the estuaries (Hosking, 2010). These estuary 
characteristics were not employed in this study. To understand the users WTP 
and model the dependent variable, the users’ characteristics were investigated 
rather than the above indicators to directly assess the characteristic influences of 
the users themselves. 
 
In contrast to the method modeling the mean values from the 40 estuaries, the 
current study allowed for the amalgamation of all available data, amounting to a 
sample size of over 7000 observations. Rather than using the mean values at 
each individual estuary, the total number of observations across the entire WRC 
study was used in constructing the optimal regression model to predict the mean 
and median WTP values. The adopted functional form of the regression model 
implemented in the current study was an extension of the following form (see 
Section 4.3.3.2): 
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  (   )       (    )    (       )    (   )    (      )
   (     )    (      )    (    )    (     )     
 
where two-way interaction among the predictor variables was included to result 
in the final prediction model given as (see Section 4.4.1): 
 
                                            . 
 
It is clear that the above model presents a more realistic approach to explain the 
population’s WTP towards river inflow. Interaction allows for the effect of an 
independent variable upon the WTP to change for different levels of the 
remaining independent variables (see Section 3.3.3). 
 
The resulting mean and median WTP values were predicted to be R132.96 and 
R31.18 respectively (from Table 4.24). The predicted mean WTP value reported 
in the WRC main report was R162.40, approximately R30 more than the 
corresponding predicted value presented in this study. Similarly, the predicted 
median WTP value was recorded to be R84.20 in the WRC main report; 
approximately R50 more than the corresponding estimate in this study. The 
estimates obtained in this study are seemingly more conservative than the 
corresponding values from the past studies. As mentioned earlier, the presence 
of missing data may be accountable for this result. It may also be argued, 
however, that the simple omission of cases involving missing data throughout 
the previous studies may have flawed those results due to a degree of bias being 
introduced. Either way, caution must be exercized when using the resulting 
estimates for decision-making on future water allocation and management. 
 
5.4 Predicted Mean and Median Value of Water 
 
The value of a cubic metre of water is calculated by dividing the TWTP 
estimate by the total change in river flow required for sustained services or to 
bring about the scenario changes proposed by the project. The general method 
implemented to obtain the value of the freshwater was a direct extension within 
the CVM. The total number of estimated households was multiplied by the 
mean and median WTP estimates to obtain the mean and median TWTP values.  
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The main report presented the TWTP estimates by implementing the consumer 
surplus (CS). The total consumer surplus was calculated by multiplying the 
mean and median WTP estimates by the total number of annual users of a 
particular estuary. From the main report’s results it was calculated that the mean 
and median TWTP (total CS) values were R586 672 062 and R309 628 950 
respectively. The mean and median values of water were presented as 36.4 
cents/m
3
 and 11.3 cents/m
3
 respectively. These estimates dropped significantly 
after removal of the three identified outliers (Gamtoos, Kasouga and 
Kleinemond West). The mean and median water values for the remaining 37 
estuaries were given by 6.98  cents/m3 and 3.42 cents/m3 respectively. 
 
To compare the current study’s results to the outcomes of the main report, the 
reported mean and median WTP values were multiplied by the same estimated 
total number of households used in this study. The results are compared in 
Table 5.7. 
 
Table 5.7: Value of water comparison. 
 Current Study Past Study  
Mean WTP ( ) 132.9638 162.4 
Median WTP ( ) 31.1772 84.2 
Total Number of Households 114404 
Mean TWTP ( ) 15211591 18579210 
Median TWTP ( ) 3566796 9632817 
Total Water Required (               ) 1426.07 
Mean Value of Water (        ) 1.067 1.303 
Median Value of Water (        ) 0.250 0.675 
 
It is clear that the past study’s TWTP estimates exceed the corresponding results 
for this study. This is a direct result from the former’s larger WTP values. 
Possible reasons for this observation have been provided throughout this 
chapter. It was also observed that the mean value of water determined from the 
studies are very similar, differing by approximately 0.3 cents/m
3
. The median 
estimates are slightly more deviant, differing by 0.425 cents/m
3
, but remain in 
agreement. Even in the case where the consumer surplus was implemented in 
the past study, reasonable agreement between the mean and median values of 
water after the removal of the three outlying estuaries can be seen. The mean 
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values differ by approximately 6 cents/m
3
, while the median values differ by 
slightly more than 3 cents/m
3
. 
 
It is therefore established that the data imputation procedure is a viable method 
as it has maintained the distributions within the variables which contained 
unobserved data. Furthermore, both results reveal evidence to support the 
expectation that users would be willing to pay for sustained estuarine services 
by increased freshwater inflow. The water value is seen to be positive 
 
5.5 Individual Effects on the Mean WTP 
 
Since the predictor variables included in the two studies are not similar, the 
comparison of the individual effects upon the WTP becomes rather challenging. 
If the influence of a respondent’s race were to be compared, for example, the 
coefficient estimates are altered upon inclusion of the remaining independent 
variables. When the predictor variables for two models are not identical, direct 
comparisons do not perfectly reflect the difference between the influences of the 
one model compared to the other. Furthermore, the current study employed a 
log-transformed model with interaction, whereas the past study adopted a 
simple linear model. The reduced models from both studies are paralleled in the 
following pages. 
 
The reduced linear model presented in the main WRC report is given by the 
following prediction equation: 
 
                      (      )        (    ). 
 
As mentioned earlier, the above model considered the individual mean values of 
the involved variables at each of the investigated estuaries, rather than modeling 
all the available data in a summated dataset (as was performed in the current 
study). Nevertheless, according to the given regression model, the change in a 
respondent’s gender from female to male results in an increase of R3.84 in the 
mean WTP given that the race of the respondent is held fixed. Similarly, the 
change in a respondent’s race from non-white to white increases the mean WTP 
by R2.48 given that the gender of the respondent is held constant. The 
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remaining user characteristics were found to be insignificant predictors of the 
users’ WTP. 
 
The current study’s adopted reduced interaction model coefficients are 
presented in Table 4.19 in Chapter 4. The variable        was found to be an 
insignificant predictor of the investigated WTP. Section 4.2.2 demonstrates the 
calculation of the direct influence of a single independent variable on the 
percentage change in the WTP. It was found that when a respondent’s race was 
changed from non-white to white, the mean WTP increased by 28.59%.  
 
From these two results, one can only conclude that both cases provide statistical 
evidence that the race of a respondent increases the WTP when changing from a 
non-white user to a white user, holding all other independent variables fixed. 
 
Considering the complete linear models in both studies, we are able to compare 
the influences of certain corresponding predictor variables on the mean WTP 
bids. Only seven predictor variables are comparable due to their mutual 
inclusion in the respective studies. The seven predictor variables are paralleled 
in Table 5.8. The values for the current studies coefficients are obtained from 
Table D.1 (see Appendix D), while the corresponding values for the past study 
is obtained within the main WRC report (Hosking, 2010, p.105). 
 
Table 5.8: Individual influences comparison. 
 Current Study Past Study 
Variable Coefficient P-value Coefficient P-value 
RACE 97.1275 0.00 2.3980 0.0220 
GEN 25.4661 0.0133 4.7010 0.0380 
RES -79.5265 0.00 -0.0600 0.9520 
INC 0.0007 0.00 0.0002 0.6330 
KNOW 25.7359 0.0155 0.4430 0.7230 
LEV 0.0047 0.1007 0.1360 0.2080 
EQUIP 0.0005 0.00 -0.0005 0.3850 
 
From Table 5.8 it can also be seen that the signs of the coefficients from both 
studies are in general agreement, except for the coefficient of the variable 
         . The current study revealed that an increase in the value of 
equipment owned by an estuary user will positively affect the respondent’s 
WTP, whereas the past study revealed a negative impact upon the WTP (albeit a 
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very small impact in both cases). Furthermore, both studies reveal that the 
change of a respondent from resident to visitor has a negative influence on the 
respondent’s WTP. As mentioned in Chapter 4, this result is to be expected, 
since residents are continuously involved with an estuary, while visitors are 
mostly absent or away. 
 
Among the seven variables, only one observation of insignificance is in 
agreement. The variable        is seen to be insignificant at the 10% 
significance level in both studies. The value of levies paid was therefore omitted 
along with the other insignificant variables in the past study. The current study, 
however, adopted the natural logarithmic transformations of the quantitative 
variables before implementing the backward elimination procedure. These 
transformations altered the significance of the predictor variables, as was 
observed in Section 4.3.2. More specifically, the variable        was in fact 
included in the reduced double-log model as well (see Section 4.3.3.2). 
 
5.6 Imputed Dataset vs Observed Dataset 
 
The method of case-wise deletion was implemented on the original summated 
dataset of the respondents interviewed throughout the nine-year investigative 
period. The “truncated” dataset therefore contained no missing observations. 
Table 5.9 displays the complete regression output for the OLS regression model 
described by: 
 
                                , 
 
where   is the dependent variable     and the   values are the independent 
variables, again coded according to Table 4.9 in Chapter 4. 
 
From Table 5.9 it can be concluded that only four of the thirteen predictor 
variables appear to be significant. The adjusted R-square value indicates that 
approximately 35.86% of the sample variation in the WTP observations are 
explained by the included predictor variables after accounting for the sample 
size and the number of parameters estimated. The standard error is relatively 
large, but the model is found to be statistically adequate for estimation and 
prediction of the WTP bids. 
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Table 5.9: Complete regression output for the OLS model of the truncated dataset. 
Regression Statistics      
Multiple R 0.6039      
R Square 0.3647      
Adjusted R 
Square 0.3586 
     
Standard 
Error 304.4801 
     
Observations 1363      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 71799638 5 523 049 59.5746 0.0000  
Residual 1349 125063271 92 708    
Total 1362 196862909     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -33.9480 37.6754 -0.9011 0.3677 -107.8567 39.9607 
RACE 63.1124 20.4896 3.0802 0.0021 22.9175 103.3072 
GEN 24.5911 17.1409 1.4346 0.1516 -9.0346 58.2168 
HOUSE 3.0524 3.8030 0.8026 0.4223 -4.4081 10.5129 
RES -69.1695 22.2729 -3.1055 0.0019 -112.8628 -25.4762 
FREQ -0.0986 0.0820 -1.2023 0.2295 -0.2594 0.0623 
EST USE 28.0200 31.6082 0.8865 0.3755 -33.9867 90.0266 
INC 0.0003 0.0000 6.6621 0.0000 0.0002 0.0004 
EDUC 12.3978 18.4714 0.6712 0.5022 -23.8380 48.6335 
CONS 0.2680 0.0127 21.1496 0.0000 0.2432 0.2929 
KNOW 3.7952 19.0822 0.1989 0.8424 -33.6388 41.2291 
LEV 0.0037 0.0074 0.5020 0.6157 -0.0108 0.0181 
EQUIP -0.0004 0.0012 -0.3460 0.7294 -0.0029 0.0020 
REDUC 0.2456 0.2420 1.0152 0.3102 -0.2290 0.7203 
 
In comparison to the results of the imputed dataset provided in Section 4.3.1, it 
is found that the OLS prediction model only accounted for 20.35% of the 
sample variation. The standard error was also significantly larger and was 
estimated as 409.385. The model was, however, found to be statistically useful 
in predicting the WTP bids (see Table D.1). Furthermore, only four predictor 
variables appeared to be statistically insignificant.  
 
Looking at the influences upon the WTP of the individual predictor variables, it 
is clear that all coefficient estimates are in perfect agreement, except for the 
variable          . This minor deviation is identical to what was observed in 
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Section 5.5, where the past study indicated a negative impact upon WTP for an 
increase in the value of a respondent’s equipment. 
 
Both models reveal a negative expected WTP estimate in the case of all 
independent variables being assigned the value zero. Furthermore, both models 
indicate that a visiting respondent has a negative impact upon the WTP estimate 
as compared to a resident. Perhaps unexpectedly, the models also depict a 
negative effect upon the WTP for an increase in the frequency of visits by a 
respondent. It would be expected that respondents visiting estuaries more often 
would be willing to pay more towards the sustenance of these environments. In 
both cases, however, the           variable is seen to be statistically 
insignificant with confidence intervals ranging from negative to positive lower 
and upper limits respectively. The true influence of the frequency of visits to an 
estuary may therefore be positive after all. From these results the imputation 
process is once again vindicated. It may also be argued that the case-wise 
deletion procedure imbedded bias in the sample investigated in the WRC 
Project K5/1413. The sample would therefore no longer be representative of the 
population of estuary users at these forty estuaries.  
 
5.7 Conclusion 
 
This chapter has compared certain aspects of the current study with those of 
past studies collectively presented in the main WRC report (Hosking, 2010). 
Due to various inconsistencies throughout the respective studies, comparing 
results was challenging.  
 
Specified qualitative and quantitative variables were compared. It was found 
that the data imputation procedure described in Chapter 3 was a credible method 
due to the general agreement between the results of the current study and the 
past study where no missing observations were analyzed. Although specific 
mean and median values of the variables for individual estuaries were found to 
have deviating estimates, the overall mean and median values for the variables 
were in general agreement. 
 
The mean and median WTP estimates for the current study were found to be 
less than the estimated values from the past study. The smaller estimates 
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therefore present a more conservative scenario. Both cases, however, presented 
sufficient evidence to conclude that users are indeed willing to pay towards 
increased freshwater inflow. The predicted mean and median values of water 
inflow were also compared. Results were again seen to be smaller for this study.  
 
It was also observed that the general influence of 7 common predictor variables 
was identical upon the WTP variable. The past study omitted many variables 
that were found to be significant in this study and therefore limited the 
comparative outputs. The initial complete linear model derived in Section 4.3.1 
was therefore revisited to allow a degree of comparison to be made between the 
studies. 
 
The imputation procedure was proven to be a reliable method by comparing the 
outcomes of the OLS models of the imputed dataset and the observed 
(truncated) dataset. All coefficient estimates except for the variable           
were found to agree. 
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Chapter 6: Conclusions and     
 Recommendations 
 
6.1 Conclusions 
 
Among South Africa’s coastal assets, estuaries are deemed to be the most 
important (Hay, 2007). The demand for freshwater is increasing throughout the 
country due to water scarcity and its drought-prone characteristics (Hosking et 
al., 2002). Since estuaries are the final point in most river systems, the 
deterioration of catchment areas and increasing levels of water abstraction can 
have an observable effect within these vulnerable ecosystems (Van Der 
Westhuizen, 2007). 
 
This study collectively analyzed the elicited socio-economic and WTP figures 
obtained throughout the WRC Project K5/1413 between      and     . The 
WRC researchers adopted the CVM to measure the value of the nonmarket 
goods and services yielded by estuaries. A hypothetical scenario was proposed 
in which respondents were asked how much they would be willing to pay 
towards the sustained services provided by estuaries. This process involved the 
hypothetical purchase of an increase in freshwater inflow into the estuaries to 
ensure their sustainability and improved health-status. The objective of this 
process was to aid water management and allocation. The amalgamation of 
these samples produced the opportunity for a collective and comparative study. 
 
6.1.1  Multiple Imputation 
 
Multiple imputation was implemented to address the missing values within the 
summated sample. This process ensured that the distributions of the involved 
variables were not altered upon imputation. A total of 14.54% of the data was 
missing. The imputation process, however, allows for missing rates as high as 
50%. The imputation method was therefore a suitable technique for the dataset. 
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6.1.2 Descriptive Statistics 
 
All quantitative variables indicated a positively skewed distribution, with the 
exception of the variables                and          . The mean values 
for the quantitative variables were found to be significantly larger than the 
corresponding median values. Table 6.1 provides the mean and median values 
of the imputed quantitative variables. 
 
Table 6.1: Selected descriptive statistics of the quantitative variables. 
Variable Mean Median 
Household 3.72 4 
Frequency 77.49 22 
Income 151604.7 99412.84 
Conservation 607.42 100.48 
Levies 168.65 4.65 
Equipment 21841.02 5.25 
Reduction 47.32 50 
WTP 216.83 75 
 
The highly skewed distributions, particularly detected within the annual income 
received and conservation and levies paid, substantiated previous claims of 
“dual economies” being present within the estuary user population. The two 
distinct groups were identified as the wealthy white users and the less-affluent 
non-white users.  
 
Table 6.2 displays the summarized results of the qualitative variables. The 
majority of respondents were identified as white male users who primarily 
utilized the estuaries for recreational use. Subsistence users were observed to be 
mainly non-white respondents. A near-equal ratio of well-informed users to 
uninformed users concerning estuary dynamics and functionality was observed. 
Residents are expected to be better informed concerning estuaries than visitors.  
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Table 6.2: Summarized descriptive statistics of the qualitative variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The bivariate analysis revealed a number of respondents who indicated R0 WTP 
bids. Respondents who indicated annual incomes exceeding R150000 were 
identified to be those who are better able to contribute towards an increase in 
freshwater inflow. These results were found to be true for both race groups, as 
well as subsistence and passive user groups. 
 
6.1.3 Linear Modeling 
 
Highly skewed variables often result in heteroscedastic and non-normal errors 
when performing regression analysis. To better satisfy the standard regression 
assumption concerning the error term  , these variables were transformed using 
the natural logarithmic transformation. The resulting linear regression model 
had the functional form of a double-log model. The resulting coefficients of the 
reduced double-log model are provided in Table 6.3. 
 
 
 
 
 
 Number Percentage 
African, Coloured or Asian 2798 39.68 
White 4254 60.32 
   
Male 4515 64.02 
Female 2537 35.98 
   
Visitor 2314 32.81 
Resident 4738 67.19 
   
Recreation/Passive Use 4823 68.39 
Subsistence/Commercial Use 2229 31.61 
   
Post-matric education 4170 59.13 
No tertiary education 2882 40.87 
   
Informed 3872 54.91 
Uninformed 3180 45.09 
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Table 6.3: Summary of the reduced double-log model analysis. 
Variable Interpretation Value 
RACE The percentage change in the WTP due to a 
respondent’s race changing from non-white to white. 
16.4465% 
lnHOUSE The percentage change in the WTP due to a    
change in the household size. 
0.2821% 
RES The percentage change in the WTP due to a 
respondent’s residential status changing from resident 
to visitor. 
-24.6215% 
EST USE The percentage change in the WTP due to a 
respondent’s reason for estuary use changing from 
subsistence to passive use. 
178.3465% 
lnINC The percentage change in the WTP due to a    
change in the annual income. 
0.0607% 
lnCONS The percentage change in the WTP due to a    
change in the amount of conservation paid. 
0.7216% 
KNOW The percentage change in the WTP due to a 
respondent’s knowledge changing from uninformed to 
well informed. 
31.4189% 
lnLEV The percentage change in the WTP due to a    
change in the amount of levies paid. 
0.0155% 
 
The only variable observed to have a negative impact on the mean WTP was the 
residential status of the respondents. Residents were found to be willing to pay 
more towards river water than visitors. Holding all remaining predictor 
variables fixed, the change in residential status from resident to visitor resulted 
in a 24.62% decrease in the mean WTP. The outcomes also depicted white 
respondents to increase the mean WTP by 16.45% as compared to non-white 
respondents. Similar observation were identified for the remaining predictor 
variables. The variable           , however, was observed to have the 
largest influence on the mean WTP, with an increase of 178.35% when 
changing from a subsistence user to a recreational user. 
 
The reduced double-log model was further extended to incorporate interaction 
among the independent variables. The resulting estimates for the various models 
are presented in Table 6.4. 
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Table 6.4: Summary of the study estimates. 
Model Mean WTP Median WTP 
Complete Double-Log 112.1570 31.5855 
Reduced Double-Log 112.0963 31.8485 
Complete Two-Way Interaction 135.4680 30.5776 
Reduced Two-Way Interaction 132.9638 31.1772 
   
Measure Value  
Total user population              114404  
Total water required             1426.07  
Mean WTP     132.9638  
Median WTP     31.1772  
Mean TWTP     15211590.58  
Median TWTP     3566796.389  
Mean based value of water     ⁄   0.01067  
Median based value of water     ⁄   0.00250  
 
The reduced two-way interaction model was adopted for estimation of the WTP 
and TWTP. The skewed nature of the data is once again displayed in the lower 
median values of the WTP and TWTP estimates. The mean and median values 
of water were estimated to be 1.067 cents/m
3
 and 0.25 cents/m
3
 respectively. It 
was therefore concluded that estuary users assign a positive value to freshwater 
inflow and are indeed willing to pay towards it. A national project for supplying 
freshwater into these forty estuaries is therefore reckoned to be economically 
feasible. 
 
6.1.4 Comparative Analysis 
 
Chapter 5 presented a comparative investigation between this study’s results 
and those of the previous studies incorporated within the main WRC report 
edited by Hosking (2010). The mutual qualitative and quantitative variables 
were paralleled to observe any significant deviations. Table 6.5 displays the 
summarized outcomes of this investigation. 
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Table 6.5: Summarized comparison of the qualitative and quantitative variables. 
 Race 
% White 
Gender 
% Male 
Residence 
% Visitors 
Knowledge 
% Well-informed 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 65.51 64.30 63.59 66.20 63.77 62.5 54.17 61.70 
Median 75.20 73.00 62.59 64.00 64.41 63.00 56.44 67.00 
Std. Dev. 28.06 27.70 11.45 9.80 21.09 21.20 21.53 20.10 
 
Income 
Mean (Rands) 
Income 
Median (Rands) 
Levies 
Mean (Rands) 
Levies 
Median (Rands) 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 159430 171307 110869 117368 175 188.3 52 70 
Median 135263 145695 124998 125000 111 113.1 6 25 
Std. Dev. 68429 68842 65495 64909 184 182 86 101 
 Equipment 
Mean (Rands) 
Equipment 
Median (Rands) 
WTP 
Mean (Rands) 
WTP 
Median (Rands) 
Statistic 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Current 
Study 
Past 
Study 
Mean 27548 24625 22229 21404 237 250.7 86.5 87.2 
Median 1289 1062 9.5 0 235 263 75 75 
Std. Dev. 54265 52558 60987 61927 105 117 82 88 
 
It was observed that the studies’ results were primarily in agreement. Most 
deviations occurred when the current study underestimated values when 
compared to the past studies. No significant differences were found between the 
mean and median WTP estimates of the sample data for the current study and 
the past studies. Table 6.5 substantiates the efficacy of the multiple imputation 
procedure. 
 
6.2 Recommendations 
 
The recommendations from this study were identified as: 
 
1. Future investigations should implement the multiple imputation method 
to address the problem of missing observations throughout the surveys. 
Alternative imputation techniques may be compared to the technique 
used in this study. 
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2. The estuary user population throughout South Africa must be better 
educated in the dynamics and functionality of estuaries. Well-informed 
users are expected to better comprehend the importance and value of 
these coastal environments. 
 
3. Future research should undertake model specification tests before 
implementing linear models for estimation and prediction of the WTP of 
the respondents. Kernel estimators within nonparametric techniques may 
be utilized in the case of misspecified models. 
 
4. Economic considerations should not solely determine associated 
decisions concerning freshwater allocations. 
 
5. Management and Government should consider both mean and median 
WTP values when addressing water resource allocation. The exclusion of 
the expected mean values undermines the true monetary value available 
from the estuary users. Both the mean and median TWTP estimates need 
to be included in decisions made towards future supplementation. 
 
6. Time series analysis may be investigated in future research, since the 
individual studies were performed over a period of 9 years. The influence 
of time may therefore be investigated to better estimate and predict the 
WTP variable. 
 
7. The problem of inflation may be incorporated in future summative 
investigations. 
 
8. Omission of outliers and insignificant variables may be further 
investigated by considering alternative approaches. The order of omission 
may be studied along with linear programming techniques. 
 
9. Further research must take into account the presence of the two distinct 
user groups identified at estuaries – the more affluent white users and the 
less-affluent non-white users. The difference between these user groups 
should be investigated. 
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Appendix A: Removal of Outliers 
 
Matlab 7.6 was utilised in the implementation of the necessary matrix-
calculations in order to derive the leverage values for each observation. The 
associated “M-file” executed in Matab 7.6 is given as follows: 
 
clc; 
X = xlsread('X Matrix.xls'); 
Xt = X'; 
XtX = Xt*X; 
XtXi = inv(XtX); 
XXtXi = X*XtXi; 
H = XXtXi*Xt; 
Hdiag = diag(H); 
csvwrite('HDiag.dat',Hdiag); 
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Appendix B: Variable Histograms 
 
a.) Household Size 
 
 
Figure B.1: Histogram of the variable               . 
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b.) Frequency of Visits 
 
 
Figure B.2: Histogram of the variable          . 
 
c.) Income 
 
 
Figure B.3: Histogram of the variable       . 
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d.) Conservation 
 
 
Figure B.4: Histogram of the variable             . 
 
e.) Levies 
 
 
Figure B.5: Histogram of the variable       . 
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f.) Equipment 
 
 
Figure B.6: Histogram of the variable          . 
 
g.) Percentage Reduction 
 
 
Figure B.7: Histogram of the variable          . 
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Appendix C: Categorized Histogram 
Figure C.1:    distribution of estuary user groups. 
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Appendix D: Regression Models 
 
Table D.1: Regression output for complete linear model. 
Regression Statistics      
Multiple R 0.4527      
R Square 0.2050      
Adjusted R 
Square 
0.2035      
Standard 
Error 
409.3849      
Observations 7052      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 304070414.5 23390031.88 139.5620 0  
Residual 7038 1179540358 167595.9588    
Total 7051 1483610772     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -49.9817 17.6696 -2.8287 0.0047 -84.6196 -15.3439 
RACE 97.1275 12.2610 7.9217 0.0000 73.0923 121.1628 
GEN 25.4661 10.2845 2.4762 0.0133 5.3054 45.6269 
HOUSE 7.6185 2.4203 3.1477 0.0017 2.8739 12.3631 
RES -79.5265 11.8914 -6.6877 0.0000 -102.8373 -56.2158 
FREQ -0.0254 0.0494 -0.5149 0.6066 -0.1222 0.0713 
EST USE 5.1592 11.6184 0.4441 0.6570 -17.6164 27.9348 
INC 0.0007 0.0000 22.5012 0.0000 0.0007 0.0008 
EDUC 5.2837 12.2020 0.4330 0.6650 -18.6360 29.2033 
CONS 0.0274 0.0015 18.8195 0.0000 0.0245 0.0302 
KNOW 25.7359 10.6304 2.4210 0.0155 4.8972 46.5747 
LEV 0.0047 0.0029 1.6417 0.1007 -0.0009 0.0103 
EQUIP 0.0005 0.0001 6.5891 0.0000 0.0003 0.0006 
REDUC 0.6399 0.1546 4.1396 0.0000 0.3369 0.9430 
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Table D.2: Regression output for complete linear model with outliers removed. 
Regression Statistics      
Multiple R 0.4709      
R Square 0.2217      
Adjusted R 
Square 
0.2203      
Standard 
Error 
404.3789      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 327807210.5 25215939.27 154.204871 0  
Residual 7036 1150543089 163522.3265    
Total 7049 1478350300     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -45.8540 17.4591 -2.6264 0.0086 -80.0792 -11.6288 
RACE 91.0201 12.1260 7.5062 0.0000 67.2496 114.7906 
GEN 23.7338 10.1641 2.3351 0.0196 3.8092 43.6585 
HOUSE 7.4331 2.3912 3.1085 0.0019 2.7456 12.1205 
RES -77.6538 11.7473 -6.6103 0.0000 -100.6821 -54.6254 
FREQ -0.0375 0.0488 -0.7685 0.4422 -0.1331 0.0581 
EST USE 7.4525 11.4778 0.6493 0.5162 -15.0475 29.9525 
INC 0.0007 0.0000 21.3983 0.0000 0.0006 0.0008 
EDUC 3.4270 12.0540 0.2843 0.7762 -20.2025 27.0565 
CONS 0.0453 0.0020 22.4076 0.0000 0.0414 0.0493 
KNOW 24.3165 10.5022 2.3154 0.0206 3.7290 44.9040 
LEV 0.0246 0.0057 4.2826 0.0000 0.0133 0.0358 
EQUIP 0.0004 0.0001 5.7998 0.0000 0.0003 0.0006 
REDUC 0.5743 0.1528 3.7592 0.0002 0.2748 0.8738 
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Appendix E: Residual Analysis (Complete 
    OLS Model) 
 
a.) Household Size 
 
 
Figure E.1: Partial residual plot of the variable               . 
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b.) Frequency of Visits 
 
 
Figure E.2: Partial residual plot of the variable          . 
 
c.) Income 
 
 
Figure E.3: Partial residual plot of the variable       . 
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d.) Conservation 
 
 
Figure E.4: Partial residual plot of the variable             . 
 
e.) Levies 
 
 
Figure E.5: Partial residual plot of the variable       . 
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f.) Equipment 
 
 
Figure E.6: Partial residual plot of the variable          . 
 
g.) Percentage Reduction 
 
 
Figure E.7: Partial residual plot of the variable          . 
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Appendix F: Transformed Variable 
Histograms 
 
a.) Household Size 
Figure F.1: Histogram of the log transformed variable               . 
Figure F.2: Histogram of the square root transformed variable               . 
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b.) Frequency of Visits 
 
Figure F.3: Histogram of the log transformed variable          . 
 
 
Figure F.4: Histogram of the square root transformed variable          . 
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c.) Income 
 
 
Figure F.5: Histogram of the log transformed variable       . 
 
 
Figure F.6: Histogram of the square root transformed variable       . 
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d.) Conservation 
 
 
Figure F.7: Histogram of the log transformed variable             . 
 
 
Figure F.8: Histogram of the square root transformed variable             . 
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e.) Levies 
 
 
Figure F.9: Histogram of the log transformed variable       . 
 
 
Figure F.10: Histogram of the square root transformed variable       . 
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f.) Equipment 
 
 
Figure F.11: Histogram of the log transformed variable          . 
 
 
Figure F.12: Histogram of the square root transformed variable          . 
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g.) WTP 
 
 
Figure F.13: Histogram of the log transformed variable   . 
 
 
Figure F.14: Histogram of the square root transformed variable   . 
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Appendix G: Regression Models 
(Transformed Variables) 
 
Table G.1: Regression output for complete mixed log-square root model. 
Regression Statistics      
Multiple R 0.7719      
R Square 0.5959      
Adjusted R 
Square 
0.5951      
Standard 
Error 
2.5668      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 68350.9658 5257.7666 798.0221 0  
Residual 7036 46356.6654 6.5885    
Total 7049 114707.6313     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -1.2988 0.1245 -10.4292 0.0000 -1.5429 -1.0547 
RACE 0.0356 0.0802 0.4441 0.6570 -0.1217 0.1929 
GEN 0.0286 0.0650 0.4404 0.6596 -0.0987 0.1560 
lnHOUSE 0.2119 0.0540 3.9203 0.0001 0.1059 0.3178 
RES -0.3440 0.0770 -4.4661 0.0000 -0.4950 -0.1930 
lnFREQ 0.0063 0.0190 0.3298 0.7415 -0.0310 0.0436 
EST USE 1.0471 0.0756 13.8540 0.0000 0.8989 1.1952 
sqrtINC 0.0015 0.0002 7.9264 0.0000 0.0012 0.0019 
EDUC -0.0245 0.0823 -0.2976 0.7660 -0.1859 0.1369 
lnCONS 0.7131 0.0092 77.5570 0.0000 0.6951 0.7311 
KNOW 0.2096 0.0668 3.1356 0.0017 0.0786 0.3406 
lnLEV 0.0200 0.0089 2.2385 0.0252 0.0025 0.0375 
lnEQUIP -0.0119 0.0070 -1.6868 0.0917 -0.0257 0.0019 
REDUC 0.0003 0.0010 0.3496 0.7267 -0.0016 0.0023 
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Table G.2: Regression output for complete square root model. 
Regression Statistics      
Multiple R 0.6552      
R Square 0.4293      
Adjusted R 
Square 
0.4282      
Standard 
Error 
8.1277      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 349600.9547 26892.3811 407.0914 0  
Residual 7036 464796.7782 66.0598    
Total 7049 814397.7329     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -1.8106 0.4847 -3.7354 0.0002 -2.7608 -0.8604 
RACE 1.6631 0.2509 6.6282 0.0000 1.1712 2.1549 
GEN 0.3355 0.2050 1.6363 0.1018 -0.0664 0.7374 
sqrtHOUSE 0.7893 0.1940 4.0678 0.0000 0.4089 1.1697 
RES -1.7280 0.2420 -7.1404 0.0000 -2.2025 -1.2536 
sqrtFREQ -0.0057 0.0196 -0.2906 0.7714 -0.0442 0.0328 
EST USE 1.8762 0.2329 8.0545 0.0000 1.4196 2.3329 
sqrtINC 0.0096 0.0006 15.3867 0.0000 0.0083 0.0108 
EDUC 0.1713 0.2552 0.6713 0.5020 -0.3289 0.6715 
sqrtCONS 0.2525 0.0056 45.0676 0.0000 0.2415 0.2634 
KNOW 0.7019 0.2135 3.2870 0.0010 0.2833 1.1205 
sqrtLEV 0.0901 0.0108 8.3182 0.0000 0.0688 0.1113 
sqrtEQUIP 0.0037 0.0008 4.4450 0.0000 0.0021 0.0054 
REDUC 0.0080 0.0031 2.5704 0.0102 0.0019 0.0140 
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Table G.3: Regression output for complete log-square root model. 
Regression Statistics      
Multiple R 0.5794      
R Square 0.3357      
Adjusted R 
Square 
0.3345      
Standard 
Error 
3.2910      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 13 38504.9729 2961.9210 273.4823 0  
Residual 7036 76202.6584 10.8304    
Total 7049 114707.6313     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept -2.1984 0.1963 -11.2014 0.0000 -2.5832 -1.8137 
RACE 0.3159 0.1016 3.1091 0.0019 0.1167 0.5150 
GEN 0.1542 0.0830 1.8573 0.0633 -0.0086 0.3169 
sqrtHOUSE 0.3910 0.0786 4.9761 0.0000 0.2369 0.5450 
RES -0.5920 0.0980 -6.0416 0.0000 -0.7841 -0.3999 
sqrtFREQ -0.0252 0.0080 -3.1671 0.0015 -0.0408 -0.0096 
EST USE 2.1851 0.0943 23.1673 0.0000 2.0002 2.3700 
sqrtINC 0.0028 0.0003 11.3171 0.0000 0.0024 0.0033 
EDUC 0.4355 0.1033 4.2145 0.0000 0.2329 0.6380 
sqrtCONS 0.0686 0.0023 30.2593 0.0000 0.0642 0.0731 
KNOW 0.5375 0.0865 6.2161 0.0000 0.3680 0.7070 
sqrtLEV 0.0120 0.0044 2.7308 0.0063 0.0034 0.0206 
sqrtEQUIP 0.0001 0.0003 0.4272 0.6692 -0.0005 0.0008 
REDUC -0.0004 0.0013 -0.3511 0.7255 -0.0029 0.0020 
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Appendix H: Correlation Matrix 
Eigenvalues 
 
Matlab 7.6 was utilised in the calculation of the characteristic roots of the 
correlation matrix of the independent variables. The associated “M-file” executed 
in Matab 7.6 is given as follows: 
 
clc; 
CorX = xlsread('X Corr Matrix.xls'); 
E = eig(CorX); 
csvwrite('XCorrEig.dat',E); 
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Appendix I: Residual Analysis (Reduced 
Double-Log Model) 
 
a.) Income 
 
Figure I.1: Residual plot of the transformed variable          . 
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b.) Conservation 
 
 
Figure I.2: Residual plot of the transformed variable                . 
 
c.) Levies 
 
Figure I.3: Residual plot of the transformed variable          . 
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d.) WTP 
 
 
Figure I.4: Residual plot of the transformed variable      . 
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Appendix J: Regression of Absolute Errors 
 
Table J.1: Regression output for absolute residuals response model. 
Regression Statistics      
Multiple R 0.2966      
R Square 0.0880      
Adjusted R 
Square 
0.0869      
Standard 
Error 
1.8573      
Observations 7050      
       
ANOVA       
 df SS MS F Significance 
F 
 
Regression 8 2343.0764 292.8846 84.9071 7.7372E-
135 
 
Residual 7041 24287.7214 3.4495    
Total 7049 26630.7978     
       
 Coefficients Standard 
Error 
t Stat P-value Lower 95% Upper 95% 
Intercept 2.4683 0.0954 25.8708 0.0000 2.2813 2.6554 
RACE 0.2978 0.0533 5.5847 0.0000 0.1933 0.4023 
lnHOUSE -0.1250 0.0383 -3.2671 0.0011 -0.2001 -0.0500 
RES 0.2255 0.0494 4.5671 0.0000 0.1287 0.3223 
EST USE -0.7439 0.0534 -13.9291 0.0000 -0.8486 -0.6392 
lnINC -0.0029 0.0075 -0.3909 0.6959 -0.0177 0.0118 
lnCONS -0.0958 0.0065 -14.7922 0.0000 -0.1085 -0.0831 
KNOW -0.0930 0.0475 -1.9556 0.0505 -0.1861 0.0002 
lnLEV 0.0056 0.0052 1.0919 0.2749 -0.0045 0.0158 
 
 
