Let U be an open set in R d . We show that under a mild assumption on the richness of the generator a Feller process in (U, B(U )) with (predictable) killing is a semimartingale. To this end we generalize the notion of semimartingales in a natural way to those 'with killing'. Furthermore we calculate the semimartingale characteristics of the Feller process explicitly and analyze their connections to the symbol. Finally we derive a probabilistic formula to calculate the symbol of the process.
Introduction
Our aim is to show that every 'rich' Feller process (with predictable killing) is a semimartingale and to further investigate its structural properties. To this end we analyze the connection between the semimartingale characteristics and the symbol of the process. For the latter concept we derive a stochastic formula.
Some interesting but slightly technical criteria when a strong Markov process (on R d , without killing) is a semimartingale are given in [7] . We use a different approach and we prove along the way several estimates which are of interest on their own right. Our starting point is a classical result of the theory of pseudodifferential operators which is due to Courrège [8] . Let us emphasize that the case on R d without killing is always included in our considerations.
For Feller processes on R d satisfying the so called 'growth condition' (formula (3.2) below) it is known that several path properties of the process can be derived by analyzing the symbol (cf. [26] , [27] ). Therefore the present paper can (and should) be seen as a first step to generalize the respective results to processes with killing, defined on subsets of R d which do not have to fulfill the 'growth condition'. This is part of ongoing research and not in the scope of the present paper.
Let us furthermore emphasize that boundary conditions are not taken into account here. Cases in which the process hits the boundary are a priori excluded by our definitions. The interplay between boundary conditions and the symbol are definitely an interesting topic but it would lead us into a totally different direction and would go beyond the scope of the present paper.
As there are different conventions in defining Feller processes in the literature, we fix some terminology and several notations in Section 2. While the theory of Feller processes defined on open subsets of R with killing is well developed, this is not the case for semimartingales. We establish the theory for this class of processes in Appendix A. Most of the results of the appendix are straight-forward extensions of the classical theory. However, for the readers convenience we decided to include this material and emphasize the differences between these processes and classical semimartingales. Furthermore this appendix preserves us from writing: 'By the version of Proposition ... with killing'. In Section 3 we show that every Feller process in the above sense is a semimartingale with killing and even an Itô process (cf. Definition A.14). Afterwards we introduce the so called stochastic symbol of the process and analyze the relationship between this concept, the generator of the process and the semimartingale characteristics. In order to round out the paper some examples and applications are enclosed in Section 5. The main results are Theorem 3.9 and Theorem 4.3.
Most of the notation we are using is standard: if random variables are considered '=' means a.s. and in the context of stochastic processes it means indistinguishable. We write P for the predictable σ-algebra. For the stochastic integral we use the notations
interchangeably. For unexplained notation see [19] . For the well-known classes of stochastic processes M, V, S... the killed counterparts are written as M † , V † , S † ... (for details consult the appendix).
Feller Processes and General Framework
In the context of Feller processes we follow mainly [30] and [23] : let U ⊆ R d be an open set and U ∆ := U ∪{∆} its one-point compactification. The jumps of a process with values in U are all contained in the open set
We write B(U ), B(U ∆ ), B(U − U ) for the respective Borel sets. Vectors in R d are thought of as column vectors. A transposed vector is denoted by x ′ and the vector entries by x (1) , ..., x (d) . Furthermore B b (U ) are the bounded, real valued, Borel measurable functions and C 0 (U ) denotes the continuous, real valued functions which are vanishing at ∆, that is, for every ε > 0 there exists a compact set K ⊆ U such that |u(x)| < ε for every x ∈ U \K. C 0 (U ) is a closed subspace of the Banach space of continuous bounded functions (C b (U ), · ) and hence itself a Banach space. Here and for the remainder of the present article · denotes the supremum norm. Occasionally we will make use of the following conventions: ∆ · 0 = 0, ∆ + x = ∆ and ∆ − x = ∆ for every x ∈ U ∆ . For a compact set K ⊆ U and u : U → R we write
As a convention, every real valued function u on U is extended to u on U ∆ by setting u(∆) = 0, if not mentioned otherwise. This allows us to identify C 0 (U ) with a subspace of C(U ∆ ) as follows
The compact unit ball around 0 is denoted by B. A function κ : U − U → R is called cut-off function if it is Borel measurable, with compact support and equal to one in a neighborhood of zero. In this case h(y) := κ(y) · y is a truncation function in the sense of [19] . For technical reasons we fix an R > 0 such that (2R)B ⊆ U − U and assume 1 RB (y) κ(y) 1 (2R)B (y).
Consider a Markov process in the sense of Blumenthal-Getoor (cf. [3] )
with state space (U ∆ , B(U ∆ )), which is time-homogeneous and normal, that is, P x (X 0 = x) = 1. Let P t denote its transition function. As usual we interpret ∆ as the cemetery and have, therefore,
We associate a semigroup (T t ) t 0 of operators on B b (U ) by setting
T t is for every t 0 a contractive, positivity preserving and sub-Markovian operator on this space. If in addition (F1) T t : C 0 (U ) −→ C 0 (U ) for every t 0 and (F2) lim t↓0 T t u − u = 0 for every u ∈ C 0 (U ) we call the semigroup and the associated process X = (X t ) t 0 Feller. The stochastic basis (Ω, F , (F t ) t 0 , P x ) x∈U∆ is always in the background.
Analogously one could define a semigroup of Markovian operators on B b (U ∆ )
By (2.1) we have the following equivalence on C 0 (U )
which allows us to switch between the two settings.
The generator (A, D(A)) is the closed operator given by
where D(A) ⊆ C 0 (U ∆ ) is the set on which the limit (2.2) exists in strong sense, that is, uniformly in x ∈ U . The following result is taken from [23] Proposition VII.1.6.
Lemma 2.1. For every u ∈ D(A) and every x ∈ U ∆ the process
In the sequel we assume that the domain of the generator is sufficiently rich, that is,
A classical result due to P. Courrège (cf. [8] ) shows that if (2.3) is fulfilled, −A restricted to the test functions C ∞ K (U ) is a pseudo-differential operator with continuous negative definite symbol. This means A can be written as
′ ξ u(y)dy denotes the Fourier transform and q : U × R d −→ C is locally bounded and for fixed x a continuous negative definite function in the sense of Schoenberg (cf. [2] , Chapter II) in the co-variable. In particular it admits a Lévy-Khintchine representation (with a cut-off function κ as above)
where (for every fixed
is a positive semidefinite matrix and N (x, dy) is a transition kernel with the property N (x, {0}) = 0 and such that for every u ∈ C K (U ) the function Furthermore N is bounded at infinity, that is, for every x ∈ U there exists a c(x) > 0 such that
Let us remark that the integral in (2.5) is actually defined on U − x. Therefore we have in addition
We restrict ourselves to the case where a(x) = 0 in (2.5). Let us remark that unlike in the case of Lévy processes this does not mean that there is no killing (cf. examples 5.2 and 5.3). The function q(x, ξ) is called the symbol of the operator −A and as well the symbol of the process. More facts on these relationships can be found in the monograph by N. Jacob [17] mostly on the space R d . For some interesting results on the conservativeness of the process see [25] (Section 5) and [12] (Chapter 9). It is a well known fact that there exists a càdlàg version for every Feller process defined on a stochastic basis which fulfills the usual hypotheses. In the following sections we assume every Feller process to have these properties.
In our investigations we always assume that the process exists. The question for which symbols there exists a corresponding Feller process is a matter of ongoing research. See in this context [13] , [1] and [5] and for a survey of the different construction methods [15] .
Feller Semimartingales
In the sequel X denotes a Feller process with generator (A, D(A)) such that C ∞ K (U ) ⊆ D(A) and the restriction of A to the test functions is given by (2.4) where q : U × R d → C is the continuous negative definite symbol with Lévy triplet (ℓ(x), Q(x), N (x, dy)) given by
Recall that 1 RB κ 1 (2R)B and (2R)B ⊆ U − U . Remark: Although the killing time and the announcing sequence do depend on the starting point x ∈ U we will write ζ resp. τ n instead of ζ x resp. τ x n whenever x is fixed. If not mentioned otherwise, (τ n ) n∈N always denotes a fixed announcing sequence for ζ. 
as above. Then X is a d-dimensional semimartingale with killing with respect to every P x (x ∈ U ).
Proof: In this proof we follow mainly [26] . Let x ∈ U . There exists a sequence of compact sets (K n ) n∈N and a sequence of open sets (U n ) n∈N such that K n ⊆ x + nB, K n ↑ U and
is equal x (j) on K n and vanishes outside U n . Then, by Lemma 2.1,
, we have Aφ n ∈ C 0 (U ) which implies that Aφ n is bounded. It follows that the integral term is of finite variation on compacts. Thus, φ n (X) is a classical semimartingale for every n ∈ N. We have φ n (X t ) = X (j) t as long as X t is in K n , that is, on the interval [0, ρ n [, where ρ n := σ n ∧ τ n and σ n := σ x n := inf{t 0 : X t ∈ U ∆ \K n }. Theorem A.7 tells us that X (j) is a semimartingale with killing for j ∈ {1, ..., d} and hence X is a d-dimensional semimartingale with killing. Now we want to further investigate the semimartingale nature of a Feller process.
In earlier papers on this topic (cf. [26] , [25] ) the following growth condition is often needed
We show in the following lemma that a local version of this estimate always holds for the symbols we are dealing with.
Lemma 3.3. Let (A,D(A)) be the generator of a Feller process
and q(x, ξ) be its symbol. In this case the following two (equivalent) conditions are always met:
2. For every compact set K ⊆ U and ε > 0 the three quantities ℓ K , Q K and N b ε K are finite where
Proof: By Lemma 3.6.21 of [17] , the square root of a continuous negative definite function is sub-additive. Thus, |q(x, ξ)| k |q(x, ξ/k)|, and hence, for every k ∈ N and x ∈ U
For a given ξ we take k 0 to be the integer in [|ξ| , |ξ| + 1[. Then,
since the symbol q(x, ξ) is locally bounded (cf. Section 2).
Next we observe that the local growth condition (3.3) is equivalent to the local boundedness of the constitutes of the Lévy triplet ℓ, Q and N (·, dy). The proof works analogously to [26] Lemma 2.1. In the end one has to use the fact that for every compact set K ⊆ R d and ε > 0
for y → 0 and |y| → ∞ (if U is unbounded). Here f ≍ g means that there exists positive constants c 1 and
for |y| small (resp. large) enough. Thus the result.
Remarks: (a) In the context of the Lévy-Khintchine formula the particular truncation function |y| 2 /(1+|y| 2 ) (cf. [24] Remark 8.4) is often used (see [14] ). But let us mention that this is not a cut-off function as we have introduced it in Section 2. It turns out that in order to establish a neat representation of the characteristics of a Feller process one should use the same cut-off function for both: the Lévy-Khintchine representation of the symbol and the semimartingale characteristics.
(b) The second statement of Lemma 3.3 implies a locally uniform version of (2.7).
Studying the domain D(A) of the generator A it is useful to rewrite it in the so called integro-differentialrepresentation. First we need the following estimate: Lemma 3.4. For a cut-off function κ = κ R as described in Section 2, y ∈ U and ξ ∈ R d we have
, it is dominated by 2 + |ξ| |y| 2 + (1 + |ξ| 2 ) · 2R, and for |y| > 2R by 2. Combining these yields the claim.
We define the following operator on C 2 b (U ):
For u in C ∞ K (U ) it follows from (2.4) and (3.1) after a change in the order of integration made possible by (2.6), (2.7) and the estimate (3.5) that
where ℓ, Q and N b ε in (3.6) are locally bounded.
In order to get control over the last term of I q the following estimate is useful.
Lemma 3.5. Let K ⊆ U be a compact set, u ∈ C 2 b (U ) and κ = κ R the cut-off function from above. For ε ∈]0, 1[ such that K + εB ⊆ U , x ∈ K and y ∈ U we have
In particular it follows
Proof: Fix x ∈ K and y ∈ R d . For y ∈ εB the left-hand side of (3.7) is bounded by
where we used a Taylor expansion. For y outside εB the same left-hand side is bounded by
since κ vanishes outside 2RB. Combining these two estimates we obtain the right-hand side of (3.7). Equation Lemma 3.6. Let I q be the operator defined in (3.6). Then for every compact set K ⊆ U there is a constant
where |α| = α (1) + ... + α (d) . In particular we have
Proof: Let K ⊆ U be a compact set. We may assume that ℓ = 0 and Q = 0 as for these 'coefficients' the inequality is clear. Uniformly for x ∈ K we obtain using (3.7)
where N b ε is locally bounded by Lemma 3.3. This completes the proof. 
Proof: The operator A is closed. Let u ∈ C 2 K (U ). Using Friedrichs mollifier we know that there is a compact set K ⊆ U and a sequence (u n ) n∈N ⊆ C ∞ K (U ) which converges to u in the norm |α| 2 ∂ α · and has the additional property supp(u n ) ⊆ K for every n ∈ N.
If we can show that the sequence (Au n ) n∈N is a Cauchy sequence in (C 0 (U ), · ) the assertion will follow because of the closedness of the operator. Let ε > 0. For x outside of K we have
Since the convergence of (u n ) n∈N is uniform, the sequence (u n ) n∈N is uniformly bounded (and the support of every u n is in K). Therefore, we can find a non-negative function f ∈ C ∞ K (U ) such that −f u n f for every n ∈ N. This implies, via (3.11), that
and the right-hand side vanishes as x → ∆. Thus A(u m − u n ) tends to 0 uniformly in n, m, that is, there exists a compact setK ⊇ K such that for x outsideK we obtain
For x ∈K we use formula (3.10), recalling that
Since (u n ) n∈N converges in the norm |α| 2 ∂ α · we can find an N ∈ N such that for every n, m N
Together with formula (3.12) this yields the asserted Cauchy property.
Since on C ∞ K (U ) the operators are the same and the image-sequence (Au n ) n∈N in the proof above converges uniformly in C 0 (U ) we obtain the following. 
where I q is given by (3.6).
Now we can prove our first main result. . In this case X is an Itô process with killing (cf. Definition A.14) and its semimartingale characteristics (B, C, ν) with respect to the cut-off function κ are
for every P x , (x ∈ U ) where (ℓ, Q, N (·, dy)) is the triplet which appears in the symbol of the Feller process and
Proof: We already know that X is a semimartingale with killing. By Theorem A.12 it suffices to show that for every u :
is a local martingale with killing for every P x (x ∈ U ). Let u be such a function and x ∈ U . We write ζ = ζ x for the predictable killing time with respect to P x and (τ n ) n∈N for its announcing sequence. Now let (U m ) m∈N and (K m ) m∈N be the sequences of sets defined in the proof of Theorem 3. 
is a P x -martingale. Using the explicit representation of I q (see (3.6)) we obtain by Corollary 3.8
Let σ n := σ x n := inf{t 0 : X t ∈ U ∆ \K n } for every n ∈ N and ρ n := σ n ∧ τ n . Then (ρ n ) n∈N is a sequence of stopping times such that ρ n ↑↑ ζ. The stopped processes ( M [um] t ) ρn are martingales for all m, n ∈ N. Let us have a closer look at these processes:
Using again the explicit representation of I q we can write:
(3.14)
ρn is a martingale for every m, n ∈ N we obtain for r t and F ∈ F r
If we show that for every r t and F ∈ F r (the case r = t is included)
we will obtain that ( M t ) t 0 is a local martingale with killing and hence the result. Therefore, the only thing which remains to be proved is (3.15). We fix n ∈ N, r t and F ∈ F r and show the convergence separately for every term in (3.14). We start with term number one: the sequence (u m ) m∈N is uniformly bounded. Furthermore, we have that u m (X ρn t ) converges pointwise to u(X ρn t ) and by dominated convergence we obtain
The second term, u m (X ρn 0 ), works alike. In term three we obtain (for j = 1,
is bounded because ℓ is locally bounded (see Lemma 3.3) and X s− ∈ K n on [0, ρ n ]. Furthermore, ∂ j u m (X s− ) coincides with ∂ j u(X s− ) for m n + 1. Using the dominated convergence theorem on the space F × [0, t] we obtain
The fourth term works like the third one. The only difference is that now second derivatives are used. The integrand in term five
coincides for m n + 1 with
The integrability is this time given by (2.6) and by (3.7) where K = K n and ε is chosen such that K + εB ⊆ K n+1 . We have thus established (3.15) and the result follows.
The Symbol of a Feller Semimartingale
A stochastic formula for the symbol was first analyzed by N. Jacob in [16] . R. L. Schilling has proved a more general result in the context of Feller processes ( [25] ). Only the growth condition (3.2) is needed there. In the recent paper [27] we have shown that even the growth condition is not necessary. Here we generalize the results to the present setting of a Feller semimartingale with killing.
We write for
Definition 4.1. Let X be a U -valued Markov process with killing which is normal. Fix a starting point x and let K ⊆ U be a compact neighborhood of x. Define σ to be the first exit time of X from K:
The function p :
is called the (probabilistic) symbol of the process, if the limit exists for every x ∈ U , ξ ∈ R d independently of the choice of K.
Remarks: (a) For fixed x the function p(x, ξ) is negative definite as a function of ξ. This can be shown as follows: for every t > 0 the function ξ → E x e ξ (X σ t − x) is the characteristic function of the sub-probability measure µ(X σ t − x ∈ dy) where µ := P x | {X σ t =∆} . Therefore it is a continuous positive definite function. By Corollary 7.7 of [2] we conclude that ξ → −E
x (e ξ (X σ t − x) − µ(Ω)) is a continuous negative definite function. Since the negative definite functions are a cone which contains the positive constants and which is closed under pointwise limits (cf. [17] Lemma 3.6.7), the assertion is proved. Note, however, that ξ → p(x, ξ) is not necessarily continuous.
(b) In [28] the following is shown for the class of Itô processes on R d without killing: fix x ∈ R d ; if the limit (4.2) exists for one compact neighborhood of x, then it exists for every compact neighborhood of x and the respective limits coincide.
If X is a Feller process satisfying (2.3) the symbol p(x, ξ) is exactly the negative definite symbol q(x, ξ) which appears in the pseudo-differential representation of its generator (2.4). A posteriori this justifies the name. In order to obtain this we need the following result which is an immediate consequence of Lemma 2.1. Lemma 4.2. Let X be a Feller process with generator A. Let σ be a stopping time. Then we have
Our second main result gives a formula to directly calculate the symbol, without even writing down the semigroup or the generator: (c) Let us emphasize that fine continuity is a weaker condition than ordinary continuity. Even the assumption that x → q(x, ξ) is continuous would not be a severe restriction. All non-pathological known examples of Feller processes satisfy this condition.
Proof: Fix x ∈ U and ξ ∈ R d . Let K 1 := K and (U n ) n∈N and (K n ) n∈N be sequences of sets such that K n ↑ U and
where the K n are compact and the U n are open sets for every n ∈ N. Furthermore let (κ n ) n∈N ⊆ C ∞ K (U ) be a sequence of (smooth) cut-off functions such that κ n = 1 on K n , κ n = 0 on U c n and κ n ↑ 1 U The sequence (u n ) n 0 defined by u n := e ξ · κ n is uniformly bounded in n. By definition we have u n = e ξ ,
By the bounded convergence theorem and Dynkin's formula (4.3) we see
The last equality follows since we are integrating with respect to Lebesgue measure and since a càdlàg process has a.s. a countable number of jumps. By the particular choice of the sequence (κ n ) n∈N and by (3.9) , where one has to take ε < dist(K 1 , U c 1 ), we can use again the dominated convergence theorem to pass the limit inside the integral and note that lim n→∞ A(κ n e ξ ) = e ξ p(·, ξ) by a classical results due to P. Courrège (cf.
[8] Sections 3.3 and 3.4). Thus
and we may replace X s− by X s because we are integrating with respect to Lebesgue measure. The process X is bounded on [0, σ[. On the same stochastic interval the mapping s → p(X, ξ) is bounded and it is right continuous for every ξ ∈ R d by the fine continuity of x → q(x, ξ) (cf.
[3] Theorem 4.8). Since we have
we obtain by the bounded convergence theorem
Some Examples and Applications
Example 5.1. Let X be a d-dimensional Lévy process. In this case the characteristic function can be written in the following way:
where ψ : R d → C is a continuous negative definite function in the sense of Schoenberg. In this case we have for every x ∈ R ψ(ξ) = p(x, ξ) = q(x, ξ)
The same result holds true for a subordinator defined on ]0, ∞[.
It is well known that a symbol of the form
gives rise to a Lévy process with killing, that is, plugging this symbol into formula (2.4) one obtains an operator which has an extension to the generator of such a process (cf. [18] Chapter 2). The killing time ζ of such a process is not predictable. Therefore, it does not fit into the setting of Section 3. However one can still use formula (4.2) in order to calculate the symbol.
Example 5.3. The superdrift (starting in x) is the deterministic Markov process given by
for x > 0. It is easy to see that this process is an Itô process with killing and even a Feller process. The symbol of this process is p(x, ξ) = −ix 2 ξ and therefore its first characteristic is
. This is an Itô process. Its transition semigroup is given by setting T t u(x) equal to u(x + t) if x > 0, to u(0) if x = 0, and to u(x − t) if x < 0. Taking t = 1, we see that T t u(0+) = u(1) whereas T t u(0) = u(0) (cf. [28] Example B.6). Thus, if u ∈ C 0 (R) is chosen such that u(1) = u(0), then t → T t u fails to be continuous, so, X is not Feller. The semimartingale characteristics of this space dependent drift are (B, C, ν) = (X − x, 0, 0) and the symbol of the process is
This symbol is not continuous in x, but it is finely continuous, since t −→ ℓ(X t ) is right continuous for every P
x (x ∈ R).
Example 5.5. Let (Z t ) t 0 be an R n -valued Lévy process with symbol ψ(ξ) and consider the stochastic differential equation
where Φ : R d → R d×n is Lipschitz continuous and bounded. In [27] it is shown that the solution X x is a Feller process with symbol
If Φ is not bounded the process is an Itô process and the formula for the symbol remains valid.
for every n ∈ N. These are predictable times since B is predictable. Now let τ (n, k) ↑↑ σ n (for k → ∞) be their respective announcing sequences. For every n ∈ N there exists a k n ∈ N such that
We set τ n := sup m n τ (m, k m ). Then τ n < sup m n σ m = σ n a.s. Therefore we obtain B τn n a.s. Furthermore we have σ n ↑ ζ. By the definition of τ (n, k n ) and τ n we conclude that τ n ↑↑ ζ.
This proof illustrates that one does not have to change too much by introducing a killing for semimartingales. In the remainder of the section we will not give detailed proofs but we will emphasize the differences to the proofs of the classical theory. By a similar argument it is easy to see that this definition does not depend on the choice of the announcing sequence (τ n ) n∈N . See in this context [21] (Section 5) where only the case of continuous semimartingales is treated.
In the Section 3 we need Itô's formula for processes with killing. In order to obtain this we use the classical Itô's formula on the stopped processes X τn . Therefore (F (ξ) t ) t 0 is a complex valued process with killing which is predictable and of finite variation.
Theorem A.12. Let X be an adapted càdlàg process killed at ζ. Furthermore let b, c, K, F be such that (i)-(iv) above are satisfied and let (B, C, ν) be given by (A.7). The following are equivalent:
(i) X ∈ S † and it admits the characteristics (B, C, ν).
(ii) For every ξ ∈ R d the process given by
is a complex valued local martingale with killing, that is, its real and imaginary part are in M † loc .
function f ∈ C 2 (R) such that f (sin(x)) = x on |x| 1/2. We set σ n := inf{t 0 : X t = ∆ or |X
