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UNSTABLE HIGHER TODA BRACKETS II
HIDEAKI O¯SHIMA AND KATSUMI O¯SHIMA
Abstract. We define and study the subscripted n-fold Toda bracket { ~f}
(⋆)
~m
which is
a subset of [Σ| ~m|+n−2X1,Xn+1] and possibly empty, where n is an integer ≥ 3, ~m =
(mn, . . . , m1) is a sequence of non negative integers, | ~m| = mn + · · ·+m1, Σi is the i-fold
suspension, ~f = (fn, . . . , f1) is a sequence of pointed maps fi : Σ
miXi → Xi+1 between
well pointed spaces, and ⋆ is any one of twelve symbols defined in our previous paper. We
define also the subscripted stable n-fold Toda bracket.
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1. Introduction
This is the continuation of our previous paper [OO].
Let n ≥ 3 be an integer, (Xn+1, . . . , X1) a sequence of well-pointed spaces, and ~m =
(mn, . . . ,m1) a sequence of non negative integers. We denote by ( ~f ; ~m) or simply ~f (=
(fn, . . . , f1)) a sequence of pointed maps fi : Σ
miXi → Xi+1 (1 ≤ i ≤ n), where Σ
kX = X∧Sk
is the k-fold suspension of a pointed space X . We will define the subscripted n-fold Toda
bracket { ~f }
(⋆)
~m
⊂ [Σ| ~m|+n−2X1, Xn+1], where | ~m| = mn + · · · + m1, [X,Y ] is the set of
homotopy classes of pointed maps X → Y , and ⋆ is any one of twelve symbols q, aq, q2,
qs2, qs˙2, qs¨2, aqs2, aqs˙2, aqs¨2, st, s˙t, s¨t which were defined in [OO] and three of them aq,
aqs¨2, s¨t are essential. When ~m = (0, . . . , 0), { ~f }
(⋆)
~m
is equal to { ~f }(⋆) which is the object
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defined and studied in [OO]. We will use notations of [OO] freely with the exception: we
denote the group of all homotopy classes of stable maps from X to Y by 〈X,Y 〉 instead of
{X,Y } i.e. 〈X,Y 〉 = limk→∞[Σ
kX,ΣkY ]. In addition, we will use the following notations:
Σm[k,ℓ] = Σmk · · ·Σmℓ i.e. Σm[k,ℓ]X = X ∧ Smℓ ∧ · · · ∧ Smk and Sm[k,ℓ] = Smℓ ∧ · · · ∧ Smk for
n ≥ k ≥ ℓ ≥ 1, and for convenience Σm[n,n+1] = Σ0 i.e. Σm[n,n+1]X = X . Our main results are
(1.1)–(1.16) below; (1.2)–(1.15) are direct generalizations of results in [OO, Section 6 (except
§6.5)]; (1.16) relates with [OO, Example 6.2.5].
(1.1) { ~f }
(⋆)
~m ⊂ {fn,Σ
mnfn−1,Σ
m[n,n−1]fn−2, . . . ,Σ
m[n,2]f1}
(⋆), where the inclusion is the
identity when ~m = (0, . . . , 0).
(1.2) { ~f }
(s¨t)
~m = {
~f }
(s˙t)
~m = {
~f }
(st)
~m .
(1.3) We have
{ ~f }
(aqs2)
~m = {
~f }
(aqs˙2)
~m
= { ~f }
(aqs¨2)
~m ◦ Σ
n−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]E(ΣΣm1X1)
◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
1))
)
⊂ { ~f }
(aqs¨2)
~m ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
= { ~f }
(qs2)
~m = {
~f }
(qs˙2)
~m ;
{ ~f }
(qs˙2)
~m = {
~f }
(qs¨2)
~m for n ≥ 4; {
~f }
(qs¨2)
~m = {
~f }
(aqs¨2)
~m for n = 3.
(1.4) We have
{ ~f }
(q)
~m = {
~f }
(aq)
~m ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)).
(1.5) { ~f }
(s¨t)
~m ◦ Γ = {
~f }
(aqs¨2)
~m ◦ Γ, where Γ is the subgroup of E(Σ
| ~m|+n−2X1) defined by
Γ =
(
1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)
)
◦ ΣmnE(Σn−2Σm[n−1,1]X1)
◦
(
1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)
)
.
(1.6) If α ∈ { ~f }
(q)
~m , then there are θ, θ
′ ∈ Γ′ such that α◦θ ∈ { ~f }
(aqs¨2)
~m and α◦θ
′ ∈ { ~f }
(s¨t)
~m ,
where Γ′ is the subgroup of [Σ| ~m|+n−2X1,Σ
| ~m|+n−2X1] defined by
Γ′ =
(
1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)
)
◦ Σmn [Σn−2Σm[n−1,1]X1,Σ
n−2Σm[n−1,1]X1]
◦
(
1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)
)
.
(1.7) If { ~f }
(⋆)
~m
is not empty for some ⋆, then { ~f }
(⋆)
~m
is not empty for all ⋆.
(1.8) If { ~f }
(⋆)
~m contains 0 for some ⋆, then {
~f }
(⋆)
~m contains 0 for all ⋆.
(1.9) Given maps fn+1 : Σ
mn+1Xn+1 → Xn+2 and f0 : Σ
m0X0 → X1, where Xn+2, X0 are
well-pointed spaces and mn+1,m0 are non negative integers, we have
fn+1 ◦ Σ
mn+1{fn, . . . , f1}
(⋆)
~m
⊂ (−1)n·mn+1{fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
;
{fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
⊂ {fn+1, fn ◦ Σ
mnfn−1, fn−2, . . . , f1}
(⋆)
(mn+1,mn+mn−1,mn−2,...,m1)
;
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{fn, . . . , f2, f1 ◦ Σ
m1f0}
(⋆)
~m
⊂ {fn, . . . , f3, f2 ◦ Σ
m2f1, f0}
(⋆)
(mn,...,m3,m2+m1,m0)
(⋆ 6= aq, q, q2);
{fn, . . . , f1}
(⋆)
~m
◦Σ| ~m|+n−2f0 ⊂ {fn, . . . , f2, f1 ◦ Σ
m1f0}
(⋆)
~m
(⋆ = aqs¨2, s¨t).
(1.10) For a non negative integer ℓ, we have
Σℓ{ ~f }
(⋆)
~m ⊂ {Σ˜
ℓ ~f }
(⋆)
~m ◦ (1X1 ∧ τ(S
| ~m|+n−2, S
ℓ)) = (−1)(| ~m|+n)ℓ{Σ˜ℓ ~f }
(⋆)
~m ,
where
Σ˜ℓfk = Σ
ℓfk ◦ (1Xk ∧ τ(S
ℓ, S
mk)) : ΣmkΣℓXk → Σ
ℓXk+1,
Σ˜ℓ ~f = (Σ˜ℓfn, . . . , Σ˜
ℓf1).
(1.11) { ~f }
(⋆)
~m depends only on the homotopy classes of fi (1 ≤ i ≤ n) for all ⋆.
(1.12) When n = 3, we have { ~f }
(aqs¨2)
~m
= { ~f }
(s¨t)
~m
= {f3, f2,Σ
m2f1}m3 , where the last
bracket is the classical Toda bracket which was denoted by {f3,Σ
m3f2,Σ
m3Σm2f1}m3
in [12] (see [6, Remark 3.1]).
(1.13) When n = 4, we have
{f4, f3, f2, f1}
(s¨t)
~m =
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4
◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
= (−1)m4
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 ,
where the unions
⋃
are taken over all triples ~A = (A3, A2, A1) of null homotopies
Ai : fi+1 ◦ Σ
mi+1fi ≃ ∗ (i = 1, 2, 3) such that
[fi+1, Ai,Σ
mi+1fi] ◦ (Σ
mi+1fi, Σ˜
mi+1Ai−1,Σ
m[i+1,i]fi−1) ≃ ∗ (i = 2, 3).
(1.14) (a) If {fn−1, . . . , f1}
(q)
(mn−1,...,m1)
∋ 0 and {fn, . . . , fk}
(aqs¨2)
(mn,...,mk)
= {0} for all k with
2 ≤ k < n, then { ~f }
(⋆)
~m is not empty for all ⋆.
(b) If {fn, . . . , f2}
(q)
(mn,...,m2)
∋ 0 and {fk, . . . , f1}
(aqs¨2)
(mk,...,m1)
= {0} for all k with 2 ≤
k < n, then { ~f }
(⋆)
~m is not empty for all ⋆.
(1.15) Given a sequence ~θ = (θn, . . . , θ1) of stable elements θi ∈ 〈Σ
miXi, Xi+1〉, we can
define the stable higher Toda bracket 〈Σ ~m~θ〉(⋆) and the subscripted stable higher
Toda bracket 〈~θ〉
(⋆)
~m such that 〈Σ
| ~m|+n−2X1, Xn+1〉 ⊃ 〈Σ
~m~θ〉(⋆) ⊃ 〈~θ〉
(⋆)
~m , where the
second containment is a stable analogy to (1.1).
(1.16) Suppose that p is an odd prime, α1 ∈ 〈Σ
2p−3 S3, S3〉 is of order p,
−→α1 = (
p︷ ︸︸ ︷
α1, . . . , α1),
and mi = 2p− 3 for 1 ≤ i ≤ p. Then, for all ⋆, the stable bracket 〈
−→α1〉
(⋆)
~m
contains an
element of order p and the order of every element of 〈Σ ~m−→α1〉
(⋆) is a multiple of p.
In Section 2, we state a known result on loop spaces of a well-pointed space. In Section 3,
we define { ~f }
(⋆)
~m and prove (1.1). In Section 4, we prove (1.2)–(1.9). For k=5,6,7,8,9,10,11
we prove (1.k+5) in Section k. Appendix A is an addendum to [OO], that is, we give two
lemmas which are used in Sections 10 and 11, and we define inductively a system of unstable
higher Toda brackets in TOP∗.
In Section 3–Section 11, we work in TOPw, the category of well-pointed spaces (w-spaces
for short). We can develop our consideration similarly in TOPclw, the category of w-spaces
with closed base point (clw-spaces for short).
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2. Preliminaries
For spaces X and Y , let Map(Y,X) denote the space of all maps from Y to X having the
compact-open topology, that is, the topology (i.e. the set of open sets) is generated by the set
of all subsets of Map(Y,X) of the form W (K,U) = {f ∈ Map(Y,X) | f(K) ⊂ U}, where K is
a compact subset of Y and U is an open subset of X . If X,Y are pointed, then Map∗(Y,X)
denotes the subspace of Map(Y,X) consisting of pointed maps.
Proposition 2.1 (cf. Lemma 4 of [9]). Let j : A→ X be a free cofibration and Y a compact
space. Then the following hold.
(1) The map j∗ : Map(Y,A) → Map(Y,X), f 7→ j ◦ f , is a free cofibration. If X is a
w-space (resp. clw-space), then Map(Y,X) is a w-space (resp. clw-space) provided we
assign to Map(Y,X) the constant map cx0 : Y → {x0} ⊂ X as the base point.
(2) If j and Y are pointed, then the map j∗ : Map
∗(Y,A)→ Map∗(Y,X) is a free cofibra-
tion. If in addition X is a w-space (resp. clw-space), then Map∗(Y,X) is a w-space
(resp. clw-space) with cx0 the base point.
Proof. We can assume that j : A ⊂ X by [7, Theorem 1].
(1) Note that j∗ : Map(Y,A)→ Im(j∗) is a homeomorphism. In fact for a compact subset
K of Y and an open subset U ofX we have j∗W (K,A∩U) =W (K,U)∩Im(j∗). For simplicity
we assume that j∗ is an inclusion. Let α : X → I and h : X × I → X be a Strøm structure
[8, Lemma 4] on (X,A), that is, A ⊂ α−1(0), h(x, 0) = x (x ∈ X), h(a, t) = a (a ∈ A, t ∈ I),
and h(x, t) ∈ A whenever t > α(x). Then the pair (αˆ, hˆ) defined by
αˆ : Map(Y,X)→ I, αˆ(f) = sup{α ◦ f(y) | y ∈ Y },
hˆ : Map(Y,X)× I → Map(Y,X), hˆ(f, t)(y) = h(f(y), t)
is a Strøm structure on (Map(Y,X),Map(Y,A)) (here we have used the hypothesis that Y is
compact). Hence j∗ is a free cofibration. In particular, if X is a w-space, that is, i : {x0} ⊂ X
is a free cofibration, then i∗ : Map(Y, {x0}) = {cx0} ⊂ Map(Y,X) is a free cofibration so that
Map(Y,X) is a w-space.
Suppose that X is a clw-space. To prove {cx0} is closed in Map(Y,X), let f ∈Map(Y,X)−
{cx0}. Take y ∈ Y with f(y) 6= x0. Then f ∈W ({y}, X−{x0}) ⊂Map(Y,X)−{cx0}. Hence
Map(Y,X) − {cx0} is open so that {cx0} is closed in Map(Y,X). Therefore Map(Y,X) is a
clw-space.
(2) As is easily seen, the Strøm structure (αˆ, hˆ) on (Map(Y,X),Map(Y,A)) gives a Strøm
structure on (Map∗(Y,X),Map∗(Y,A)). 
Corollary 2.2. If X is a w-space (resp. clw-space), then ΩℓX = Map∗(Sℓ, X), the ℓ-fold
loop space of X, is a w-space (resp. clw-space) (cf. [3, p.180]) for any non negative integer ℓ.
(Note that Ω0X = X.)
Proof. By taking j : {x0} ⊂ X and Y = S
ℓ in Proposition 2.1(2), we have the assertion. 
Given a pointed homeomorphism h : X ≈ Y , we define
h# : E(X)→ E(Y ), ε 7→ h ◦ ε ◦ h
−1.
Then, as is easily seen, h# is an isomorphism with h
−1
# an inverse.
3. Definition of { ~f }
(⋆)
~m
As mentioned in the introduction, we will work throughout Sections 3–11 in Topw. (We
can develop our consideration similarly in Topclw.)
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Let S = (X1,ΣX2,Σ
2X3, . . . ,Σ
n−1Xn;C1, . . . , Cn+1; g1, . . . , gn; j1, . . . , jn) be a quasi iter-
ated mapping cone with a quasi-structure Ω = {ωi : Ci+1 ∪ji CCi ≃ Σ
iXi | 1 ≤ i ≤ n} of
depth n in Topw. Let ℓ be any non negative integer. It follows from [OO, Corollary 2.3] that
ΣℓΣi−1Xi,Σ
ℓCi ∈ Top
w and Σℓji is a free cofibration for 1 ≤ i ≤ n. Set
Σ˜ℓgi = Σ
ℓgi ◦ (1Xi ∧ τ(S
ℓ, S
i−1)) : Σi−1ΣℓXi
1Xi∧τ(S
ℓ,S
i−1)
−−−−−−−−−−→ ΣℓΣi−1Xi
Σℓgi
−−−→ ΣℓCi,
Σ˜ℓS = (ΣℓX1,ΣΣ
ℓX2,Σ
2ΣℓX3, . . . ,Σ
n−1ΣℓXn; Σ
ℓC1,Σ
ℓC2, . . . ,Σ
ℓCn+1
; Σ˜ℓg1, . . . , Σ˜
ℓgn; Σ
ℓj1, . . . ,Σ
ℓjn),
Σ˜ℓωi = (1Σi−1Xi ∧ τ(S
i, S
ℓ)) ◦ Σℓωi ◦ ψ
ℓ
ji
: ΣℓCi+1 ∪Σℓji CΣ
ℓCi
ψℓji−−→
≈
Σℓ(Ci+1 ∪ji CCi)
Σℓωi−−−→
≃
ΣℓΣiXi
1Xi∧τ(S
i,S
ℓ)
−−−−−−−−→
≈
ΣiΣℓXi (1 ≤ i ≤ n),
Σ˜ℓΩ = {Σ˜ℓωi | 1 ≤ i ≤ n}, ω0 = 1C1 , Σ˜
ℓω0 = Σ
ℓω0 = 1ΣℓC1 .
We call Σ˜ℓS the ℓ-fold suspension of S.
Proposition 3.1. Under the situation above, we have
(1) Σ˜ℓS is a quasi iterated mapping cone of depth n with a quasi-structure Σ˜ℓΩ.
(2) If S is an iterated mapping cone of depth n with A = {ai | 1 ≤ i ≤ n} a structure, then
Σ˜ℓS is an iterated mapping cone of depth n with a structure Σ˜ℓA = {Σ˜ℓai | 1 ≤ i ≤ n}
and Ω(Σ˜ℓA) = Σ˜ℓ(Ω(A)), where
Σ˜ℓai = (1ΣℓCi ∪ C(1Xi ∧ τ(S
i−1, S
ℓ))) ◦ (ψℓgi)
−1 ◦ Σℓai
: ΣℓCi+1
Σℓai−−−→
≃
Σℓ(Ci ∪gi CΣ
i−1Xi)
(ψℓgi
)−1
−−−−−→
≈
ΣℓCi ∪Σℓgi CΣ
ℓΣi−1Xi
1
ΣℓCi
∪C(1Xi∧τ(S
i−1,S
ℓ))
−−−−−−−−−−−−−−−−−→
≃
ΣℓCi ∪Σ˜ℓgi CΣ
i−1ΣℓXi.
Proof. (1). Given a well-pointed space Z, we have the following commutative diagram
[Σi−1ΣℓXi, Z] [Σ
ℓCi, Z]
Σ˜gi
∗
oo
Σℓgi
∗
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
b∼=

[ΣℓCi+1, Z]
a∼=

Σℓji
∗
oo
[ΣℓΣi−1Xi, Z]
1Xi∧τ(S
ℓ,S
i−1)
∗ ∼=
OO
c∼=

[Σi−1Xi,Ω
ℓZ] [Ci,Ω
ℓZ]
gi
∗
oo [Ci+1,ΩℓZ]
ji
∗
oo
where a, b, c are adjoint isomorphisms. Since ΩℓZ is well-pointed by Corollary 2.2, and since
S is a quasi iterated mapping cone, the lower sequence is exact so that the upper sequence
is exact. Since ωi is a homotopy equivalence, Σ˜
ℓωi = (1Σi−1Xi ∧ τ(S
i, Sℓ)) ◦ Σℓωi ◦ ψ
ℓ
ji
is a
homotopy equivalence for 1 ≤ i ≤ n. Thus Σ˜ℓS is a quasi iterated mapping cone of depth n
with a quasi-structure Σ˜ℓΩ.
We omit the proof of (2), since it is easy. 
Under the situation above, suppose that a map f : ΣℓC1 → Y is given and has an extension
f : ΣℓCn+1 → Y . Then (Σ˜
ℓ
S)(f, Σ˜ℓΩ) is a reduced iterated mapping cone with a reduced
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quasi-structure
˜˜
ΣℓΩ = {
˜˜
Σℓωi | 0 ≤ i ≤ n}, where
˜˜
Σℓω0 = q
′
f : (Y ∪f CΣ
ℓC1) ∪if CY → ΣΣ
ℓC1,
˜˜
Σℓωi = ΣΣ˜
ℓωi ◦ qfi+1∪Cfi ◦ ξi+1 : (Y ∪fi+1 CΣ
ℓCi+1) ∪1Y ∪CΣℓji C(Y ∪fi CΣ
ℓCi)
ξi+1
−−−→
≈
(Y ∪ CY ) ∪
f
i+1
∪Cf
i C(ΣℓCi+1 ∪Σℓji CΣ
ℓCi)
q
−→
≃
Σ(ΣℓCi+1 ∪Σℓji CΣ
ℓCi)
ΣΣ˜ℓωi−−−−→
≃
ΣΣiΣℓXi (1 ≤ i ≤ n) (see [OO, (5.3)]).
We have
(Σ˜ℓS)(f, Σ˜ℓΩ)
= (ΣℓC1,ΣΣ
ℓX1,Σ
2ΣℓX2, . . . ,Σ
nΣℓXn;Y, Y ∪f1 CΣ
ℓC1, . . . , Y ∪fn+1 CΣ
ℓCn+1;
g˜1, g˜2, . . . , g˜n; if , 1Y ∪ CΣ
ℓj1, . . . , 1Y ∪ CΣ
ℓjn),
where g˜1 = f and g˜i = (f
i
∪C1ΣℓCi−1) ◦ (Σ˜
ℓωi−1)
−1 : Σi−1ΣℓXi−1 → Y ∪CΣ
ℓCi−1 for i ≥ 2.
If S has a structure A, then (Σ˜ℓS)(f , Σ˜ℓA) is a reduced iterated mapping cone with a reduced
quasi-structure ˜˜ΣℓΩ(A).
Let n ≥ 3 be an integer. Given a sequence of non-negative integers ~m = (mn, . . . ,m2,m1),
we set | ~m| = mn + · · · + m1 and, for n ≥ k ≥ ℓ ≥ 1, we denote the iterated suspen-
sion Σmk · · ·Σmℓ+1Σmℓ by Σm[k,ℓ] , that is, Σm[k,ℓ]X = X ∧ Smℓ ∧ · · · ∧ Smk , and Sm[k,ℓ] =
Σm[k,ℓ] S0 = Smℓ ∧ · · · ∧ Smk . We denote by (~α; ~m) (~α for short) a sequence of homotopy
classes αi ∈ [Σ
miXi, Xi+1] (1 ≤ i ≤ n), that is, ~α = (αn, . . . , α1). If fi : Σ
miXi → Xi+1 rep-
resents αi, then the sequence ~f = (fn, . . . , f1) is called a representative of (~α; ~m). We denote
by Rep(~α; ~m) (Rep(~α) for short) the set of representatives of (~α; ~m). Given ~f ∈ Rep(~α; ~m),
we will define { ~f }
(⋆)
~m ⊂ [Σ
| ~m|+n−2X1, Xn+1]. We consider collections {Sr, fr,Ωr | 2 ≤ r ≤ n},
{S2, f2,Ω2} ∪ {Sr, fr,Ar | 3 ≤ r ≤ n}, and {Sr, fr,Ar | 2 ≤ r ≤ n} (provided S2 is an iterated
mapping cone) which satisfy (i)–(iii) below.
(i) S2 is a quasi iterated mapping cone of depth 1 as displayed in
Σm1X1
f1
y
X2
j2,1
−−−−→ C2,2
with Ω2 a quasi-structure and A2 a structure provided S2 is an iterated mapping
cone. (Note that Σ˜m2S2 = Σ
m2S2.)
(ii) Sr is an iterated mapping cone of depth r − 1 for 3 ≤ r ≤ n as displayed in
Σmr−1Xr−1
fr−1=gr,1

ΣΣm[r−1,r−2]Xr−2
gr,2

. . . Σr−2Σm[r−1,1]X1
gr,r−1

Xr
jr,1 // Cr,2
jr,2 // . . .
jr,r−2 // Cr,r−1
jr,r−1 // Cr,r
with Ωr = {ωr,s | 1 ≤ s < r} a quasi-structure and Ar a structure. (Notice that
ωr,s : Cr,s+1 ∪jr,s CCr,s ≃ Σ
sΣm[r−1,r−s]Xr−s.)
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(iii) fr : Σ
mrCr,r → Xr+1 is an extension of fr to Σ
mrCr,r for 2 ≤ r ≤ n − 1, and
fn : Σ
mnCn,n−1 → Xn+1 is an extension of fn to Σ
mnCn,n−1.
Definition 3.2. Various presentations of ~f are defined as follows.
(1) A collection {Sr, fr,Ωr | 2 ≤ r ≤ n} is
(a) a q-presentation if Sr+1 = (Σ˜
mrSr)(fr, Σ˜
mrΩr) for 2 ≤ r ≤ n− 1;
(a′) a qs2-presentation if it is a q-presentation and S2 is an iterated mapping cone;
(b) a qs˙2-presentation if it is a qs2-presentation and S2 is reduced;
(c) a qs¨2-presentation if it is a qs˙2-presentation and Ω2 is reduced;
(d) an aq-presentation if Sr+1 = (Σ˜
mrSr)(fr, Σ˜
mrΩr) and Ωr+1 = ˜˜ΣmrΩr for 2 ≤
r < n;
(d′) an aqs2-presentation if it is an aq-presentation and S2 is an iterated mapping
cone;
(e) an aqs˙2-presentation if it is an aqs2-presentation and S2 is reduced;
(f) an aqs¨2-presentation if it is an aqs˙2-presentation and Ω2 is reduced.
Notice that ˜˜ΣmrΩr = { ˜Σ˜mrωr,s | 0 ≤ s < r}, where
˜
Σ˜mrωr,s = ΣΣ˜
mrωr,s ◦ q ◦ ξ
: Cr+1,s+2 ∪ CCr+1,s+1 = (Xr+1 ∪fr
s+1 CΣmrCr,s+1) ∪C(Xr+1 ∪fr
s CΣmrCr,s)
ξ
−→
≈
(Xr+1 ∪ CXr+1) ∪ C(Σ
mrCr,s+1 ∪ CΣ
mrCr,s)
q
−→
≃
Σ(ΣmrCr,s+1 ∪CΣ
mrCr,s)
ΣΣ˜mrωr,s
−−−−−−→
≃
ΣΣsΣm[r,r−s]Xr−s
for 0 ≤ s < r.
(2) A collection {S2, f2,Ω2} ∪ {Sr, fr,Ar | 3 ≤ r ≤ n} is a q2-presentation if S3 =
(Σ˜m2S2)(f2, Σ˜
m2Ω2), Sr+1 = (Σ˜
mrSr)(fr, Σ˜
mrAr) (3 ≤ r < n), and Ar is reduced
for 3 ≤ r ≤ n.
(3) A collection {Sr, fr, Ar | 2 ≤ r ≤ n} is
(g) an st-presentation if Sr+1 = (Σ˜
mrSr)(fr, Σ˜
mrAr) (2 ≤ r < n) and Ar is reduced
for 3 ≤ r ≤ n;
(h) an s˙t-presentation if it is an st-presentation and S2 is reduced;
(i) an s¨t-presentation if it is an s˙t-presentation and A2 is reduced.
(4) Let ⋆ denote one of the following:
q, aq, qs2, qs˙2, qs¨2, aqs2, aqs˙2, aqs¨2, st, s˙t, s¨t, q2.
~f is ⋆-presentable if it has a ⋆-presentation, and ~α is ⋆-presentable if it has a ⋆-
presentable representative.
Definition 3.3. We denote by { ~f }
(⋆)
~m the set of homotopy classes of
fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
: Σn−2Σm[n,1]X1 → Σ
mnΣn−2Σm[n−1,1]X1
Σmngn,n−1
−−−−−−−→ ΣmnCn,n−1
fn
−→ Xn+1
for all ⋆-presentations of ~f . It is a subset of [Σ| ~m|+n−2X1, Xn+1].
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Remark 3.4. (1) We abbreviate { ~f }
(⋆)
(0,...,0) to {
~f }(⋆), because they are the same by def-
initions.
(2) By replacing Σm1X1 with X1, we can suppose m1 = 0 without loosing any generality.
(3) It follows from definitions that if ~α is q-presentable, then αr+1 ◦ Σ
mr+1αr = 0 for
1 ≤ r ≤ n− 1, and that we have the commutative diagram
{ ~f }
(qs¨2)
~m
!! // { ~f }(qs˙2)~m
!
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
{ ~f }
(s¨t)
~m
! // { ~f }(s˙t)~m
!

{ ~f }
(aqs¨2)
~m
//
OO
{ ~f }
(aqs˙2)
~m
! //
OO
{ ~f }
(aqs2)
~m
#

// { ~f }(qs2)~m
#

{ ~f }
(st)
~m
oo

{ ~f }
(aq)
~m
// { ~f }(q)~m {
~f }
(q2)
~m
oo
(3.1)
where arrows are inclusions, !! is = for n ≥ 4, and four !’s are = as will be shown in
Theorem 4.1. Notice that if Problem 5.6 of [OO] is affirmative, two #’s will be =.
The following two propositions are easy consequences of definitions.
Proposition 3.5. Let {Sr, fr,Ωr | 2 ≤ r ≤ n} be a q-presentation of ~f . Then
Cr,2 = Xr ∪fr−1
1 CΣmr−1Xr−1 (3 ≤ r ≤ n), C3,3 = X3 ∪f2 CΣ
m2C2,2,
Cr,s = Xr ∪fr−1
s−1 CΣmr−1(Xr−1 ∪fr−2
s−2 CΣmr−2(Xr−2 ∪ · · ·
∪
fr−s+2
2 CΣmr−s+2(Xr−s+2 ∪fr−s+1
1 CΣmr−s+1Xr−s+1) · · · ))
(3 ≤ s < r ≤ n),
Cr,r = Xr ∪fr−1
r−1 CΣmr−1(Xr−1 ∪fr−2
r−2 CΣmr−2
(· · · ∪
f3
3 CΣm3(X3 ∪f2
2 CΣm2C2,2) · · · )) (4 ≤ r ≤ n).
Proposition 3.6. If { ~f}
(⋆)
~m is not empty, then {fk, . . . , fℓ}
(⋆)
mk,...,mℓ contains 0 for 1 ≤ ℓ <
k ≤ n, (k, ℓ) 6= (n, 1).
Definition 3.7. If there exist null-homotopies Ai : fi+1 ◦ Σ
mi+1fi ≃ ∗ (1 ≤ i ≤ n− 1) such
that [fi+2, Ai+1,Σ
mi+2fi+1]◦ (Σ
mi+2fi+1, Σ˜
mi+2Ai,Σ
m[i+2,i+1]fi) ≃ ∗ (1 ≤ i ≤ n−2), then we
call ~f and ( ~f ; ~A) admissible, where ~A = (An−1, . . . , A1). We call ~α admissible if it has an
admissible representative.
It follows from Proposition 2.11 of [6] that if ~α is admissible, then every representative of
~α is admissible. From results in forthcoming sections, we can prove the following without
difficulties: when n = 3, ~α is admissible if and only if {~α}
(⋆)
~m contains 0 for some and hence
all ⋆; when n = 4, ~α is admissible if and only if ~α is ⋆-presentable for some and hence all ⋆;
when n ≥ 5, if ~α is ⋆-presentable for some and hence all ⋆, then ~α is admissible.
Proposition 3.8. {fn, . . . , f1}
(⋆)
~m ⊂ {fn,Σ
mnfn−1,Σ
m[n,n−1]fn−2, . . . ,Σ
m[n,2]f1}
(⋆).
Proof. Given a map f : X → Y and integers k, ℓ with n ≥ k ≥ ℓ ≥ 1, let
ψ
m[k,ℓ]
f : Σ
m[k,ℓ]Y ∪Σm[k,ℓ]f CΣ
m[k,ℓ]X ≈ Σm[k,ℓ](Y ∪f CX)
be the canonical homeomorphism. We set
X∗n+1 = Xn+1, X
∗
i = Σ
m[n,i]Xi (1 ≤ i ≤ n),
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f∗n = fn : X
∗
n → X
∗
n+1, f
∗
i = Σ
m[n,i+1]fi : X
∗
i → X
∗
i+1 (1 ≤ i < n).
Then the assertion is {fn, . . . , f1}
(⋆)
~m
⊂ {f∗n, f
∗
n−1, . . . , f
∗
1 }
(⋆). Let α ∈ {fn, . . . , f1}
(⋆)
~m
and
{Sr, fr,Ωr (or Ar) | 2 ≤ r ≤ n} a ⋆-presentation of ~f such that α = fn ◦ Σ˜
mngn,n−1. We
will define a ⋆-presentation {S∗r, f
∗
r ,Ω
∗
r (or A
∗
r) | 2 ≤ r ≤ n} of
~f∗ and homeomorphisms
θr,s : C
∗
r,s ≈ Σ
m[n,r]Cr,s such that
θr,s+1 ◦ j
∗
r,s = Σ
m[n,r]jr,s ◦ θr,s, θr,1 = 1X∗r ,(3.2)
f∗r =
{
Σm[n,r+1]fr ◦ θr,r : C
∗
r,r → X
∗
r+1 2 ≤ r < n
fn ◦ θn,n−1 : C
∗
n,n−1 → X
∗
n+1 r = n
,(3.3)
θr,s = ψ
m[n,r]
fr−1
s−1 ◦ (1X∗r ∪Cθr−1,s−1) (2 ≤ s < r ≤ n),(3.4)
ω∗r,s = Σ˜
m[n,r]ωr,s ◦ ψ
m[n,r]
jr,s
◦ (θr,s+1 ∪ Cθr,s)
: C∗r,s+1 ∪ CC
∗
r,s → Σ
sX∗r−s = Σ
sΣm[n,r−s]Xr−s,
(3.5)
where Σ˜m[n,r]ωr,s is the composition of
Σm[n,r](Cr,s+1 ∪CCr,s)
Σ
m[n,r]ωr,s
−−−−−−−→ Σm[n,r]ΣsΣm[r−1,r−s]Xr−s
1
Σ
m[r−1,r−s]Xr−s
∧τ(S
s,S
m[n,r] )
−−−−−−−−−−−−−−−−−−−−−→ ΣsΣm[n,r−s]Xr−s.
If this is done, then the assertion is proved as follows. Consider the following diagram for
1 ≤ s < r < n.
C∗r,s+1 ∪ CC
∗
r,s
θr,s+1∪Cθr,s

ω∗r,s // ΣsΣm[n,r−s]Xr−s
1
Σ
m[r−1,r−s]Xr−s
∧τ(S
[n,r],S
s)

Σm[n,r]Cr,s+1] ∪ CΣ
m[n,r]Cr,s
ψ
m[n,r]

Σm[n,r](Cr,s+1 ∪ CCr,s)
Σ
m[n,r+1] (ψmr
jr,s
)−1

Σ
m[n,r]ωr,s // Σm[n,r]ΣsΣm[r−1,r−s]Xr−s
Σ
m[n,r+1] (1
Σ
m[r−1,r−s]Xr−s
∧τ(S
s,S
mr ))

Σm[n,r+1](ΣmrCr,s+1 ∪ CΣ
mrCr,s)
Σ
m[n,r+1] (f
s+1
r ∪C1ΣmrCr,s )

Σ
m[n,r+1] Σ˜mrωr,s// Σm[n,r+1]ΣsΣm[r,r−s]Xr−s
Σ
m[n,r+1]gr+1,s+1

Σm[n,r+1]Cr+1,s+1
= //
θ−1
r+1,s+1

Σm[n,r+1](Xr+1 ∪ CΣ
mrCr,s)
hr+1,s+1

C∗r+1,s+1 = X
∗
r+1 ∪CC
∗
r,s
f∗
r+1
s+1
// Yr+1,s+1
Here Yr+1,s+1 =
{
Σm[n,r+2]Xr+2 r ≤ n− 2
Xn+1 r = n− 1
and hr+1,s+1 =
{
Σm[n,r+2]fr+1
s+1
r ≤ n− 2
fn
s+1
r = n− 1
.
The first and last squares are commutative by (3.5) and (3.3), respectively, and the second
square is commutative and the third square is homotopy commutative by the definitions. We
are going to show the following two assertions:
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(i) the composite of the maps on the left vertical line, say er,s, is f∗r
s+1
∪ C1C∗r,s ,
(ii) θr+1,s+1 ◦ g
∗
r+1,s+1 ≃ Σ˜
m[n,r+1]gr+1,s+1.
To prove (i), take x∗ ∈ C∗r,s+1 and represent θr,s+1(x
∗) = x ∧ sr ∧ · · · ∧ sn where x ∈ Cr,s+1
and si ∈ S
mi . Then
Σm[n,r+1](fr
s+1
∪ C1ΣmrCr,s) ◦ Σ
m[n,r+1](ψmrjr,s)
−1 ◦ ψ
m[n,r]
jr,s
◦ (θr,s+1 ∪ Cθr,s)(x
∗)
= fr
s+1
(x ∧ sr) ∧ sr+1 ∧ · · · ∧ sn.
On the other hand
f∗r
s+1
(x∗) = Σm[n,r+1]fr
s+1
◦ θr,s+1(x
∗) (by (3.2) and (3.3))
= Σm[n,r+1]fr
s+1
(x ∧ sr ∧ · · · ∧ sn) = fr
s+1
(x ∧ sr) ∧ sr+1 ∧ · · · ∧ sn.
Hence er,s(x
∗) = f∗r
s+1
(x∗). Take z ∈ C∗r,s and represent θr,s(z) = y ∧ sr ∧ · · · ∧ sn where
y ∈ Cr,s and si ∈ S
mi . Let t ∈ I. Then
Σm[n,r+1](fr
s+1
∪ C1ΣmrCr,s) ◦ Σ
m[n,r+1](ψmrjr,s)
−1 ◦ ψ
m[n,r]
jr,s
◦ (θr,s+1 ∪ Cθr,s)(z ∧ t)
= y ∧ sr ∧ t ∧ sr+1 ∧ · · · ∧ sn.
On the other hand
θr+1,s+1(z ∧ t) = ψ
m[n,r+1]
fr
s ◦ (1X∗
r+1
∪ Cθr,s)(z ∧ t) (by (3.4))
= ψ
m[n,r+1]
fr
s (θr,s(z) ∧ t) = ψ
m[n,r+1]
fr
s (y ∧ sr ∧ · · · ∧ sn ∧ t)
= y ∧ sr ∧ t ∧ sr+1 ∧ · · · ∧ sn.
Hence er,s(z) = z. Therefore er,s = f∗r
s+1
∪C1C∗r,s . This proves (i).
We have (ii) from (i) and the diagram above as follows:
g∗r+1,s+1 ≃ (f
∗
r
s+1
∪f∗r
s C1C∗r,s) ◦ (ω
∗
r,s)
−1
≃ θ−1r+1,s+1 ◦ Σ
m[n,r+1]gr+1,s+1 ◦ Σ
m[n,r+1](1Σm[r−1,r−s]Xr−s ∧ τ(S
s, S
mr))
◦ (1Σm[r−1,r−s]Xr−s ∧ τ(S
m[n,r] , S
s))
= θ−1r+1,s+1 ◦ Σ
m[n,r+1]gr+1,s+1 ◦ (1Σm[r,r−s]Xr−s ∧ τ(S
m[n,r+1] , S
s))
= θ−1r+1,s+1 ◦ Σ˜
m[n,r+1]gr+1,s+1.
This proves (ii).
Let r = n− 1, s = n− 2. Then
Σmn(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
= 1Σ[n−1,1]X1 ∧ τ(S
mn , S
n−2).
Hence
α ◦ ω∗n−1,n−2
= fn ◦ Σ
mngn,n−1 ◦ (1Σ[n−1,1]X1 ∧ τ(S
mn , S
n−2)) ◦ ω∗n−1,n−2
= fn ◦ Σ
mngn,n−1 ◦ Σ
mn(1Σ[n−2,1]X1 ∧ τ(S
n−2, S
mn−1))
◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1]) ◦ ω∗n−1,n−2
= f∗n ◦ Σ
mn(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ Σ
mn(ψ
mn−1
jn−1,n−2
)−1
◦ ψmn,n−1] ◦ (θn−1,n−1 ∪ Cθn−1,n−2)
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= f∗n ◦ (f
∗
n−1 ∪ C1C∗n−1,n−2).
Hence α = f∗n ◦ (f
∗
n−1 ∪ C1C∗n−1,n−2) ◦ (ω
∗
n−1,n−2)
−1 = f∗n ◦ g
∗
n,n−1. Thus α ∈ {f
∗
n, . . . , f
∗
1 }
(⋆)
so that the assertion follows.
First we consider the case ⋆ = aqs¨2. We set
(3.6)

S∗2 = (X
∗
1 ;X
∗
2 , X
∗
2 ∪f∗1 CX
∗
1 ; f
∗
1 ; if∗1 ) (hence C
∗
2,2 = Σ
m[n,2]X2 ∪f∗1 CΣ
m[n,1]X1),
ω∗2,1 = q
′
f∗1
: C∗2,2 ∪ CC
∗
2,1 → ΣX
∗
1 , g
∗
2,1 = f
∗
1 ,
θ2,1 = 1X∗2 : C
∗
2,1 → Σ
m[n,2]C2,1,
θ2,2 = ψ
m[n,2]
f1
: C∗2,2 → Σ
m[n,2]C2,2,
f∗2 = Σ
m[n,3]f2 ◦ θ2,2 : C
∗
2,2 → X
∗
3 .
Then (3.2)–(3.5) hold for r = 2. We set S∗3 = S
∗
2(f
∗
2 ,Ω
∗
2), Ω
∗
3 = Ω˜
∗
2. Then
C∗3,1 = X
∗
3 ,
C∗3,2 = X
∗
3 ∪f∗1 CC
∗
2,1 = Σ
m[n,3]X3 ∪ CΣ
m[n,2]X2,
C∗3,3 = X
∗
3 ∪f∗2
CC∗2,2 = Σ
m[n,3]X3 ∪ C(Σ
m[n,2]X2 ∪f∗1 CΣ
m[n,1]X1).
We define 
θ3,1 = 1X∗3 : C
∗
3,1 → Σ
m[n,3]C3,1,
θ3,2 = ψ
m[n,3]
f2
◦ (1X∗3 ∪ Cθ2,1) = ψ
m[n,3]
f2
: C∗3,2 → Σ
m[n,3]C3,2,
θ3,3 = ψ
m[n,3]
f2
◦ (1X∗3 ∪ Cθ2,2) : C
∗
3,3 → Σ
m[n,3]C3,3,
f∗3 =
{
Σm[n,4]f3 ◦ θ3,2 : C
∗
3,2 → X
∗
4 n = 3
Σm[n,4]f3 ◦ θ3,3 : C
∗
3,3 → X
∗
4 n ≥ 4
.
Then (3.2)–(3.4) holds for r = 3. We give a proof of (3.5) for r = 3, s = 2 as follows (the case
of r = 3, s = 1 is easier). Note that C∗3,3 ∪ CC
∗
3,2 = (X
∗
3 ∪ C(X
∗
2 ∪ CX
∗
1 )) ∪ (X
∗
3 ∪ CX
∗
2 ). It
suffices to show that both sides of (3.5) are the same map on CCX∗1 . Let x1∧s1∧· · ·∧sn∧u∧v
be any element of CCX∗1 = CCΣ
m[n,1]X1, where x1 ∈ X1, si ∈ S
mi (1 ≤ i ≤ n), u, v ∈ I.
Then
ω∗3,2(x1 ∧ s1 ∧ · · · ∧ sn ∧ u ∧ v) = x1 ∧ s1 ∧ · · · ∧ sn ∧ u ∧ v
= (1Σm[2,1]X1 ∧ τ(S
2, S
m[n,3]))(x1 ∧ s1 ∧ s2 ∧ u ∧ v ∧ s3 ∧ · · · ∧ sn)
= Σ˜m[n,3]ω3,2 ◦ ψ
m[n,3]
j3,2
◦ (θ3,3 ∪Cθ3,2)(x1 ∧ s1 ∧ · · · ∧ sn ∧ u ∧ v).
Hence we obtain (3.5) for r = 3, s = 2.
When n = 3, {S∗r , f
∗
r ,Ω
∗
r | r = 2, 3} is a desired aqs¨2-presentation of
~f∗. Let n ≥ 4.
We define S∗4 = S
∗
3(f3,Ω
∗
3), Ω
∗
4 = Ω˜
∗
3. By proceeding the construction we obtain a desired
aqs¨2-presentation of ~f∗. Similarly we have a ⋆-presentation of ~f∗ for ⋆ = aq, aqs2, aqs˙2.
Secondly we consider the case ⋆ = s¨t. Let α ∈ {fn, . . . , f1}
(s¨t)
~m and {Sr, fr,Ar | 2 ≤ r ≤
n} an s¨t-presentation of ~f with α = fn ◦ Σ˜
mngn,n−1. We will define an s¨t-presentation
{S∗r , f
∗
r ,A
∗
r | 2 ≤ r ≤ n} of
~f∗ and homeomorphisms θr,s : C
∗
r,s ≈ Σ
m[n,r]Cr,s such that
(3.2)–(3.4) and the following (3.7)–(3.8) hold (Ω∗r = Ω(A
∗
r)).
θr,s ◦ g
∗
r,s = Σ˜
m[n,r]gr,s,(3.7)
a∗r,s = (θ
−1
r,s ∪ C1Σs−1Σm[n,r−s]Xr−s) ◦ Σ˜
m[n,r]ar,s ◦ θr,s+1.(3.8)
If this is done, then (3.5) holds so that α = f∗n ◦ Σ˜
mng∗n,n−1 ∈ {
~f}
(s¨t)
~m as desired.
Suppose that, given 3 ≤ r ≤ n, there are reduced iterated mapping cones S∗i with a
structure A∗i , an extension f
∗
i : C
∗
i,i → X
∗
i+1 of f
∗
i , and a homeomorphism θi,s : C
∗
i,s ≈
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Σm[n,i]Ci,s such that (3.2)–(3.4), (3.7), (3.8) hold for s < i < r. Set S
∗
r = S
∗
r−1(f
∗
r−1,A
∗
r−1).
Define θr,s, f∗r , g
∗
r,s and a
∗
r,s by (3.4), (3.3), (3.7) and (3.8), respectively. Then (3.2) holds.
By the consideration above it suffices to define S∗2, f
∗
2 , A
∗
2, and θ2,s. This is easily done by
setting (3.6) and a∗2,1 = 1C∗2,2 . Then (3.2)–(3.5), (3.7), and (3.8) hold for r = 2. This completes
the construction of a desired s¨2-presentation of ~f∗. Similarly we have a ⋆-presentation of ~f∗
for ⋆ = st, s˙t.
Thirdly we consider the case ⋆ = qs2. We set
S
∗
2 = (X
∗
1 ;X
∗
2 ,Σ
m[n,2]C2,2; f
∗
1 ; Σ
m[n,2]j2,1),
a∗2,1 = (ψ
m[n,2]
f1
)−1 ◦ Σm[n,2]a2,1
: C∗2,2 = Σ
m[n,2]C2,2
Σ
m[n,2]a2,1
−−−−−−−→ Σm[n,2](X2 ∪f1 CΣ
m1X1)
(ψ
m[n,2]
f1
)−1
−−−−−−−→ X∗2 ∪f∗1 CX
∗
1 ,
A
∗
2 = {a
∗
2,1}, θ2,1 = 1X∗2 : C
∗
2,1 → Σ
m[n,2]X2, θ2,2 = 1Σm[n,2]C2,2 : C
∗
2,2 → Σ
m[n,2]C2,2,
ω∗2,1 = Σ˜
m[n,2]ω2,1 ◦ ψ
m[n,2]
j2,1
: C∗2,2 ∪ CC
∗
2,1
ψ
m[n,2]
j2,1
−−−−−→ Σm[n,2](C2,2 ∪ CC2,1)
Σ
m[n,2]ω2,1
−−−−−−−→ Σm[n,2]ΣΣm1X1
1Σm1X1∧τ(S
1,S
m[n,2] )
−−−−−−−−−−−−−−−→ ΣΣm[n,1]X1 = ΣX
∗
1 ,
Ω∗2 = {ω
∗
2,1}, f
∗
2 = Σ
m[n,3]f2,
θ2,1 = 1Σm[n,2]C2,1 : C
∗
2,1 = X
∗
2 → Σ
m[n,2]C2,1, θ2,2 = 1Σm[n,2]C2,2 : C
∗
2,2 → Σ
m[n,2]C2,2.
Then (3.2)–(3.5) hold for r = 2. Set S∗3 = S
∗
2(f
∗
2 ,Ω
∗
2). Then C
∗
3,1 = X
∗
3 , C
∗
3,2 = X
∗
3 ∪f∗2 CX
∗
2
and C∗3,3 = X
∗
3 ∪f∗2
CC∗2,2. Define
a∗2,1 = (ψ
m[n,2]
j2,1
)−1 ◦ Σm[n,2]a2,1 : C
∗
2,2 = Σ
m[n,2]C2,2 → X
∗
2 ∪f∗1 CX
∗
1 , A
∗
2 = {a
∗
2,1},
θ3,1 = 1X∗3 : C
∗
3,1 → Σ
m[n,3]X3, θ3,2 = ψ
m[n,3]
f2
: C∗3,2 → Σ
m[n,3]C3,2,
θ3,3 = ψ
m[n,3]
f2
: C∗3,3 → Σ
m[n,3](X3 ∪f2 CΣ
m2C2,2) = Σ
m[n,3]C3,3,
ω∗3,1 = q
′
f∗2
: C∗3,2 ∪ CC
∗
3,1 → ΣX
∗
1 ,
ω∗3,2 = Σ˜
m[n,3]ω3,2 ◦ ψ
m[n,3]
j3,2
◦ (θ3,3 ∪ Cθ3,1) : C
∗
3,3 → Σ
2Σm[n,1]X1, Ω
∗
3 = {ω
∗
3,1, ω
∗
3,2},
f∗3 =
{
Σm[n,4]f3 ◦ θ3,3 n ≥ 4
Σm[n,4]f3 ◦ θ3,2 n = 3
.
Then (3.2)–(3.5) hold for r = 3. By proceeding the construction we obtain a desired qs2-
presentation of ~f∗. Similarly we have a ⋆-presentation of ~f∗ for ⋆ = q2, q, qs˙2, qs¨2. 
The proposition above is a partial solution of the following problem.
Problem 3.9. Given ~m, ~f , and ~ℓ with 0 ≤ ℓi ≤ mi (1 ≤ i ≤ n), we set
X∗n+1 = Xn+1, X
∗
i = Σ
mn−ln · · ·Σmi−liXi (1 ≤ i ≤ n),
f∗n = fn : Σ
lnX∗n = Σ
lnΣmn−lnXn = Σ
mnXn → Xn+1 = X
∗
n+1,
f∗i = Σ
mn−ln · · ·Σmi+1−li+1fi ◦ (1Σmi−liXi ∧ τ(S
mi+1−li+1 ∧ · · · ∧ S
mn−ln , S
li))
: ΣliX∗i = Σ
liΣmn−ln · · ·Σmi−liXi ≈ Σ
mn−ln · · ·Σmi+1−li+1ΣliΣmi−liXi
= Σmn−ln · · ·Σmi+1−li+1ΣmiXi → Σ
mn−ln · · ·Σmi+1−li+1Xi+1 = X
∗
i+1 (1 ≤ i < n).
UNSTABLE HIGHER TODA BRACKETS II 13
Does the containment {fn, . . . , f1}
(⋆)
~m ⊂ {f
∗
n, f
∗
n−1, . . . , f
∗
1 }
(⋆)
~ℓ
hold up to sign for ⋆ = aqs¨2, s¨t?
Note that the problem above is affirmative when n = 3 by Theorem 7.1 below. In fact we
have {f3, f2, f1}
(⋆)
~m ⊂ (−1)
ℓ1(m2−ℓ2+m3−ℓ3)+ℓ2(m3−ℓ3){f∗3 , f
∗
2 , f
∗
1 }
(⋆)
~ℓ
for ⋆ = aqs¨2, s¨t.
4. Properties of brackets
Theorem 4.1. (1) { ~f }
(s¨t)
~m = {
~f }
(s˙t)
~m = {
~f }
(st)
~m .
(2) We have
{ ~f }
(aqs2)
~m
= { ~f }
(aqs˙2)
~m
= { ~f }
(aqs¨2)
~m
◦ Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]E(ΣΣm1X1)
◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
1))
)
⊂ { ~f }
(aqs¨2)
~m ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
= { ~f }
(qs2)
~m =
{
{ ~f }
(qs˙2)
~m n = 3
{ ~f }
(qs˙2)
~m = {
~f }
(qs¨2)
~m n ≥ 4
; { ~f }
(aqs¨2)
~m = {
~f }
(qs¨2)
~m when n = 3.
If the suspension Σn−3Σm[n,n−1] : E(ΣΣm1X1) → E(Σ
| ~m|+n−2X1) is surjective, for
example if X1 is a sphere, then { ~f}
(aqs˙2)
~m = {
~f}
(aqs¨2)
~m ◦ E(Σ
| ~m|+n−2X1). If the sus-
pension Σm[n,n−1] : E(Σn−2Σm[n−2,1]X1)→ E(Σ
| ~m|+n−2X1) is surjective, for example
if X1 is a sphere, then { ~f}
(qs2)
~m = {
~f}
(aqs¨2)
~m ◦ E(Σ
| ~m|+n−2X1).
(3) We have
{ ~f }
(q)
~m
= { ~f }
(aq)
~m
◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1])) ◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1)
◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)).
If the suspension Σmn+mn−1 : E(Σmn−2+···+m1+n−2X1) → E(Σ
| ~m|+n−2X1) is surjec-
tive, for example if X1 is a sphere, then { ~f}
(aq)
~m ◦ E(Σ
| ~m|+n−2X1) = { ~f}
(q)
~m .
(4) We have { ~f }
(s¨t)
~m
◦ Γ = { ~f }
(aqs¨2)
~m
◦ Γ, where Γ is the subgroup of E(Σ| ~m|+n−2X1)
defined by
Γ =
(
1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)
)
◦ ΣmnE(Σn−2Σm[n−1,1]X1)
◦
(
1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)
)
,
and so { ~f }
(s¨t)
~m
◦ E(Σ| ~m|+n−2X1) = { ~f }
(aqs¨2)
~m
◦ E(Σ| ~m|+n−2X1).
(5) If α ∈ { ~f }
(q)
~m , then there are θ, θ
′ ∈ Γ′ such that α◦θ ∈ { ~f }
(aqs¨2)
~m and α◦θ
′ ∈ { ~f }
(s¨t)
~m ,
where Γ′ is the subset (in fact subgroup) of [Σ| ~m|+n−2X1,Σ
| ~m|+n−2X1] defined by
Γ′ = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmn [Σn−2Σm[n−1,1]X1,Σ
n−2Σm[n−1,1]X1]
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)).
Obviously Γ ⊂ Γ′, while Γ is not necessarily a subgroup of Γ′.
Corollary 4.2. (1) { ~f }
(⋆)
~m
◦ ε = { ~f }
(⋆)
~m
for every ⋆ ∈ {q, qs2, qs˙2} and every homotopy
equivalence
ε ∈(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)).
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Also { ~f }
(⋆)
~m ◦ Σ
n−3ε = { ~f }
(⋆)
~m for every ⋆ ∈ {aqs2, aqs˙2} and every homotopy equiv-
alence
ε ∈ (1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]E(ΣΣm1X1) ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
1)).
In particular, −{ ~f }
(⋆)
~m
= { ~f }
(⋆)
~m
for every ⋆ ∈ {q, qs2, qs˙2, aqs2, aqs˙2}.
(2) { ~f }
(aq)
~m ◦ F (γ) = {
~f }
(aq)
~m for every γ ∈ E(ΣΣ
m1X1), where
F (γ) = (1Σm1X1 ∧ τ(S
n−2, S
m[n,2]))
◦ Σm[n,2]Σn−3γ ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
n−2)),
and −{ ~f }
(aq)
~m = {
~f }
(aq)
~m .
(3) If the suspension Σm[n,2]Σn−3 : E(ΣΣm1X1) → E(Σ
| ~m|+n−2X1) is surjective, for
example if X1 is a sphere, then { ~f }
(q)
~m = {
~f }
(aq)
~m ◦ E(Σ
| ~m|+n−2X1).
(4) If { ~f }
(⋆)
~m is not empty for some ⋆, then {
~f }
(⋆)
~m is not empty for all ⋆.
(5) If { ~f }
(⋆)
~m contains 0 for some ⋆, then {
~f }
(⋆)
~m contains 0 for all ⋆.
Proposition 4.3. Given maps fn+1 : Σ
mn+1Xn+1 → Xn+2 and f0 : Σ
m0X0 → X1, where
mn+1,m0 are non negative integers, we have
fn+1 ◦ Σ
mn+1{ ~f}
(⋆)
~m
⊂ {fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
◦ (1Σm[n,1]X1 ∧ τ(S
n−2, S
mn+1))
= (−1)n·mn+1{fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
;
(4.1)
{fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
⊂ {fn+1, fn ◦ Σ
mnfn−1, fn−2, . . . , f1}
(⋆)
(mn+1,mn+mn−1,mn−2,...,m1)
;
(4.2)
{fn, . . . , f2, f1 ◦ Σ
m1f0}
(⋆)
~m
⊂ {fn, . . . , f3, f2 ◦ Σ
m2f1, f0}
(⋆)
(mn,...,m3,m2+m1,m0)
(⋆ 6= aq, q, q2);
(4.3)
{fn, . . . , f1}
(⋆)
~m
◦ Σ| ~m|+n−2f0 ⊂ {fn, . . . , f2, f1 ◦ Σ
m1f0}
(⋆)
~m
(⋆ = aqs¨2, s¨t).(4.4)
Proof of Theorem 4.1(1). It suffices to show that { ~f }
(st)
~m ⊂ {
~f }
(s¨t)
~m . Let α ∈ {
~f }
(st)
~m and
{Sr, fr,Ar | 2 ≤ r ≤ n} an st-presentation of ~f with α = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧
τ(Smn , Sn−2)), where
Sr = (Σ
mr−1Xr−1,ΣΣ
m[r−1,r−2]Xr−2, . . . ,Σ
r−2Σm[r−1,1]X1;
Cr,1, . . . , Cr,r; gr,1, . . . , gr,r−1; jr,1, . . . , jr,r−1);
Cr,1 = Xr, gr,1 = fr−1, Ar = {ar,s | 1 ≤ s < r}, Ω(Ar) = {ωr,s | 1 ≤ s < r};
if 3 ≤ r ≤ n, then Cr,2 = Xr ∪fr−1 CΣ
mr−1Xr−1, jr,1 = ifr−1 , and ar,1 = 1Cr,2.
We will construct an s¨t-presentation {S
′
r, fr
′
,A′r | 2 ≤ r ≤ n} of
~f such that fn
′
◦Σmng′n,n−1 ◦
(1Σmn−1 ···Σm1X1 ∧ τ(S
mn , Sn−2)) = α.
First we set S′2 = (Σ
m1X1;X2, X2∪f1CΣ
m1X1; f1; if1), a
′
2,1 = 1C′2,2 , e2 = a
−1
2,1 : C
′
2,2 → C2,2
(see [OO, Convention 5.2]), and f2
′
= f2 ◦ Σ
m2e2. Then we have
C′2,1 = C2,1 = X2, e2 ◦ j
′
2,1 = j2,1, ω
′
2,1 = q
′
f1
≃ ω2,1 ◦ (e2 ∪C1C2,1).
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Secondly we set S′3 = (Σ˜
m2S′2)(f2
′
, Σ˜m2A′2) and
e3 = 1X3 ∪ CΣ
m2e2 : C
′
3,3 = X3 ∪f2
′ CΣm2(X2 ∪f1 CΣ
m1X1)→ C3,3 = X3 ∪f2 CΣ
m2C2,2.
Then C′3,s = C3,s (s = 1, 2), j
′
3,1 = j3,1 = if2 , j
′
3,2 = 1X3 ∪CΣ
m2j′2,1, e3 ◦ j
′
3,2 = j3,2, and
g′3,2 = (f2
′
∪C1Σm2X2) ◦ (Σ˜
m2ω′2,1)
−1
= (f2 ∪ C1Σm2X2) ◦ (Σ
m2e2 ∪ CΣ
m21X2) ◦ (Σ˜
m2ω′2,1)
−1
≃ (f2 ∪ C1Σm2X2) ◦ (Σ˜
m2ω2,1)
−1 = g3,2.
As remarked in [OO, Remark 5.5(1)], we may suppose/take g′3,2 = g3,2 by Lemma 4.3(2) of
[OO]. We set
a′3,2 = a3,2 ◦ e3 : C
′
3,3 → (X3 ∪f2 CΣ
m2X2) ∪g3,2 CΣΣ
m[2,1]X1,
a′3,1 = 1C′3,2 , A
′
3 = {a
′
3,1, a
′
3,2}, f3
′
=
{
f3 n = 3
f3 ◦ Σ
m3e3 n ≥ 4
.
Then A′3 is a structure on S
′
3, f3
′2
= f3
2
, and
ω′3,2 = q
′
g′3,2
◦ (a′3,2 ∪ C1C′3,2) = q
′
g3,2
◦ (a3,2 ◦ e3 ∪ C1C3,2)
= q′g3,2 ◦ (a3,2 ∪ C1C3,2) ◦ (e3 ∪ C1C3,2)
= ω3,2 ◦ (e3 ∪ C1C3,2).
When n = 3, {S′r, fr
′
,A′r | r = 2, 3} is an s¨t-presentation of (f3, f2, f1) such that f3
′
◦Σm3g′3,2◦
(1Σm2Σm1X1 ∧ τ(S
m3 , S1)) = α. When n ≥ 4, by repeating the process above, we have an
s¨t-presentation {S
′
r, fr
′
,A′r | 2 ≤ r ≤ n} of
~f , and er : C
′
r,r ≃ Cr,r for 3 ≤ r ≤ n such that
S′r = (Σ˜
mr−1S′r−1)(fr−1
′
, Σ˜mr−1Ar−1), er = 1Xr ∪ CΣ
mr−1er−1;
C′r,s = Cr,s (1 ≤ s ≤ r − 1), C
′
r,r = Xr ∪fr−1
′ CΣmr−1C′r−1,r−1;
j′r,s = jr,s, a
′
r,s = ar,s, g
′
r,s = gr,s (1 ≤ s ≤ r − 2);
j′r,r−1 = 1Xr ∪ CΣ
mr−1j′r−1,r−2, er ◦ j
′
r,r−1 = jr,r−1;
fr
′
=
{
fn : Σ
mnC′n,n−1 = Σ
mnCn,n−1 → Xn+1 r = n
fr ◦ Σ
mrer : C
′
r,r → Xr+1 r < n
;
ω′r,r−1 ≃ ωr,r−1 ◦ (er ∪C1Cr,r−1), g
′
r,r−1 = gr,r−1;
a′r,r−1 = ar,r−1 ◦ er : C
′
r,r → C
′
r,r−1 ∪g′r,r−1 CΣ
r−2Σmr−1 · · ·Σm1X1
and fn
′
◦Σmng′n,n−1 ≃ fn ◦Σ
mngn,n−1. Hence α ∈ { ~f }
(s¨t)
~m
. This proves Theorem 4.1(1). 
Proof of the first equality in Theorem 4.1(2). The first equality is equivalent to the relation
{ ~f }
(aqs2)
~m ⊂ {
~f }
(aqs˙2)
~m . Let α ∈ {
~f }
(aqs2)
~m and {Sr, fr,Ωr | 2 ≤ r ≤ n} an aqs2-presentation
of ~f with α = fn ◦ Σ
mngn,n−1 ◦ (1Σmn−1 ···Σm1X1 ∧ τ(S
mn , Sn−2)). It suffices to construct
an aqs˙2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} with α = fn
′
◦ Σmng′n,n−1 ◦ (1Σmn−1 ···Σm1X1 ∧
τ(Smn , Sn−2)). Set S′2 = (Σ˜
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1). Since S2 is an iterated map-
ping cone, we can take e2 : C
′
2,2 = X2 ∪f1 CΣ
m1X1 ≃ C2,2 such that e2 ◦ j
′
2,1 = j2,1. Set
f2
′
= f2 ◦ Σ
m2e2, ω
′
2,1 = ω2,1 ◦ (e2 ∪ C1X2) : C
′
2,2 ∪j′2,1 CC
′
2,1 → ΣΣ
m1X1, and Ω
′
2 = {ω
′
2,1}.
Set S′3 = (Σ
m2S
′
2)(f2
′
, Σ˜m2Ω′2), Ω
′
3 = ˜˜Σm2Ω′2, e3 = 1X3 ∪ CΣm2e2 : C′3,3 → C3,3, and
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f3
′
=
{
f3 : Σ
m3C′3,2 = Σ
m3C3,2 → X4 n = 3
f3 ◦ Σ
m3e3 : Σ
m3C′3,3 → X4 n ≥ 4
. Then
ω′2,1 = ω2,1 ◦ (e2 ∪ C1X2), Σ˜
m2ω′2,1 = Σ˜
m2ω2,1 ◦ (Σ
m2e2 ∪ C1Σm2X2),
ω′3,1 = ω3,1 = q
′
f2
,
ω′3,2 = ω3,2 ◦ (e3 ∪ C1C3,2), Σ˜
m3ω′3,2 = Σ˜
m3ω3,2 ◦ (Σ
m3e3 ∪ C1Σm3C3,2),
g′3,2 = (f2
′
∪ C1Σm2X2) ◦ (Σ˜
m2ω′2,1)
−1
≃ (f2 ◦ Σ
m2e2 ∪ C1Σm2X2) ◦ (Σ
m2e2 ∪ C1Σm2X2)
−1 ◦ (Σ˜m2ω2,1)
−1
= g3,2.
By continuing the construction inductively, we obtain an aqs˙2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤
r ≤ n} and er : C
′
r,r ≃ Cr,r such that
C′r,s = Cr,s (1 ≤ s < r < n),
ω′r,r−1 = ωr,r−1 ◦ (er ∪ 1Cr,r−1) : C
′
r,r ∪CC
′
r,r−1 → Cr,r ∪ CCr,r−1 (r < n),
fr
′
=
{
fn : Σ
mnC′n,n−1 = Σ
mnCn,n−1 → Xn+1 r = n
fr ◦ Σ
mrer : Σ
mrC′r,r → Xr+1 r < n
,
g′n,n−1 = (fn−1
′
∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1 ≃ gn,n−1.
Hence fn
′
◦Σmng′n,n−1 ≃ fn◦Σ
mngn,n−1. This proves the first equality in Theorem 4.1(2). 
Proof of the second equality in Theorem 4.1(2). First we prove “⊂”. Let α ∈ { ~f }
(aqs˙2)
~m and
{Sr, fr,Ωr | 2 ≤ r ≤ n} an aqs˙2-presentation of ~f with α = fn◦Σ
mngn,n−1◦(1Σmn−1 ···Σm1X1 ∧
τ(Smn , Sn−2). Define inductively an aqs¨2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} of
~f as follows:
S
′
2 = S2, ω
′
2,1 = q
′
f1
, f2
′
= f2, Ω
′
2 = {ω
′
2,1},
S
′
r+1 = (Σ˜
mrS
′
r)(fr, Σ˜
mrΩ′r), Ω
′
r+1 = ˜˜ΣmrΩ′r, fr+1′ = fr+1 (2 ≤ r ≤ n− 1).
Define
θ1 = ω
′
2,1 ◦ ω2,1 ∈ E(ΣΣ
m1X1),
θ2 = (1Σm1X1 ∧ τ(S
1, S
m2)) ◦ Σm2θ1 ◦ (1Σm1X1 ∧ τ(S
m2 , S
1)) ∈ E(ΣΣm[2,1]X1),
θk = (1Σm[k−1,1]X1 ∧ τ(S
1, S
mk)) ◦ Σmkθk−1
◦ (1Σm[k−1,1]X1 ∧ τ(S
mk , S
1)) ∈ E(ΣΣm[k,1]X1) (2 ≤ k ≤ n− 1).
By an induction on k, we have easily
θk = (1Σm1X1 ∧ τ(S
1, S
m[k,2])) ◦ Σm[k,2]θ1 ◦ (1Σm1X1 ∧ τ(S
m[k,2] , S
1)) (2 ≤ k < n).
Lemma 4.4. (1) Σr−2θr−1 ◦ ωr,r−1 ≃ ω
′
r,r−1 (2 ≤ r ≤ n).
(2) gr,r−1 ≃ g
′
r,r−1 ◦ Σ
r−3θr−1 (3 ≤ r ≤ n).
Proof. (1) The case r = 2 is true by definition. Suppose the assertion for some r with
2 ≤ r < n, that is, Σr−2θr−1 ◦ ωr,r−1 ≃ ω
′
r,r−1. Consider the case for r + 1. Consider the
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following diagram.
Cr+1,r+1 ∪ CCr+1,r
h

ΣΣmrΣr−1Σm[r−1,1]X1
≈ // ΣΣr−1Σm[r,1]X1
ΣΣmr(Cr,r ∪ CCr,r−1)
ΣΣmrω′r,r−1
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
ΣΣmrωr,r−1
// ΣΣmrΣr−1Σm[r−1,1]X1
≈ //
ΣΣmrΣr−2θr−1
OO
ΣΣr−1Σm[r,1]X1
θ∗r
OO
where two ≈’s are Σ
(
1Σm[r−1,1]X1 ∧ τ(S
r−1, Smr )
)
, θ∗r is defined to make the square commu-
tative, and h is the composite of the the following three maps:
Cr+1,r+1 ∪ CCr+1,r = (Xr+1 ∪fr CΣ
mrCr,r) ∪ (Xr+1 ∪fr
r−1 CΣmrCr,r−1)
ξ
−→
≈
(Xr+1 ∪ CXr+1) ∪C(Σ
mrCr,r ∪ CΣ
mrCr,r−1)
q
−→
≃
Σ(ΣmrCr,r ∪ CΣ
mrCr,r−1)
Σψmr
jr,r−1
−−−−−−→
≈
ΣΣmr(Cr,r ∪CCr,r−1).
Then ω′r+1,r ≃ θ
∗
r ◦ ωr+1,r. It suffices for completing the induction to show θ
∗
r = Σ
r−1θr. Let
u ∈ S1 and v ∈ Sr−2. Then u ∧ v ∈ Sr−1. Let x ∈ X1 and si ∈ S
mi (1 ≤ i ≤ r). Write
θr−1(x∧s1 ∧· · ·∧sr−1∧u) = x
′∧s′1∧· · ·∧s
′
r−1∧u
′, where x′ ∈ X1 and s
′
i ∈ S
mi (1 ≤ i ≤ r).
Then
θ∗r (x ∧ s1 ∧ · · · ∧ sr ∧ u ∧ v) = x
′ ∧ s′1 ∧ · · · ∧ s
′
r−1 ∧ u
′ ∧ v = Σr−1θr(x ∧ s1 ∧ · · · ∧ sr ∧ u ∧ v).
This completes the induction and proves (1).
(2) By definition of θ2, we have θ2 ◦ Σ˜
m2ω3,2 ≃ Σ˜
m2ω3,2 so that θ2 ◦ g
′
3,2 ≃ g3,2 and hence
(2) holds for r = 3. Suppose the assertion holds for some r with 3 ≤ r < n. Consider the
case for r + 1. Consider the following diagram.
ΣmrΣr−1Σm[r−1,1]X1
≈ // Σr−1Σm[r,1]X1
Σmr(Cr,r ∪CCr,r−1)
Σmrω′r,r−1
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Σmrωr,r−1
// ΣmrΣr−1Σm[r−1,1]X1
ΣmrΣr−2θr−1
OO
≈ // Σr−1Σm[r,1]X1
θ′r
OO
where two ≈’s are 1Σm[r−1,1]X1 ∧ τ(S
r−1, Smr ) and θ′r is defined to make the square commu-
tative. It suffices for the purpose to show θ′r = Σ
r−2θr. This is proved by a similar method
in (1). 
The following proposition shows “⊂”.
Proposition 4.5. Under the notations above we have
fn ◦ Σ˜
mngn,n−1 ≃ fn ◦ Σ˜
mng′n,n−1 ◦ Σ
n−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2]))
◦ Σm[n,2]θ1 ◦ (1Σm1X1 ∧ τ(S
m[n,2]))
)
.
Proof. We have
fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ fn ◦ Σ
mn(g′n,n−1 ◦ Σ
n−3θn−1) ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)) (by Lemma 4.4(2))
= fn ◦ Σ
mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn) ◦ ΣmnΣn−3θn−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)).
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By a precise checking, we can show
(1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn) ◦ ΣmnΣn−3θn−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]θ1 ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
1))
)
so that the assertion follows. 
Secondly we prove “⊃”. Let β′ ∈ { ~f}(aqs¨2), ε ∈ E(ΣΣm1X1), and {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n}
an aqs¨2-presentation of ~f representing β
′. Define
S2 = S
′
2, ω2,1 = ε ◦ ω
′
2,1, Ω2 = {ω2,1}, f2 = f2
′
,
Sr+1 = (Σ˜
mrSr)(fr, Σ˜
mrΩr),Ωr+1 = ˜˜ΣmrΩr, fr+1 = fr+1′ (2 ≤ r < n).
Then {Sr, fr,Ωr | 2 ≤ r ≤ n} is an aqs˙2-presentation of ~f . Set β = fn ◦ Σ˜
mngn,n−1 and
θ1 = ε
−1. Tracing the proof above of “⊂” we can show
β = β′ ◦ Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]θ1 ◦ (1Σm1X1 ∧ τ(S
m[n,2]))
)
so that “⊃” holds. This completes the proof of the second equality in Theorem 4.1(2). 
Proof of the first containment in Theorem 4.1(2). Let θ ∈ E(ΣΣm1X1). Then without much
difficulties we can show
Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n,2])) ◦ Σm[n,2]θ ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
1))
)
= (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1])) ◦ Σm[n,n−1]Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n−2,2]))
◦ Σm[n−2,2]θ ◦ (1Σm1X1 ∧ τ(S
m[n−2,2] , S
1))
)
◦ (1Σm[n−2,1]X1 ∧ (S
m[n,n−1] , S
n−2)).
Since
Σn−3
(
(1Σm1X1 ∧ τ(S
1, S
m[n−2,2])) ◦ Σm[n−2,2]θ ◦ (1Σm1X1 ∧ τ(S
m[n−2,2] , S
1))
)
∈ E(Σn−2Σm[n−2,1]X1),
we have the assertion. 
Proof of the third, fourth and last equalities in Theorem 4.1(2). We prove
{ ~f }
(qs2)
~m
⊂ { ~f }
(aqs¨2)
~m
◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)),
(4.5)
{ ~f }
(aqs¨2)
~m
◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
⊂
{
{ ~f}
(qs˙2)
~m n = 3
{ ~f}
(qs¨2)
~m n ≥ 4
.
(4.6)
If these are proved, then
{ ~f }
(qs2)
~m
⊂ { ~f }
(aqs¨2)
~m
◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
⊂
{
{ ~f}
(qs˙2)
~m
⊂ { ~f}
(qs2)
~m
n = 3
{ ~f}
(qs¨2)
~m ⊂ {
~f}
(qs˙2)
~m ⊂ {
~f}
(qs2)
~m n ≥ 4
.
so that the third and fourth equalities in (2) and the last assertion of (2) follow.
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To prove (4.5), let α ∈ { ~f }
(qs2)
~m and {Sr, fr,Ωr | 2 ≤ r ≤ n} a qs2-presentation of
~f with
α = fn ◦ Σ
mngn,n−1 ◦ (1Σmn−1 ...Σm1X1 ∧ τ(S
mn , Sn−2)). Set
S
′
2 = (Σ
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1), j
′
2,1 = if1 , ω
′
2,1 = q
′
f1
, Ω′2 = {ω
′
2,1}.
Since j2,1 is a homotopy cofibre of f1 by the hypothesis, there exists a homotopy equivalence
e2 : C
′
2,2 = X2 ∪f1 CΣ
m1X1 → C2,2 such that e2 ◦ j
′
2,1 = j2,1. Set f2
′
= f2 ◦Σ
m2e2. Then f2
′
is an extension of f2 to C
′
2,2. Set
S
′
3 = (Σ˜
m2S
′
2)(f2
′
, Σ˜m2Ω′2), Ω
′
3 =
˜˜Σm2Ω′2, e3 = 1X3 ∪ CΣm2e2 : C′3,3 → C3,3,
f3
′
=
{
f3 : Σ
m3C′3,2 = Σ
m3C3,2 → X4 n = 3
f3 ◦ Σ
m3e3 : Σ
m3C′3,3 → X4 n ≥ 4
.
Proceeding with the construction, we have an aqs¨2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} of
~f
and homotopy equivalences er : C
′
r,r → Cr,r such that
C′r,s = Cr,s (1 ≤ s ≤ r − 1), j
′
r,s = jr,s (1 ≤ s ≤ r − 2),
er = 1Xr ∪ CΣ
mr−1er−1 : C
′
r,r → Cr,r (3 ≤ r ≤ n),
fr
′
=
{
fr ◦ Σ
mrer : Σ
mrC′r,r → Xr+1 r < n
fn : Σ
mnC′n,n−1 = Σ
mnCn,n−1 → Xn+1 r = n
.
Set
θn−1 = ωn−1,n−2 ◦ (en−1 ∪ C1Cn−1,n−2) ◦ ω
′
n−1,n−2
−1
,
θ′n−1 = (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1) ◦ Σmn−1θn−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2)).
Then
Σ˜mn−1ωn−1,n−2 ◦ (Σ
mn−1en−1 ∪ C1Σmn−1Cn−1,n−2) ≃ θ
′
n−1 ◦ Σ˜
mn−1ω′n−1,n−2
and so
gn,n−1 ◦ θ
′
n−1 = (fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1 ◦ θ′n−1
≃ (f ′n−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1 = g′n,n−1.
Hence we have
Σ˜mngn,n−1 = Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ Σmn(g′n,n−1 ◦ θ
′
n−1
−1
) ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ Σmng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)) ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmnθ′n−1
−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ Σ˜mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmnθ′n−1
−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ Σ˜mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)) ◦Σmn−1θ−1n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ Σ˜mng′n,n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1])) ◦ Σm[n,n−1]θ−1n−1
◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2))
Hence α = fn ◦ Σ˜
mngn,n−1 is in the right hand term of (4.5). This proves (4.5).
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To prove (4.6), let α ∈ { ~f }
(aqs¨2)
~m , γ ∈ E(Σ
n−2Σm[n−2,1]X1), and {Sr, fr,Ωr | 2 ≤ r ≤ n} an
aqs¨2-presentation of ~f such that α = fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σmn−1 ···Σm1X1 ∧
τ(Smn , Sn−2)). Set Ω′n−1 = {ωn−1,s | 1 ≤ s ≤ n − 3} ∪ {γ ◦ ωn−1,n−2} which is a quasi-
structure on Sn−1. Set S
′
n = (Σ˜
mn−1Sn−1)(fn−1, Σ˜
mn−1Ω′n−1) and Ω
′
n =
˜
Σ˜mn−1Ω′n−1. Let
{S′r, fr
′
,Ω′r | 2 ≤ r ≤ n} be obtained from {Sr, fr,Ωr | 2 ≤ r ≤ n} by replacing Ωn−1, Sn,Ωn
with Ω′n−1, S
′
n,Ω
′
n, respectively. Then the new collection is a qs˙2-presentation if n = 3 and
an qs¨2-presentation if n ≥ 4 of ~f . Set
θ = (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)) ◦Σmn−1γ ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2)),
θ′ = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmnθ ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)).
Then fn◦Σ˜
mngn,n−1◦θ
′−1 ≃ fn◦Σ˜
mng′n,n−1 which represents an element of
{
{ ~f}
(qs˙2)
~m
n = 3
{ ~f}
(qs¨2)
~m n ≥ 4
.
We have
θ′−1 ≃ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1])) ◦ Σm[n,n−1]γ−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)).
Hence we have (4.6).
When n = 3, { ~f}
(aqs¨2)
~m = {
~f}
(qs¨2)
~m by definitions. 
Proof of Theorem 4.1(3). It suffices to prove
{ ~f }
(q)
~m = {
~f }
(aq)
~m ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)) ◦ Σmn−1E(Σn−2Σm[n−2,1]X1)
◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= { ~f }
(aq)
~m ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
m[n,n−1]))
◦ Σm[n,n−1]E(Σn−2Σm[n−2,1]X1) ◦ (1Σm[n−2,1]X1 ∧ τ(S
m[n,n−1] , S
n−2)).
The second equality is easily proved. We prove the first equality. First we prove “⊂ ”. Let
α ∈ { ~f }
(q)
~m and {Sr, fr,Ωr | 2 ≤ r ≤ n} a q-presentation of
~f with α = fn ◦ Σ
mngn,n−1 ◦
(1Σm[n−1,1]X1 ∧ τ(S
mn , Sn−2)). We define inductively
S
′
2 = S2, Ω
′
2 = Ω2; S
′
3 = (Σ˜
m2S
′
2)(f2, Σ˜
m2Ω′2), Ω
′
3 = ˜˜Σm2Ω′2;
S
′
4 = (Σ˜
m3S
′
3)(f3, Σ˜
m3Ω′3), Ω
′
4 =
˜˜Σm3Ω′3; . . . .
By Remark 5.5(3) of [OO], this definition is possible and S′r, Sr have the same edge. Then
{S′r, fr,Ω
′
r | 2 ≤ r ≤ n} is an aq-presentation of
~f . Set
γ = ωn−1,n−2 ◦ ω
′−1
n−1,n−2 ∈ E(Σ
n−2Σm[n−2,1]X1).
Then
Σ˜mn−1ωn−1,n−2 ≃ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)
◦ Σmn−1γ ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2)) ◦ Σ˜mn−1ω′n−1,n−2
and
α = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1
)
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◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1) ◦ (Σmn−1γ)−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)) ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1) ◦ (Σmn−1γ)−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
∈ { ~f }
(aq)
~m
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1) ◦ (Σmn−1γ)−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
⊂ { ~f }
(aq)
~m ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1) ◦ Σmn−1E(Σn−2Σm[n−2,1]X1)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
Hence “⊂” is obtained.
The converse containment “⊃” is obtained as follows. Let α ∈ { ~f}
(aq)
~m
which is rep-
resented by an aq-presentation {Sr, fr,Ωt | 2 ≤ r ≤ n}. Let γ ∈ E(Σ
n−2Σm[n−2,1]X1).
Set Ω′n−1 be obtained from Ωn−1 by replacing ωn−1,n−2 with γ
−1 ◦ ωn−1,n−2. Set S
′
n =
(Σ˜mn−1Sn−1)(fn−1, Σ˜
mn−1Ω′n−1) and Ω
′
n =
˜
Σ˜mn−1Ω′n−1. Let {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} be ob-
tained from {Sr, fr,Ωt | 2 ≤ r ≤ n} by replacing Ωn−1, Sn with Ω
′
n−1, S
′
n, respectively. The
new collection is a q-presentation of ~f such that
g′n,n−1 ≃ gn,n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1))
◦ Σmn−1γ ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2)).
Then
{ ~f}
(q)
~m
∋fn ◦ Σ
mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmn
[
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1))
◦ Σmn−1γ ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2))
]
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)).
This proves “⊃” and ends the proof of Theorem 4.1(3). 
Proof of Theorem 4.1(4). We define a subgroup Γ of E(Σ| ~m|+n−2X1) by
Γ =
(
1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)
)
◦ ΣmnE(Σn−2Σm[n−1,1]X1)
◦
(
1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)
)
.
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We prove
{ ~f }
(s¨t)
~m ⊂ {
~f }
(aqs¨2)
~m ◦ Γ,(4.7)
{ ~f }
(s¨t)
~m
◦ Γ ⊃ { ~f }
(aqs¨2)
~m
.(4.8)
If these are done, then, by applying Γ to them from the right, we have the equality. To
prove (4.7), let α ∈ { ~f }
(s¨t)
~m and {Sr, fr,Ar | 2 ≤ r ≤ n} an s¨t-presentation of
~f with α =
fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , Sn−2))). We define inductively
S
′
2 = S2,Ω
′
2 = Ω(A2); S
′
3 = (Σ˜
m2S
′
2)(f2, Σ˜
m2Ω′2),Ω
′
3 =
˜˜Σm2Ω′2;
S
′
4 = (Σ˜
m3S
′
3)(f3, Σ˜
m3Ω′3),Ω
′
4 = ˜˜Σm3Ω′3; . . . .
By Remark 5.5(3) of [OO], this definition is possible, and S′r, Sr have the same edge. Then
{S′r, fr,Ω
′
r | 2 ≤ r ≤ n} is an aqs¨2-presentation of
~f and
{ ~f }
(aqs¨2)
~m ∋fn ◦ Σ˜
mng′n,n−1 = fn ◦ Σ
mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1
)
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σmn−1 ···Σm1X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= α ◦ ε0,
where
ε0 = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
∈ Γ.
Hence
α ∈ { ~f }
(aqs¨2)
~m ◦ ε
−1
0 ⊂ {
~f }
(aqs¨2)
~m ◦ Γ.
This proves (4.7).
To prove (4.8), let α ∈ { ~f }
(aqs¨2)
~m
and {Sr, fr,Ωr | 2 ≤ r ≤ n} an aqs¨2-presentation of ~f
with α = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , Sn2)). We define inductively
S
′
2 = S2, A
′
2 = {1X2∪f1CΣm1X1},
S
′
3 = (Σ˜
m2S
′
2)(f2, Σ˜
m2A
′
2), A
′
3 is a reduced structure on S
′
3,
S
′
4 = (Σ˜
m3S
′
3)(f3, Σ˜
m3A
′
3), A
′
4 is a reduced structure on S
′
4,
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. . . .
By Remark 5.5(3) of [OO], this definition is possible, and S′r, Sr have the same edge. Then
{S′r, fr,A
′
r | 2 ≤ r ≤ n} is an s¨t-presentation of
~f and
{ ~f }
(s¨t)
~m
∋fn ◦ Σ
mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= α ◦ ε0
where Ω(A′n−1) = {ω
′
n−1,s | 1 ≤ s < n− 1} and
ε0 = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
∈ Γ.
Hence α ∈ { ~f }
(s¨t)
~m ◦ ε
−1
0 ⊂ {
~f }
(s¨t)
~m ◦ Γ. This proves (4.8) and completes the proof of Theo-
rem 4.1(4). 
Proof of Theorem 4.1(5). Let α ∈ { ~f}
(q)
~m and {Sr, fr,Ωr | 2 ≤ r ≤ n} a q-presentation of
~f
with α = fn ◦ Σ˜
mngn,n−1. We will define an aqs¨2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} of
~f
such that fn
′
◦ Σ˜mng′n,n−1 = α ◦ θ for some self map θ of Σ
| ~m|+n−2X1 (notice that θ is not
necessarily a homotopy equivalence). Now set
S
′
2 = (Σ
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1), Ω
′
2 = {q
′
f1
}.
Since S2 is a quasi iterated mapping cone and j
′
2,1 = if1 is a cofibration, there exists a map
(not necessarily a homotopy equivalence) e2 : C
′
2,2 → C2,2 such that e2 ◦ j
′
2,1 = j2,1. Set
f2
′
= f2 ◦ Σ
m2e2. Then f2
′
◦ Σm2j′2,1 = f2 and so f2
′
is an extension of f2 to Σ
m2C′2,2. Set
S
′
3 = (Σ˜
m2S
′
2)(f2
′
, Σ˜m2Ω′2), Ω
′
3 =
˜˜Σm2Ω′2, e3 = 1X3 ∪ CΣm2e2 : C′3,3 → C3,3,
f3
′
=
{
f3 : Σ
m3C′3,2 = Σ
m3C3,2 → X4 n = 3
f3 ◦ Σ
m3e3 : Σ
m3C′3,3 → X4 n ≥ 4
.
Proceeding with the construction, we have an aqs¨2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n} of
~f
and maps er : C
′
r,r → Cr,r (2 ≤ r ≤ n) such that
C′r,s = Cr,s (1 ≤ s ≤ r − 1), j
′
r,s = jr,s (1 ≤ s ≤ r − 2),
er ◦ j
′
r,r−1 = jr,r−1 (2 ≤ r ≤ n),
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fr
′
=
{
fn : Σ
mnC′n,n−1 = Σ
mnCn,n−1 → Xn+1 r = n
fr ◦ Σ
mrer : Σ
mrC′r,r → Xr+1 r < n
.
Let θ be a self map of Σ| ~m|+n−2X1 defined by
θ = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ
mn−1en−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)).
Then θ ∈ Γ′ and
{ ~f }
(aqs¨2)
~m ∋ fn
′
◦ Σ˜mng′n,n−1
= fn
′
◦ Σmn
(
(fn−1
′
∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦Σ
mn
(
(fn−1 ◦ Σ
mn−1en−1 ∪ C1Σmn−1Cn−1,n−2)
◦ (Σ˜mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ
mn−1en−1 ∪C1
Σ
mn−1Cn−1,n−2
)
◦ (Σ˜mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦Σ
mn
(
(fn−1 ∪ C1Σmn−1Cn−1,n−2) ◦ (Σ˜
mn−1ωn−1,n−2)
−1
◦ (Σ˜mn−1ωn−1,n−2) ◦ (Σ
mn−1en−1 ∪ C1
Σ
mn−1Cn−1,n−2
)
◦ (Σ˜mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦Σ
mngn,n−1
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ
mn−1en−1 ∪C1
Σ
mn−1Cn−1,n−2
)
◦ (Σ˜mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)) ◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn))
◦ Σmn
(
(Σ˜mn−1ωn−1,n−2) ◦ (Σ
mn−1en−1 ∪C1
Σ
mn−1Cn−1,n−2
)
◦ (Σ˜mn−1ω′n−1,n−2)
−1
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= α ◦ θ.
Since { ~f }
(aqs¨2)
~m ⊂ {
~f }
(aqs¨2)
~m ◦Γ = {
~f }
(s¨t)
~m ◦Γ by (4), we have α◦θ = β◦γ for some β ∈ {
~f }
(s¨t)
~m
and γ ∈ Γ. Set θ′ = θ ◦ γ−1. Then θ′ ∈ Γ′ and α ◦ θ′ = β ∈ { ~f }
(s¨t)
~m .
Finally Γ′ is a subgroup of [Σ| ~m|+n−2X1,Σ
| ~m|+n−2X1], since comultiplication on S
i for
i ≥ 2 is unique up to homotopy and the following three functions are homomorphisms:
Σℓ : [ΣkX,ΣkX ]→ [ΣℓΣkX,ΣℓΣkX ],
(1X ∧ τ(S
ℓ, S
k))∗ : [ΣℓΣkX,ΣℓΣkX ]→ [ΣkΣℓX,ΣℓΣkX ],
(1X ∧ τ(S
k, S
ℓ))∗ : [Σ
kΣℓX,ΣℓΣkX ]→ [ΣkΣℓX,ΣkΣℓX ],
where X = Σm[n−1,1]X1, k = n− 2, ℓ = mn. This ends the proof of Theorem 4.1(5). 
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Proof of Corollary 4.2(1). This follows Theorem 4.1(2). 
Proof of Corollary 4.2(2). Let α ∈ { ~f}
(aq)
~m
and {Sr, fr,Ωr | 2 ≤ r ≤ n} an aq-presentation of
~f with α = fn ◦ Σ˜
mngn,n−1. Let θ ∈ E(ΣΣ
m1X1). We set
F (θ) = (1Σm1X1 ∧ τ(S
n−2, S
m[n,2])) ◦ Σm[n,2]Σn−3θ ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
n−2)),
θ∗r = (1Σm1X1 ∧ τ(S
r−1, S
m[r−1,2]) ◦ Σm[r−1,2]Σr−2θ
◦ (1Σm1X1 ∧ τ(S
m[r−1,2] , S
r−1) (3 ≤ r ≤ n),
ω′2,1 = θ ◦ ω2,1, ω
′
r,s =
{
ωr,s 1 ≤ s ≤ r − 2
θ∗r ◦ ωr,s s = r − 1
(3 ≤ r ≤ n).
Then θ∗r ∈ E(Σ
r−1Σm[r−1,1]X1) for 3 ≤ r ≤ n, and Ω
′
r = {ω
′
r,s | 1 ≤ s < r} is a quasi-structure
on Sr. Using the identity S
1 ∧ Sr−2 = Sr−1, we have easily
Σ(1Σm[r−1,1]X1 ∧ τ(S
r−1, S
mr )) ◦ΣΣmrθ∗r
= θ∗r+1 ◦ Σ(1Σm[r−1,1]X1 ∧ τ(S
mr , S
r−1)) (3 ≤ r < n).
(4.9)
We define
S
′
2 = S2, Ω
′
2 = {ω
′
2,1}, f2
′
= f2,
S
′
r+1 = (Σ˜
mrS
′
r)(fr
′
, Σ˜mrΩ′r), fr+1
′
= fr+1 (2 ≤ r < n).
By [OO, Remark 5.5], the definition is possible, and Sr and S
′
r have the same edge. We have
(4.10) Ω′r+1 = ˜˜ΣmrΩ′r (2 ≤ r < n).
The assertion (4.10) is proved as follows. Since Ωr+1 = ˜˜ΣmrΩr, we have
ωr+1,s = Σ(1Σm[r−1,r−s+1]Xr−s+1 ∧ τ(S
s−1, S
mr )) ◦ΣΣmrωr,s−1 ◦ Σψ
mr
jr,s−1
◦ q ◦ ξ.
We write ˜˜ΣmrΩ′r = {ω∗r+1,s | 1 ≤ s ≤ r}. It suffices to prove ω∗r+1,s = ω′r+1,s. This shall be
done by an induction on r. We have ω∗r+1,1 = q
′
fr
= ω′r+1,1 by definitions. Suppose 2 ≤ s ≤ r.
We have
ω∗3,2 = Σ(1Σm1X1 ∧ τ(S
1, S
m2)) ◦ ΣΣm2θ ◦ ΣΣm2ω2,1 ◦ Σψ
m2
j2,1
◦ q ◦ ξ,
ω′3,2 = (1Σm1X1 ∧ τ(S
2, S
m2)) ◦ Σm2Σθ ◦ (1Σm1X1 ∧ τ(S
m2 , S
2)) ◦ ω3,2
= (1Σm1X1 ∧ τ(S
2, S
m2)) ◦ Σm2Eθ ◦ (1Σm1X1 ∧ τ(S
m2 , S
2))
◦ Σ(1Σm1X1 ∧ τ(S
1, S
m2)) ◦ ΣΣm2ω2,1 ◦ Σψ
m2 ◦ q ◦ ξ.
As is easily seen, we have
Σ(1Σm1X1 ∧ τ(S
1, S
m2)) ◦ ΣΣm2θ
= (1Σm1X1 ∧ τ(S
2, S
m2)) ◦ Σm2Σθ ◦ (1Σm1X1 ∧ τ(S
m2 , S
2)) ◦ Σ(1Σm1X1 ∧ τ(S
1, S
m2)).
Hence ω∗3,2 = ω
′
3,2. Suppose ω
∗
r+1,s = ω
′
r+1,s (2 ≤ s ≤ r). We are going to show ω
∗
r+2,s =
ω′r+2,s (2 ≤ s ≤ r + 1). We have ω
∗
r+2,s = ωr+2,s = ω
′
r+2,s for s ≤ r, and
ω′r+2,r+1 = θ
∗
r+2 ◦ ωr+2,r+1
= θ∗r+2 ◦ Σ(1Σm[r,1]X1 ∧ τ(S
r, S
mr+1)) ◦ ΣΣmr+1ωr+1,r ◦ Σψ
mr+1
jr+1,r
◦ q ◦ ξ
= Σ(1Σm[r,1]X1 ∧ τ(S
r, S
mr+1)) ◦ ΣΣmr+1θ∗r+1 ◦ ΣΣ
mr+1ω′r+1,r ◦ Σψ
mr+1 ◦ q ◦ ξ (by (4.9))
= Σ(1Σm[r,1]X1 ∧ τ(S
r, S
mr+1)) ◦ ΣΣmr+1ω′r+1,r ◦ Σψ
mr+1 ◦ q ◦ ξ
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= ω∗r+2,r+1.
This completes the induction and ends the proof of (4.10).
By (4.10), {S′r, fr
′
,Ω′r | 2 ≤ r ≤ n} is an aq-presentation of
~f . Set
θ′n−1 = (1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1)) ◦ Σmn−1θ∗n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2)).
Then θ′n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
n−2, Smn−1)) = (1Σm[n−2,1]X1 ∧ τ(S
n−2, Smn−1)) ◦ Σmn−1θ∗n−1
and, by definitions, g′n,n−1 ◦ θ
′
n−1 ≃ gn,n−1. We have
fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
≃ fn ◦ Σ
mn(g′n,n−1 ◦ θ
′
n−1) ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ
mng′n,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
◦ (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmnθ′n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= fn ◦ Σ˜
mng′n,n−1 ◦ F
∗(θ),
where F ∗(θ) = (1Σm[n−1,1]X1 ∧τ(S
n−2, Smn))◦Σmnθ′n−1(1Σm[n−1,1]X1 ∧τ(S
mn , Sn−2)). We will
prove
(4.11) F ∗(θ) = F (θ), F (θ−1) = F (θ)−1.
If this is done, then fn ◦ Σ˜
mngn,n−1 ≃ fn ◦ Σ˜
mng′n,n−1 ◦ F (θ) and hence {
~f }
(aq)
~m ⊂ {
~f }
(aq)
~m ◦
F (θ). By replacing θ with θ−1, we have { ~f }
(aq)
~m ⊂ {
~f }
(aq)
~m ◦F (θ
−1) = { ~f }
(aq)
~m ◦F (θ)
−1 so that
{ ~f }
(aq)
~m ◦ F (θ) ⊂ {
~f }
(aq)
~m . Hence {
~f }
(aq)
~m = {
~f }
(aq)
~m ◦ F (θ) and we obtain Corollary 4.2(2).
Now we prove (4.11) as follows. We have
F ∗(θ) = (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1))
◦ Σmn−1θ∗n−1 ◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= (1Σm[n−1,1]X1 ∧ τ(S
n−2, S
mn)) ◦ Σmn
(
(1Σm[n−2,1]X1 ∧ τ(S
n−2, S
mn−1))
◦ Σmn−1
(
(1Σm1X1 ∧ τ(S
n−2, S
m[n−2,2])) ◦ Σm[n−2,2]Σn−3θ
◦ (1Σm1X1 ∧ τ(S
m[n−2,2] , S
n−2))
)
◦ (1Σm[n−2,1]X1 ∧ τ(S
mn−1 , S
n−2))
)
◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= (1Σm1X1 ∧ τ(S
n−2, S
m[n,2])) ◦ Σm[n,2]Σn−3θ ◦ (1Σm1X1 ∧ τ(S
m[n,2] , S
n−2))
= F (θ).
By definitions, F (θ−1) = F (θ)−1. This completes the proof of (4.11) and Corollary 4.2(2). 
Proof of Corollary 4.2(3). Suppose that Σm[n,2]Σn−3 : E(ΣΣm1X1)→ E(Σ
| ~m|+n−2X1) is sur-
jective. Then the argument in the proof of Corollary 4.2(2) implies that every element of
E(Σ| ~m|+n−2X1) has a form of F (θ) so that { ~f}
(aq)
~m
= { ~f}
(aq)
~m
◦ E(Σ| ~m|+n−2X1). As is
easily seen, Σm[n,2] : E(Σn−3ΣΣm1X1) → E(Σ
m[n,2]Σn−3ΣΣm1X1)) is equal to
(
1Σm1X1 ∧
τ(Sm[n,2] , S1 ∧Sn−3)
)
#
◦Σm[n,n−1] ◦
(
1Σm1X1 ∧ τ(S
1 ∧Sn−3)
)
#
◦Σm[n−2,2] . Since two functions
of the form ( )# are isomorphisms and Σ
m[n,2] is surjective by the assumption, Σm[n,n−1] :
E(Σn−3ΣΣm[n−2,1]X1)→ E(Σ
m[n,n−1]Σn−3ΣΣm[n−2,1]X1) is surjective so that
{ ~f}
(q)
~m = {
~f}
(aq)
~m ◦ E(Σ
| ~m|+n−2X1)
by Theorem 4.1(3). 
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Proof of Corollary 4.2(4),(5). If { ~f }
(⋆)
~m is not empty for some ⋆, then {
~f }
(q)
~m is not empty
by (3.1) so that { ~f }
(aqs¨2)
~m and {
~f }
(s¨t)
~m are not empty by Theorem 4.1(5), and so {
~f }
(⋆)
~m is
not empty for every ⋆ by (3.1) and Theorem 4.1. This proves (4).
If { ~f }
(⋆)
~m
contains 0 for some ⋆, then { ~f }
(q)
~m
contains 0 by (3.1), and so { ~f }
(⋆)
~m
contains 0
for every ⋆ by Theorem 4.1(5) and (3.1). This proves (5). 
Proof of Proposition 4.3(4.1). Let α = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , Sn−2)) ∈
{ ~f}
(⋆)
~m . Then
fn+1 ◦ Σ
mn+1α = fn+1 ◦ Σ
mn+1fn ◦ Σ
mn+1Σmngn,n−1 ◦ Σ
mn+1(1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2))
= (fn+1 ◦ Σ
mn+1fn) ◦ Σ
mn+1+mngn,n−1
◦ (1Σm[n−1,1]X1 ∧ τ(S
m[n+1,n], S
n−2)) ◦ (1m[n,1]X1 ∧ τ(S
n−2, S
mn+1))
∈ {fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1}
(⋆)
(mn+1+mn,mn−1,...,m1)
◦ (1Σm[n,1]X1 ∧ (S
n−2, S
mn+1)).

Proof of Proposition 4.3(4.2). We set
(X ′n+1, X
′
n, . . . , X
′
1) = (Xn+2, Xn, . . . , X1), ~m
′ = (mn+1 +mn,mn−1, . . . ,m1),
~f ′ = (fn+1 ◦ Σ
mn+1fn, fn−1, . . . , f1),
(X∗n+1, X
∗
n, . . . , X
∗
1 ) = (Xn+2, Xn+1, Xn−1, . . . , X1), ~m
∗ = (mn+1,mn +mn−1,mn−2, . . . ,m1),
~f∗ = (fn+1, fn ◦ Σ
mnfn−1, fn−2, . . . , f1).
We should prove { ~f ′}
(⋆)
~m′
⊂ { ~f∗}
(⋆)
~m∗
. By Theorem 4.1(2),(3), it suffices to prove the assertion
for ⋆ = aqs¨2, s¨t, q2.
We prove the assertion only for ⋆ = aqs¨2, because the cases ⋆ = s¨t, q2 can be treated
similarly.
Let α ∈ { ~f ′}
(⋆)
~m′
and {S′r, f
′
r,Ω
′
r | 2 ≤ r ≤ n} an aqs¨2-presentation of
~f ′ such that α =
f ′n ◦ Σ˜
m′ng′n,n−1. We define
S
∗
r = S
′
r, Ω
∗
r = Ω
′
r (2 ≤ r ≤ n− 1),
f∗r = f
′
r : Σ
m′rC′r,r−1 → X
′
r+1 = Xr+1 = X
∗
r+1 (2 ≤ r ≤ n− 2),
f∗n−1 = fn ◦ Σ
mnf ′n−1 : Σ
m∗n−1C∗n−1,n−1 → X
∗
n = Xn+1,
S
∗
n = (Σ˜
m∗n−1S
∗
n−1)(f
∗
n−1, Σ˜
m∗n−1Ω∗n−1), Ω
∗
n =
˜
Σ˜m
∗
n−1Ω∗n−1.
Then
C∗n,s = X
∗
n ∪f∗
n−1
s−1 CΣm
∗
s−1C∗n−1,s−1 = Xn+1 ∪fn◦Σmnf ′n−1
s−1 CΣm[n,n−1]C′n−1,s−1,
C∗n,n−1 = Xn+1 ∪fn◦Σmnf ′n−1
n−2 CΣm[n,n−1]C′n−1,n−2.
Define f∗n by the composite of the following maps
Σm
∗
nC∗n,n−1 = Σ
mn+1(Xn+1 ∪fn◦Σmnf ′n−1
n−2 CΣm[n,n−1]C′n−1,n−2)
(ψ
mn+1
fn◦Σ
mnf′
n−1
n−2 )
−1
−−−−−−−−−−−−−−→ Σmn+1Xn+1 ∪Σmn+1 (fn◦Σmnf ′n−1
n−2
)
CΣm[n+1,n−1]C′n−1,n−2
= Σmn+1Xn+1 ∪Σmn+1fn◦Σm
′
nf ′
n−1
n−2 CΣm
′
[n,n−1]C′n−1,n−2
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fn+1∪f ′n◦ψ
m′n
f′
n−1
n−2
−−−−−−−−−−−−−→ Xn+2 = X
∗
n+1.
This is a well-defined map. Let {S∗r , f
∗
r ,Ω
∗
r | 2 ≤ r ≤ n} be the collection obtained from
{S′r, f
′
r,Ω
′
r | 2 ≤ r ≤ n} by replacing f
′
n−1, S
′
n, f
′
n,Ω
′
n with f
∗
n−1, S
∗
n, f
∗
n,Ω
∗
n, respectively. Then
this is an aqs¨2-presentation of ~f∗ and f∗n ◦ Σ˜
m∗ng∗n,n−1 ≃ f
′
n ◦ Σ˜
m′ng′n,n−1. This proves the
assertion for ⋆ = aqs¨2. 
For the proofs of Proposition 4.3 (4.3), (4.4), we introduce the following notations:
(X ′n+1, . . . , X
′
1) = (Xn+1, . . . , X2,Σ
m0X0), ~m′ = ~m,
(f ′n, . . . , f
′
1) = (fn, . . . , f2, f1 ◦ Σ
m1f0),
(X∗n+1, . . . , X
∗
1 ) = (Xn+1, . . . , X3, X1, X0), ~m
∗ = (mn, . . . ,m3,m2 +m1,m0),
(f∗n, . . . , f
∗
1 ) = (fn, . . . , f3, f2 ◦ Σ
m2f1, f0).
Proof of Proposition 4.3(4.3). We prove the assertion for the cases ⋆ = aqs¨2, s¨t, because other
cases except ⋆ = aq, q, q2 follow from Theorem 4.1(1)(2).
First consider the case ⋆ = aqs¨2. We should prove { ~f ′}
(aqs¨2)
~m′
⊂ { ~f∗}
(aqs¨2)
~m∗
. Let α ∈
{ ~f ′}
(aqs¨2)
~m′
and {S′r, f
′
r,Ω
′
r | 2 ≤ r ≤ n} an aqs¨2-presentation of
~f ′ such that α = f ′n ◦
Σ˜m
′
ng′n,n−1. Set
S
∗
2 = (Σ
m∗1X∗1 ;X
∗
2 , X
∗
2 ∪f∗1 CΣ
m∗1X∗1 ; f
∗
1 ; if∗1 ) = (Σ
m0X0;X1, X1 ∪f0 CΣ
m0X0; f0; if0),
Ω∗2 = {q
′
f∗1
}, e2,1 = f1 : Σ
m1C∗2,1 = Σ
m1X1 → X2 = C
′
2,1,
e2,2 = (f1 ∪ C1Σm[1,0]X0) ◦ (ψ
m1
f0
)−1
: Σm1C∗2,2 = Σ
m1(X1 ∪f0 CΣ
m0X0) ∼= Σ
m1X1 ∪Σm1 f0 CΣ
m[1,0]X0
−→ X2 ∪f1◦Σm1f0 CΣ
m[1,0]X0 = C
′
2,2,
f∗2 = f
′
2 ◦ Σ
m2e2,2 : Σ
m∗2C∗2,2 = Σ
m2Σm1C∗2,2 → Σ
m2C′2,2 → X
′
3 = X3 = X
∗
3 .
Then Σm2e2,2 ◦ Σ
m∗2 j∗2,1 = Σ
m2j′2,1 ◦ Σ
m2e2,1 and f∗2 ◦ Σ
m∗2 j∗2,1 = f
∗
2 . We set
S
∗
3 = (Σ˜
m∗2S
∗
2)(f
∗
2 , Σ˜
m∗2Ω∗2), Ω
∗
3 = ˜˜Σm∗2Ω∗2,
e3,1 = 1X3 : C
∗
3,1 = X3 → C
′
3,1 = X3,
e3,2 = 1X3 ∪ CΣ
m2e2,1 : C
∗
3,2 = X3 ∪f2◦Σm2f1 CΣ
m[2,1]X1 → X3 ∪f2 CΣ
m2X2 = C
′
3,2,
e3,3 = 1X3 ∪ CΣ
m2e2,2 : C
∗
3,,3 = X3 ∪f ′2◦Σm2e2,2
CΣm[2,1]C∗2,2 → X3 ∪f ′2
CΣm2C′2,2 = C
′
3,3.
Then e3,s+1 ◦ j
∗
3,s = j
′
3,s ◦ e3,s (s = 1, 2) and Σ˜
m∗2ω∗2,1 = Σ˜
m2ω′2,1 ◦ (Σ
m2e2,2 ∪ CΣ
m2e2,1).
Hence e3,2 ◦ g
∗
3,2 ≃ g
′
3,2. We define
f∗3 =
{
f ′3 ◦ Σ
m3e3,2 : Σ
m∗3C∗3,2 → X
∗
4 = X4 n = 3
f ′3 ◦ Σ
m3e3,3 : Σ
m∗3C∗3,3 → X
∗
4 = X4 n ≥ 4
.
Then, when n = 3, {S∗r, f
∗
r ,Ω
∗
r | r = 2, 3} is an aqs¨2-presentation of
~f∗ and f∗3 ◦ Σ˜
m∗3g∗3,2 ≃
f ′3 ◦ Σ˜
m′3g′3,2 and so α ∈ {
~f∗}
(aqs¨2)
~m∗
as desired. Suppose n ≥ 4. We set
S
∗
4 = (Σ˜
m3S
∗
3)(f
∗
3 , Σ˜
m3Ω∗3), Ω
∗
4 = ˜˜Σm3Ω∗3.
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Then C∗4,s = C
′
4,s for s = 1, 2. We set
e4,1 = 1X4 : C
∗
4,1 = X4 → C
′
4,1 = X4,
e4,2 = 1X4 ∪ CΣ
m3e3,1 = 1C∗4,2 : C
∗
4,2 → C
′
4,2,
e4,3 = 1X4 ∪ CΣ
m3e3,2 : C
∗
4,3 = X4 ∪f∗3
2 CΣm3C∗3,2 → X4 ∪f ′3
2 CΣm3C′3,2 = C
′
4,3,
e4,4 = 1X4 ∪ CΣ
m3e3,3 : C
∗
4,4 = X4 ∪f∗3
CΣm3C∗3,3 → X4 ∪f ′3
CΣm3C′3,3 = C
′
4,4.
Then e4,s+1 ◦ j
∗
4,s = j
′
4,s ◦ e4,s (s = 1, 2, 3) and Σ˜
m∗3ω∗3,2 = Σ˜
m′3ω′3,2 ◦ (Σ
m∗3e3,3 ∪CΣ
m∗3e3,2) so
that e4,3 ◦ g
∗
4,3 ≃ g
′
4,3. We define
f∗4 =
{
f ′4 ◦ Σ
m4e4,3 : Σ
m∗4C∗4,3 → Σ
m′4C′4,3 → X
′
5 = X
∗
5 = X5 n = 4
f ′4 ◦ Σ
m4e4,4 : Σ
m∗4C∗4,4 → Σ
m′4C′4,4 → X
′
5 = X
∗
5 = X5 n ≥ 5
.
When n = 4, {S∗r , f
∗
r ,Ω
∗
r | 2 ≤ r ≤ 4} is an aqs¨2-presentation of
~f∗ and
f∗4 ◦ Σ˜
m∗4g∗4,3 = f
′
4 ◦ Σ
m4e4,3 ◦ Σ
m4g∗4,3 ◦ (1Σ
m∗
[3,1]X∗1
∧ τ(S
m∗4 , S
2))
≃ f ′4 ◦ Σ
m4g′4,3 ◦ (1Σm[3,0]X0 ∧ τ(S
m4 , S
2))
= f ′4 ◦ Σ
m4g′4,3 ◦ (1
Σ
m′
[3,1]X′1
∧ τ(S
m4 , S
2)) = f ′4 ◦ Σ˜
m′4g′4,3
so that α ∈ { ~f∗}
(aqs¨2)
~m∗
as desired. By repeating the process, we have an aqs¨2-presentation
{S∗r , f
∗
r ,Ω
∗
r | 2 ≤ r ≤ n} of
~f∗ such that f∗n◦Σ˜
m∗ng∗n,n−1 represents α. This proves the assertion
for ⋆ = aqs¨2.
Secondly we consider the case ⋆ = s¨t. We should prove { ~f ′}
(s¨t)
~m′
⊂ { ~f∗}
(s¨t)
~m∗
. Let α ∈
{ ~f ′}
(s¨t)
~m′
and {S′r, f
′
r,A
′
r | 2 ≤ r ≤ n} an s¨t-presentation of
~f ′ with α = f ′n ◦ Σ˜
mng′n,n−1. Set
S
∗
2 = (Σ
m∗1X∗1 ;X
∗
2 , X
∗
2 ∪f∗1 CΣ
m∗1X∗1 ; f
∗
1 ; if∗1 ) = (Σ
m0X0;X1, X1 ∪f0 CΣ
m0X0; f0; if0),
e2,2 = (f1 ∪ C1Σm[1,0]X0) ◦ (ψ
m1
f0
)−1 : Σm1C∗2,2 → C
′
2,2,
f∗2 = f
′
2 ◦ Σ
m2e2,2 : Σ
m∗2C∗2,2 → X
′
3 = X
∗
3 = X3, A
∗
2 = {1C∗2,2},
S
∗
3 = (Σ˜
m∗2S
∗
2)(f
∗
2 , Σ˜
m∗2A
∗
2), e3,1 = 1X3 : C
∗
3,1 = X
∗
3 → X
′
3 = C
′
3,1,
e3,2 = 1X3 ∪ CΣ
m2f1 : C
∗
3,2 = X3 ∪f2∪Σm2f1 CΣ
m[2,1]X1 → C
′
3,2 = X3 ∪f2 CΣ
m2X2.
By definitions the following diagram is commutative.
C∗3,2
e3,2

Σm[2,1]C∗2,2 ∪CΣ
m[2,1]X1
Σm2e2,2∪CΣ
m2f1

f∗2∪C1oo
Σ˜m
∗
2ω∗2,1// ΣΣm[2,0]X0
C′3,2 Σ
m2C′2,2 ∪CΣ
m2X2
f ′2∪C1oo Σ˜
m2ω2,1 // ΣΣm[2,0]X0
Hence e3,2 ◦ g
∗
3,2 ≃ g
′
3,2. Let A
∗
3 be an arbitrary reduced structure on S
∗
3.
Let n = 3. We set f∗3 = f
′
3 ◦ Σ
m3e3,2 : Σ
m3C∗3,2 → X4. Then we can easily see that
{S∗r , f
∗
r ,A
∗
r | r = 2, 3} is an s¨t-presentation of
~f∗ and f∗3 ◦ Σ˜
m∗3g∗3,2 ≃ f
′
3 ◦ Σ˜
m3g′3,2. This proves
the assertion for n = 3.
In the rest of the proof, we suppose n ≥ 4. Take J3 : e3,2 ◦ g
∗
3,2 ≃ g
′
3,2 and set Φ(J
3) =
Φ(g∗3,2, g
′
3,2, 1, e3,2; J
3) : Cg∗3,2 → Cg′3,2 . Then we have the following homotopy commutative
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diagram.
C∗3,3
a∗3,2

// C∗3,3 ∪ CC
∗
3,2
a∗3,2∪C1

ω∗3,2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
ΣΣm[2,0]X0
g∗3,2 // C∗3,2
e3,2

//
j∗3,2
<<③③③③③③③③
Cg∗3,2
Φ(J3)

// Cg∗3,2 ∪ CC
∗
3,2
Φ(J3)∪Ce3,2

// Σ2Σm[2,0]X0
ΣΣm[2,0]X0
g′3,2 // C′3,2 //
j′3,2 !!❉
❉❉
❉❉
❉❉
❉
Cg′3,2
a′3,2
−1

// Cg′3,2 ∪ CC
′
3,2
a′3,2
−1∪C1

// Σ2Σm[2,0]X0
C′3,3 // C
′
3,3 ∪ CC
′
3,2
ω′3,2
77♦♦♦♦♦♦♦♦♦♦♦♦♦
Set e3,3 = a
′
3,2
−1
◦ Φ(J3) ◦ a∗3,2 : C
∗
3,3 → C
′
3,3, f
∗
3 = f
′
3 ◦ Σ
m3e3,3 : Σ
m3C∗3,3 → X4, S
∗
4 =
(Σ˜m3S∗3)(f
∗
3 , Σ˜
m3A∗3), and e4,3 = 1X4 ∪ CΣ
m3e3,2 : C
∗
4,3 → C
′
4,3. Then the following diagram
is homotopy commutative.
C∗4,3
e4,3

Σm3C∗3,3 ∪ CΣ
m3C∗3,2
Σm3e3,3∪CΣ
m3e3,2

f∗3 ∪C1oo
Σ˜m
∗
3ω∗3,2// Σ2Σm[3,0]X0
C′4,3 Σ
m3C′3,3 ∪ CΣ
m3C′3,2
f ′3∪C1oo Σ˜
m3ω3,2// Σ2Σm[3,0]X0
Hence e4,3 ◦ g
∗
4,3 ≃ g
′
4,3. Let A
∗
4 be an arbitrary reduced structure on S
∗
4.
Let n = 4. Set f∗4 = f
′
4 ◦ Σ
m4e4,3 : Σ
m4C∗4,3 → X5. Then {S
∗
r , f
∗
r ,A
∗
r | r = 2, 3, 4} is an
s¨t-presentation of ~f∗ and f∗4 ◦ Σ˜
m4g∗4,3 ≃ f
′
4 ◦ Σ˜
m4g′4,3. This proves the assertion for n = 4.
Proceeding with the process above, we have an s¨t-presentation of ~f∗ with f∗n◦Σ˜
mng∗n,n−1 ≃
f ′n ◦ Σ˜
mng′n,n−1 so that the proof of the assertion for ⋆ = s¨t is obtained. 
Proof of Proposition 4.3(4.4). We should prove { ~f}
(⋆)
~m ◦Σ
| ~m|+n−2f0 ⊂ { ~f ′}
(⋆)
~m for ⋆ = aqs¨2, s¨t.
First we prove the assertion for ⋆ = aqs¨2. Let α ∈ { ~f}
(aqs¨2)
~m
and {Sr, fr,Ωr | 2 ≤ r ≤ n}
an aqs¨2-presentation of ~f such that α = fn ◦ Σ˜
ngn,n−1. We set
S
′
2 = (Σ
m′1X ′1;X
′
2, X
′
2 ∪f ′1 CΣ
m′1X ′1; f
′
1; if ′1)
= (Σm[1,0]X0;X2, X2 ∪f1◦Σm1f0 CΣ
m[1,0]X0; f1 ◦ Σ
m1f0; if1◦Σm1f0),
Ω′2 = {q
′
f1◦Σm1f0},
e2,1 = 1X2 : C
′
2,1 → C2,1,
e2.2 = 1X2 ∪ CΣ
m1f0 : C
′
2,2 = X2 ∪f1◦Σm1f0 CΣ
m1Σm0X0 → X2 ∪f1 CΣ
m1X1 = C2,2,
f ′2 = f2 ◦ Σ
m2e2,2 : Σ
m′2C′2,2 → Σ
m2C2,2 → X3 = X
′
3.
Then ΣΣm[2,1]f0 ◦ Σ˜
m′2ω′2,1 = Σ˜
m2ω2,1 ◦ (Σ
m2e2,2 ∪CΣ
m2e2,1) so that g
′
3,2 ≃ g3,2 ◦ΣΣ
m[2,1]f0.
We set
S
′
3 = (Σ˜
m′2S
′
2)(f
′
2, Σ˜
m′2Ω′2), Ω
′
3 = ˜˜Σm′2Ω′2,
e3,1 = 1X3 : C
′
3,1 → C3,1, e3,2 = 1C3,2 : C
′
3,2 → C3,2,
e3,3 = 1X3 ∪ CΣ
m2e2,2 : C
′
3,3 = X3 ∪f ′2
CΣm2C′2,2 → X3 ∪f2 CΣ
m2C2,,2 = C3,3,
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f ′3 =
{
f3 ◦ Σ
m3e3,2 = f3 : Σ
m3C′3,2 = Σ
m3C3,2 → X4 = X
′
4 n = 3
f3 ◦ Σ
m3e3,3 : Σ
m3C′3,3 → Σ
m3C3,3 → X4 = X
′
4 n ≥ 4
.
When n = 3, {S′r, f
′
r,Ω
′
r | r = 2, 3} is an aqs¨2-presentation of
~f ′ such that
f ′3 ◦ Σ˜
m′3g′3,2 = f3 ◦ Σ
m3e3,2 ◦ Σ
m3g′3,2 ◦ (1
Σ
m′
[2,1]X′1
∧ τ(S
m3 , S
1))
≃ f3 ◦ Σ
m3g3,2 ◦ Σ
m3ΣΣm[2,1]f0 ◦ (1Σm[2,0]X0 ∧ τ(S
m3 , S
1))
= f3 ◦ Σ
m3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1)) ◦ ΣΣm[3,1]f0
= f3 ◦ Σ˜
m3g3,2 ◦ ΣΣ
m[3,1]f0
so that α ◦ Σ| ~m|+1f0 ∈ { ~f ′}
(aqs¨2)
~m′
. This proves the assertion for n = 3. When n ≥ 4, we
set S′4 = (Σ˜
m′3S′3)(f
′
3, Σ˜
m′3Ω′3) and Ω
′
4 =
˜˜Σm′3Ω′3. By repeating the process, we have an aqs¨2-
presentation {S′r, f
′
r,Ω
′
r | 2 ≤ r ≤ n} of
~f ′ which represents α ◦ Σ| ~m|+n−2f0. This proves the
assertion for ⋆ = aqs¨2.
Secondly we consider the case ⋆ = s¨t. Let α ∈ { ~f}
(s¨t)
~m and {Sr, fr,Ar | 2 ≤ r ≤ n} an
s¨t-presentation of ~f such that α = fn ◦ Σ˜
ngn,n−1. We set
S
′
2 = (Σ
m′1X ′1;X
′
2, X
′
2 ∪f ′1 CΣ
m′1X ′1; f
′
1; if ′1)
= (Σm[1,0]X0;X2, X2 ∪f1◦Σm1f0 CΣ
m[1,0]X0; f1 ◦ Σ
m1f0; if1◦Σm1f0),
A
′
2 = {1C′2,2},
e2,1 = 1X2 : C
′
2,1 → C2,1,
e2.2 = 1X2 ∪ CΣ
m1f0 : C
′
2,2 = X2 ∪f1◦Σm1f0 CΣ
m1Σm0X0 → X2 ∪f1 CΣ
m1X1 = C2,2,
f ′2 = f2 ◦ Σ
m2e2,2 : Σ
m′2C′2,2 → Σ
m2C2,2 → X3 = X
′
3,
S
′
3 = (Σ˜
m′2S
′
2)(f
′
2, Σ˜
m′2A
′
2), A
′
3 is an arbitrary reduced structure on S
′
3.
Then C′3,i = C3,i for i = 1, 2, and ΣΣ
m[1,0]f0 ◦ ω
′
2,1 = ω2,1 ◦ (e2,2 ∪Ce2,1) so that g
′
3,2 ≃ g3,2 ◦
ΣΣm[2,1]f0. When n = 3, we set f ′3 = f3 : Σ
m3C′3,2 = Σ
m3C3,2 → X4 so that {S
′
r, f
′
r,A
′
r | r =
2, 3} is an s¨t-presentation of ~f ′ with f ′3 ◦ Σ˜
m′3g′3,2 = α ◦ ΣΣ
m[3,1]f0. Indeed,
f ′3 ◦ Σ˜
m′3g′3,2 = f3 ◦ Σ
m3g′3,2 ◦ (1
Σ
m′
[2,1]X′1
∧ τ(S
m3 , S
1))
≃ f3 ◦ Σ
m3g3,2 ◦ Σ
m3ΣΣm[2,1]f0 ◦ (1Σm[2,0]X0 ∧ τ(S
m3 , S
1))
= f3 ◦ Σ
m3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1)) ◦ ΣΣm[3,1]f0
= f3 ◦ Σ˜
m3g3,2 ◦ ΣΣ
m[3,1]f0.
This proves the assertion for n = 3.
In the rest of the proof, suppose n ≥ 4. Take J3 : g′3,2 ≃ g3,2◦ΣΣ
m[2,1]f0 arbitrarily and set
Φ(J3) = Φ(g′3,2, g3,2,ΣΣ
m[2,1]f0, 1C3,2 ; J
3) : Cg′3,2 → Cg3,2 . We have the following homotopy
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commutative diagram.
C′3,3
a′3,2

// C′3,3 ∪ CC
′
3,2
a′3,2∪C1

ω′3,2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
ΣΣm[2,0]X0
ΣΣ
m[2,1]f0

g′3,2 // C′3,2
==③③③③③③③③
// Cg′3,2
Φ(J3)

// Cg′3,2 ∪ CC
′
3,2
Φ(J3)∪C1

// Σ2Σm[2,0]X0
Σ2Σ
m[2,1]f0

ΣΣm[2,1]X1
g3,2 // C3,2
""❊
❊❊
❊❊
❊❊
❊
// Cg3,2
a−13,2

// Cg3,2 ∪ CC3,2
a−13,2∪C1

// Σ2Σm[2,1]X1
C3,3 // C3,3 ∪ CC3,2
ω3,2
77♥♥♥♥♥♥♥♥♥♥♥♥♥
Set e3,i = 1C3,i : C
′
3,i → C3,i for i = 1, 2, and e3,3 = a
−1
3,2 ◦Φ(J
3) ◦ a′3,2 : C
′
3,3 → C3,3. Also set
f ′3 = f3 ◦Σ
m3e3,3 : Σ
m3C′3,3 → X4 = X
′
4 and S
′
4 = (Σ˜
m3S′3)(f
′
3, Σ˜
m3A′3). Then C
′
4,i = C4,i for
1 ≤ i ≤ 3. Let A′4 be an arbitrary regular structure on S
′
4. Then C
′
4,i = C4,i for i = 1, 2, 3.
We have Σ2Σm[2,1]f0 ◦ ω
′
3,2 = ω3,2 ◦ (e3,3 ∪ Ce3,2) so that g
′
4,3 ≃ g4,3 ◦ Σ
2Σm[3,1]f0. When
n = 4, set f ′4 = f4 : Σ
m4C′4,3 → X5 so that {S
′
r, f
′
r,A
′
r | r = 2, 3, 4} is an s¨t-presentation of
~f ′
which represents α ◦ Σ| ~m|+2f0.
When n ≥ 5, take J4 : g′4,3 ≃ g4,3◦Σ
2Σm[3,1]f0, set Φ(J
4) = Φ(g′4,3, g4,3,Σ
2Σm[3,1]f0, 1C4,3 ; J
4) :
Cg′4,3 → Cg4,3 , and consider the following homotopy commutative diagram.
C′4,4
a′4,3

// C′4,4 ∪ CC
′
4,3
a′4,3∪C1

ω′4,3
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
Σ2Σm[3,0]X0
Σ2Σ
m[3,1]f0

g′4,3 // C′4,3
==③③③③③③③③
// Cg′4,3
Φ(J4)

// Cg′4,3 ∪ CC
′
4,3
Φ(J4)∪C1

// Σ3Σm[3,0]X0
Σ3Σ
m[3,1]f0

Σ2Σm[3,1]X1
g4,3 // C4,3
""❊
❊❊
❊❊
❊❊
❊
// Cg4,3
a−14,3

// Cg4,3 ∪ CC4,3
a−14,3∪C1

// Σ3Σm[3,1]X1
C4,4 // C4,4 ∪ CC4,3
ω4,3
77♥♥♥♥♥♥♥♥♥♥♥♥♥
Set e4,i = 1C4,i : C
′
4,i → C4,i for 1 ≤ i ≤ 3 and e4,4 = a
−1
4,3 ◦ Φ(J
4) ◦ a′4,3 : C
′
4,4 → C4,4.
Suppose n = 5. We set f ′4 = f4◦Σ
m4e4,4 : Σ
m4C′4,4 → X5 = X
′
5, S
′
5 = (Σ˜
m4S′4)(f
′
4, Σ˜
m4A′4),
and let A′5 be an arbitrary regular structure on S
′
5. Then C
′
5,i = C5,i for 1 ≤ i ≤ 4 and
g′5,4 ≃ g5,4 ◦Σ
3Σm[4,1]f0 so that {S
′
r, f
′
r,A
′
r | 2 ≤ r ≤ 5} is an s¨t-presentation of
~f ′ representing
α ◦ Σ| ~m|+3f0.
By repeating the process, we have an s¨t-presentation {S
′
r, f
′
r,A
′
r | 2 ≤ r ≤ n} of
~f ′ which
represents α ◦ Σ| ~m|+n−2f0. This proves the assertion for ⋆ = s¨t. 
The two proofs above of (4.3) and (4.4) contain executing the notice in [OO, Remark 6.2.4].
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5. Suspension
Given a sequence of non-negative integers ~m = (mn, . . . ,m1), maps fi : Σ
miXi →
Xi+1 (1 ≤ i ≤ n), and an integer ℓ ≥ 0, we set
Σ˜ℓfi = Σ
ℓfi ◦ (1Xi ∧ τ(S
ℓ, S
mi)) : ΣmiΣℓXi → Σ
ℓXi+1,
Σ˜ℓ ~f = (Σ˜ℓfn, . . . , Σ˜
ℓf1).
Theorem 5.1. Under the situation above, we have
(5.1) Σℓ{ ~f }
(⋆)
~m ⊂ {Σ˜
ℓ ~f }
(⋆)
~m ◦ (1X1 ∧ τ(S
| ~m|+n−2, S
ℓ)) = (−1)(| ~m|+n)ℓ{Σ˜ℓ ~f }
(⋆)
~m .
Proof. By Theorem 4.1, it suffices to prove (5.1) for ⋆ = aqs¨2, aq, st, q2. We will prove
the assertion for only ⋆ = aqs¨2, because other three cases can be proved similarly or more
easily. Take α ∈ { ~f }
(aqs¨2)
~m and let {Sr, fr,Ωr | 2 ≤ r ≤ n} be an aqs¨2-presentation of
~f with
α = fn ◦ Σ˜
mngn,n−1 = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1] ∧ τ(S
mn , Sn−2)). Set X∗i = Σ
ℓXi. Then
Σ˜ℓfi : Σ
ℓX∗i → X
∗
i+1. We construct an aqs¨2-presentation {S
∗
r , Σ˜
ℓfr,Ω
∗
r | 2 ≤ r ≤ n} of Σ˜
ℓ ~f
such that
(5.2) Σℓ(fn ◦ Σ˜
mngn,n−1) ≃ Σ˜ℓfn ◦ Σ˜
mng∗n,n−1 ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ))
which implies (5.1). We construct {S∗r , Σ˜
ℓfr,Ω
∗
r | 2 ≤ r ≤ n} and homeomorphisms er,s :
C∗r,s → Σ
ℓCr,s (1 ≤ s ≤ r ≤ n, 2 ≤ r) as follows. Set
S
∗
2 = (Σ
m1X∗1 ;X
∗
2 , X
∗
2 ∪Σ˜ℓf1 CΣ
m1X∗1 ; Σ˜
ℓf1; iΣ˜ℓf1),
ω∗2,1 = q
′
Σ˜ℓf1
: C∗2,2 ∪ CC
∗
2,1 → ΣΣ
m1X∗1 , e2,1 = 1ΣℓX2 : C
∗
2,1 = Σ
ℓC2,1,
e2,2 = ψ
ℓ
f1
◦ (1X∗2 ∪C(1X1 ∧ τ(S
ℓ, S
m1))) : C∗2,2 ≈ Σ
ℓC2,2,
Σ˜ℓf2 = Σ
ℓf2 ◦ (1C2,2 ∧ τ(S
ℓ, S
m2)) ◦ Σm2e2,2 : Σ
m2C∗2,2 → X
∗
3 ,
S
∗
3 = (Σ˜
m2S
∗
2)(Σ˜
ℓf2, Σ˜
m2Ω∗2), Ω
∗
3 = ˜˜Σm2Ω∗2, e3,1 = 1X∗3 : C∗3,1 → ΣℓX3,
e3,2 = ψ
ℓ
f2
◦ (1X∗3 ∪C(1X2 ∧ τ(S
ℓ, S
m2)) ◦ (1X∗3 ∪ CΣ
m2e2,1) : C
∗
3,2 ≈ Σ
ℓC3,2,
e3,3 = ψ
ℓ
f2
◦ (1X∗3 ∪ C(1C2,2 ∧ τ(S
ℓ, S
m2)) ◦ (1X∗3 ∪CΣ
m2e2,2) : C
∗
3,3 ≈ Σ
ℓC3,3,
Σ˜ℓf3 =
{
Σℓf3 ◦ (1C3,2 ∧ τ(S
ℓ, Sm3)) ◦ Σm3e3,2 : Σ
m3C∗3,2 → X
∗
4 3 = n
Σℓf3 ◦ (1C3,3 ∧ τ(S
ℓ, Sm3)) ◦ Σm3e3,3 : Σ
m3C∗3,3 → X
∗
4 3 < n
.
By repeating the process, we have an aqs¨2-presentation {S
∗
r , Σ˜
ℓfr,Ω
∗
r | 2 ≤ r ≤ n} of Σ˜
ℓ ~f and
homeomorphisms er,s : C
∗
r,s → Σ
ℓCr,s such that
er,1 = 1ΣℓXr , Σ
ℓjr,s ◦ er,s = er,s+1 ◦ j
∗
r,s,
Σ˜ℓfr =
{
Σℓfn ◦ (1Cn,n−1 ∧ τ(S
ℓ, Smn)) ◦ Σmnen,n−1 : Σ
mnC∗n,n−1 → X
∗
n+1 r = n
Σℓfr ◦ (1Cr,r ∧ τ(S
ℓ, Smr )) ◦ Σmrer,r : Σ
mrC∗r,r → X
∗
r+1 r < n
.
We will prove
(1Xr−s ∧ τ(S
ℓ, S
m[r−1,r−s] ∧S
s)) ◦ ω∗r,s = Σ
ℓωr,s ◦ ψ
ℓ
jr,s
◦ (er,s+1 ∪ Cer,s),(5.3)
er,s ◦ g
∗
r,s ≃ Σ
ℓgr,s ◦ (1Xr−s ∧ τ(S
ℓ, S
m[r−1,r−s] ∧S
s−1)).(5.4)
If (5.4) holds, then (5.2) and hence (5.1) are obtained as follows.
Σ˜ℓfn ◦ Σ˜
mng∗n,n−1 ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ))
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≃ Σℓfn ◦ (1Cn,n−1 ∧ τ(S
ℓ, S
mn)) ◦Σmn
(
Σℓgn,n−1 ◦ (1X1 ∧ τ(S
ℓ, S
m[n−1,1] ∧S
n−2))
)
◦ (1Σm[n−1,1]ΣℓX1 ∧ τ(S
mn , S
n−2)) ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ))
= Σℓ
(
fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , S
n−2)
)
= Σℓ(fn ◦ Σ˜
mngn,n−1).
In the rest of the proof, we prove (5.3) and (5.4). First we show that if (5.3) holds then
(5.4) holds. Since
er,s ◦ (Σ˜ℓfr−1
s
∪ C1ΣmrC∗
r−1,s−1
) = Σℓ(fr−1
s
∪C1Σmr−1Cr−1,s−1) ◦ ψ
ℓ
Σmr−1 jr−1,s−1
◦
(
(1Cr−1,s ∧ τ(S
ℓ, S
mr−1)) ∪ C(1Cr−1,s−1 ∧ τ(S
ℓ, S
mr−1))
)
◦ (Σmr−1er−1,s ∪ CΣ
mr−1er−1,s−1),
we have er,s ◦ g
∗
r,s ≃ Σ
ℓgr,s ◦ (1Xr−s ∧ τ(S
ℓ, Sm[r−1,r−s] ∧Ss−1)) as desired.
Secondly we prove (5.3) for r = 2. Let x1 ∈ X1, u ∈ S
ℓ, s1 ∈ S
m1 , t ∈ I. The map
ω∗2,1 : C
∗
2,2 ∪ C
∗
2,1 → ΣΣ
m1ΣℓX1 maps x1 ∧ u ∧ s1 ∧ t to x1 ∧ u ∧ s1 ∧ t, and the map
Σℓω2,1 ◦ψ
ℓ
j2,1
: ΣℓC2,2 ∪CΣ
ℓC2,1 → Σ
ℓΣΣm1X1 maps x1 ∧ s1 ∧ t∧ u to x1 ∧ s1 ∧ t∧ u. Hence
(1X1 ∧ τ(S
ℓ, Sm1 ∧S1)) ◦ ω∗2,1 = Σ
ℓω2,1 ◦ ψ
ℓ
j2,1
◦ (e2,2 ∪ Ce2,1). This proves (5.3) for r = 2.
By the induction, we can prove (5.3) for 2 ≤ r ≤ n. We omit the details. This completes
the proof of Theorem 5.1 for ⋆ = aqs¨2. 
6. Homotopy invariance
We will prove the following theorem which is (1.11) and allows us to use the notation
{~α }
(⋆)
~m instead of {
~f }
(⋆)
~m .
Theorem 6.1. If ~f , ~f ′ ∈ Rep(~α), then { ~f }
(⋆)
~m
= { ~f ′ }
(⋆)
~m
.
For ~f = (fn, . . . , f1) ∈ Rep(~α) and i ∈ {1, 2, . . . , n}, let ~fi ∈ Rep(~α) denote a sequence
obtained from ~f by replacing fi with f
′
i such that fi ≃ f
′
i , for example
~f2 = (fn, . . . , f3, f
′
2, f1)
with f ′2 ≃ f2.
Lemma 6.2. If ~f ∈ Rep(~α), then { ~f }
(⋆)
~m = {
~fi }
(⋆)
~m for all ⋆ and i.
From the lemma, the theorem is proved as follows: let ~f ′ = (f ′n, . . . , f
′
1) then
{ ~f }
(⋆)
~m = {fn, . . . , f2, f
′
1 }
(⋆)
~m = {fn, . . . , f3, f
′
2, f
′
1 }
(⋆)
~m = · · · = {
~f ′ }
(⋆)
~m .
Proof of Lemma 6.2. By Theorem 4.1, it suffices to prove the lemma for the cases ⋆ =
s¨t, aqs¨2, aq, q2. We consider only the case ⋆ = aqs¨2, the other cases can be treated similarly
or more easily. For simplicity we abbreviate { }
(aqs¨2)
~m
as { }. Let α ∈ { ~f }, {Sr, fr,Ωr | 2 ≤
r ≤ n} an aqs¨2-presentation of ~f = (fn, . . . , f1) with α = fn ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧
τ(Smn , Sn−2)), Ωr = {ωr,s | 1 ≤ s < r} with ωr,1 = q
′
fr
, and Ωr+1 = ˜˜ΣmrΩr, that is,
ωr+1,s+1 =
˜
Σ˜mrωr,s. We are going to construct an aqs¨2-presentation {S
′
r, fr
′
,Ω′r | 2 ≤ r ≤ n}
of ~fi with fn
′
◦Σmng′n,n−1◦(1Σm[n−1,1]X1∧τ(S
mn , Sn−2)) = α. If this is done, then { ~f } ⊂ { ~fi},
and by interchanging ~f with ~fi each other we have { ~fi} ⊂ { ~f } so that { ~f } = { ~fi}.
We divide the proof into three cases: i = n; i = 1; 2 ≤ i ≤ n− 1.
First we consider the case: i = n. Let ~fn = (f
′
n, fn−1, . . . , f1) with J
n : fn ≃ f
′
n and set
j = jn,n−2 ◦ · · · ◦ jn,2 ◦ jn,1. Since j is a cofibration, there exists a map H : Σ
mnCn,n−1× I →
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Xn+1 which makes the following diagram commutative.
ΣmnXn × I
Σmn j×1I ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ Jn
((
ΣmnXn
i
ΣmnXn
0
88♣♣♣♣♣♣♣♣♣♣♣
Σmn j &&▼▼
▼▼
▼▼
▼▼
▼▼
▼
ΣmnCn,n−1 × I
H // Xn+1
ΣmnCn,n−1
i
ΣmnCn,n−1
0
66♠♠♠♠♠♠♠♠♠♠♠♠ fn
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Let {S′r, fr
′
,Ω′r | 2 ≤ r ≤ n} be the family obtained from {Sr, fr,Ωr | 2 ≤ r ≤ n} by replacing
fn with H1. Then the new family is an aqs¨2-presentation of ~fn such that it represents
α = H1 ◦ Σ
mngn,n−1 ◦ (1Σm[n−1,1]X1 ∧ τ(S
mn , Sn−2)) ∈ { ~fn}. Hence { ~f } = { ~fn}.
Secondly we consider the case: i = 1. Let ~f1 = (fn, . . . , f2, f
′
1) with J
1 : f1 ≃ f
′
1. We
define S′r, fr
′
,Ω′r, and er,s : C
′
r,s ≃ Cr,s inductively for r = 2, 3, . . . , n as follows. Set
S
′
2 = (Σ
m1X1;X2, X2 ∪f ′1 CΣ
m1X1; f
′
1; if ′1),
e2,2 = Φ(f
′
1, f1, 1Σm1X1 , 1X2 ;−J
1) : C′2,2 = X2 ∪f ′1 CΣ
m1X1 → C2,2 = X2 ∪f1 CΣ
m1X1,
e2,1 = 1X2 , f2
′
= f2 ◦ Σ
m2e2,2 : Σ
m2C′2,2 → X3, ω
′
2,1 = q
′
f ′1
, Ω′2 = {ω
′
2,1}.
Then e2,2 ◦ j
′
2,1 = j2,1, and ω
′
2,1 ≃ ω2,1 ◦ (e2,2 ∪ Ce2,1) by Proposition 3.3(2) of [OO] and
so (e2,2 ∪ Ce2,1) ◦ ω
′−1
2,1 ≃ ω
−1
2,1. Set S
′
3 = (Σ˜
m2S′2)(f2
′
, Σ˜m2Ω′2) and Ω
′
3 = ˜˜Σm2Ω′2. Then
C′3,s = C3,s for s = 1, 2. Set
e3,3 = 1X3 ∪ CΣ
m2e2,2 : C
′
3,3 = X3 ∪f2
′ CΣm2C′2,2 → C3,3 = X3 ∪f2 CΣ
m2C2,2,
e3,s = 1C3,s (s = 1, 2), f3
′
=
{
f3 ◦ Σ
m3e3,2 n = 3
f3 ◦ Σ
m3e3,3 n ≥ 4
.
Then we have
g′3,2 = (f2
′
∪ C1Σm2X2) ◦ (Σ˜
m2ω′2,1)
−1
= (f2 ∪ C1Σm2X2) ◦ (Σ
m2e2,2 ∪ C1Σm2X2) ◦ (Σ˜
m2ω′2,1)
−1
≃ (f2 ∪ C1Σm2X2) ◦ (Σ˜
m2ω2,1)
−1 = g3,2,
ω3,1 ◦ (e3,2 ∪ Ce3,1) = ω3,1 = ω
′
3,1, ω3,2 ◦ (e3,3 ∪ Ce3,2) ≃ ω
′
3,2.
When n = 3, {S′r, fr
′
,Ω′r | r = 2, 3} is an aqs¨2-presentation of (f3, f2, f
′
1) such that f3
′
◦
Σm3g′3,2 ◦ (1Σm2Σm1X1 ∧ τ(S
m3 , S1)) = α. When n ≥ 4, set S′4 = (Σ˜
m3S′3)(f3
′
, Σ˜m3Ω′3) and
Ω′4 = ˜˜Σm3Ω′3. Then C′4,s = C4,s for 1 ≤ s ≤ 3. Set
e4,s =
{
1C4,s 1 ≤ s ≤ 3
1X4 ∪ CΣ
m3e3,3 s = 4
, f4
′
=
{
f4 ◦ Σ
m4e4,3 n = 4
f4 ◦ Σ
m4e4,4 n ≥ 5
.
We have g′4,1 = g4,1, g
′
4,2 = g4,2, and
g′4,3 = (f3
′
∪ C1Σm3C′3,2) ◦ (Σ˜
m3ω′3,2)
−1
= (f3 ∪ C1Σm3C3,2) ◦ (Σ
m3e3,3 ∪ CΣ
m3e3,2) ◦ (Σ˜
m3ω′3,2)
−1
≃ (f3 ∪ C1Σm3C3,2) ◦ (Σ˜
m3ω3,2)
−1 = g4,3
36 HIDEAKI O¯SHIMA AND KATSUMI O¯SHIMA
If n = 4, then
f4
′
◦ Σm4g′4,3 ◦ (1Σm[3,1]X1 ∧ τ(S
m3 , S
2)) ≃ f4 ◦ Σ
m4g4,3 ◦ (1Σm[3,1]X1 ∧ τ(S
m3 , S
2))
and so { ~f }(aqs¨2) = { ~f1 }
(aqs¨2). Continuing the process, we obtain a desired aqs¨2-presentation
of ~f1.
Thirdly we consider the case: 2 ≤ i ≤ n− 1. We prove only the case i = 2, because other
cases can be proved similarly. Let ~f2 = (fn, . . . , f3, f
′
2, f1) with J
2 : f2 ≃ f
′
2. Set S
′
2 = S2
and Ω′2 = Ω2. Then C
′
2,s = C2,s, j
′
2,1 = j2,1 = if1 , and ω
′
2,1 = ω2,1 = q
′
f1
. Set e2,s = 1C2,s
for 1 ≤ s ≤ 2. Since Σm2j2,1 = Σ
m2if1 : Σ
m2X2 → Σ
m2C2,2 = Σ
m2(X2 ∪f1 CΣ
m1X1) is
a free cofibration, there exists H2 : Σm2C2,2 × I → X3 such that H
2 ◦ i
Σm2C2,2
0 = f2 and
H ◦ (Σm2if1 × 1I) = J
2. Then the following diagram is commutative.
Σm2X2 × I
Σm2 if1×1I **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
J2
''
Σm2X2
Σm2 if1 ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
i0
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Σm2(X2 ∪f1 CX1)× I
H2 // X3
Σm2(X2 ∪f1 CΣ
m1X1)
i0
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐ f2
44
Set f2
′
= H21 : Σ
m2C′2,2 = Σ
m2C2,2 → X3. Set
S
′
3 = (Σ˜
m2S
′
2)(f2
′
, Σ˜m2Ω′2), Ω
′
3 = ˜˜Σm2Ω′2,
e3,3 = Φ(f2
′
, f2, 1Σm2C2,2 , 1X3 ;−H
2)
: C′3,3 = X3 ∪f2
′ CΣm2C′2,2 → C3,3 = X3 ∪f2 CΣ
m2C2,2,
e3,2 = Φ(f
′
2, f2, 1Σm2X2 , 1X3 ;−J
2)
: C′3,2 = X3 ∪f ′2 CΣ
m2X2 → C3,2 = X3 ∪f2 CΣ
m2X2,
e3,1 = 1X3 : C
′
3,1 → C3,1, f3
′
=
{
f3 ◦ Σ
m3e3,2 n = 3
f3 ◦ Σ
m3e3,3 n ≥ 4
.
Then e3,3 ◦ j
′
3,2 = j3,2 ◦ e3,2, e3,2 ◦ j
′
3,1 = j3,2 ◦ e3,1, and e3,1 ◦ g
′
3,1 = f
′
2 ≃ f2 = g3,1. We will
prove
e3,2 ◦ g
′
3,2 ≃ g3,2 i.e. e3,2 ◦ (f2
′
∪ C1Σm2X2) ≃ f2 ∪C1Σm2X2 .
We have
e3,2 ◦ (f2
′
∪ C1Σm2X2)
≃ Φ(f ′2, f2, 1Σm2X2 , 1X3 ;−J
2) ◦ Φ(Σm2if1 , f
′
2, 1Σm2X2 , f2
′
; 1f ′2)
(by [OO, Proposition 3.3(3)])
≃ Φ(Σm2if1 , f2, 1Σm2X2 , f2
′
; ((−J2)◦¯11Σm2X2 ) • (11X3 ◦¯1f
′
2
))
(by [OO, Proposition 3.3(1)(d)])
≃ Φ(Σm2if1 , f2, 1Σm2X2 , f2
′
;−J2)
(by [OO, Proposition 3.3(5)] and ((−J2)◦¯11Σm2X2 ) • (11X3 ◦¯1f
′
2
)
Σm2X2
≃ −J2).
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We define J˜ t : Σm2X2 × I → X3 for t ∈ I by J˜
t(z, u) = (−J2)(z, t + u − tu). Then
J˜ t : (−H2)t ◦ Σ
m2if1 ≃ f2 ◦ 1Σm2X2 and so
Φ(Σm2 if1 , f2, 1Σm2X2 , f2
′
;−J2)
≃ Φ(Σm2 if1 , f2, 1Σm2X2 , f2; 1f2) (by [OO, Proposition 3.3(4)])
≃ f2 ∪C1Σm2X2 (by [OO, Proposition 3.3(3)]).
Therefore e3,2◦(f2
′
∪C1Σm2X2) ≃ f2∪C1Σm2X2 as desired. When n = 3, {S
′
r, fr
′
,Ω′r | r = 2, 3}
is an aqs¨2-presentation of (f3, f
′
2, f1) such that f3
′
◦ g′3,2 = f3 ◦ e3,2 ◦ g
′
3,2 ≃ f3 ◦ g3,2 so that
{ ~f }(aqs¨2) = { ~f2 }
(aqs¨2). When n ≥ 4, by repeating the process above, we have S′r, fr
′
, Ω′r,
and er,s : C
′
r,s ≃ Cr,s for 3 ≤ r ≤ n such that
S
′
r = (Σ˜
mr−1S
′
r−1)(fr−1
′
, Σ˜mr−1Ω′r−1), Ω
′
r =
˜
Σ˜mr−1Ω′r−1,
C′r,s = Cr,s, er,s = 1Cr,s (1 ≤ s ≤ r − 2), j
′
r,s = jr,s (1 ≤ s ≤ r − 3),
er,s+1 ◦ j
′
r,s = jr,s ◦ er,s (1 ≤ s ≤ r − 1),
er,s ◦ g
′
r,s ≃ gr,s (1 ≤ s ≤ r − 1),
fr
′
=
{
fn ◦ Σ
mnen,n−1 r = n
fr ◦ Σ
mrer,r r < n
.
Therefore {S′r, fr
′
,Ω′r | 2 ≤ r ≤ n} is an aqs¨2-presentation of
~f2 such that fn
′
◦ Σmng′n,n−1 =
fn ◦Σ
mnen,n−1 ◦Σ
mng′n,n−1 ≃ fn ◦Σ
mngn,n−1. This ends the proof for the case of i = 2 and
completes the proof of Lemma 6.2 (for the case of ⋆ = aqs¨2). 
7. 3-fold brackets
In this section we prove (1.12).
Theorem 7.1. {f3, f2, f1}
(s¨t)
(m3,m2,m1)
= {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
= {f3, f2,Σ
m2f1}m3 .
Corollary 7.2. Let fi : Σ
miXi → Xi+1 (0 ≤ i ≤ 3) be maps such that fi+1 ◦ Σ
mi+1fi ≃
∗ (0 ≤ i ≤ 2). Then for ⋆ = aqs¨2, s¨t we have
{f3, f2, f1}
(⋆)
(m3,m2,m1)
◦ Σm3+m2+m1+1f0 = (−1)
m3+1
(
f3 ◦ Σ
m3{f2,Σ
m2f1,Σ
m[2,1]f0}
)
⊃ (−1)m3+1
(
f3 ◦ Σ
m3{f2, f1, f0}
(⋆)
(m2,m1,m0)
)
,
where the inclusion is the identity when m2 = 0.
Problem 7.3. Is there a sequence (f3, f2, f1, f0) such that it satisfies the assumption of Corol-
lary 7.2 and the inclusion in 7.2 is not the identity?
Proof of Theorem 7.1. The first equality holds from definitions. Let α ∈ {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
and {Sr, fr,Ωr | r = 2, 3} an aqs¨2-presentation of ~f with α = f3 ◦ Σ˜
m3g3,2. Then
S2 = (Σ
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1), f2 : Σ
m2(X2 ∪f1 CΣ
m1X1)→ X3,
Ω2 = {ω2,1}, ω2,1 = q
′
f1
: X2 ∪f1 CΣ
m1X1 ∪ CX2 ≃ ΣΣ
m1X1,
S3 = (Σ
m2S2)(f2, Σ˜
m2Ω2), f3 : Σ
m3(X3 ∪f2 CΣ
m2X2)→ X4, Ω3 = Σ˜
m2Ω2.
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Take A1 : f2 ◦ Σ
m2f1 ≃ ∗ and A2 : f3 ◦ Σ
m3f2 ≃ ∗ such that f2 ◦ ψ
m2
f1
= [f2, A1,Σ
m2f1] and
f3 ◦ ψ
m3
f2
= [f3, A2,Σ
m3f2]. Then g3,2 ≃ (f2, A1,Σ
m1f1) by [OO, (4.2)]. Therefore
f3 ◦ Σ˜
m3g3,2 = f3 ◦ Σ
m3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
≃ [f3, A2,Σ
m3f2] ◦ (ψ
m3
f2
)−1 ◦ Σm3(f2, A1,Σ
m2f1) ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= [f3, A2,Σ
m3f2] ◦ (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1) (by [6, Lemma 2.4])
∈ {f3, f2,Σ
m2f1}m3 .
Hence {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
⊂ {f3, f2,Σ
m2f1}m3 .
Next we prove {f3, f2,Σ
m2f1}m3 ⊂ {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
. Let α ∈ {f3, f2,Σ
m2f1}m3 .
Then α = [f3, A2,Σ
m3f2] ◦ (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1) for some A2 : f3 ◦ Σ
m3f2 ≃ ∗ and
A1 : f2 ◦Σ
m2f1 ≃ ∗. By [6, Lemma 2.4], α = [f3, A2,Σ
m3f2]◦ (ψ
m3
f2
)−1 ◦Σm3(f2, A1,Σ
m2f1)◦
(1Σm[2,1]X1 ∧ τ(S
m3 , S1)). Set
f2 = [f2, A1,Σ
m2f1] ◦ (ψ
m2
f1
)−1 : Σm2(X2 ∪f1 CΣ
m1X1)→ X3,
g3,2 = (f2, A1,Σ
m2f1) : ΣΣ
m[2,1]X1 → X3 ∪f2 CΣ
m2X2,
f3 = [f3, A2,Σ
m3f2] ◦ (ψ
m3
f2
)−1 : Σm3(X3 ∪f2 CΣ
m2X2)→ X4,
S2 = (Σ
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1), ω2,1 = q
′
f1
, Ω2 = {ω2,1},
S3 = (Σ
m2S2)(f2, Σ˜
m2Ω2)
= (Σm2X2,ΣΣ
m[2,1]X1;X3, X3 ∪f2 CΣ
m2X2, X3 ∪f2 CΣ
m2(X2 ∪f1 CΣ
m1X1); f2, g3,2;
if2 , 1X3 ∪ CΣ
m2 if1), Ω3 = ˜˜Σm2Ω2.
Then {Sr, fr,Ωr | 2 ≤ r ≤ 3} is an aqs¨2-presentation of ~f and it represents α. Hence
{f3, f2,Σ
m2f1}m3 ⊂ {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
. Thus {f3, f2,Σ
m2f1}m3 = {f3, f2, f1}
(aqs¨2)
(m3,m2,m1)
.

Proof of Corollary 7.2. Let ⋆ = aqs¨2, s¨t. Then we have
{f3, f2, f1}
(⋆)
(m3,m2,m1)
◦ Σm3+m2+m1+1f0
= {f3, f2,Σ
m2f1}m3 ◦Σ
m3+1Σm[2,1]f0 (by Theorem 7.1)
= (−1)m3+1
(
f3 ◦ Σ
m3{f2,Σ
m2f1,Σ
m[2,1]f0}
)
(by [12, Proposition 1.4])
⊃ (−1)m3+1
(
f3 ◦ Σ
m3{f2, f1, f0}
(⋆)
(m2,m1,m0)
)
(by Proposition 3.8),
where the inclusion is the identity when m2 = 0 by Theorem 7.1. This ends the proof. 
8. 4-fold brackets
In this section we prove (1.13).
Theorem 8.1. When n = 4, we have
{ ~f}
(s¨t)
~m =
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
=
⋃
(−1)m4{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4
where the unions
⋃
are taken over all triples ~A = (A3, A2, A1) such that ( ~f ; ~A) is admissible.
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Corollary 8.2. If in addition m0 is a non negative integer and f0 : Σ
m0X0 → X1 is a map
such that {f2, f1, f0}
(s¨t)
(m2,m1,m0)
= {0}, then
{f4, f3, f2, f1}
(s¨t)
(m4,m3,m2,m1)
◦ Σm4+···+m1+2f0 ⊂ f4 ◦ Σ
m4{f3,Σ
m3f2,Σ
m[3,2]f1,Σ
m[3,1]f0}
(s¨t).
The theorem consists of the following two relations.
{ ~f}
(s¨t)
~m ⊂
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4
◦Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1)),
(8.1)
{ ~f}
(s¨t)
~m ⊃
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4
◦Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1)).
(8.2)
Proof of (8.1). Let α ∈ { ~f}
(s¨t)
~m and {Sr, fr,Ar | r = 2, 3, 4} an s¨t-presentation of
~f with
α = f4 ◦ Σ˜
m4g4,3. Set f2
′
= f2 ◦ ψ
m2
f1
: Σm2X2 ∪Σm2 f1 CΣ
m[2,1]X1 → X3. We take A1 :
f2 ◦ Σ
m2f1 ≃ ∗ satisfying f2
′
= [f2, A1,Σ
m2f1]. Since Σ˜
m2a2,1 = (ψ
m2
f1
)−1 by definition, we
have f2 = f2
′
◦ Σ˜m2a2,1. Since Σ˜
m2ω2,1 = q
′
Σm2f1
◦ (Σ˜m2a2,1 ∪ C1Σm2X2), we have
g3,2 = (f2 ∪ C1Σm2X2) ◦ (Σ˜
m2ω2,1)
−1 = (f2
′
∪C1Σm2X2) ◦ (q
′
Σm2f1)
−1
≃ (f2, A1,Σ
m2f1) (by [OO, (4.2)]).
Set f3
2′
= f3
2
◦ ψm3f2 (= f3
2
◦ (Σ˜m3a3,1)
−1). We take A2 : f3 ◦ Σ
m3f2 ≃ ∗ such that f3
2′
=
[f3, A2,Σ
m3f2]. We have
∗ ≃ f3 ◦ Σ
m3j3,2 ◦ Σ
m3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= f3
2′
◦ (ψm3f2 )
−1 ◦ Σm3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
≃ f3
2′
◦ (ψm3f2 )
−1 ◦ Σm3(f2, A1,Σ
m2f1) ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= f3
2′
◦ (Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1) ◦ (1Σm[2,1]X1 ∧ τ(S
1, S
m3)) ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= f3
2′
◦ (Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1)
= [f3, A2,Σ
m3f2] ◦ (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1).
We have g4,2 = (f3
2
∪ C1Σm3X3) ◦ (Σ˜
m3ω3,1)
−1 ≃ (f3, A2,Σ
m3f2) by [OO, (4.2)]. Since
f4
2
◦ψm4f3 : Σ
m4X4∪Σm4f3CΣ
m[4,3]X3 → X5 is an extension of f4, there exists A3 : f4◦Σ
m4f3 ≃
∗ such that [f4, A3,Σ
m4f3] ◦ (ψ
m4
f3
)−1 = f4
2
. We have
∗ ≃ f4 ◦ Σ
m4j4,2 ◦ Σ
m4g4,2 ◦ (1Σm[3,2]X2 ∧ τ(S
m4 , S
1))
= f4
2
◦ Σm4g4,2 ◦ (1Σm[3,2]X2 ∧ τ(S
m4 , S
1))
= [f4, A3,Σ
m4f3] ◦ (ψ
m4
f3
)−1 ◦ Σm4g4,2 ◦ (1Σm[3,2]X2 ∧ τ(S
m4 , S
1))
≃ [f4, A3,Σ
m4f3] ◦ (ψ
m4
f3
)−1 ◦ Σm4(f3, A2,Σ
m3f2) ◦ (1Σm[3,2]X2 ∧ τ(S
m4 , S
1))
= [f4, A3,Σ
m4f3] ◦ (Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2).
Hence ( ~f ;A3, A2, A1) is admissible and so
(8.3) f4 ◦ Σ
m4f3
2′
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since
f4 ◦ Σ
m4f3
2′
= f4 ◦ Σ
m4 [f3, A2,Σ
m3f2] = [f4, A3,Σ
m4f3] ◦ iΣm4f3 ◦ Σ
m4 [f3, A2,Σ
m3f2]
= [f4, A3,Σ
m4f3] ◦ iΣm4f3 ◦ [Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2] ◦ (ψ
m4
Σm3f2
)−1 (by [6, Lemma 2.4])
≃ [f4, A3,Σ
m4f3] ◦ (Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2) ◦ qΣm[4,3]f2 ◦ (ψ
m4
Σm3f2
)−1
(by [5, Proposition 5.11] or [6, Lemma 3.6])
≃ ∗.
Let (Σ˜m3a3,2)
−1 ∈ TOPΣ
m3C3,2(iΣ˜m3g3,2 ,Σ
m3j3,2) be a homotopy inverse of the homotopy
equivalence Σ˜m3a3,2 ∈ TOP
Σm3C3,2(Σm3j3,2, iΣ˜m3g3,2 ) in the category TOP
Σm3C3,2 . Set f3
′
=
f3 ◦ (Σ˜
m3a3,2)
−1. Then f3
′
is an extension of f3
2
and so there is a null homotopy B :
f3
2
◦ Σ˜m3g3,2 ≃ ∗ such that f3
′
= [f3
2
, B, Σ˜m3g3,2]. We have f3
′
◦ Σ˜m3a3,2
Σm3C3,2
≃ f3. The
following diagram is homotopy commutative so that g4,3 ≃ (f3
2
, B, Σ˜m3g3,2) by [OO, (4.2)].
Σm3C3,3 ∪ CΣ
m3C3,2
Σ˜m3ω3,2
**Σ˜m3a3,2∪C1Σm3C3,2 ++❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲
f3∪C1

(Σm3C3,2 ∪ CΣΣ
m[3,1]X1) ∪ CΣ
m3C3,2
q′ //
f3
′
∪C1
ss❣❣❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣❣❣
❣
Σ2Σm[3,1]X1
g4,3
ooX4 ∪f32 CΣ
m3C3,2
Set f4
′
= f4 ◦ψ
m4
f3
2 : Σ
m4X4 ∪Σm4f32 CΣ
m[4,3]C3,2. Then f4
′
is an extension of Σm4f3
2
. Hence
there is a homotopy D : f4 ◦ Σ
m4f3
2
≃ ∗ such that f4
′
= [f4, D,Σ
m4f3
2
]. We have
f4 ◦ Σ˜
m4g4,3 = f4 ◦ Σ
m4g4,3 ◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
≃ f4
′
◦ (ψm4
f3
2)
−1 ◦Σm4(f3
2
, B, Σ˜m3g3,2) ◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
= f4
′
◦ (ψm4
f3
2)
−1 ◦ (ψm4
f3
2) ◦ (Σ
m4f3
2
, Σ˜m4B,Σm4Σ˜m3g3,2)
◦ (1ΣΣm[3,1]X1 ∧ τ(S
1, S
m4) ◦ (1Σm[3,1]X1 ∧ τ(S
m−4, S
2)) (by [6, Lemma 2.4])
= f4
′
◦ (Σm4f3
2
, Σ˜m4B,Σm4Σ˜m3g3,2) ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
∈ {f4, f3
2
, Σ˜m3g3,2}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
#
= {f4, f3
2′
, (ψm3f2 )
−1 ◦ Σ˜m3g3,2}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
= {f4, f3
2′
, (ψm3f2 )
−1 ◦ Σm3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
= {f4, f3
2′
, (ψm3f2 )
−1 ◦ Σm3(f2, A1,Σ
m2f1) ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))}m4
◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
= {f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
(by [6, Lemma 2.4]),
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where the equality
#
= holds because of the following reasons: f3
2
= f3
2′
◦ (ψm3f2 )
−1; (8.3); ⊃
holds by Proposition 1.2(ii) of [12]; indeterminacies of two brackets are the same. This proves
(8.1). 
In order to prove (8.2) we need Lemma 8.3 below. We omit its proof, because it is an easy
consequence of definitions.
Lemma 8.3. If maps X
f
→ Y
g
→ Z with a null homotopy H : g◦f ≃ ∗ and a homeomorphism
h : Y ≈ Y ′ are given, then we have
[g,H, f ] = [g ◦ h−1, H, h ◦ f ] ◦ (h ∪C1X) : Y ∪f CX → Z,
(1Z ∪ Ch) ◦ (g,H, f) = (g ◦ h
−1, H, h ◦ f) : EX → Z ∪g◦h−1 CY
′.(8.4)
Proof of (8.2). Suppose that ( ~f ;A3, A2, A1) is admissible. Then
f4 ◦ Σ
m4 [f3, A2,Σ
m3f2]
= f4 ◦ [Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2] ◦ (ψ
m4
Σm3f2
)−1 (by [6, Lemma 2.4])
= [f4, A3,Σ
m4f3] ◦ iΣm4f3 ◦ [Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2] ◦ (ψ
m4
Σm3f2
)−1
≃ [f4, A3,Σ
m4f3] ◦ (Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2) ◦ qΣm[4,3]f2 ◦ (ψ
m4
Σm3f2
)−1
(by [5, Proposition 5.11] or [6, Lemma 3.6])
≃ ∗
and so {f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 is not empty. Let α be any element
of the last Toda bracket. Then there are null homotopies F : f4 ◦Σ
m4 [f3, A2,Σ
m3f2] ≃ ∗ and
B : [f3, A2,Σ
m3f2]◦(Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1) ≃ ∗ such that α = [f4, F,Σ
m4 [f3, A2,Σ
m3f2]]◦
(Σm4 [f3, A2,Σ
m3f2], Σ˜
m4B,Σm4(Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1)). We will prove
α ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1)) ∈ { ~f}
(s¨t)
~m .
Set
S2 = (Σ
m1X1;X2, X2 ∪f1 CΣ
m1X1; f1; if1), a2,1 = 1C2,2 , A2 = {a2,1}, ω2,1 = q
′
f1
,
f2
′
= [f2, A1,Σ
m2f1] : Σ
m2X2 ∪Σm2f1 CΣ
m[2,1]X1 → X3.
Then Σ˜m2a2,1 = (ψ
m2
f1
)−1 : Σm2C2,2 → Σ
m2X2 ∪Σm2f1 CΣ
m[2,1]X1 by definition. Set
f2 = f2
′
◦ (ψm2f1 )
−1 = f2
′
◦ Σ˜m2a2,1 : Σ
m2C2,2 → X3,
S3 = (Σ˜
m2S2)(f2, Σ˜
m2A2), a3,1 = 1C3,2 .
Then g3,2 ≃ (f2, A1,Σ
m2f1) by [OO, (4.2)]. Since j3,2 : C3,2 = X3 ∪f2 CΣ
m2X2 →
C3,3 = X3 ∪f2 CΣ
m2C2,2 is a homotopy cofibre of g3,2, it follows from [OO, Lemma 4.3(2)]
that j3,2 is a homotopy cofibre of (f2, A1,Σ
m2f1) so that there is a homotopy equivalence
a3,2 ∈ TOP
C3,2(j3,2, i(f2,A1,Σm2f1)) such that A3 = {a3,1, a3,2} is a structure on S3. We may
suppose/take g3,2 = (f2, A1,Σ
m2f1) by [OO, Lemma 4.3(2), Remark 5.5(1)]. We have
Σ˜m3g3,2 = Σ
m3g3,2 ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= Σm3(f2, A1,Σ
m2f1) ◦ (1Σm[2,1]X1 ∧ τ(S
m3 , S
1))
= ψm3f2 ◦ (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1) (by [6, Lemma 2.4]).
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Set
f3
2′
= [f3, A2,Σ
m3f2] : Σ
m3X3 ∪Σm3 f2 CΣ
m[3,2]X2 → X4,
f3
2
= [f3, A2,Σ
m3f2] ◦ (ψ
m3
f2
)−1 : Σm3C3,2 → X4.
We have
f3
2
◦ Σ˜m3g3,2 = f3
2′
◦ (ψm3f2 )
−1 ◦ Σ˜m3g3,2
= [f3, A2,Σ
m3f2] ◦ (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)
≃ ∗.
Take B : f3
2
◦ Σ˜m3g3,2 ≃ ∗ and set
f3 = [f3
2
, B, Σ˜m3g3,2] : Σ
m3C3,3 → X4.
Then f3 ◦ Σ
m3j3,2 = f3
2
. Set
S4 = (Σ˜
m3S3)(f3, Σ˜
m3A3), a4,1 = 1C4,2.
Then g4,2 ≃ (f3, A2,Σ
m3f2) and g4,3 ≃ (f3
2
, B, Σ˜m3g3,2) by [6, (4.2)]. Since j4,2 is a homo-
topy cofibre of g4,2, it follows from [OO, Lemma 4.3(2)] that j4,2 is a homotopy cofibre of
(f3, A2,Σ
m3f2) so that there is a homotopy equivalence a4,2 ∈ TOP
C4,2(j4,2, i(f3,A2,Σm3f2))
and we may suppose/take g4,2 = (f3, A2,Σ
m3f2) by [OO, Lemma 4.3(2), Remark 5.5(1)]. Let
a4,3 : C4,4 → C4,3∪g4,3CΣ
2Σm[3,1]X1 be any homotopy equivalence such that a4,3◦j4,3 = ig4,3 .
Then the set A4 = {a4,i | i = 1, 2, 3} is a structure on S4. We have
f4 ◦ Σ
m4f3
2
= [f4, A3,Σ
m4f3] ◦ iΣm4f3 ◦ Σ
m4 [f3, A2,Σ
m3f2]
= [f4, A3,Σ
m4f3] ◦ iΣm4f3 ◦ [Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2] ◦ (ψ
m4
Σm3f2
)−1
≃ [f4, A3,Σ
m4f3] ◦ (Σ
m4f3, Σ˜
m4A2,Σ
m[4,3]f2) ◦ (ψ
m4
Σm3 f2
)−1
≃ ∗.
Then the map
f4 = [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (1Σm4X4 ∪ CΣ
m4(ψm3f2 )
−1) ◦ (ψm4
f3
2)
−1 : Σm4C4,3 → X5
is an extension of f4 to Σ
m4C4,3. Hence we have an s¨t-presentation {Sr, fr,Ar | 2 ≤ r ≤ 4}
of ~f . We have
(f3
2
, B, Σ˜m3g3,2) = (1X4 ∪Cψ
m3
f2
) ◦ (f3
2′
, B, (Σm3f2, m˜3A1,Σ
m[3,2]f1))
by (8.4). We have
f4 ◦ Σ˜
m4g4,3
= [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (1Σm4X4 ∪ CΣ
m4(ψm3f2 )
−1) ◦ (ψm4
f3
2)
−1
◦ Σm4g4,3 ◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
≃ [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (1Σm4X4 ∪ CΣ
m4(ψm3f2 )
−1) ◦ (ψm4
f3
2)
−1
◦ Σm4(f3
2
, B, Σ˜m3g3,2) ◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
= [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (1Σm4X4 ∪ CΣ
m4(ψm3f2 )
−1) ◦ (ψm4
f3
2)
−1
◦ Σm4(1X4 ∪ Cψ
m3
f2
) ◦ Σm4(f3
2′
, B, (Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1))
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◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
= [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (1Σm4X4 ∪ CΣ
m4(ψm3f2 )
−1) ◦ (ψm4
f3
2)
−1
◦ Σm4(1X4 ∪ Cψ
m3
f2
) ◦ ψm4
f3
2′
◦ (Σm4f3
2′
, Σ˜m4B,Σm4(Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1)) ◦ (1ΣΣm[3,1]X1 ∧ τ(S
1, S
m4))
◦ (1Σm[3,1]X1 ∧ τ(S
m4 , S
2))
= [f4, F,Σ
m4 [f3, A2,Σ
m3f2]] ◦ (Σ
m4f3
2′
, Σ˜m4B,Σm4(Σm3f2, Σ˜
m3A1,Σ
m[3,2]f1))
◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1)).
This completes the proof of (8.2). 
Proof of Corollary 8.2. Take A0 : f1 ◦ Σ
m1f0 ≃ ∗ arbitrarily. Then qf1 ◦ (f1, A0,Σ
m1f0) ≃
−ΣΣm1f0 by definitions, and so ΣΣ
m1f0 ≃ qf1 ◦(−(f1, A0,Σ
m1f0)). By Theorem 8.1 we have
{f4, f3, f2, f1}
(s¨t)
~m
◦ Σ(1Σm1X1 ∧ τ(S
1, S
m[4,2])) ◦ ΣΣm[4,2]ΣΣm1f0
=
⋃
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
◦ Σ(1Σm1X1 ∧ τ(S
1, S
m[4,2])) ◦ ΣΣm[4,2]ΣΣm1f0
where
⋃
is taken over all (A3, A2, A1) such that (f4, f3, f2, f1;A3, A2, A1) is admissible. Since
Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1)) ◦ Σ(1Σm1X1 ∧ τ(S
1, S
m[4,2])) ◦ ΣΣm[4,2]ΣΣm1f0
≃ ΣΣm4
(
qΣm[3,2]f1 ◦ (ψ
m[3,2]
f1
)−1
)
◦ ΣΣm[4,2](−(f1, A0,Σ
m1f0))
we have
{f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4 ◦ Σ(1Σm[3,1]X1 ∧ τ(S
m4 , S
1))
◦ Σ(1Σm1X1 ∧ τ(S
1, S
m[4,2])) ◦ ΣΣm[4,2]ΣΣm1f0
= {f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1)}m4
◦ ΣΣm4
(
qΣm[3,2]f1 ◦ (ψ
m[3,2]
f1
)−1
)
◦ ΣΣm[4,2](−(f1, A0,Σ
m1f0))
⊂ {f4, [f3, A2,Σ
m3f2], (Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1) ◦ qΣm[3,2]f1}m4
◦ ΣΣm4(ψ
m[3,2]
f1
)−1 ◦ ΣΣm[4,2](−(f1, A0,Σ
m1f0))
(by [12, Proposition 1.2(i)])
= {f4, [f3, A2,Σ
m3f2], iΣm3f2 ◦ [Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1]}m4
◦ ΣΣm4
(
(ψ
m[3,2]
f1
)−1 ◦ Σm[3,2](f1, A0,Σ
m1f0)
)
◦ ΣΣm[4,2](−1ΣΣm[1,0]X0)
(by [5, Proposition(5.11)] or [6, Lemma 3.6])
⊂ {f4, [f3, A2,Σ
m3f2] ◦ iΣm3f2 , [Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1]}m4
◦ ΣΣm4
(
(Σm[3,2]f1, Σ˜
m[3,2]A0,Σ
m[3,1]f0) ◦ (1Σm[1,0]X0 ∧ τ(S
1, S
m[3,2])
)
◦ ΣΣm[4,2](−1ΣΣm[1,0]X0)
(by [12, Proposition 1.2(ii)] and [6, Lemma 2.4])
= {f4, f3, [Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1]}m4 ◦ ΣΣ
m4(Σm[3,2]f1, Σ˜
m[3,2]A0,Σ
m[3,1]f0)
◦ ΣΣm4
(
(1Σm[1,0]X0 ∧ τ(S
1, S
m[3,2])) ◦ Σm[3,2](−1ΣΣm[1,0]X0)
)
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= (−1)m4+1
(
f4 ◦ Σ
m4{f3, [Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1], (Σ
m[3,2]f1, Σ˜
m[3,2]A0,Σ
m[3,1]f0)}
)
◦ ΣΣm4
(
(1Σm[1,0]X0 ∧ τ(S
1, S
m[3,2])) ◦ Σm[3,2](−1ΣΣm[1,0]X0)
)
(by the assumption {f2, f1, f0}
(s¨t)
(m2,m1,m0)
= {0}, [6, Lemma 2.4], and [12, Proposition 1.4])
= (−1)m4+m3+m2
(
f4 ◦ Σ
m4{f3, [Σ
m3f2, Σ˜
m3A1,Σ
m[3,2]f1], (Σ
m[3,2]f1, Σ˜
m[3,2]A0,Σ
m[3,1]f0)}
)
(the equality holds under suitable identifications of respective spaces)
⊂ (−1)m4+m3+m2
(
f4 ◦ Σ
m4{f3,Σ
m3f2,Σ
m[3,2]f1,Σ
m[3,1]f0}
(s¨t)
)
,
where the last containment follows from Theorem 8.1 and the fact that (f3, f2, f1, f0;A2, A1, A0)
is admissible. Hence
{ ~f }
(s¨t)
~m
◦ Σ(1Σm1X1 ∧ τ(S
1, S
m[4,2])) ◦ ΣΣm[4,2]ΣΣm1f0
⊂ (−1)m4+m3+m2
(
f4 ◦ Σ
m4{f3,Σ
m3f2,Σ
m[3,2]f1,Σ
m[3,1]f0}
(s¨t)
)
.
By the usual identifications of spaces [OO, Section 2], the map Σ(1Σm1X1 ∧ τ(S
1, Sm[4,2])) is
a self homeomorphism of Σ| ~m|+2X1 of the degree (−1)
m4+m3+m2 . Hence, if we denote the
map ΣΣm[4,2]ΣΣm1f0 by Σ
| ~m|+2f0, then we have
{ ~f}
(s¨t)
~m ◦ Σ
| ~m|+2f0 ⊂ f4 ◦ Σ
m4{f3,Σ
m3f2,Σ
m[3,2]f1,Σ
m[3,1]f0}
(s¨t).
This completes the proof of Corollary 8.2. 
9. Non-empty brackets
Similar assertions to the following proposition can be seen in [4] (for n = 4) and [13] (for
the non subscripted case).
Proposition 9.1. (1) If {fn−1, . . . , f1}
(q)
(mn−1,...,m1)
∋ 0 and {fn, . . . , fk}
(aqs¨2)
(mn,...,mk)
= {0}
for all k with 2 ≤ k < n, then { ~f}
(⋆)
~m is not empty for all ⋆.
(2) If {fn, . . . , f2}
(q)
(mn,...,m2)
∋ 0 and {fk, . . . , f1}
(aqs¨2)
(mk,...,m1)
= {0} for all k with 2 ≤ k < n,
then { ~f}
(⋆)
~m is not empty for all ⋆.
Proof. A proof can be obtained easily by modifying the proof of [OO, (1.10)]. We omit the
details. 
10. Subscripted stable higher Toda brackets 〈θn, . . . , θ1〉
(⋆)
~m
The purpose of this section is to define the subscripted stable higher Toda bracket and prove
a stable analogy to Proposition 3.8 (i.e.(1.1)).
For any space X and any integer k ≥ 1, we regard ΣkX as a co-H-space with a comultipli-
cation ΣkX = X ∧ Sk
1X∧µ
−→ X ∧ (Sk ∨Sk) = ΣkX ∨ΣkX , where µ is a co-H-multiplication on
Sk. Note that µ is unique up to homotopy for k ≥ 2 (cf. Proposition 2 and Remark 3 of [1]).
We denote by 〈X,Y 〉 the group of all stable maps X → Y , that is, the limit of the sequence
[X,Y ]
Σ
−−−−→ [ΣX,ΣY ]
Σ
−−−−→ [Σ2X,Σ2Y ]
Σ
−−−−→ · · · .
Let ~θ = (θn, . . . , θ1) be a sequence of stable elements θi ∈ 〈Σ
miXi, Xi+1〉 (1 ≤ i ≤ n). A
representative of ~θ is a sequence
−→
f ℓ = (f ℓn, . . . , f
ℓ
1) of maps f
ℓ
i : Σ
ℓΣmiXi → Σ
ℓXi+1 such
that f ℓi represents θi for all i. We denote by Rep(
~θ) the set of representatives of ~θ.
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Given ~θ, we will define 〈Σ ~m~θ 〉(⋆) and 〈~θ 〉
(⋆)
~m which satisfy
(10.1) 〈Σn−2Σm[n,1]X1, Xn+1〉 ⊃ 〈Σ
~m~θ 〉(⋆) ⊃ 〈~θ 〉
(⋆)
~m ,
where the second containment is a stable analogy to Proposition 3.8 and it is identity when
~m = (0, . . . , 0).
Let
−→
f ℓ ∈ Rep(~θ). We set
f
(ℓ)
i = f
ℓ
i ◦ (1Xi ∧ τ(S
ℓ, S
mi)) : ΣmiΣℓXi → Σ
ℓXi+1.
By definitions, we have
Σ˜rf
(ℓ)
i = Σ
rf
(ℓ)
i ◦ (1ΣℓXi ∧ τ(S
r, S
mi))
= Σrf ℓi ◦ (1Xi ∧ τ(S
ℓ ∧S
r, S
mi)) : ΣmiΣrΣℓXi → Σ
rΣℓXi+1,
and Σ˜sΣ˜rf
(ℓ)
i = Σ˜
s+rf
(ℓ)
i under the identification Σ
sΣr = Σs+r, that is, Sr ∧Ss = Ss+r (see
[OO, §2]). We set
Σ˜r
−−→
f (ℓ) = (Σ˜rf (ℓ)n , . . . , Σ˜
rf
(ℓ)
1 ).
Then Σ˜sΣ˜r
−−→
f (ℓ) = Σ˜s+r
−−→
f (ℓ) for r, s ≥ 0. As defined in the introduction we set
m[n,n+1] = 0.
We define
Σ̂rf
(ℓ)
i = Σ
m[n,i+1]Σ˜rf
(ℓ)
i : Σ
m[n,i]ΣrΣℓXi → Σ
m[n,i+1]ΣrΣℓXi+1,
Σ̂r
−−→
f (ℓ) = (Σ̂rf (ℓ)n , . . . , Σ̂
rf
(ℓ)
1 ).
For r ≥ 0, we set
Γ(r, ℓ) = [ΣrΣℓΣn−2Σm[n,1]X1,Σ
rΣℓXn+1],
A(r, ℓ) = {Σ̂r
−−→
f (ℓ)}(⋆) ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r)),
B(r, ℓ) = {Σ˜r
−−→
f (ℓ)}
(⋆)
~m ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r)).
We are going to proceed in the following order.
Lemma 10.1. (1) Γ(r, ℓ) ⊃ A(r, ℓ) ⊃ B(r, ℓ).
(2) ΣsΓ(r, ℓ) ⊂ Γ(s+ r, ℓ), ΣsA(r, ℓ) ⊂ A(s+ r, ℓ), and ΣsB(r, ℓ) ⊂ B(s+ r, ℓ).
(3) lim
r→∞
Γ(r, ℓ) ⊃ lim
r→∞
A(r, ℓ) ⊃ lim
r→∞
B(r, ℓ).
Lemma 10.2. Each limit in Lemma 10.1(3) does not depend on ℓ. In particular lim
r→∞
Γ(r, ℓ) =
〈Σn−2Σm[n,1]X1, Xn+1〉.
Definition 10.3. 〈Σ ~m~θ 〉(⋆) = limr→∞A(r, ℓ) and 〈~θ 〉
(⋆)
~m
= limr→∞B(r, ℓ) which is called
the subscripted stable higher Toda bracket.
Proposition 10.4. (10.1) and the last assertion just after (10.1) hold.
Proof of Lemma 10.1. (1) We have Γ(r, ℓ) ⊃ A(r, ℓ) by definitions, and A(r, ℓ) ⊃ B(r, ℓ) by
Proposition 3.8.
(2) We have
ΣsB(r, ℓ) ⊂ {Σ˜sΣ˜r
−−→
f (ℓ)}
(⋆)
~m ◦ (1ΣrΣℓX1 ∧ τ(S
m[n,1] ∧S
n−2, S
s))
◦ Σs(1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r)) (by (5.1))
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= {Σ˜s+r
−−→
f (ℓ)}
(⋆)
~m
◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r ∧S
s)) = B(s+ r, ℓ).
By [OO, (6.3.1)], we have
ΣsA(r, ℓ) ⊂ {ΣsΣ̂r
−−→
f (ℓ)}(⋆) ◦ (1Σm[n,1]ΣrΣℓX1 ∧ τ(S
n−2, S
s))
◦ Σs(1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r)).
We will prove that the right hand term of the above relation equals to A(s+ r, ℓ). It suffices
to prove
(10.2) {Σ̂s+r
−−→
f (ℓ)}(⋆) = {ΣsΣ̂r
−−→
f (ℓ)}(⋆) ◦ Σn−2(1ΣrΣℓX1 ∧ τ(S
s, S
m[n,1]))
because if (10.2) holds then
A(s+ r, ℓ) = {Σ̂s+r
−−→
f (ℓ)}(⋆) ◦ (1Xi ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r ∧S
s))
= {ΣsΣ̂r
−−→
f (ℓ)}(⋆) ◦ Σn−2(1ΣrΣℓX1 ∧ τ(S
s, S
m[n,1]))
◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r ∧S
s))
= {ΣsΣ̂r
−−→
f (ℓ)}(⋆) ◦ (1Σm[n,1]ΣrΣℓX1 ∧ τ(S
n−2, S
s))
◦ Σs(1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
r)).
Therefore we will prove (10.2). Set bi = 1ΣrΣℓXi ∧ τ(S
m[n,i] , Ss). Then, as is easily seen, the
following equality holds:
Σ̂s+rf
(ℓ)
i ◦ bi = bi+1 ◦ Σ
sΣ̂rf
(ℓ)
i .
Hence it follows from Lemma A.2 that
{Σ̂s+r
−−→
f (ℓ)}(⋆) ◦ Σn−2b1 = bn+1 ◦ {Σ
sΣ̂r
−−→
f (ℓ)}(⋆)
that is,
{Σ̂s+r
−−→
f (ℓ)}(⋆) ◦ Σn−2(1ΣrΣℓX1 ∧ (S
m[n,1] , S
s)) = {ΣsΣ̂r
−−→
f (ℓ)}(⋆)
so that
{Σ̂s+r
−−→
f (ℓ)}(⋆) = {ΣsΣ̂r
−−→
f (ℓ)}(⋆) ◦Σn−2(1ΣrΣℓX1 ∧ τ(S
s, S
m[n,1])).
This proves (10.2) and ends the proof of (2).
(3) This follows immediately from (1) and (2). 
Proof of Lemma 10.2. Obviously limr→∞ Γ(r, ℓ) = 〈Σ
n−2Σm[n,1]X1, Xn+1〉 which does not
depend on ℓ. Take (fkn , . . . , f
k
1 ) ∈ Rep(
~θ). Then there exist natural numbers L,K such that
L+ ℓ = K+ k and ΣLf ℓi ≃ Σ
Kfki for all i, where we used the identification S
ℓ ∧SL = Sℓ+L =
Sk+K = Sk ∧SK in [OO, §2]. In the rest of the proof, we will use freely such identifications.
Set
h = ΣK+r(1Xi ∧ τ(S
mi , S
k)) ◦ ΣL+r(1Xi ∧ τ(S
ℓ, S
mi))
: ΣL+rΣmiΣℓXi → Σ
K+rΣmiΣkXi
and consider the following diagram:
ΣmiΣL+rΣℓXi
1
ΣℓXi
∧τ(S
L+r,S
mi )
−−−−−−−−−−−−−→ ΣL+rΣmiΣℓXi
ΣL+rf
(ℓ)
i−−−−−−→ ΣL+rΣℓXi+1∥∥∥ yh ∥∥∥
ΣmiΣK+rΣkXi −−−−−−−−−−−−−→
1
ΣkXi
∧τ(SK+r,Smi )
ΣK+rΣmiΣkXi −−−−−−→
ΣK+rf
(k)
i
ΣK+rΣkXi+1
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The compositions of horizontal two maps are Σ˜L+rf
(ℓ)
i and Σ˜
K+rf
(k)
i , respectively. The first
square is strictly commutative. The second square is homotopy commutative, since
ΣL+rf
(ℓ)
i = Σ
L+rf ℓi ◦ Σ
L+r(1Xi ∧ τ(S
ℓ, S
mi))
≃ ΣK+rfki ◦ Σ
L+r(1Xi ∧ τ(S
ℓ, S
mi))
= ΣK+rf
(k)
i ◦Σ
K+r(1Xi ∧ τ(S
mi , S
k)) ◦ ΣL+r(1Xi ∧ τ(S
ℓ, S
mi))
= ΣK+rf
(k)
i ◦ h.
Hence
(10.3) Σ˜L+rf
(ℓ)
i ≃ Σ˜
K+rf
(k)
i .
Therefore {Σ˜L+r
−−→
f (ℓ)}
(⋆)
~m
= {Σ˜K+r
−−→
f (k)}
(⋆)
~m
by Theorem 6.1 so that B(L+ r, ℓ) = B(K + r, k).
Hence limr→∞B(r, ℓ) does not depend on ℓ.
By definitions and (10.3), we have
(10.4) Σ̂L+rf
(ℓ)
i ≃ Σ̂
K+rf
(k)
i .
We have
A(L + r, ℓ) = {Σ̂L+r
−−→
f (ℓ)}(⋆) ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
ℓ ∧S
L+r))
= {Σ̂K+r
−−→
f (k)}(⋆) ◦ (1X1 ∧ τ(S
m[n,1] ∧S
n−2, S
k ∧S
K+r))
(by (10.4) and Theorem 6.4.1 of [OO])
= A(K + r, k).
Hence ΣLA(r, ℓ) ⊂ A(L + r, ℓ) = A(K + r, k) ⊃ ΣKA(r, k). Therefore limr→∞A(r, ℓ) =
limr→∞A(r, k). This completes the proof of Lemma 10.2. 
Thus we can set Definition 10.3 here by Lemmas 10.1 and 10.2.
Proof of Proposition 10.4. (10.1) follows from Lemma 10.1, Lemma 10.2, and Definition 10.3.
If ~m = (0, . . . , 0) then A(r, ℓ) = B(r, ℓ) and so 〈Σ(0,...,0)~θ 〉(⋆) = 〈~θ 〉
(⋆)
(0,...,0), where 〈
~θ 〉
(⋆)
(0,...,0)
is equal to 〈~θ 〉(⋆) which was defined and denoted by {~θ }(⋆) in [OO, §6.9]. This proves the
last assertion just after (10.1) and completes the proof of Proposition 10.4. 
We expect that the stable brackets are unstable under suitable conditions.
Problem 10.5. If we work in the category of finite CW complexes with vertexes as base points,
then are the stabilizations Σ∞ : A(r, ℓ)→ 〈Σ ~m~θ 〉(⋆) and Σ∞ : B(r, ℓ)→ 〈~θ 〉
(⋆)
~m bijections for
sufficiently large r?
Proposition 10.6. If 〈Σ| ~m|+n−2X1, Xn+1〉 is finite, then Problem 10.5 is affirmative.
Proof. Set r0 = | ~m|+n+dimX1−(2·connXn+1+ℓ+2), where connXn+1 is the connectivity of
Xn+1. Then Σ : Γ(r, ℓ)→ Γ(r+1, ℓ) is an isomorphism for r ≥ r0 by the homotopy suspension
isomorphism theorem.
Set Gr = Σ
∞B(r, ℓ). Then G0 ⊂ · · · ⊂ Gr ⊂ Gr+1 ⊂ · · · is a sequence of subsets of
〈Σ| ~m|+n−2X1, Xn+1〉. It follows from the assumption that the sequence is stable, that is, there
is an integer r′0 such that Gr = Gr′0 for all r ≥ r
′
0. Hence Σ : B(r, ℓ)→ B(r+1, ℓ) is a bijection
for r ≥ max{r0, r
′
0}. Therefore Σ
∞ : B(r, ℓ) → 〈~θ 〉
(⋆)
~m is a bijection for r ≥ max{r0, r
′
0}.
Similarly there is an integer r′′0 such that Σ
∞A(r, ℓ) = Σ∞A(r′′0 , ℓ) for all r ≥ r
′′
0 . Hence
Σ∞ : A(r, ℓ)→ 〈Σ ~m~θ 〉(⋆) is a bijection for r ≥ max{r0, r
′′
0}. This ends the proof. 
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The following may be a reason why Toda [11, 12] did not consider the subscripted stable
3-fold bracket.
Lemma 10.7. Suppose the following conditions.
(1) n = 3 and ⋆ = aqs¨2, s¨t.
(2) X1 and X3 are finite CW complexes with vertexes as base points.
Then 〈Σ
−→
m
−→
θ 〉(⋆) = 〈
−→
θ 〉
(⋆)
−→
m
.
Proof. By definitions and Theorem 7.1, it suffices to prove that {Σ̂r
−−→
f (ℓ)}(⋆) = {Σ˜r
−−→
f (ℓ)}
(⋆)
−→
m
i.e. {Σ˜rf
(ℓ)
3 ,Σ
m3Σ˜rf
(ℓ)
2 ,Σ
m[3,2] Σ˜rf
(ℓ)
1 } = {Σ˜
rf
(ℓ)
3 , Σ˜
rf
(ℓ)
2 ,Σ
m2Σ˜rf
(ℓ)
1 }m3
for sufficiently large r. The last equality holds because two brackets have the same indetermi-
nacies for sufficiently large r, for example, for r ≥ 3+m2+m1+dimX1− ℓ− 2 · connX3. 
Problem 10.8. Is there an example such that 〈Σ
−→
m
−→
θ 〉(⋆) % 〈
−→
θ 〉
(⋆)
−→
m
for n ≥ 4?
11. The p-fold stable bracket 〈α1, . . . , α1〉
(⋆)
(2p−3,...,2p−3)
In this section we frequently use the same notation for a map and its homotopy class.
Let p be an odd prime. Set πk(S) = lim
n→∞
πn+k(S
n) and let πk(S; p) be the p-primary
part of πk(S). Let α1 be a generator of π2p−3(S; p) ∼= Zp (the cyclic group of order p). Let
α1(3) : S
2p = Σ2p−3 S3 → S3 be a map which represents α1. Toda (see [10, 11, 12]) showed
that π2p(p−1)−2(S; p) ∼= Zp and
(11.1) πi(S; p) ∼=
{
Zp i = 2j(p− 1)− 1 for 1 ≤ j < p
0 otherwise for i < 2p(p− 1)− 2
.
Let Pk : Hi(X ;Zp)→ Hi+2k(p−1)(X ;Zp) denote the Steenrod’s power operation. We use the
following Adem relation:
(11.2) (P1)k :=
k︷ ︸︸ ︷
P
1 · · ·P1 = k!Pk (k ≥ 1).
We will follow the argument of the previous section. For i, k ≥ 1, set
Xi = S
3, mi = 2p− 3, θi = α1 ∈ 〈Σ
miXi, Xi+1〉 = π2p−3(S),
−→m = (mp, . . . ,m1),
−→α1 = (θp, . . . , θ1),
−→m(k) = (mk, . . . ,m1),
−→α1(k) = (θk, . . . , θ1).
Then (
k︷ ︸︸ ︷
α1(3), . . . , α1(3)) ∈ Rep(
−→α1(k)). Therefore we set ℓ = 0 and f
ℓ
i = α1(3) : Σ
miXi →
Xi+1 for all i ≥ 1. Since f
(0)
i = f
0
i = α1(3), we abbreviate f
(0)
i and f
0
i to fi. Then
Σ˜rfi = Σ
rfi ◦ (1S3 ∧ τ(S
r, S
2p−3)) : Σ2p−3Σr S
3 → Σr S
3,
Σ̂rfi = Σ
m[p,i+1]Σ˜rfi : Σ
m[p,i]Σr S
3 → Σm[p,i+1]Σr S
3
for r ≥ 0 and p ≥ i ≥ 1, where m[p,p+1] = 0 by definition. The orders of Σ˜
rfi and Σ̂
rfi are p
and
[ΣrΣp−2Σm[p,1] S
3,Σr S
3] = [S
3 ∧S
m[p,1] ∧S
p−2 ∧S
r, S
3 ∧S
r]
⊃ A(r, 0) = {Σ̂r
−→
f }(⋆) ◦ (1S3 ∧ τ(S
m[p,1] ∧S
p−2, S
r))
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⊃ B(r, 0) = {Σ˜r
−→
f }
(⋆)
~m ◦ (1S3 ∧ τ(S
m[p,1] ∧S
p−2, S
r)).
By Lemma 10.1, we have ΣA(r, 0) ⊂ A(r+1, 0) and ΣB(r, 0) ⊂ B(r+1, 0). By Definition 10.3,
〈Σ
−→
m−→α1〉
(⋆) = limr→∞A(r, 0) and 〈
−→α1〉
(⋆)
~m
= limr→∞B(r, 0). Hence
π2p(p−1)−2(S) = 〈Σ
p−2Σm[p,1] S
3, S
3〉 ⊃ 〈Σ
−→
m−→α1〉
(⋆) ⊃ 〈−→α1〉
(⋆)
~m .
We will prove the following proposition (i.e. (1.16)) which contains [OO, Example 6.2.5].
Proposition 11.1. For all ⋆,
(1) 〈−→α1〉
(⋆)
−→
m
contains an element of order p, and
(2) every element of 〈Σ
−→
m−→α1〉
(⋆) is of order a multiple of p.
If this holds, then the above two brackets do not contain 0 so that the next corollary holds
by Proposition 3.6 and [OO, Proposition 6.1.5].
Corollary 11.2. The brackets 〈Σ
−→
m(k)−→α1(k)〉 and 〈
−→α1(k)〉
(⋆)
−→
m(k)
are empty for k ≥ p+ 1 and
all ⋆.
By Proposition 10.6, 〈Σ
−→
m−→α1〉
(⋆) and 〈−→α1〉
(⋆)
−→
m
are unstable, that is, the stabilizations Σ∞ :
A(r, 0) → 〈Σ
−→
m−→α1〉
(⋆) and Σ∞ : B(r, 0) → 〈−→α1〉
(⋆)
−→
m
are bijections for sufficiently large r.
Therefore in order to prove Proposition 11.1, it suffices to examine {Σ̂r
−→
f }(⋆) and {Σ˜r
−→
f }
(⋆)
−→
m
for sufficiently large r. After doing it, we can easily prove the following: When p = 3 and
⋆ = aqs¨2, s¨t, it follows from [12, Chapter 13] and Theorem 7.1 that {Σ
−→
m−→α1}
(⋆) and {−→α1}
(⋆)
−→
m
consist of a single element so that they are equal. It is unclear if the similar assertion holds
for p > 3.
Lemma 11.3. Let r ≥ 2p(p− 1)− 3.
(1) There is an s¨t-presentation {Sk, Σ̂rfk,Ak | 2 ≤ k ≤ p} of Σ̂
r
−→
f such that the order of
Σ̂rfk is a non trivial power of p, that is, p
s with s ≥ 1.
(2) For any s¨t-presentation {Sk, Σ̂rfk,Ak | 2 ≤ k ≤ p} of Σ̂
r−→f , if we set tk = 3+ r+(p−
k + 1)(2p− 3), then we have
(a) H˜m(Ck,k;Zp) ∼=
{
Zp m = tk + 2i(p− 1) (0 ≤ i < k ≤ p)
0 otherwise
.
(b) P1 : Htk+2i(p−1)(Ck,k;Zp) ∼= Htk+2(i+1)(p−1)(Ck,k;Zp) for 0 ≤ i ≤ k − 2 with
2 ≤ k ≤ p.
(3) {Σ̂r
−→
f }(⋆) is not empty for all ⋆.
Proof. To prove (1), for simplicity, we set X = Σr S3. Set
S2 = (Σ
m[p,1]X ; Σm[p,2]X,Σm[p,2]X ∪Σ̂rf1 CΣ
m[p,1]X ; Σ̂rf1; iΣ̂rf1)
which is a reduced iterated mapping cone of depth 1 with a structure A2 = {1C2,2}. Since
Σ̂rf2 ◦ Σ̂
rf1 ≃ ∗, the map Σ̂
rf2 can be extended to C2,2. Let e2,2 : C2,2 → Σ
m[p,3]X be such
an extension. We regard [C2,2,Σ
m[p,3]X ] as a group such that the bijection
(ψ
m[p,2]
Σ˜rf1
)∗ : [Σm[p,2](X ∪Σ˜rf1 CΣ
m1X),Σmm[p,3]X ]→ [C2,2,Σ
m[p,3]X ]
is an isomorphism. Then [C2,2,Σ
m[p,3]X ] is a finite abelian group. Let i1 : X → X ∪Σ˜rf1
CΣm1X be the inclusion. Then ψ
m[p,2]
Σ˜rf1
◦ j2,1 = Σ
m[p,2]i1. Let e
′
2,2 be a map representing the
p-primary component of e2,2. Set x2,2 = e2,2 − e
′
2,2. Then e
′
2,2 + x2,2 ≃ e2,2. We have
e′2,2 ◦ j2,1 + x2,2 ◦ j2,1 = e
′
2,2 ◦ ψ
−1 ◦ Σm[p,2]i1 + x2,2 ◦ ψ
−1 ◦ Σm[p,2]i1
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= (e′2,2 ◦ ψ
−1 + x2,2 ◦ ψ
−1) ◦ Σm[p,2]i1
≃ (e′2,2 + x2,2) ◦ ψ
−1 ◦ Σm[p,2]i1 (since (ψ
−1)∗ is an isomorphism)
= (e′2,2 + x2,2) ◦ j2,1 ≃ e2,1 ◦ j2,1 = Σ̂
rf2,
where ψ = ψ
m[p,2]
Σ˜rf1
. Since orders of e′2,2 ◦ j2,1 and Σ̂
rf2 are powers of p, it follows that
x2,2 ◦ j2,1 ≃ ∗ so that there is a homotopy G : e
′
2,2 ◦ j2,1 ≃ Σ̂
rf2. Since j2,1 is a cofibration,
there is a homotopy H : C2,2 × I → Σ
m[p,3]X such that H ◦ (j2,1 × 1I) = G and H0 = e
′
2,2.
Set Σ̂rf2 = H1. Then Σ̂rf2 ≃ e
′
2,2 and Σ̂
rf2 ◦ j2,1 = Σ̂
rf2. In particular the order of Σ̂rf2 is a
non trivial power of p. Set S3 = S2(Σ̂rf2,A2) and let A3 be a reduced structure on S3. Then
C3,s = Σ
m[p,3]X ∪
Σ̂rf2
s−1 CC2,s−1 (1 ≤ s ≤ 3), g2,1 = Σ̂
rf2, and g3,2 : ΣΣ
m[p,1]X → C3,2.
Since j3,1 is a homotopy cofibre of Σ̂
rf2 and Σ̂
rf3 ◦ Σ̂
rf2 ≃ ∗, Σ̂
rf3 can be extended to C3,2.
Let e3,2 : C3,2 → Σ
m[p,4]X be such an extension. We regard [C3,2,Σ
m[p,4]X ] as a group such
that the bijection
(ψ
m[p,3]
Σ˜rf2
)∗ : [Σm[p,3](X ∪Σ˜rf2 CΣ
m2X),Σm[p,4]X ]→ [C3,2,Σ
m[p,4]X ]
is an isomorphism. Let i2 : X → X ∪Σ˜rf2 CΣ
m2X be the inclusion. Then ψ
m[p,3]
Σ˜rf2
◦ j3,1 =
Σm[p,3]i2. Let e
′
3,2 be a map representing the p-primary part of e3,2 in [C3,2,Σ
m[p,4]X ]. Set
x3,2 = e3,2 − e
′
3,2. Then e
′
3,2 + x3,2 ≃ e3,2 and e
′
3,2 ◦ j3,1 + x3,2 ◦ j3,1 = (e
′
3,2 + x3,2) ◦ j3,1 ≃
e3,2◦j3,1 = Σ̂
rf3 by the same argument as above. Since orders of e
′
3,2◦j3,1 and Σ̂
rf3 are powers
of p, it follows that x3,2 ◦ j3,1 ≃ ∗ so that there is a homotopy G : e
′
3,2 ◦ j3,1 ≃ Σ̂
rf3. Since j3,1
is a cofibration, there is a homotopy H : C3,2 × I → Σ
m[p,4]X such that H ◦ (j3,1 × 1I) = G
and H0 = e
′
3,2. Set Σ̂
rf3
2
= H1. Then Σ̂rf3
2
≃ e′3,2 and Σ̂
rf3
2
◦ j3,1 = Σ̂
rf3. In particular
the order of Σ̂rf3
2
is a non trivial power of p. If p = 3, then, by setting Σ̂rf3 = Σ̂rf3
2
,
{Sk, Σ̂rfk,Ak | k = 2, 3} is a desired s¨t-presentation of Σ̂
r−→f .
Let p > 3. Then Σ̂rf3
2
◦ g3,2 is in the p-primary component of [ΣΣ
m[p,1]X,Σm[p,4]X ],
that is, in π2·3(p−1)−2(S; p). Hence Σ̂rf3
2
◦ g3,2 ≃ ∗ by (11.1). Since j3,2 is a homotopy
cofibre of g3,2, it follows from [OO, Lemma 4.3(7)] that Σ̂rf3
2
can be extended to C3,3. Let
e3,3 be such an extension. By the definition of s¨t-presentation, there is a homeomorphism
h : C3,3 ≈ Σ
m[p,3](X ∪ CΣm2(X ∪Σ˜rf1 CΣ
m1X)) such that h ◦ j3,2 ◦ j3,1 = Σ
m[p,3]i3, where
i3 : X → X ∪ CΣ
m2(X ∪ CΣm1X) is the inclusion. We regard [C3,3,Σ
m[p,4]X ] as a group
such that the bijection
h∗ : [Σm[p,3](X ∪ CΣm2(X ∪Σ˜rf1 CΣ
m1X)),Σm[p,4]X ]→ [C3,3,Σ
m[p,4]X ]
is an isomorphism. Then [C3,3,Σ
m[p,4]X ] is a finite abelian group. Let e′3,3 be a map rep-
resenting the p-primary component of e3,3 in [C3,3,Σ
m[p,4]X ]. Set x3,3 = e3,3 − e
′
3,3. Then
e′3,3 + x3,3 ≃ e3,3 and e
′
3,3 ◦ j3,2 + x3,3 ◦ j3,2 ≃ (e
′
3,3 + x3,3) ◦ j3,2 ≃ e3,3 ◦ j3,2 = Σ̂
rf3
2
by the same argument as above. Comparing the orders, we have x3,3 ◦ j3,2 ≃ ∗ so that
there is a homotopy G : e′3,3 ◦ j3,2 ≃ Σ̂
rf3
2
. Since j3,2 is a cofibration, there is a ho-
motopy H : C3,3 × I → Σ
m[p,4]X such that H ◦ (j3,2 × 1I) = G and H0 = e
′
3,3. Set
Σ̂rf3 = H1. Then Σ̂rf3 ◦ j3,2 = Σ̂rf3
2
and Σ̂rf3 ≃ e
′
3,3. Hence the order of Σ̂
rf3 is
a non trivial power of p. Set S4 = S3(Σ̂rf3,A3) and let A4 be a reduced structure on
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S4. By proceeding the process, we obtain a desired s¨t-presentation {Sk, Σ̂rfk,Ak | 2 ≤ k ≤
p} of Σ̂r
−→
f , where Σ̂rfk :
{
Ck,k → Σ
m[p,k+1]X 2 ≤ k < p
Cp,p−1 → X k = p
. By our construction, Ck,s ={
Σm[p,k]X ∪CCk−1,s−1 2 ≤ s ≤ k ≤ p
Σm[p,k]X 2 ≤ k ≤ p and s = 1
. This completes the proof of (1).
(2)(a) is an easy consequence of the definition of s¨t-presentation. Also (2)(b) follows easily
from the well-known fact that if e : Sn+2p−3 → Sn (n ≥ 3) represents a non zero element of
π2p−3(S; p), then P
1 : Hn(Sn ∪eC S
n+2p−3;Zp) ∼= Hn+2(p−1)(Sn ∪eC Sn+2p−3;Zp).
(3) follows from (1) and Corollary 4.2(4). 
Lemma 11.4. Let r ≥ 2p(p− 1)− 3.
(1) There is an s¨t-presentation {Sk, Σ˜rfk,Ak | 2 ≤ k ≤ p} of Σ˜
r−→f such that the order of
Σ˜rfk is a non-trivial power of p, that is, p
s with s ≥ 1.
(2) For any s¨t-presentation of Σ˜
r−→f , we have
(a) H˜m(Ck,k;Zp) ∼=
{
Zp m = 3 + r + 2i(p− 1) (0 ≤ i < k ≤ p)
0 otherwise
.
(b) P1 : H3+r+2i(p−1)(Ck,k;Zp) ∼= H3+r+2(i+1)(p−1)(Ck,k;Zp) for 0 ≤ i ≤ k − 2 with
2 ≤ k ≤ p.
(3) {Σ˜r
−→
f }
(⋆)
~m is not empty for all ⋆.
Proof. (1). Set S2 = (Σ
2p−3 S3+r; S3+r, S3+r ∪Σ˜rf1CΣ
2p−3 S3+r; Σ˜rf1; iΣ˜rf1). Then it is an
iterated reduced mapping cone of depth 1 with a structure A2 = {1C2,2}. Since Σ˜
rf2 ◦
Σ2p−3Σ˜rf1 ≃ ∗ by Toda [12] and since Σ
2p−3j2,1 is a homotopy cofibre of Σ
2p−3Σ˜rf1, the
map Σ˜rf2 can be extended to Σ
2p−3C2,2 by [OO, Lemma 4.3(7)]. Let e2,2 be such an
extension and e′2,2 : Σ
2p−3C2,2 → S
3+r a map representing the p-primary component of e2,2
in the finite stable group [Σ2p−3C2,2, S
3+r]. Set x = e2,2 − e
′
2,2. Then e
′
2,2 + x ≃ e2,2 and
e′2,2 ◦ Σ
2p−3j2,1 + x ◦ Σ
2p−3j2,1 ≃ e2,2 ◦ Σ
2p−3j2,1 = Σ˜
rf2. Since orders of e
′
2,2 ◦ Σ
2p−3j2,1
and Σ˜rf2 are powers of p, it follows that x ◦ Σ
2p−3j2,1 ≃ ∗ so that there is a homotopy
G : e′2,2 ◦ Σ
2p−3j2,1 ≃ Σ˜
rf2. Since Σ
2p−3j2,1 is a cofibration, there is a homotopy H :
Σ2p−3C2,2 × I → S
3+r such that H ◦ (Σ2p−3j2,1 × 1I) = G and H0 = e
′
2,2. Set Σ˜
rf2 = H1.
Then Σ˜rf2 ≃ e
′
2,2 and Σ˜
rf2◦Σ
2p−3j2,1 = Σ˜
rf2. In particular the order of Σ˜rf2 is a non-trivial
power of p. Set S3 = (Σ˜
2p−3S2)(Σ˜rf2, Σ˜
2p−3A2) and let A3 be a reduced structure on S3.
Then C3,s = S
3+r ∪CΣ2p−3C2,s−1 (1 ≤ s ≤ 3), g3,1 = Σ˜
rf2, and g3,2 = (Σ˜rf2∪C1Σ2p−3 S3+r)◦
(Σ˜2p−3ω2,1)
−1 : ΣΣ2(2p−3) S3+r → C3,2. Since Σ
2p−3j3,1 is a homotopy cofibre of Σ
2p−3Σ˜rf2
by [OO, Lemma 4.3(5)] and Σ˜rf3 ◦ Σ
2p−3Σ˜rf2 ≃ ∗, Σ˜
rf3 can be extended to Σ
2p−3C3,2 by
[OO, Lemma 4.3(7)]. Let e3,2 be such an extension and e
′
3,2 : Σ
2p−3C3,2 → S
3+r a map
representing the p-primary component of e3,2 in the finite stable group [Σ
2p−3C3,2, S
3+r].
By the same method discussed above, there is a map Σ˜rf3
2
: Σ2p−3C3,2 → S
3+r such that
Σ˜rf3
2
≃ e′3,2 and Σ˜
rf3
2
◦ Σ2p−3j3,1 = Σ˜
rf3. In particular the order of Σ˜rf3
2
is a non-trivial
power of p. If p = 3, then {Sk, Σ˜rfk,Ak | k = 2, 3} is a desired s¨t-presentation of Σ˜
r
−→
f , where
Σ˜rf3 = Σ˜rf3
2
.
52 HIDEAKI O¯SHIMA AND KATSUMI O¯SHIMA
Let p > 3. Then the homotopy class of Σ˜rf3
2
◦ Σ˜2p−3g3,2 is in the p-primary component of
[ΣΣ3(2p−3) S3+r, S3+r], that is, in π2·3(p−1)−2(S; p). Hence Σ˜rf3
2
◦ Σ˜2p−3g3,2 ≃ ∗ by (11.1).
Since Σ2p−3j3,2 is a homotopy cofibre of Σ˜
2p−3g3,2 by Lemma A.1 and [OO, Lemma 4.3(5)],
it follows from [OO, Lemma 4.3(7)] that Σ˜rf3
2
can be extended to Σ2p−3C3,3. Let e3,3 be
such an extension and e′3,3 a map representing the p-primary component of e3,3 in the stable
finite group [Σ2p−3C3,3, S
3+r]. Set x = e3,3 − e
′
3,3. Then e
′
3,3 ◦ Σ
2p−3j3,2 + x ◦ Σ
2p−3j3,2 ≃
e3,3 ◦ Σ
2p−3j3,2 = Σ˜rf3
2
. Comparing orders, we have x ◦ Σ2p−3j3,2 ≃ ∗ so that there is a
homotopy G : e′3,3 ◦ Σ
2p−3j3,2 ≃ Σ˜rf3
2
. Since Σ2p−3j3,2 is a cofibration, there is a homotopy
H : Σ2p−3C3,3× I → S
3+r such that H ◦ (Σ2p−3j3,2× 1I) = G and H0 = e
′
3,3. Set Σ˜
rf3 = H1.
Then Σ˜rf3 ◦ Σ
2p−3j3,2 = Σ˜rf3
2
and Σ˜rf3 ≃ e
′
3,3. Hence the order of Σ˜
rf3 is a non-trivial
power of p. Set S4 = (Σ˜
2p−3S3)(Σ˜rf3, Σ˜
2p−3A3) and let A4 be a reduced structure on S4.
By proceeding the process, we obtain a desired s¨t-presentation {Sk, Σ˜rfk,Ak | 2 ≤ k ≤ p} of
Σ˜r
−→
f , where Σ˜rfk :
{
Σ2p−3Ck,k → S
3+r 2 ≤ k < p
Σ2p−3Cp,p−1 → S
3+r k = p
. By our constructions, Sk is displayed
as follows:
Σ2p−3 S
3+r
Σ˜rfk−1=gk,1

· · · Σs−1Σs(2p−3) S
3+r
gk,s

· · · Σk−2Σ(k−1)(2p−3) S
3+r
gk,k−1

S
3+r
jk,1 // · · · // Ck,s
jk,s // · · · // Ck,k−1
jk,k−1 //
Ck,k
,
where Ck,s =
{
S3+r ∪
E˜rfk−1
s−1CE2p−3Ck−1,s−1 p ≥ k ≥ s ≥ 2
S3+r p ≥ k ≥ 2 and s = 1
. This proves (1).
(2)(a) is an easy consequence of the definition of s¨t-presentation. Also (2)(b) follows easily
from the well-known fact that if e : Sn+2p−3 → Sn represents a non-zero element of π2p−3(S; p)
for n ≥ 3, then P1 : Hn(Sn ∪eC S
n+2p−3;Zp) ∼= Hn+2(p−1)(Sn ∪eC Sn+2p−3;Zp).
(3) follows from (1) and Corollary 4.2(4). This completes the proof of Lemma 11.4. 
Proof of Proposition 11.1(1). In the proof, we assume r ≥ 2p(p− 1)− 3.
First we prove the assertion for ⋆ = s¨t. It suffices to prove that {Σ˜
r
−→
f }
(s¨t)
~m contains
an element of order p. By Lemma 11.4(1), there is an s¨t-presentation {Sk, Σ˜rfk,Ak | 2 ≤
k ≤ p} of Σ˜r
−→
f such that the order of Σ˜rfk is a nontrivial power of p for all k. Hence
the order of Σ˜rfp ◦ Σ˜
2p−3gp.p−1 is a power of p. To induce a contradiction, suppose that
Σ˜rfp◦Σ˜
2p−3gp.p−1 ≃ ∗. Since Σ
2p−3jp,p−1 is a homotopy cofibre of Σ˜
2p−3gp,p−1 by Lemma A.1
and [OO, Lemma 4.3(5)], it follows from [OO, Lemma 4.3(7)] that there is a map
˜˜
Σrfp :
Σ2p−3Cp,p → S
3+r such that
˜˜
Σrfp ◦ Σ
2p−3jp,p−1 = Σ˜rfp. Hence
˜˜
Σrfp ◦ Σ
2p−3(jp,p−1 ◦ · · · ◦
jp,1) = Σ˜
rfp. Set Sp+1 = (Σ˜
2p−3Sp)(
˜˜
Σrfp, Σ˜
2p−3Ap). Then Cp+1,s+1 = S
3+r ∪CΣ2p−3Cp,s
for 0 ≤ s ≤ p so that
(11.3) Cp+1,p+1/Cp+1,1 = Σ
2(p−1)Cp,p
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and
H˜m(Cp+1,p+1;Zp) ∼=
{
Zp m = 3 + r + 2i(p− 1) (0 ≤ i ≤ p)
0 otherwise
by the construction of Sp+1. We have the following commutative square
H3+r(Cp+1,2;Zp)
P
1
−−−−→ H3+r+2(p−1)(Cp+1,2;Zp)
j∗p+1
x∼= ∼=xj∗p+1
H3+r(Cp+1,p+1;Zp)
P
1
−−−−→ H3+r+2(p−1)(Cp+1,p+1;Zp)
where jp+1 = jp+1,p ◦ · · · ◦ jp+1,3 ◦ jp+1,2. Since Cp+1,2 = S
3+r ∪Σ˜rfpCΣ
2p−3 S3+r, the first
P1 of the square above is an isomorphism so that the second P1 is also an isomorphism.
By Lemma 11.4(2)(b) we have (P1)p−1 : H3+r(Cp,p;Zp) ∼= H3+r+2(p−1)
2
(Cp,p;Zp). Hence
(P1)p−1 : H3+r+2(p−1)(Cp+1,p+1;Zp) ∼= H3+r+2p(p−1)(Cp+1,p+1;Zp) by (11.3) so that (P1)p :
H3+r(Cp+1,p+1;Zp) ∼= H3+r+2p(p−1)(Cp+1,p+1;Zp). This is a contradiction, since (P1)p = 0
by (11.2). Hence Σ˜rfp ◦ Σ˜
2p−3gp.p−1 is not null homotopic. Therefore the order of Σ˜rfp ◦
Σ˜2p−3gp,p−1 ∈ {Σ˜
r
−→
f }(s¨t) is a non trivial power of p, that is, just p, since {Σ˜r
−→
f }
(s¨t)
~m ⊂
[Σp−2Σm[p,1]Σr S3,Σr S3] = π2p(p−1)−2(S) and the p component of the last stable group is
Zp. This proves Proposition 11.1(1) for ⋆ = s¨t.
For any ⋆ 6= s¨t, Proposition 11.1(1) follows from (3.1) and Theorem 4.1. 
Proof of Proposition 11.1(2). In the proof we assume r ≥ 2p(p− 1)− 3.
First we prove the assertion for ⋆ = s¨t. It suffices to to prove that every element of
{Σ̂r
−→
f }(s¨t) is of order a multiple of p. Let
α ∈ {Σ̂r
−→
f }(s¨t) ⊂ [Σp−2Σm[p,1]Σr S
3,Σr S
3] = π2p(p−1)−2(S).
Let {Sk, Σ̂rfk,Ak | 2 ≤ k ≤ p} be an s¨t-presentation of Σ̂
r
−→
f such that α = Σ̂rfp ◦ gp,p−1.
Set X = Σr S3 and j′p = jp,p−2 ◦ · · · ◦ jp,2 ◦ jp,1 : Σ
2p−3X → Cp,p−1. By the definition of an
s¨t-presentation, there is a homeomorphism
(11.4)
Cp,p−1
h
←
{
Σm3(X ∪Σ˜rf2 CΣ
m2X) p = 3
Σmp(X ∪ CΣmp−1(X ∪ CΣmp−2(· · · ∪ CΣm3(X ∪Σ˜rf2 CΣ
m2X) · · · ))) p > 3
.
We denote by ΣmpY the space of the right hand side of (11.4). We can assume that h satisfies
j′p = h ◦ Σ
mpi, where i : X → Y is the inclusion. We regard [Cp,p−1, X ] as a group such
that h∗ : [Cp,p−1, X ] → [Σ
mpY,X ] is an isomorphism. Then [Cp,p−1, X ] is a finite abelian
group. Let ep be a map representing the p-primary component of Σ̂rfp in [Cp,p−1, X ]. Set
x = Σ̂rfp − ep. The order of x in [Cp,p−1, X ] is prime with p. We have
x ◦ j′p + ep ◦ j
′
p = x ◦ h ◦ Σ
mpi+ ep ◦ h ◦ Σ
mpi = (x ◦ h+ ep ◦ h) ◦ Σ
mpi
≃ (x+ ep) ◦ h ◦ Σ
mpi (since h∗ is an isomorphism)
= (x+ ep) ◦ h ◦ h
−1 ◦ j′p = (x + ep) ◦ j
′
p
≃ Σ̂rfp ◦ j
′
p = Σ̂
rfp.
Comparing the orders, we have x ◦ j′p ≃ ∗ so that ep ◦ j
′
p ≃ Σ̂
rfp and the order of ep is
a non trivial power of p. Take a homotopy G : ep ◦ j
′
p ≃ Σ̂
rfp. Since j
′
p is a cofibration,
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there is a homotopy H : Cp,p−1 × I → X such that H ◦ (j
′
p × 1I) = G and H0 = ep.
Then H1 ◦ j
′
p = Σ̂
rfp and H1 ≃ ep so that the order of H1 is a non trivial power of p. Since
the composite of [Σp−3Σm[p,1]X,Σmp−1Y ]
Σ
→ [Σp−2Σm[p,1]X,ΣmpY ]
h∗∼= [Σp−2Σm[p,1]X,Cp.p−1]
is an isomorphism by the assumption on r so that gp,p−1 ≃ h ◦ Σg
′ for some map g′ :
Σp−3Σm[p,1]X → Σmp−1Y . Then
Σ̂rfp ◦ gp,p−1 ≃ Σ̂rfp ◦ h ◦ Σg
′ ≃ (H1 + x) ◦ h ◦ Σg
′
≃ (H1 ◦ h+ x ◦ h) ◦ Σg
′ (since h∗ is an isomorphism)
= H1 ◦ h ◦ Σg
′ + x ◦ h ◦ Σg′ ≃ H1 ◦ gp,p−1 + x ◦ gp,p−1.
That is, we have
(11.5) Σ̂rfp ◦ gp,p−1 ≃ H1 ◦ gp,p−1 + x ◦ gp,p−1.
To induce a contradiction, suppose that H1 ◦ gp,p−1 ≃ ∗. Since jp,p−1 is a homotopy cofibre
of gp,p−1, it follows from [OO, Lemma 4.3(7)] that there is a map
˜̂
Σrfp : Cp,p → X such that
˜̂
Σrfp ◦ jp,p−1 = H1. Hence
˜̂
Σrfp ◦ jp,p−1 ◦ j
′
p = H1 ◦ j
′
p = Σ̂
rfp. Set Sp+1 = Sp(
˜̂
Σrfp,Ap).
Then Cp+1,s+1 = X ∪CCp,s for 0 ≤ s ≤ p so that
Cp+1,p+1/Cp+1,1 = ΣCp,p
and
H˜m(Cp+1,p+1;Zp) ∼=
{
Zp m = 3 + r + 2i(p− 1) (0 ≤ i < p+ 1)
0 otherwise
by the construction of Sp+1. By the method in the proof of Proposition 11.1(1), we have
(P1)p : H3+r(Cp+1,p+1;Zp) ∼= H3+r+2p(p−1)(Cp+1,p+1;Zp). This contradicts to (11.2). Hence
H1 ◦ gp,p−1 is not null homotopic and so its order is a non trivial power of p. Therefore the
order of α = Σ̂rfp ◦ gp,p−1 is a multiple of p by (11.5).
For any ⋆ 6= s¨t, Proposition 11.1(2) follows from (3.1) and Theorem 4.1. 
Appendix A. Addenda to our previous paper [OO]
The following should be contained in Lemma 4.3 of [OO].
Lemma A.1. Let us work in TOP∗. If a map j : Y → Z is a homotopy cofibre of f : X → Y
and h : X ′ → X is a homotopy equivalence, then j is a homotopy cofibre of f ◦ h.
Proof. Let a : Z → Y ∪f CX be a homotopy equivalence with a ◦ j = if . Let h
−1 be a
homotopy inverse of h. Take J : f ≃ f ◦ h ◦ h−1. Then Φ(f, f ◦ h, h−1, 1Y ; J) : Y ∪f CX →
Y ∪f◦hCX
′ is a homotopy equivalence with Φ(f, f ◦h, h−1, 1Y ; J) ◦ if = if◦h. Hence Φ(f, f ◦
h, h−1, 1Y ; J) ◦ a : Z → Y ∪f◦h CX
′ is a homotopy equivalence with Φ(f, f ◦ h, h−1, 1Y ; J) ◦
a ◦ j = if◦h. This proves that j is a homotopy cofibre of f ◦ h. 
We define a new system of unstable higher Toda brackets in TOP∗. Let ~f = (fn, . . . , f1) be
a composable sequence of pointed maps fi : Xi → Xi+1 with n ≥ 2. We define the unstable
n-fold Toda bracket { ~f} inductively as follows.
{ ~f} =

{f2, f1} n = 2⋃
{[f3, A2, f2], (f2, A1, f1)} n = 3⋃
{fn, . . . , f4, [f3, A2, f2], (f2, A1, f1)} n ≥ 4
,
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where the union
⋃
is taken over (A2, A1) with A2 : f3 ◦ f2 ≃ ∗ and A1 : f2 ◦ f1 ≃ ∗ (of
course if A2 or A1 does not exist, then it is the empty set). Notice that it is the one point
set consisting of the homotopy class of f2 ◦ f1 for n = 2, and the classical Toda bracket for
n = 3. The new n-fold Toda bracket is a subset of [Σn−2X1, Xn+1]. We will study this new
system and its imitations elsewhere.
In the rest of the appendix, we work in TOPw.
The commutative diagram below shall be denoted by ~b : ~f → ~f ′, where ~b = (bn+1, . . . , b1)
is a sequence of homeomorphisms.
Xn+1
fn
←−−−− · · · ←−−−− Xi+1
fi
←−−−− Xi ←−−−− · · ·
f1
←−−−− X1
≈
ybn+1 ≈ybi+1 ≈ybi ≈yb1
X ′n+1
f ′n←−−−− · · · ←−−−− X ′i+1
f ′i←−−−− X ′i ←−−−− · · ·
f ′1←−−−− X ′1
Lemma A.2. For all ~b : ~f → ~f ′, we have { ~f ′}(⋆) ◦ Σn−2b1 = bn+1 ◦ { ~f}
(⋆).
Proof. We will prove { ~f ′}(⋆) ◦ Σn−2b1 ⊂ bn+1 ◦ { ~f}
(⋆). If this is done, then by considering
−−→
b−1 : ~f ′ → ~f we have the opposite inclusion and so the assertion. Let α ∈ { ~f ′}(⋆) and
{S′r, f
′
r,Ω
′
r (or A
′
r) | 2 ≤ r ≤ n} a ⋆-presentation of
~f ′ such that α = f ′n ◦ g
′
n,n−1. We
will construct a ⋆-presentation {Sr, fr,Ωr (or Ar) | 2 ≤ r ≤ n} of ~f and homeomorphisms
er,s : Cr,s → C
′
r,s such that
(1) j′r,s ◦ er,s = er,s+1 ◦ jr,s for 1 ≤ s < r ≤ n,
(2) g′r,s ◦Σ
s−1br−s ≃ er,s ◦ gr,s for 1 ≤ s < r ≤ n,
(3) f ′r
s
◦ er,s = br+1 ◦ fr
s
for 1 ≤ s ≤ r < n or 1 ≤ s < r = n.
If this is done, then bn+1 ◦fn ◦gn,n−1 ≃ f ′n ◦g
′
n,n−1◦Σ
n−2b1 so that α◦Σ
n−2b1 ∈ bn+1 ◦{ ~f}
(⋆)
and { ~f ′}(⋆) ◦ Σn−2b1 ⊂ bn+1 ◦ { ~f}
(⋆) as desired.
We will give a construction for only ⋆ = s¨t, because other cases can be done similarly or
more easily. Then A′r = {a
′
r,s | 1 ≤ s < r} is a reduced structure on S
′
r. Set
S2 = (X1;X2, X2 ∪f1 CX1; f1; if1), A2 = {1C2,2}, e2,1 = b2 : C2,1 = X2 → X
′
2 = C
′
2,1,
e2,2 = b2 ∪ Cb1 : C2,2 = X2 ∪f1 CX1 → X
′
2 ∪f ′1 CX
′
1 = C
′
2,2,
f2 = b
−1
3 ◦ f
′
2 ◦ e2,2 : C2,2 → X3.
Then f2 ◦ j2,1 = f2. Hence we have S2, f2,A2. Set S3 = S2(f2,A2) and
e3,1 = b3, e3,2 = b3 ∪ Cb2 : X3 ∪ CX2 = C3,2 → X
′
3 ∪CX
′
2 = C
′
3,2,
e3,3 = b3 ∪ Ce2,2 : C3,3 = X3 ∪f2 CC2,2 → X
′
3 ∪f ′2
CC′2,2 = C
′
3,3.
We have (1) and (3) for r = 2 by definitions, and also (2) for r = 2 as follows
e3,2 ◦ g3,2 = e3,2 ◦ (f2 ∪C1X2) ◦ (q
′
f1
)−1 = (f ′2 ∪ C1X′2) ◦ (e2,2 ∪Cb2) ◦ (q
′
f1
)−1
≃ (f ′2 ∪ C1X′2) ◦ (q
′
f ′1
)−1 ◦ Σb1 = g
′
3,2 ◦ Σb1.
Take J : e−13,2 ◦ g
′
3,2 ≃ g3,2 ◦ Σb
−1
1 and set
Φ = Φ(g′3,2, g3,2,Σb
−1
1 , e
−1
3,2; J) : C
′′
3,2 ∪g′3,2 CΣX
′
1 → C3,2 ∪g3,2 CΣX1,
a3,2 = Φ ◦ a
′
3,2 ◦ e3,3 : C3,3 → C3,2 ∪g3,2 CΣX1.
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Then a3,2 is a homotopy equivalence and
a3,2 ◦ j3,2 = Φ ◦ a
′
3,2 ◦ e3,2 ◦ j3,2 = Φ ◦ a
′
3,2 ◦ j
′
3,2 ◦ e3,2 = Φ ◦ ig′3,2 ◦ e3,2
= ig3,2 ◦ e
−1
3,2 ◦ e3,2 = ig3,2 .
Hence A3 := {1C3,2 , a3,2} is a structure on S3. We set
f3 =
{
b−14 ◦ f
′
3 ◦ e3,2 : C3,2 → X4 n = 3
b−14 ◦ f
′
3 ◦ e3,3 : C3,3 → X4 n ≥ 4
.
Then f3
2
◦ j3,1 = f3 for n ≥ 3, and f3 ◦ j3,2 = f3
2
for n ≥ 4. Hence we obtain a desired
s¨t-presentation of ~f when n = 3. When n ≥ 4, by repeating the above process, we have a
desired s¨t-presentation {Sr, fr,Ar | 2 ≤ r ≤ n} of ~f . We omit details. 
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