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a b s t r a c t
The aim of this work is to investigate the global stability, periodic nature, oscillation and
the boundedness of solutions of the difference equation
xn+1 =
A
k∏
i=l
xn−2i−1
B+ C
k−1∏
i=l
xn−2i
, n = 0, 1, . . .
where A, B, C are nonnegative real numbers and l, k are nonnegative integers, l < k. We
discuss the existence of unbounded solutions under certain conditions when l = 0.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Many authors discussed difference equations of the form
xn+1 = f (xn, xn−1, . . . , xn−l)g(xn, xn−1, . . . , xn−k) , n = 0, 1, . . .
such that either f (xn, xn−1, . . . , xn−l) or g(xn, xn−1, . . . , xn−l) contains terms of the form
∏m
i=1 xn−ri where 0 ≤ ri ≤ max{l, k},
1 ≤ i ≤ m. For more details, see [1–5].
In [6] we have discussed the difference equation
xn+1 = Axn−1
B+ C
k∏
i=l
xn−2i
, n = 0, 1, . . . .
In this paper, we study the global asymptotic stability of the difference equation
xn+1 =
A
k∏
i=l
xn−2i−1
B+ C
k−1∏
i=l
xn−2i
, n = 0, 1, . . . (1.1)
where A, B, C are nonnegative real numbers and l, k are nonnegative integers, l < k. We also show that under certain
conditions, unbounded solutions will be obtained when l = 0.
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The following particular cases can be obtained:
(1) When A = 0, Eq. (1.1) reduces to xn+1 = 0 which has the trivial solution.
(2) When B = 0, Eq. (1.1) reduces to
xn+1 =
A
k∏
i=l
xn−2i−1
C
k−1∏
i=l
xn−2i
, n = 0, 1, . . . .
This equation can be reduced to the linear difference equation
yn+1 − (yn−2l−1 + yn−2l−3 + · · · + yn−2k−1)+ (yn−2l + yn−2l−2 + · · · + yn−2k+2) = D,
by taking
xn = eyn , D = ln AC .
(3) When C = 0, Eq. (1.1) reduces to
xn+1 =
A
k∏
i=l
xn−2i−1
B
, n = 0, 1, . . . .
This equation can be reduced to the linear difference equation
yn+1 − (yn−2l−1 + yn−2l−3 + · · · + yn−2k−1) = E,
by taking
xn = eyn , E = ln AB .
For various values of l and k, we can get more equations.
2. Preliminaries
Consider the difference equation
xn+1 = f (xn, xn−1, . . . , xn−k), n = 0, 1, . . . (2.1)
where f : Rk+1 → R.
Definition 2.1 ([7]). An equilibrium point for Eq. (2.1) is a point x¯ ∈ R such that x¯ = f (x¯, x¯, . . . , x¯).
Definition 2.2 ([7]).
(1) An equilibrium point x¯ for Eq. (2.1) is called locally stable if for every  > 0, there exists a δ > 0 such that every solution
{xn}with initial conditions x−k, x−k+1, . . . , x0 ∈ ]x¯− δ, x¯+ δ[ is such that xn ∈ ]x¯− , x¯+ [ for all n ∈ N. Otherwise x¯
is said to be unstable.
(2) The equilibrium point x¯ of Eq. (2.1) is called locally asymptotically stable if it is locally stable and there exists γ > 0 such
that for any initial conditions x−k, x−k+1, . . . , x0 ∈ ]x¯− γ , x¯+ γ [, the corresponding solution {xn} tends to x¯.
(3) An equilibrium point x¯ for Eq. (2.1) is called a global attractor if every solution {xn} converges to x¯ as n →∞.
(4) The equilibrium point x¯ for Eq. (2.1) is called globally asymptotically stable if it is locally asymptotically stable and is a
global attractor.
Suppose that f is continuously differentiable in some open neighborhood of x¯.
Let
ai = ∂ f
∂xn−i
(x¯, . . . , x¯), for i = 0, 1, . . . , k
denote the partial derivatives of f (xn, xn−1, . . . , xn−k) with respect to xn−i evaluated at the equilibrium point x¯ of Eq. (2.1).
Then the equation
yn+1 =
k∑
i=0
aiyn−i, n = 0, 1, . . . (2.2)
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is called the linearized equation associated with Eq. (2.1) about the equilibrium point x¯, and the equation
λk+1 −
k∑
i=0
aiλk−i = 0 (2.3)
is called the characteristic equation associated with Eq. (2.2) about the equilibrium point x¯.
Theorem 2.3 ([7]). Assume that f is a C1 function and let x¯ be an equilibrium point of Eq. (2.1). Then the following statements
are true:
(1) If all roots of Eq. (2.3) lie in the open disk |λ| < 1, then x¯ is locally asymptotically stable.
(2) If at least one root of Eq. (2.3) has absolute value greater than one, then x¯ is unstable.
Definition 2.4 ([8]). A positive semicycle of a solution {xn}∞n=−k of Eq. (2.1) consists of a ‘‘string’’ of terms {xl, xl+1, . . . , xm},
all greater than or equal to the equilibrium x¯, with l ≥ −1 andm ≤ ∞ and such that
either l = −k, or l > −k and xl−1 < x¯
and
eitherm = ∞, orm < ∞ and xm+1 < x¯.
Definition 2.5 ([8]). A negative semicycle of a solution {xn}∞n=−k of Eq. (2.1) consists of a ‘‘string’’ of terms {xl, xl+1, . . . , xm},
all less than or equal to the equilibrium x¯, with l ≥ −1 andm ≤ ∞ and such that
either l = −k, or l > −k and xl−1 ≥ x¯
and
eitherm = ∞, orm < ∞ and xm+1 ≥ x¯.
The change of variables xn = k−l
√
B
C yn reduces Eq. (1.1) to the difference equation
yn+1 =
γ
k∏
i=l
yn−2i−1
1+
k−1∏
i=l
yn−2i
, n = 0, 1, . . . (2.4)
where γ = AB .
3. Linearized stability analysis
In this section we study the asymptotic stability of the nonnegative equilibrium points of Eq. (2.4). We can see that
Eq. (2.4) has two nonnegative equilibrium points y¯ = 0 and y¯ = k−l
√
1
γ−1 when γ > 1 and the zero equilibrium point only
when γ ≤ 1.
The linearized equation associated with Eq. (2.4) about y¯ is
zn+1 − γ y¯
k−l
1+ y¯k−l (zn−2l−1 + zn−2l−3 + · · · + zn−2k−1)+
γ y¯2(k−l)
(1+ y¯k−l)2 (zn−2l + zn−2l−2 + · · · + zn−2k+2) = 0,
n = 0, 1, . . . . (3.1)
The characteristic equation associated with this equation is
λ2k+2 − γ y¯
k−l
1+ y¯k−l (λ
2k−2l + λ2k−2l−2 + · · · + λ2 + 1)+ γ y¯
2(k−l+1)
(1+ y¯k−l)2 (λ
2k−2l + λ2k−2l−1 + · · · + λ3) = 0. (3.2)
We summarize the results of this section in the following theorem.
Theorem 3.1. (1) The zero equilibrium point is locally asymptotically stable.
(2) If γ > 1, then the equilibrium point y¯ = k−l
√
1
γ−1 is unstable (saddle point).
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Proof. (1) The linearized equation associated with Eq. (2.4) about y¯ = 0 is
zn+1 = 0, n = 0, 1, . . . .
The characteristic equation associated with this equation is
λ2k+2 = 0.
Then |λ| = 0 < 1 for all roots and y¯ = 0 is locally asymptotically stable.
(2) Assume that γ > 1. The linearized equation (3.1) about y¯ = k−l
√
1
γ−1 yields
zn+1 − (zn−2l−1 + zn−2l−3 + · · · + zn−2k−1)+ 1
γ
(zn−2l + zn−2l−2 + · · · + zn−2k+2) = 0, n = 0, 1, . . . .
The associated characteristic equation is
λ2k+2 − (λ2k−2l + λ2k−2l−2 + · · · + λ2 + 1)+ 1
γ
(λ2k−2l+1 + λ2k−2l−1 + · · · + λ3) = 0.
Let f (λ) = λ2k+2 − (λ2k−2l + λ2k−2l−2 + · · · + λ2 + 1)+ 1
γ
(λ2k−2l+1 + λ2k−2l−1 + · · · + λ3). We can see that f (λ) has
some roots with |λ| < 1 and others with |λ| > 1. Then the point y¯ = k−l
√
1
γ−1 is unstable (saddle point). 
4. Semicycle analysis and periodic solutions
Theorem 4.1. Let {yn}∞n=−2k−1 be a nontrivial solution of Eq. (2.4) and let y¯ denote the unique positive equilibrium of Eq. (2.4)
such that either,
(C1) y−2k, y−2k+2, . . . , y0 ≥ y¯ and y−2k−1, y−2k+1, y−2k+3, . . . , y−1 < y¯.
Or
(C2) y−2k, y−2k+2, . . . , y0 < y¯ and y−2k−1, y−2k+1, y−2k+3, . . . , y−1 ≥ y¯ is satisfied, then {yn}∞n=−2k oscillates about y¯ with
semicycles of length one.
Proof. Assume that condition (C1) is satisfied. Then we have
y1 =
γ
k∏
i=l
y−2i−1
1+
k−1∏
i=l
y−2i
<
γ y¯k−l+1
1+ y¯k−l = y¯,
y2 =
γ
k∏
i=l
y−2i
1+
k−1∏
i=l
y−2i+1
>
γ y¯k−l+1
1+ y¯k−l = y¯.
By induction we obtain the result.
The result can be shown similarly, when condition (C2) holds. 
Theorem 4.2. Eq. (2.4) has the prime period two solution
. . . , 0, k−l
√
1
γ
, 0, k−l
√
1
γ
, 0, k−l
√
1
γ
, 0, . . . .
5. Basin of attraction and global attractivity
Definition 5.1. An interval J ⊂ R is called invariant under the difference equation (2.4) if for x−2k−1, x−2k−2, . . . , x0 ∈ J ,
xn ∈ J for every n ≥ 1.
Lemma 5.2. Assume that γ ≤ 1. Then the interval ]0, 1[ is invariant.
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Proof. Assume that initials y−2k−1, y−2k, . . . , y0, y−1 ∈ ]0, 1[. Then
y1 =
γ
k∏
i=l
y−2i−1
1+
k−1∏
i=l
y−2i
< γ
k∏
i=l
y−2i−1 <
k∏
i=l
y−2i−1 < 1,
y2 =
γ
k∏
i=l
y−2i
1+
k−1∏
i=l
y−2i+1
< γ
k∏
i=l
y−2i <
k∏
i=l
y−2i < 1.
By induction we obtain the result. 
Theorem 5.3. Assume γ ≤ 1/2 then the equilibrium point x¯ = 0 is a global attractor with basin ]0, 1[2k+1.
Proof. Let λ = lim inf yn andΛ = lim sup xn. Hence we have
γ λk−l+1
1+Λk−l ≤ λ ≤ Λ ≤
γΛk−l+1
1+ λk−l .
This implies that
γ λk−l+1 ≤ λ+ λΛk−l
and
Λ+Λλk−l ≤ γΛk−l+.
Then
γ λ2(k−l) ≤ λk−l + λk−lΛk−l
and
Λk−l +Λk−lλk−l ≤ γΛ2(k−l).
Then we get that
γ λ2(k−l) − λk−l ≤ γΛ2(k−l) −Λk−l. (5.1)
Let
f (x) = γ x2(k−l) − xk−l.
We can see that the function is decreasing on [0, k−l
√
1
2γ ]. In view of (5.1), we have a contradiction. Therefore λ = Λ = x¯.
This completes the proof. 
6. The difference equation yn+1 = γ
∏k
i=0 yn−2i−1
1+∏k−1i=0 yn−2i
Finally we show that, under certain initial conditions, unbounded solutions of the equation
yn+1 =
γ
k∏
i=0
yn−2i−1
1+
k−1∏
i=0
yn−2i
(6.1)
will be obtained.
Theorem 6.1. Assume that γ = 2. Let {yn}∞n=−2k−1 be a solution of Eq. (6.1). Let y¯ be the positive equilibrium point. Then the
following statements are true:
(1) If y−2k, y−2k+2, . . . , y0 ≥ y¯ and y−2k−1, y−2k+1, y−2k+3, . . . , y−1 < y¯, then {y2n}∞n=0 increases to ∞ and {y2n+1}∞n=0
decreases to 0.
(2) If y−2k, y−2k+2, . . . , y0 < y¯ and y−2k−1, y−2k+1, y−2k+3, . . . , y−1 ≥ y¯, then {y2n}∞n=0 decreases to 0 and {y2n+1}∞n=0 increases
to∞.
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Proof. Clearly Eq. (6.1) has the equilibrium point y¯ = 1.
(1) Let {yn}∞n=−2k−1 be a solution of Eq. (6.1)with initial conditions, y−2k, y−2k+2, . . . , y0 > y¯ and y−2k−1, y−2k+1, y−2k+3, . . . ,
y−1 < y¯ = 1.
It follows that
y1 =
2
k∏
i=0
y−2i−1
1+
k−1∏
i=0
y−2i
< 2
k∏
i=0
y−2i−1
1+ 1 =
k∏
i=0
y−2i−1 =
k∏
i=0
y−2i−1 < y−1,
y2 =
2
k∏
i=0
y−2i
1+
k−1∏
i=0
y−2i+1
> 2
k∏
i=0
y−2i
1+ 1 =
k∏
i=0
y−2i =
k∏
i=0
y−2i > y0.
Hence
y1 < y−1 and y2 > y0.
Now
y2n+1 =
2
k∏
i=0
y2n−2i−1
1+
k−1∏
i=0
y2n−2i
< 2
k∏
i=0
y2n−2i−1
1+ 1 =
k∏
i=0
y2n−2i−1 =
k∏
i=0
y2n−2i−1 < y2n−1,
y2n+2 =
2
k∏
i=0
y2n−2i
1+
k−1∏
i=0
y2n−2i+1
> 2
k∏
i=0
y2n−2i
1+ 1 =
k∏
i=0
y2n−2i =
k∏
i=0
y2n−2i > y2n.
Therefore {y2n}∞n=0 increases to∞ and {y2n+1}∞n=0 decreases to 0.
(2) The proof is similar and will be omitted.
The proof is complete. 
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