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A PICARD-S HYBRID TYPE ITERATION METHOD FOR
SOLVING A DIFFERENTIAL EQUATION WITH RETARDED
ARGUMENT
FAIK GU¨RSOY AND VATAN KARAKAYA
Abstract. We introduce a new iteration method called Picard-S iteration.
We show that the Picard-S iteration method can be used to approximate the
fixed point of contraction mappings. Also, we show that our new iteration
method is equivalent and converges faster than CR iteration method for the
aforementioned class of mappings. Furthermore, by providing an example, it
is shown that the Picard-S iteration method converges faster than all Picard,
Mann, Ishikawa, Noor, SP, CR, S and some other iteration methods in the
existing literature. A data dependence result is proven for fixed point of con-
traction mappings with the help of the new iteration method. Finally, we show
that the Picard-S iteration method can be used to solve differential equations
with retarded argument.
1. Introduction
Fixed point theory has been appeared as one of the most powerful and substantial
theoretical tools of mathematics. This theory has a long history and has been
studied intensively by many researchers in various aspects. The main objective of
studies in the fixed point theory is to find solutions for the following equation which
is commonly known as fixed point equation:
(1.1) Tx = x,
where T is a self-map of an ambient space X and x ∈ X . A wide variety of
problems arise in all areas of physical, chemical and biological sciences, engineering,
economics, and management can be modelled by linear or nonlinear equations of
form
(1.2) Fx = 0,
where F is a linear or nonlinear operator. Equations of form (1.2) can be easily
reformulated as a fixed point equation of form (1.1). Since equation (1.1) has the
same solution as the original equation (1.1), finding solutions of equation (1.1)
leads to solutions of equation (1.2). To solve equations given by (1.1), two types of
methods are normally used: direct methods and iterative methods. Due to various
reasons, direct methods can be impractical or fail in solving equations (1.1), and
thus iterative methods become a viable alternative. For this reason, the iterative
approximation of fixed points has become one of the major and basic tools in the
theory of equations. Consequently, the literature of this highly dynamic research
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area abounds many iterative methods that have been introduced and developed by
a wide audience of researchers to serve various purposes, viz., [12, 13, 14, 21, 23,
29, 39, 42, 43] among others.
We begin our exposition with an overview of various iterative methods.
We will denote the set of all positive integers including zero by N over the course
of this paper. Let D be a nonempty convex subset of a Banach space B, and T a
self map of D. A point x∗ ∈ D satisfying Tx = x is called fixed point of T , and
the set of all fixed point of T denoted by FT . Let
{
ηin
}∞
n=0
, i ∈ {0, 1, 2} be real
sequences in [0, 1] satisfying certain control condition(s).
The most popular and simplest iteration method is formulated by
(1.3)
{
p0 ∈ D,
pn+1 = Tpn, n ∈ N,
and is known as Picard iteration method [33], which is commonly used to approxi-
mate fixed point of contraction mappings satisfying
(1.4) ‖Tx− Ty‖ ≤ δ ‖x− y‖ , δ ∈ (0, 1) , for all x, y ∈ B.
The following iteration methods are referred to as Mann [26], Ishikawa [18], Noor
[27], SP [32], S [2, 38] and CR [10] iteration methods, respectively:
(1.5)
{
ν0 ∈ D,
νn+1 =
(
1− η0n
)
νn + η
0
nTνn, n ∈ N,
(1.6)


υ0 ∈ D,
υn+1 =
(
1− η0n
)
υn + η
0
nTwn,
wn =
(
1− η1n
)
υn + η
1
nTυn, n ∈ N,
(1.7)


ω0 ∈ D,
ωn+1 =
(
1− η0n
)
ωn + η
0
nT̟n,
̟n =
(
1− η1n
)
ωn + η
1
nTρn,
ρn =
(
1− η2n
)
ωn + η
2
nTωn, n ∈ N,
(1.8)


q0 ∈ D,
qn+1 =
(
1− η1n
)
rn + η
1
nTrn,
rn =
(
1− η2n
)
sn + η
2
nTsn,
sn =
(
1− η3n
)
qn + η
3
nTqn, n ∈ N,
(1.9)


t0 ∈ D,
tn+1 =
(
1− η0n
)
T tn + η
0
nTun,
un =
(
1− η1n
)
tn + η
1
nT tn, n ∈ N,
(1.10)


u0 ∈ D,
un+1 =
(
1− η0n
)
vn + η
0
nTvn,
vn =
(
1− η1n
)
Tun + η
1
nTwn,
wn =
(
1− η2n
)
un + η
2
nTun, n ∈ N.
Studying the convergence of fixed point iteration methods is of utmost importance
from various aspects and thus, in recent years, much attention has been given to
study of convergence of various iterative methods for different classes of operators,
e.g. [24, 25, 28, 30, 40]. In many cases, there can be more than one iteration method
to approximate fixed points of a particular mapping, e.g. [8, 22, 35, 36, 37, 44].
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In such cases, one must make a choice among some given iteration methods by
taking into account some important criteria. For example, there are two main
criteria such as the speed of convergence and simplicity which make an iteration
method more effective than the others. In such cases, the following problems arise
naturally: Which one of these iteration methods converges faster to the fixed point
in question? and How do we compare the speed of these iteration methods that
converge to the same fixed point? There are only a few attempts to solve such an
important numerical problem, see [3, 6, 7, 9, 16, 17, 22, 31, 34, 47, 48].
The following definitions about the rate of convergence are due to Berinde [5].
Definition 1. [5] Let {an}∞n=0 and {bn}∞n=0 be two sequences of real numbers with
limits a and b, respectively. Assume that there exists
(1.11) lim
n→∞
|an − a|
|bn − b| = l.
(i) If l = 0, then we say that {an}∞n=0 converges faster to a than {bn}∞n=0 to b.
(ii) If 0 < l <∞, then we say that {an}∞n=0 and {bn}∞n=0 have the same rate of
convergence.
Definition 2. Suppose that for two fixed point iteration processes {un}∞n=0 and
{vn}∞n=0 both converging to the same fixed point p, the following error estimates
(1.12) ‖un − p‖ ≤ an for all n ∈ N,
(1.13) ‖vn − p‖ ≤ bn for all n ∈ N,
are available where {an}∞n=0 and {bn}∞n=0 are two sequences of positive numbers
(converging to zero). If {an}∞n=0 converges faster than {bn}∞n=0, then {un}∞n=0
converges faster than {vn}∞n=0 to p.
In the sequel, whenever we talk about the rate of convergence, we refer to the
definitions given above.
In 2007, Agarwal et al. [2] addressed the following question: Is it possible to
develop an iteration process whose rate of convergence is faster than the Picard
iteration (1.3)?
They answered this problem by introducing an S-iteration method defined by
(1.9). It was shown in [2] that S-iteration method (1.9) converges at a rate same
as that of Picard iteration method (1.3) and faster than Mann iteration method
(1.5) for the class of contraction mappings satisfying (1.4). In 2009, Sahu [38]
was interested in the same problem and proved both theoretically and numerically
that S-iteration method (1.9) converges at a rate faster than both Picard iteration
method (1.3) and Mann iteration method (1.5) for the class of contraction mappings
(1.4). A recent study by Chugh, et al. [10] shows that CR iterative method (1.10)
converges faster than the Picard (1.3), Mann (1.5), Ishikawa (1.6), Noor (1.7),
SP (1.8) and S (1.9) iterative methods for a particular class of quasi-contractive
operators which include the aforementioned class of contraction operators.
Inspired by the works mentioned above, we propose the following problem:
Problem 1. Is it possible to develop an iteration process whose rate of convergence
is even faster than the iteration (1.10)?
To answer this problem, we introduce the following iteration method called
Picard-S iteration:
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(1.14)


x0 ∈ D,
xn+1 = Tyn,
yn =
(
1− η1n
)
Txn + η
1
nTzn,
zn =
(
1− η2n
)
xn + η
2
nTxn, n ∈ N,
In this paper, we show that the Picard-S iteration method can be used to approx-
imate fixed point of contraction mappings. Also, we show that our new iteration
method is equivalent and converges faster than CR iteration method for the afore-
mentioned class of mappings. Furthermore, by providing an example, when applied
to contraction mappings it is shown that the Picard-S iteration method converges
faster than CR iteration method and hence also faster than all Picard, Mann,
Ishikawa, Noor, SP, S and some other iteration methods in the existing literature.
A data dependence result is proven for fixed point of contraction mappings with
the help of the new iteration method. Finally, we show that the Picard-S itera-
tion method can be used as an effective method to solve differential equations with
retarded argument.
In order to obtain our main results we need following definition and lemmas.
Definition 3. [4] Let T ,T˜ : B → B be two operators. We say that T˜ is an
approximate operator of T if for all x ∈ B and for a fixed ε > 0 we have
(1.15)
∥∥∥Tx− T˜ x∥∥∥ ≤ ε.
Lemma 1. [46]Let {βn}∞n=0 and {ρn}∞n=0 be nonnegative real sequences satisfying
the following inequality:
(1.16) βn+1 ≤ (1− λn)βn + ρn,
where λn ∈ (0, 1), for all n ≥ n0,
∑∞
n=1
λn = ∞, and ρnλn → 0 as n → ∞. Then
limn→∞ βn = 0.
Lemma 2. [41] Let {βn}∞n=0 be a nonnegative sequence for which one assumes
there exists n0 ∈ N, such that for all n ≥ n0 one has satisfied the inequality
(1.17) βn+1 ≤ (1− µn)βn + µnγn,
where µn ∈ (0, 1) , for all n ∈ N,
∞∑
n=0
µn = ∞ and ηn ≥ 0, ∀n ∈ N. Then the
following inequality holds
(1.18) 0 ≤ lim sup
n→∞
βn ≤ lim sup
n→∞
γn.
2. Main Results
Convergence Analysis
Theorem 1. Let D be a nonempty closed convex subset of a Banach space B
and T : D → D a contraction map satisfying condition (1.4). Let {xn}∞n=0 be an
iterative sequence generated by (1.14) with real sequences
{
ηin
}∞
n=0
, i ∈ {1, 2} in
[0, 1] satisfying
∑n
k=0 η
1
kη
2
k =∞. Then {xn}∞n=0 converges to a unique fixed point
of T , say x∗.
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Proof. The well-known Picard-Banach theorem guarantees the existence and unique-
ness of x∗. We will show that xn → x∗ as n→∞. From (1.4) and (1.14) we have
‖zn − x∗‖ =
∥∥(1− η2n)xn + η2nTxn − (1− η2n + η2n)x∗∥∥
≤ (1− η2n) ‖xn − x∗‖+ η2n ‖Txn − Tx∗‖
≤ (1− η2n) ‖xn − x∗‖+ η2nδ ‖xn − x∗‖
=
[
1− η2n (1− δ)
] ‖xn − x∗‖ ,(2.1)
‖yn − x∗‖ ≤
(
1− η1n
) ‖Txn − Tx∗‖+ η1n ‖Tzn − Tx∗‖
≤ (1− η1n) δ ‖xn − x∗‖+ η1nδ ‖zn − x∗‖
≤ δ {1− η1nη2n (1− δ)} ‖xn − x∗‖ ,(2.2)
‖xn+1 − x∗‖ ≤ ‖Tyn − Tx∗‖ ≤ δ ‖yn − x∗‖
≤ δ2 {1− η1nη2n (1− δ)} ‖xn − x∗‖ .(2.3)
Repetition of above processes gives the following inequalities
(2.4)


‖xn+1 − x∗‖ ≤ δ2
{
1− η1nη2n (1− δ)
} ‖xn − x∗‖ ,
‖xn − x∗‖ ≤ δ2
{
1− η1n−1η2n−1 (1− δ)
} ‖xn−1 − x∗‖ ,
‖xn−1 − x∗‖ ≤ δ2
{
1− η1n−2η2n−2 (1− δ)
} ‖xn−2 − x∗‖ ,
...
‖x1 − x∗‖ ≤ δ2
{
1− η10η20 (1− δ)
} ‖x0 − x∗‖ .
From inequalities given by (2.4), we derive
(2.5) ‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ δ2(n+1)
n∏
k=0
{
1− η1kη2k (1− δ)
}
.
Since δ ∈ (0, 1) and ηin ∈ [0, 1], for all n ∈ N and for each i ∈ {1, 2}
(2.6) 1− η1nη2n (1− δ) < 1
It is well-known from the classical analysis that 1−x ≤ e−x for all x ∈ [0, 1]. Taking
into account these facts together with (2.5), we obtain
(2.7) ‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ δ2(n+1)e−(1−δ)
∑
n
k=0 η
1
kη
2
k .
Taking the limit of both sides of inequality (2.7) yields limn→∞ ‖xn − x∗‖ = 0, i.e.
xn → x∗ as n→∞. 
Theorem 2. Let D, B and T with fixed point x∗ be as in Theorem 1. Let {un}∞n=0,
{xn}∞n=0be two iterative sequences defined by CR (1.10) and Picard-S (1.14) it-
eration methods, respectively, with real sequences
{
ηin
}∞
n=0
, i ∈ {1, 2, 3} in [0, 1]
satisfying
∑n
k=0 η
1
kη
2
k =∞. Then the following are equivalent:
(i) limn→∞ ‖xn − x∗‖ = 0;
(ii) limn→∞ ‖un − x∗‖ = 0.
Proof. We will prove (i)⇒(ii), that is, if Picard-S iteration method (1.14) converges
to x∗, then CR iteration method (1.10) does too. Now by using (1.14), (1.10) and
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condition (1.4), we have
‖xn+1 − un+1‖ =
∥∥Tyn − (1− η0n) vn − η0nTvn∥∥
=
∥∥(1− η0n + η0n)Tyn − (1− η0n) vn − η0nTvn∥∥
≤ (1− η0n) ‖Tyn − vn‖+ η0n ‖Tyn − Tvn‖
≤ [1− η0n (1− δ)] ‖yn − vn‖+ (1− η0n) ‖yn − Tyn‖(2.8)
‖yn − vn‖ =
∥∥(1− η1n)Txn + η1nTzn − (1− η1n)Tun − η1nTwn∥∥
≤ (1− η1n) ‖Txn − Tun‖+ η1n ‖Tzn − Twn‖
≤ (1− η1n) δ ‖xn − un‖+ η1nδ ‖zn − wn‖(2.9)
‖zn − wn‖ =
∥∥(1− η2n)xn + η2nTxn − (1− η2n)un − η2nTun∥∥
≤ (1− η2n) ‖xn − un‖+ η2n ‖Txn − Tun‖
≤ [1− η2n (1− δ)] ‖xn − un‖(2.10)
Combining (2.8), (2.9), and (2.10)
‖xn+1 − un+1‖ ≤ δ
[
1− η0n (1− δ)
] [
1− η1nη2n (1− δ)
] ‖xn − un‖
+
(
1− η0n
) ‖yn − Tyn‖(2.11)
Since δ ∈ (0, 1) and ηin ∈ [0, 1], for all n ∈ N and for each i ∈ {0, 1, 2}
(2.12) δ
[
1− η0n (1− δ)
]
< 1.
An application of the inequalitiy (2.12) to (2.11) yields
(2.13) ‖xn+1 − un+1‖ ≤
[
1− η1nη2n (1− δ)
] ‖xn − un‖+ (1− η0n) ‖yn − Tyn‖ .
Define
(2.14) βn := ‖xn − un‖ , λn := η1nη2n (1− δ) ∈ (0, 1) , ρn :=
(
1− η0n
) ‖yn − Tyn‖ .
Since limn→∞ ‖xn − x∗‖ = 0 and Tx∗ = x∗, limn→∞ ‖yn − Tyn‖ = 0 which implies
ρn
λn
→ 0 as n → ∞. Thus all conditions of Lemma 1 are fulfilled by (2.13), and so
limn→∞ ‖xn − un‖ = 0. Since
(2.15) ‖un − x∗‖ ≤ ‖xn − un‖+ ‖xn − x∗‖ ,
limn→∞ ‖un − x∗‖ = 0.
Next we will prove (ii)⇒(i). Using (1.14), (1.10) and condition (1.4), we have
‖un+1 − xn+1‖ =
∥∥vn − Tyn − η0n (vn − Tvn)∥∥
≤ ‖vn − Tyn‖+ η0n ‖vn − Tvn‖
≤ ‖Tvn − Tyn‖+
(
1 + η0n
) ‖vn − Tvn‖
≤ δ ‖vn − yn‖+
(
1 + η0n
) ‖vn − Tvn‖ ,(2.16)
‖vn − yn‖ ≤
(
1− η1n
) ‖Tun − Txn‖+ η1n ‖Twn − Tzn‖
≤ δ {(1− η1n) ‖un − xn‖+ η1n ‖wn − zn‖} ,(2.17)
‖wn − zn‖ ≤
(
1− η2n
) ‖un − xn‖+ η2n ‖Tun − Txn‖
≤ [1− η2n (1− δ)] ‖un − xn‖ .(2.18)
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Combining (2.16), (2.17), and (2.18)
‖un+1 − xn+1‖ ≤ δ2
[
1− η1nη2n (1− δ)
] ‖un − xn‖+ (1 + η0n) ‖vn − Tvn‖
≤ [1− η1nη2n (1− δ)] ‖un − xn‖+ (1 + η0n) ‖vn − Tvn‖ .(2.19)
Denote that
(2.20) βn := ‖un − xn‖ , λn := η1nη2n (1− δ) ∈ (0, 1) , ρn :=
(
1 + η0n
) ‖vn − Tvn‖ .
Since limn→∞ ‖un − x∗‖ = 0 and Tx∗ = x∗, limn→∞ ‖vn − Tvn‖ = 0 which im-
plies ρn
λn
→ 0 as n → ∞. Hence an application of Lemma 1 to (2.19) yields
limn→∞ ‖un − xn‖ = 0. Since
(2.21) ‖xn − x∗‖ ≤ ‖un − xn‖+ ‖un − x∗‖ ,
limn→∞ ‖xn − x∗‖ = 0. 
Theorem 3. Let D, B and T with fixed point x∗ be as in Theorem 1. Let
{
ηin
}∞
n=0
,
i ∈ {0, 1, 2} be real sequences in [0, 1] satisfying
(i) η0 ≤ η0n ≤ 1, η1 ≤ η1n ≤ 1 and η2 ≤ η2n ≤ 1, for all n ∈ N and for some η0,
η1, η2 > 0.
For given x0 = u0 ∈ D, consider iterative sequences {un}∞n=0 and {xn}∞n=0
defined by (1.10) and (1.14), respectively. Then {xn}∞n=0 converges to x∗ faster
than {un}∞n=0 does.
Proof. The following inequality comes from inequality (2.5) of Theorem 1
(2.22) ‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ δ2(n+1)
n∏
k=0
{
1− η1kη2k (1− δ)
}
.
The following inequality is due to ([20], inequality (2.26) of Theorem 3)
(2.23) ‖un+1 − x∗‖ ≤ ‖u0 − x∗‖
n∏
k=0
[
1− η0k (1− δ)
] [
1− η1nη2n (1− δ)
]
δ,
which is obtained from (1.10).
An application of assumption (i) to (2.22) and (2.23), respectively, leads to
‖xn+1 − x∗‖ ≤ ‖x0 − x∗‖ δ2(n+1)
n∏
k=0
{1− η1η2 (1− δ)}
= ‖x0 − x∗‖ δ2(n+1) [1− η1η2 (1− δ)]n+1 ,(2.24)
‖un+1 − x∗‖ ≤ ‖u0 − x∗‖
n∏
k=0
[1− η0 (1− δ)] [1− η1η2 (1− δ)] δ
= ‖u0 − x∗‖ δn+1 [1− η0 (1− δ)]n+1 [1− η1η2 (1− δ)]n+1 .(2.25)
Define
(2.26) an := δ
2(n+1) [1− η1η2 (1− δ)]n+1 ‖x0 − x∗‖ ,
(2.27) bn := δ
n+1 [1− η0 (1− δ)]n+1 [1− η1η2 (1− δ)]n+1 ‖u0 − x∗‖ ,
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θn : =
an
bn
=
δ2(n+1) [1− η1η2 (1− δ)]n+1 ‖x0 − x∗‖
δn+1 [1− η0 (1− δ)]n+1 [1− η1η2 (1− δ)]n+1 ‖u0 − x∗‖
: =
[
δ
1− η0 (1− δ)
]n+1
.(2.28)
Since δ, η0 ∈ (0, 1)
η0 < 1
⇒ η0 (1− δ) < 1− δ
⇒ δ < 1− η0 (1− δ)
⇒ δ
1− η0 (1− δ)
< 1.(2.29)
Therefore, we have
(2.30) lim
n→∞
θn+1
θn
= lim
n→∞
[
δ
1−η
0
(1−δ)
]n+2
[
δ
1−η
0
(1−δ)
]n+1 = δ1− η0 (1− δ) < 1.
It thus follows from well-known ratio test that
∞∑
n=0
θn < ∞. Hence, we have
limn→∞ θn = 0 which implies that {xn}∞n=0 is faster than {un}∞n=0. 
In order to support analytical proof of Theorem 3 and to illustrate the efficiency
of Picard-S iteration method (1.14), we will use a numerical example provided by
Sahu [38] for the sake of consistent comparison.
Example 1. Let B = R and D = [0,∞). Let T : D → D be a mapping defined
by Tx = 3
√
3x+ 18 for all x ∈ D. T is a contraction with contractivity factor
δ = 1/ 3
√
18 and x∗ = 3, see [38]. Take η
0
n = η
1
k = η
2
k = 1/2 with initial value
x0 = 1000. The following tables 1-2-3 show that Picard-S iteration method (1.14)
converges faster than all Picard (1.3), Mann (1.5), Ishikawa (1.6), Noor (1.7), SP
(1.8), S (1.9) , CR (1.10), Normal-S [39], S* [19] and Two-Step Mann [45] iteration
methods including a new three-step iteration method due to Abbas and Nazir [1].
Table 1. Comparison speed of convergence among various iteration methods
No. of Iter. Picard-S S Normal-S S*
1 3.848449787 12.99923955 11.54719590 9.149866494
2 3.007911860 3.679603368 3.446604313 3.309032025
3 3.000075950 3.057482809 3.027275056 3.018443229
4 3.000000729 3.004958405 3.001682532 3.001112415
5 3.000000007 3.000428434 3.000103856 3.000067138
6 3.000000000 3.000037025 3.000006411 3.000004052
7 3.000000000 3.000003200 3.000000396 3.000000245
8 3.000000000 3.000000276 3.000000024 3.000000016
9 3.000000000 3.000000024 3.000000001 3.000000001
10 3.000000000 3.000000002 3.000000000 3.000000000
11 3.000000000 3.000000000 3.000000000 3.000000000
...
...
...
...
...
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Table 2. Comparison speed of convergence among various iteration methods
No. of Iter. Picard SP CR Abbas & Nazir
1 14.45128320 134.3273583 8.423844669 7.697822844
2 3.944094141 21.81696908 3.224582695 3.150763238
3 3.101431265 5.994481952 3.010704011 3.005356237
4 3.011228065 3.504188621 3.000513730 3.000191005
5 3.001247045 3.086158574 3.000024664 3.000006812
6 3.000138554 3.014764667 3.000001184 3.000000242
7 3.000015395 3.002531406 3.000000057 3.000000010
8 3.000001710 3.000434048 3.000000002 3.000000000
9 3.000000190 3.000074424 3.000000000 3.000000000
10 3.000000021 3.000012761 3.000000000 3.000000000
11 3.000000002 3.000002187 3.000000000 3.000000000
12 3.000000000 3.000000376 3.000000000 3.000000000
13 3.000000000 3.000000064 3.000000000 3.000000000
14 3.000000000 3.000000011 3.000000000 3.000000000
15 3.000000000 3.000000002 3.000000000 3.000000000
16 3.000000000 3.000000000 3.000000000 3.000000000
...
...
...
...
...
Table 3. Comparison speed of convergence among various iteration methods
No. of Iter. Mann Ishikawa Noor Two-step Mann
1 507.2256416 505.7735980 505.7681478 259.3864188
2 259.3864188 257.5166864 257.5072981 70.91103158
3 134.3273583 132.4972579 132.4845970 21.81696908
4 70.91103158 69.30291326 69.28740168 8.474131740
5 38.52222997 37.19141418 37.17367673 4.647951504
6 21.81696908 20.76243714 20.74360422 3.504188621
7 13.09346232 12.28975230 12.27143253 3.155173770
8 8.474131740 7.884743216 7.868548900 3.047850681
9 5.994481952 5.578322215 5.565269205 3.014764667
10 4.647951504 4.364258381 4.354541966 3.004556608
...
...
...
...
...
20 3.004556608 3.002415570 3.002338681 3.000000036
21 3.002531406 3.001282335 3.001238310 3.000000011
22 3.001406323 3.000680745 3.000655675 3.000000003
23 3.000781287 3.000361382 3.000347175 3.000000001
24 3.000434048 3.000191845 3.000183827 3.000000000
...
...
...
...
...
41 3.000000020 3.000000004 3.000000003 3.000000000
42 3.000000011 3.000000002 3.000000002 3.000000000
43 3.000000006 3.000000001 3.000000001 3.000000000
44 3.000000003 3.000000000 3.000000000 3.000000000
45 3.000000002 3.000000000 3.000000000 3.000000000
46 3.000000001 3.000000000 3.000000000 3.000000000
47 3.000000000 3.000000000 3.000000000 3.000000000
...
...
...
...
...
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A Data Dependence Result
We are now able to establish the following data dependence result.
Theorem 4. Let T˜ be an approximate operator of T satisfying condition (1.4). Let
{xn}∞n=0 be an iterative sequence generated by (1.14) for T and define an iterative
sequence {x˜n}∞n=0 as follows
(2.31)


x˜0 ∈ D,
x˜n+1 = T˜ y˜n,
y˜n =
(
1− η1n
)
T˜ x˜n + η
1
nT˜ z˜n,
z˜n =
(
1− η2n
)
x˜n + η
2
nT˜ x˜n, n ∈ N,
where
{
ηin
}∞
n=0
, i ∈ {0, 1, 2} be real sequences in [0, 1] satisfying (i) 12 ≤ η1nη2n for
all n ∈ N, and (ii)
∞∑
n=0
η1nη
2
n = ∞. If Tx∗ = x∗ and T˜ x˜∗ = x˜∗ such that x˜n → x˜∗
as n→∞, then we have
(2.32) ‖x∗ − x˜∗‖ ≤ 5ε
1− δ ,
where ε > 0 is a fixed number.
Proof. It follows from (1.4), (1.14), and (2.31) that
‖xn+1 − x˜n+1‖ =
∥∥∥Tyn − T y˜n + T y˜n − T˜ y˜n∥∥∥
≤ ‖Tyn − T y˜n‖+
∥∥∥T y˜n − T˜ y˜n∥∥∥
≤ δ ‖yn − y˜n‖+ ε,(2.33)
‖yn − y˜n‖ ≤
(
1− η1n
) ∥∥∥Txn − T˜ x˜n∥∥∥+ η1n ∥∥∥Tzn − T˜ z˜n∥∥∥
≤ (1− η1n){‖Txn − T x˜n‖+ ∥∥∥T x˜n − T˜ x˜n∥∥∥}
+η1n
{
‖Tzn − T z˜n‖+
∥∥∥T z˜n − T˜ z˜n∥∥∥}
≤ (1− η1n) {δ ‖xn − x˜n‖+ ε}+ η1n {δ ‖zn − z˜n‖+ ε} ,(2.34)
‖zn − z˜n‖ ≤
(
1− η2n
) ‖xn − x˜n‖+ η2n ∥∥∥Txn − T˜ x˜n∥∥∥
≤ (1− η2n) ‖xn − x˜n‖+ η2n {‖Txn − T x˜n‖+ ∥∥∥T x˜n − T˜ x˜n∥∥∥}
≤ [1− η2n (1− δ)] ‖xn − x˜n‖+ η2nε.(2.35)
Combining (2.33), (2.34), and (2.35) and using the facts δ and δ2 ∈ (0, 1)
‖xn+1 − x˜n+1‖ ≤ δ2
[
1− η1nη2n (1− δ)
] ‖xn − x˜n‖+ η1nδ2η2nε+ (1− η1n) δε+ δη1nε+ ε
≤ [1− η1nη2n (1− δ)] ‖xn − x˜n‖+ η1nη2nε+ 2ε.
From assumption (i) we have
1− η1nη2n ≤ η1nη2n,
and thus, inequality (2.36) becomes
‖xn+1 − x˜n+1‖ ≤
[
1− η1nη2n (1− δ)
] ‖xn − x˜n‖+ η1nη2nε+ 2 (1− η1nη2n + η1nη2n) ε
≤ [1− η1nη2n (1− δ)] ‖xn − x˜n‖+ η1nη2n (1− δ) 5ε1− δ .
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Denote that
βn := ‖xn − x˜n‖ , µn := η1nη2n (1− δ) ∈ (0, 1) , γn :=
5ε
1− δ .
It follows from Lemma 2 that
(2.36) 0 ≤ lim sup
n→∞
‖xn − x˜n‖ ≤ lim sup
n→∞
5ε
1− δ .
From Theorem 1 we know that limn→∞ xn = x∗. Thus, using this fact together
with the assumption limn→∞ x˜n = x˜∗ we obtain
(2.37) ‖x∗ − x˜∗‖ ≤ 5ε
1− δ .

An Application
Throughout the rest of this paper, the space C ([a, b]) with endowed Chebyshev
norm ‖x− y‖
∞
= maxt∈[a,b] |x (t)− y (t)| denotes the space of all continuous real-
valued functions on a closed interval [a, b]. It is well-known that (C ([a, b]) , ‖·‖
∞
)
is a Banach space, see [15].
In this section we will be interested in the following delay differential equation
(2.38) x′ (t) = f (t, x (t) , x (t− τ )) , t ∈ [t0, b]
with initial condition
(2.39) x (t) = ψ (t) , t ∈ [t0 − τ , t0] .
We opine that the following conditions are performed
(A1) t0,b ∈ R,τ > 0;
(A2) f ∈ C
(
[t0, b]× R2,R
)
;
(A3) ψ ∈ C ([t0 − τ , b] ,R);
(A4) there exist Lf > 0 such that
(2.40)
|f (t, u1, u2)− f (t, v1, v2)| ≤ Lf
2∑
i=1
|ui − vi| , ∀ui,vi ∈ R, i = 1, 2, t ∈ [t0, b] ;
(A5) 2Lf (b− t0) < 1.
By a solution of the problem (2.38)-(2.39) we understand a function x ∈ C ([t0 − τ, b] ,R)∩
C1 ([t0, b] ,R).
The problem (2.38)-(2.39) can be reformulated in the following form of integral
equation
(2.41) x (t) =


ψ (t) , t ∈ [t0 − τ , t0] ,
ψ (t0) +
∫ t
t0
f (s, x (s) , x (s− τ)) ds, t ∈ [t0, b] .
The following result can be found in [11].
Theorem 5. Assume that conditions (A1) − (A5) are hold. Then the problem
(2.38) − (2.39) has a unique solution, say x∗, in C ([t0 − τ, b] ,R) ∩ C1 ([t0, b] ,R)
and
x∗ = lim
n→∞
T n (x) for any x ∈ C ([t0 − τ , b] ,R) .
Now we are in a position to give the following result.
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Theorem 6. Suppose that conditions (A1)− (A5) are satisfied. Then the problem
(2.38) − (2.39) has a unique solution, say x∗, in C ([t0 − τ, b] ,R) ∩ C1 ([t0, b] ,R)
and Picard-S iteration method (1.14) converges to x∗.
Proof. Let {xn}∞n=0 be a iterative sequence generated by Picard-S iteration method
(1.14) for the operator
(2.42) Tx (t) =


ψ (t) , t ∈ [t0 − τ , t0] ,
ψ (t0) +
∫ t
t0
f (s, x (s) , x (s− τ)) ds, t ∈ [t0, b] .
Denote by x∗ the fixed point of T . We will show that xn → x∗ as n→∞.
For t ∈ [t0 − τ , t0], it is easy to see that xn → x∗ as n→∞.
For t ∈ [t0, b] we obtain
‖zn − x∗‖∞ =
∥∥(1− η2n)xn + η2nTxn − Tx∗∥∥∞
≤ (1− η2n) ‖xn − x∗‖∞ + η2n ‖Txn − Tx∗‖∞
=
(
1− η2n
) ‖xn − x∗‖∞ + η2n max
t∈[t0−τ,b]
|Txn (t)− Tx∗ (t)|
=
(
1− η2n
) ‖xn − x∗‖∞
+η2n max
t∈[t0−τ,b]
∣∣∣∣ψ (t0) +
∫ t
t0
f (s, xn (s) , xn (s− τ)) ds
−ψ (t0)−
∫ t
t0
f (s, x∗ (s) , x∗ (s− τ )) ds
∣∣∣∣
=
(
1− η2n
) ‖xn − x∗‖∞
+η2n max
t∈[t0−τ,b]
∣∣∣∣
∫ t
t0
f (s, xn (s) , xn (s− τ)) ds
−
∫ t
t0
f (s, x∗ (s) , x∗ (s− τ )) ds
∣∣∣∣
≤ (1− η2n) ‖xn − x∗‖∞
+η2n max
t∈[t0−τ,b]
∫ t
t0
|f (s, xn (s) , xn (s− τ ))− f (s, x∗ (s) , x∗ (s− τ ))| ds
≤ (1− η2n) ‖xn − x∗‖∞
+η2n max
t∈[t0−τ,b]
∫ t
t0
Lf (|xn (s)− x∗ (s)|+ |xn (s− τ )− x∗ (s− τ )|) ds
≤ (1− η2n) ‖xn − x∗‖∞
+η2n
∫ t
t0
Lf
(
max
s∈[t0−τ,b]
|xn (s)− x∗ (s)|+ max
s∈[t0−τ,b]
|xn (s− τ)− x∗ (s− τ )|
)
ds
≤ (1− η2n) ‖xn − x∗‖∞
+η2n
∫ t
t0
Lf (‖xn − x∗‖∞ + ‖xn − x∗‖∞) ds
≤ (1− η2n) ‖xn − x∗‖∞ + 2η2nLf (t− t0) ‖xn − x∗‖∞
≤ [1− η2n (1− 2Lf (b− t0))] ‖xn − x∗‖∞ ,(2.43)
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‖yn − x∗‖∞ ≤
(
1− η1n
) ‖Txn − Tx∗‖∞ + η1n ‖Tzn − Tx∗‖∞
=
(
1− η1n
)
max
t∈[t0−τ,b]
∣∣∣∣
∫ t
t0
[f (s, xn (s) , xn (s− τ ))− f (s, x∗ (s) , x∗ (s− τ ))] ds
∣∣∣∣
+η1n max
t∈[t0−τ,b]
∣∣∣∣
∫ t
t0
[f (s, zn (s) , zn (s− τ ))− f (s, x∗ (s) , x∗ (s− τ ))] ds
∣∣∣∣
≤ (1− η1n) max
t∈[t0−τ,b]
∫ t
t0
|f (s, xn (s) , xn (s− τ))− f (s, x∗ (s) , x∗ (s− τ))| ds
+η1n max
t∈[t0−τ,b]
∫ t
t0
|f (s, zn (s) , zn (s− τ ))− f (s, x∗ (s) , x∗ (s− τ ))| ds
≤ (1− η1n) max
t∈[t0−τ,b]
∫ t
t0
Lf (|xn (s)− x∗ (s)|+ |xn (s− τ )− x∗ (s− τ )|) ds
+η1n max
t∈[t0−τ,b]
∫ t
t0
Lf (|zn (s)− x∗ (s)|+ |zn (s− τ)− x∗ (s− τ )|) ds
≤ 2Lf (b− t0)
{(
1− η1n
) ‖xn − x∗‖∞ + η1n ‖zn − x∗‖∞} ,(2.44)
‖xn+1 − x∗‖∞ = ‖Tyn − Tx∗‖∞
= max
t∈[t0−τ,b]
∣∣∣∣
∫ t
t0
[f (s, yn (s) , yn (s− τ ))− f (s, x∗ (s) , x∗ (s− τ ))] ds
∣∣∣∣
≤ max
t∈[t0−τ,b]
∫ t
t0
|f (s, yn (s) , yn (s− τ))− f (s, x∗ (s) , x∗ (s− τ))| ds
≤ max
t∈[t0−τ,b]
∫ t
t0
Lf (|yn (s)− x∗ (s)|+ |yn (s− τ )− x∗ (s− τ )|) ds
≤ 2Lf (b− t0) ‖yn − x∗‖∞ .(2.45)
Combining (2.43), (2.44), and (2.45)
(2.46) ‖xn+1 − x∗‖∞ ≤ 4L2f (b− t0)2
[
1− η1nη2n (1− 2Lf (b− t0))
] ‖xn − x∗‖∞ ,
or from assumption (A5)
(2.47) ‖xn+1 − x∗‖∞ ≤
[
1− η1nη2n (1− 2Lf (b− t0))
] ‖xn − x∗‖∞ .
Therefore, inductively
(2.48) ‖xn+1 − x∗‖∞ ≤
n∏
k=0
[
1− η1kη2k (1− 2Lf (b− t0))
] ‖x0 − x∗‖∞ .
Since ηin ∈ [0, 1], for all n ∈ N and for each i ∈ {1, 2}, assumption (A5) yields
(2.49) 1− η1nη2n (1− 2Lf (b− t0)) < 1.
Utilizing the same argument as in the proof of Theorem 1, we obtain
(2.50) ‖xn+1 − x∗‖∞ ≤ ‖x0 − x∗‖n+1∞ e−(1−2Lf (b−t0))
∑
n
k=0 η
1
kη
2
k ,
which lead us to limn→∞ ‖xn − x∗‖∞ = 0. 
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