For inverse problems where the data are corrupted by uniform noise such as arising from quantization errors, the L ∞ norm is a more robust data tting term than the standard L 2 norm. Well-posedness and regularization properties for linear inverse problems with L ∞ data tting are shown, and the automatic choice of the regularization parameter is discussed. A er introducing an equivalent reformulation of the problem and a Moreau-Yosida approximation, a superlinearly convergent semi-smooth Newton method becomes applicable for the numerical solution of L ∞ tting problems. Numerical examples illustrate the performance of the proposed approach as well as the qualitative behavior of L ∞ tting.
is work is concerned with the inverse problem Kx = y δ for a bounded linear operator K and given data y δ corrupted by uniformly distributed noise. Apart from being o en used in numerical tests of reconstruction algorithms, such noise appears as a statistical model of quantization errors and is therefore of relevance in any inverse problem where digital acquisition and processing of measured data plays a signi cant role [Widrow and Kollár ; Shykula and Seleznjev ] . Although advances in the resolution of analog-to-digital converters and in the oating-point precision of microprocessors have made these concerns less important for modern measurement equipment, they have become pertinent again in the context of wireless sensor networks. ese consist of a large number of small, low-cost, usually battery-powered, densely distributed sensors which transmit gathered data to a central location [Gharavi and Kumar ; Arampatzis et al. ] . Such networks have attracted increasing attention in recent years due to their wide range of applications, e.g., in environmental monitoring where they can be used for quickly locating sources of a contaminant from distributed measurement of its concentration [Polastre et al. ; Doolin and Sitar ]. However, their communication is limited by their low power and shared bandwidth, which requires the data to be highly compressed before transmission, leading to signi cant quantization errors [Niu and Varshney ; Schizas et al. ] . More robust algorithms for state estimation from quantized data would therefore allow higher compression rates and therefore extended lifetime of the sensors. In this work, we are thus especially (but not exclusively) interested in inverse problems where K is the solution operator for a (linear) partial di erential equation.
Since this problem is ill-posed, regularization needs to be applied. For uniform noise, the L ∞ norm is an appropriate term for measuring the data mis t due to its connection with the maximum likelihood estimator for this noise type (see, e.g., [Boyd and Vandenberghe , Chapter . . ] ). is leads to minimizing a Tikhonov functional of the type ( . ) min ( ese will be made precise below, see Section .) e di culty arises from the non-di erentiability of the L ∞ norm. is may be the reason why inverse problems in L ∞ have received rather little attention in the mathematical literature, even though there has been considerable recent progress in the regularization theory in Banach spaces (see, e.g., [Burger and Osher ; Resmerita ; Resmerita and Scherzer ; Hofmann et al. ; Pöschl ; Scherzer et al. ] ). Numerical methods for minimizing L ∞ functionals have been investigated in [Williams and Kalogiratou a; Williams and Kalogiratou b] for curve tting and parameter estimation for ordinary di erential equations and in [Grund and Rösch ; Prüfert and Schiela ; Clason, Ito, et al. ] for optimal control of partial di erential equations. ere has also be some recent interest in L ∞ functionals in the context of geometric vision [Hartley and Scha alitzky ; Sim and Hartley ; Seo and Hartley ] . Our main interest thus lies in deriving an e cient method for the numerical solution of inverse problems with L ∞ tting. Following [Grund and Rösch ; Prüfert and Schiela ; Clason, Ito, et al. ], our approach is based on an equivalent formulation of ( . ):
c.
is can be interpreted as an "augmented Morozov regularization" for the joint estimation of the unknown parameter x and the noise level δ = c. (In fact, if δ is known, the proposed approach can be used for the numerical solution of the Morozov functional by xing c = δ, see Remark . below.) For this reformulation, we derive optimality conditions, introduce a Moreau-Yosida approximation and show its convergence, and prove superlinear convergence of a semi-smooth Newton method. We also address the automatic choice of the regularization parameter α using a simple xed-point iteration.
is paper is organized as follows. In Section , we address well-posedness and convergence of a slight generalization of the Tikhonov functional ( . ). Section is concerned with the xed-point algorithm for the automatic choice of the regularization parameter. e numerical solution of the L ∞ tting problem is discussed in Section . Finally, numerical examples for one-and two-dimensional model problems are presented in Section .
--
We consider for 1 p < ∞ the problem
is a bounded linear operator de ned on the Hilbert space X, Ω ⊂ R n is a bounded domain, x 0 ∈ X is given, and y δ ∈ L ∞ (Ω) are noisy measurements with noise
δ (with y † = Kx † being the noise-free data). If the kernel of K is non-trivial, we denote by x † the x 0 -minimum norm solution, i.e., the minimizer of x − x 0 X over the set x ∈ X : Kx = y † . Our main assumption on K (needed for convergence of the Moreau-Yosida approximation, see eorem . ) is that ( . )
is holds if K is a compact operator or maps into a space compactly embedded into L
(as is commonly the case if K is the solution operator for a partial di erential equation). e results of this section are standard (see, e.g., [Engl et al. , Chapters , ] , [Scherzer et al. , Chapter . ] ), and are given here to make the presentation self-contained. e rst result concerns the well-posedness of (P).
eorem . . For α > 0 and given y δ , (i) there exists a unique solution x δ α ∈ X to problem (P);
(ii) for a sequence of data {y n } n∈N such that y n → y δ in L ∞ (Ω), the sequence x n α n∈N of minimizers contains a subsequence converging to x δ α ; (iii) if the regularization parameter α = α(δ) satis es
Now by the source condition ( . ), we have
Inserting the productive zero 0 = y δ − y δ on the right hand side and applying the triangle inequality yields
from which the desired convergence rate follows by choosing choosing α = O(δ ε ). For p > 1, we use Young's inequality ab
, and rearrange terms to deduce
Hence, by adding the last term on the right hand side to both sides of ( . ), we obtain
Taking α = O(δ p−1 ) then yields the claimed estimate.
We remark that for p = 1, (P) is an exact penalization, i.e., there exists α * > 0 such that for all α < α * , the minimizer x 0 α of (P) with exact data y † satis es x 0 α = x † , see [Burger and Osher ; Hofmann et al. ] . Next we consider Morozov's discrepancy principle [Morozov ] , which consists in choosing α such that
eorem . . Assume that the source condition ( . ) holds, and that the regularization parameter α = α(δ) is determined according to the discrepancy principle. en the minimizer x δ α of (P) satis es Morozov's discrepancy principle requires knowledge of the noise level, which is o en not available in practice. Here, we use a heuristic choice rule derived from a balancing principle [Clason et al. b; Clason et al. a; Clason and Jin ] , which involves auto-calibration of the noise level. Although there is no rigorous justi cation, we can give a brief motivation of this principle. Recall that the Morozov discrepancy principle chooses α such that the residual in the appropriate norm is on the order of the noise level δ. In an iterative scheme, one would start with a large parameter and reduce it until this condition is satis ed, making use of the fact that the norm of the residual is monotonically increasing as a function of α (see Lemma . below). On the other hand, the regularization term is monotonically decreasing; one could therefore equally choose α such that the regularization term reaches a certain value, which is proportional to the noise level δ. If δ is not known, the current residual can be used in this approach to give an estimate of the noise level. If the true data and the noise are su ciently structurally di erent, it can be expected that
for a reasonable range of α. (A similar assumption can be used to show convergence of minimization-based noise level-free parameter choice rules [Kindermann ] .) is motivates considering the following heuristic principle: Choose α > 0 such that the balancing equation
is the true noise level by de nition.) Here, σ is a proportionality constant which depends on K and X, but not on δ.
We can compute a solution α * to ( . ) by the following simple xed-point algorithm proposed in [Clason et al. a]:
( . )
is xed-point algorithm can be derived formally from the model function approach [Clason et al. b] . e convergence can be proven similarly as in [Clason et al. a] . We start by arguing monotonicity of the data tting and of the regularization term.
Lemma . . e functions
Proof.
e minimizing property of x α 1 and x α 2 yields
Adding these two inequalities together gives the second estimate. e rst one can be obtained by dividing the two inequalities by α 1 and α 2 , respectively, adding them together, and using the monotonicity of t → t p for p 1 and t 0.
We shall denote by
the residual in ( . ). e next lemma shows the monotonicity of the iteration ( . ).
Lemma . . e sequence of regularization parameters {α k } k∈N generated by the xed-point algorithm is monotonically increasing if r(α 0 ) > 0 and monotonically decreasing if r(α 0 ) < 0.
Proof. We argue by induction. If r(α 0 ) > 0, then by the de nition of the iteration, we have
1 2
and similarly (with the opposite inequality) if r(α 0 ) < 0. Now for any k > 1,
By Lemma . , the two terms in parentheses both have the sign of (α k − α k−1 ), and thus the whole sequence is monotonic. eorem . . If the initial guess α 0 satis es r(α 0 ) < 0, then the sequence {α k } generated by the xed-point algorithm converges to a solution to ( . ).
Proof. By Lemma . and r(α 0 ) < 0, the sequence {α k } is monotonically decreasing. Since by de nition ( . ) it is clearly bounded from below by zero, convergence follows.
Note that eorem . gives a constructive method of choosing a suitable parameter σ: Set α 0 su ciently large (e.g., α 0 = 1) and select σ small enough such that r(α 0 ) < 0 is satis ed.
Remark . . e convergence of the xed-point iteration solely depends on the monotonicity properties of the tting and of the regularization term. It can therefore be applied for nding solutions to the balancing equation
for minimizers x α of the Tikhonov functional
where ϕ is any monotone, real-valued function and R, F are arbitrary functionals for which the minimization problem is well-posed.
e numerical solution of problem (P) is based on a sequence of Moreau-Yosida approximations of an equivalent formulation of (P), which can be solved using a superlinearly convergent semi-smooth Newton method.
. We begin by introducing an equivalent formulation of (P) that allows making use of techniques developed for optimization problems for partial di erential equations with state constraints (see [Grund and Rösch ; Prüfert and Schiela ; Clason, Ito, et al. ] ). Since we wish to apply a Newton-type method, we x p = 2 from here on (guaranteeing positive de niteness of the Hessian; see eorem . ). Note that the value of p only in uences the trade-o between minimizing the L ∞ norm of the residual and minimizing the norm of x, but not the relevant structural properties of the functional (in particular the geometry of the unit ball with respect to · p L ∞ ). Without loss of generality, we also set x 0 = 0 and consider (P c ) min
e strict convexity of the equivalent problem (P) directly yields the existence of a unique minimizer (x * , c * ) with x * = x δ α from eorem . and
. For a di erentiable strictly convex functional J, the minimizer x * can be found by computing a stationary point, which satis es the optimality condition J (x * ) = 0. For nondi erentiable problems such as (P c ), a similar equivalence holds, although the optimality conditions become more complicated and a so-called regular point condition needs to be satis ed (see, e.g., [Maurer and Zowe ; Ito and Kunisch ] ). In the following, j : X → X * denotes the (linear) duality mapping of the Hilbert space X,
the duality pairing between L ∞ (Ω) and its topological dual.
we can express (P c ) as
e regular point condition [Maurer and Zowe ; Ito and Kunisch ] for ( . ) is
where int denotes the topological interior and G is the Fréchet derivative of G. To verify ( . ), we need to nd x ∈ X and c ∈ R such that
Since the minimizer (x * , c * ) satis es the L ∞ bound, the terms in parentheses are non-positive almost everywhere, and thus these conditions are satis ed for x = 0 and arbitrary c > 0. From [Maurer and Zowe , eorem . ], we then obtain the existence of (
hold. Inserting the explicit form of J , G, and G yields (OS).
.
-
To avoid dealing with the dual space of L ∞ (Ω), we consider for γ > 0 the Moreau-Yosida approximation
, where the max and min are to be understood pointwise in Ω. Since this is a strictly convex and weakly lower semi-continuous problem in c and x, there exists a unique solution (x γ , c γ ) ∈ X × R.
We next address convergence of (x γ , c γ ) to the solution (x * , c * ) to (P c ).
Proof. Let
Due to the optimality of (x γ , c γ ) and the feasibility of (x * , c * ), we have for all γ > 0 that
and hence that the families
are bounded. Consequently, there exists a sequence {γ k } k∈N and (x,ĉ) ∈ X × R such that (x γ k , c γ k ) converges to (x,ĉ) and
for k → ∞, and similarly for min(0,
by assumption ( . ), this implies that
Taking the limit in ( . ), we thus nd that (x,ĉ) coincides with the unique solution (x * , c * )
to (P c ). Due to uniqueness of (x * , c * ), the whole family
Since (P γ ) is di erentiable and strictly convex, straightforward computation yields the (necessary and su cient) optimality conditions
Remark . . Similarly to [Clason, Ito, et al. , eorem . ] , one can show that as γ → ∞,
weakly-in L ∞ (Ω) * , with λ 1 and λ 2 as given by eorem . .
. -
To solve the optimality system (OS γ ) with a semi-smooth Newton method [Kummer ; Chen et al.
; Hintermüller et al.
; Ulbrich ], we consider it as an operator equation
We now argue the Newton di erentiability of F. Recall that a mapping F : X → Y between Banach spaces X and Y is Newton di erentiable at x ∈ X if there exists a neighborhood N(x) and a mapping G :
(Note that in contrast with Fréchet di erentiability, the linearization is taken in a neighbor-
Now we have (e.g., from [Ito and Kunisch , Example . ] ; see also [Schiela ] ) that the function z → max(0, z) is Newton di erentiable from L p (Ω) to L q (Ω) for any p > q 1. Furthermore, the chain rule for Newton derivatives (e.g., [Ito and Kunisch , Lemma . ] ) yields that for a linear operator B with range contained in L p (Ω), the Newton derivative of max(0, Bv) at v in direction δv is given pointwise almost everywhere by
Since for any x ∈ X we have Kx ∈ L ∞ (Ω), the mapping
(Ω) * with Newton derivative in direction δx ∈ X given by (Kδx)χ 1 , where
Similarly, the embedding that maps c ∈ R to the constant function t → c ∈ L ∞ (Ω) yields Newton-di erentiability of ( . ) with respect to c for xed x ∈ X from R to L 1 (Ω) ⊂ L ∞ (Ω) * , with Newton derivative in direction δc ∈ R given by (−δc)χ 1 . One proceeds analogously for the min terms by de ning ( . )
Altogether, F is Newton-di erentiable from X × R → X * × R with Newton derivative at (x, c) ∈ X × R given by
, a semi-smooth Newton step consists in solving for (δx, δc) ∈ X × R in ( . )
and setting
It remains to show uniform invertibility of the Newton step, which will imply local superlinear convergence of the sequence of iterates Proof. For arbitrary (x, c) ∈ X × R and (δx, δc) ∈ X × R, we have
Since χ 1 and χ 2 are characteristic functions of disjoint sets, we can estimate separately
is implies
and thus that D N F(x, c) is an isomorphism independent of (x, c). e local superlinear convergence now follows from standard results (e.g., [Ito and Kunisch , eorem . ] ).
Algorithm Semi-smooth Newton method with continuation
Compute indicator function of active sets : χ Solve for δx, δc in ( . )
:
e following property (e.g., [Ito and Kunisch , Remark . . ] ) yields an objective stopping criterion for the semismooth Newton method. Let
denote the sets of points where the L ∞ norm bound is violated in iteration k.
To deal with the local convergence of Newton's method, we make use of a continuation strategy in the numerical computation: Solve (OS γ ) for xed γ k > 0, choose γ k+1 > γ k , and compute the next solution (x γ k+1 , c γ k+1 ) using (x γ k , c γ k ) as starting point. If γ 0 is su ciently small (e.g., γ 0 = 1), one can expect convergence of the continuation scheme for any reasonable choice of (x 0 , c 0 ) (e.g., (x 0 , c 0 ) = (0, 0) in the absence of a priori information). e full procedure for computing a numerical approximation of the solution to problem (P c ) is given as Algorithm .
Finally, we remark on how the presented approach can be simpli ed in special cases. Remark . . In the case where K is the solution operator for a linear partial di erential equation, i.e., K = A −1 for a partial di erential operator A : Y → Y * ⊃ X on the re exive Banach space Y, (OS γ ) can be reformulated in a more convenient way by introducing y = A −1 x as an independent variable and using a Lagrange multiplier approach to enforce the constraint Ay = x. is leads to a (semi-smooth) block optimality system, which in many cases can again be reduced to a pair of equations for (y, c) only. Take X = L 2 (Ω), i.e., j(x) = x, and assume that A is an isomorphism from W = H 1 0 (Ω) ∩ H 2 (Ω) to W * . Due to the embedding W → C 0 (Ω), we have that the range A −1 (X) embeds compactly into L ∞ (Ω). Inserting
−1 x γ ∈ W into the rst equation of (OS γ ) yields
Since the term in parentheses is in L ∞ (Ω), the mapping properties of A − * yield that Ay γ ∈ W. We can thus apply A * to the whole equation to obtain that (y γ , c γ ) satis es F(y γ , c γ ) = 0 for
Since y ∈ W, the function F is semi-smooth with Newton-derivative
Superlinear convergence of the semi-smooth Newton method can then be proven analogously to eorem . , using the fact that A is an isomorphism from W to W * . Given y γ , we can then compute x γ = Ay γ . Note that due to the linearity of the operators, we can further reformulate the Newton step in terms of the new iterate (y k+1 , c k+1 ) only:
Remark . . e presented approach can also be applied to the Morozov regularization
δ by xing c = δ in the above derivations. Applying the same Moreau-Yosida regularization as above yields the optimality conditions F(x γ ) = 0 for F : X → X * ,
with Newton derivative
Well-posedness, convergence as γ → ∞ and superlinear convergence of the semi-smooth Newton method can be shown as for the Tikhonov regularization (with obvious simpli cations).
In this section, we illustrate the e ectiveness of the L ∞ tting approach as well as some of its qualitative features by way of one-and two-dimensional model problems. e Matlab implementation for both examples can be downloaded as http://www.uni-graz.at/~clason/ codes/linffitting.zip. All numerical tests were performed with Matlab (R b) on a single core of a . GHz workstation with GByte of RAM.
. We rst consider as a standard benchmark example an inverse heat conduction problem, posed as a Volterra integral equation of the rst kind (problem heat in [Hansen ] ).
. e kernel k(s, t) and the exact solution x † (t) are given by e noisy data are generated by setting
where ξ(t) is a uniformly distributed random value in the range [−d y max , d y max ] for a noise parameter d > 0 and y max = Kx † ∞ . For the numerical solution of the inverse problem Kx = y δ , we apply Algorithm (with τ = 10, k * = 10, (x 0 , c 0 ) = (0, 0), γ 0 = 1 and γ * = 10 12 ) and discretize the integral equation using collocation and the mid-point rule at n = 300 points (unless stated otherwise). e parameters in the xed-point iteration for the automatic parameter choice are set to α 0 = 0.1 and σ = 0.008. e xed-point iteration is terminated if the relative change in α is less than −2 for d = 0.6. For comparison, we also show the solution to the L 2 data tting problem, where the parameter α has been chosen to give the smallest L 2 error. Clearly, the L 2 reconstructions are signi cantly less accurate than their L ∞ counterparts, especially at the "tail". e performance of the automatic parameter choice is further illustrated in Table , 
Presented in each case are the mean and standard deviation over ten di erent noise realizations for a given noise level. Both the regularization parameters and the reconstruction errors agree closely, and the noise level is well estimated by the optimal L ∞ bound c b . Table also Table : Convergence behavior of the semi-smooth Newton method for xed γ = 10 2 (shown are the number of points n(k) that changed in the active sets a er iteration k) k n(k) error does not signi cantly increase with increasing noise level. is can be attributed to the fact that the structural properties of the noise (e.g., sign changes of the noise, which is neither more nor less likely for increasing d) is more important than the magnitude.
Finally, we address the performance of the semi-smooth Newton method. Table shows 2 , corroborating both the local superlinear convergence ( eorem . ) and the nite termination property (Proposition . ). e behavior of the full continuation strategy is similarly illustrated in Table , demonstrating that a feasible solution (i.e., one attaining the L ∞ bound) is reached at γ = 10 6 with comparative computational e ort. Table : Convergence behavior of the semi-smooth Newton method with continuation (shown are the number of points n(k) that changed in the active sets a er iteration k) Motivated by the problem of detecting the source of a contaminant using distributed and quantized measurements from a sensor network, we consider the inverse source problem for an elliptic partial di erential operator on the domain Ω ⊂ R 2 with homogeneous Dirichlet boundary conditions, i.e.,
where
for a ∈ C 0,r (Ω) with r > 0 and a a 0 > 0 pointwise, δ , we apply the reformulated algorithm according to Remark . , and discretize the di erential operators using standard nite di erences on a uniform mesh of size 128 × 128. e parameters in the semi-smooth Newton method with continuation and the xed-point iteration are identical to the onedimensional case. e rst example considers data subject to (deterministic) quantization errors, where we set e L ∞ artifacts are strongly localized and impulse-like, whereas the L 2 reconstruction shows typical ringing. In particular, the support of the exact solution x † is accurately captured by the L ∞ reconstruction, whereas the L 2 reconstruction is non-zero everywhere. e second example serves as a "best-case" noise for L ∞ tting. Based on our observation in the one-dimensional case, we conjecture that the reconstruction error is largest in regions where the sign of the noise does not change. We therefore choose as additive "noise" a checkerboard pattern on the discrete mesh of constant magnitude and alternating sign. Speci cally, let t ij = (t 1,i , t 2,j ), 1 i, j 128, be the grid points of the uniform mesh and set
for a noise parameter d > 0. For data with d = 0.9 (Figure a) , the L ∞ reconstruction is able to accurately capture support and shape of the true solution, whereas the L 2 reconstruction is Figure : Reconstructions from checkerboard noise (d = 0.9), comparing L ∞ and L 2 tting Table , where it can be seen that the reconstruction error is virtually independent of the magnitude of the checkerboard noise, in contrast to L 2 tting.
For measurements subject to uniformly distributed noise, such as arising from statistical models of quantization errors, L ∞ tting is more robust than standard L 2 tting. e nondi erentiability can be addressed by introducing a Moreau-Yosida regularization together with a continuation scheme, which allows application of a superlinearly convergent semismooth Newton method. e regularization parameter can be chosen automatically using a heuristic choice rule that does not require knowledge of the noise level. is approach is useful for a wide variety of linear inverse problems.
For nonlinear problems, the extension would be straightforward (subject to a usual nonlinearity and second order condition, see [Clason and Jin ] 
