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Intraduccion
La importancia del anàlisis de algoritmos dentro de la 
Informât ica uiene mot ivada de manera natural por la necesidad de 
définir cr i ter ios que permi tan comparer la eficiencia de 
distintos algoritmos propuestos para la resoluciôn de un mismo 
problema. Mas en concrete la tarea del anàlisis de un algoritmo 
sue le centrarse en la predicciôn de la cant idad de recursos, 
normaImente referidos a tiempo de ejecuciôn o/y espacio de 
memoria que neces i tar ia el a Igor i tmo al operar sobre datos de un 
determinado tipo. Aunque lo deseable séria poder disponer de 
algoritmos muy ràpidos que consuman poca memoria, usuaImente 
résulta dificil obtener algoritmos taies, y de hecho al intenter 
disenar buenos algoritmos segûn uno de taies cr i ter ios sue le 
provocarse la pérdida de eficiencia respecte al otro. Ho obstante 
parece que de entre e 1los el que puede cons iderarse màs 
importante es el tiempo de ejecuciân, dado que de poco s irve 
conocer la existencia de so lue iôn para un problema, si el método 
para obtenerla sobrepasa la esperanza de vida de varias 
generac iones humanas. Y en concrete este es el cr i ter io que vamos 
a seguir en este trabajo. Bajo el mismo es bastante frecuente 
elegir como medida de complejidad el numéro de instrucciones 
ejecutadas, ponderadas o no por ciertos pesos segùn el tipo de 
instruccion de que se trate, o bien restringirse al numéro de 
operaciones consideradas como elementales que se ejecuten, etc... 
Incluse para determinados algoritmos pueden consIderarse medidas 
todavia màs sene i1 las, como puede ser el numéro de comparaciones 
significativas realizadas en algoritmos de ordenaclôn, o en tests 
de igualdad entre estructuras de datos no elementales, etc... De 
modo que una vez fijada la medida de complejidad que nos
interesa, vamos a poder asociar a cada algoritmo una funeiôn de 
coste que nos permi ta conocer el crecimiento del tiempo de 
ejecuciôn de un algoritmo en funeiôn del del tamano de sus datos, 
para lo cua1 habré de definirse previamente lo que se entiende 
por tamano de los datos. Asi, en problemas de ordenaciôn este 
podria ser e 1 numéro de objetos a ordenar ; en algoritmos 
matriciales, las dimensiones de las matrices argumentos ; cuando 
se trabaja sobre grafos su numéro de vertices ; y si en concreto 
son ârboles puede interesar incluso restr ing irse a nodos 
internos, etc...
FinaImente para comparer ia eficiencia de dos algoritmos 
propuestos para un mismo problema, se procédé a comparar sus 
fune iones de caste asociadas.
IniciaImente se abordô la hoy conocida como complejidad o 
anàlisis de un algoritmo en el peor de los casos, que consiste en 
la determinaciôn del comportamiento del algoritmo en la situaciôn 
màs desfavorable, entend iendo como ta 1 ague lia que provoque mayor 
consumo de recursos de ordenador, respecto al criterio escogido. 
Este estudio requiere f reçuentemente la construcciôn de 
configuraciones de datos muy concretas, y a menudo rebuscadas, 
que fuerzan el comportamiento extremo de 1 algoritmo.
Ahora bien, pronto pudo constatarse que algoritmos con 
funciones de coste sîmilares diferian bastante en la pràotica, 
asi oosKi que algoritons catalogados como "malos" por tener un 
consus» teôrico de tiempo muy elevado, resultaba que convergian 
ràpidamente sobre la mayoria de los casos que se presentaban en 
la realidad. Un ejemplo clàsico de esta ultima situaciôn es el 
algoritiao del simplex en programaciôn lineal. Existen 
configuraciones de datos [KM701 para las que el tiempo de
ejecdciàn crece exponencia1 mente con el tamano del problema, y 
s in embargo la prâctica cotidiana Io avala como un buen 
a Igor i t mo.
Es por este tipo de hechos que el anàlisis medio de 
algoritmos va cobrando cada vez mayor importancia, pues desde un 
punto de vista pràctico parece que el comportamiento medio de un 
algoritmo sobre todas las configuraciones de datos posibles es un 
indicador mejor, màs significative, de la mayor o menor 
eficiencia de un algoritmo f rente a otro, que una comparac iôn 
basada en el peor de los casos. Ahora bien, este tipo de anàlisis 
requiere la introduce iôn de una distribuciôn de probab i1idad 
sobre el espacio de los posibles datos de un problema, lo cua1 
puede resultar en ocas iones bastante dificil.
Otra forma de introducir distribuciones de probab i1idad en 
el anàlisis de algoritmos es a través de los 1lamados algoritmos 
probabiIisticos, como los ut i1izados para resolver ciertos 
problemas de opt imizaciôn combinatoria, teoria de grafos o 
factorizaciôn de polinomios.
Ta les algoritmos incluyen puntos de rami f icac iôn no 
deterministicos en los cuales a lo largo de la ejecuciôn se elige 
la rama a seguir segùn una cierta distribuciôn de probabi1idad.
En otros casos a lo anterior se une el hecho de que no se trata 
de algoritmos que calculen una so lue iôn exacta, sino una 
aprox imac iôn de la so lue iôn ôptima de 1 problema, buscàndoss 
entonces que la esperanza de 1 error relativo cometido sea 
desprec iable.
Como un primer ejemplo menoionamos el algoritmo de 
Berlekamp para factorizaciôn de po1inomios CBe701 , ILaSll , 
cuyo estudio en el peor de los casos no aporta mueha informaciôn.
por poder ser su complejidad inf ini ta ; pero sin embargo la 
probabi1idad de que ta 1 cosa ocurra es nula como se demuestra en 
CFSS21 . En CKa761 , CRa761 y CDiB21 pueden encontrarse 
también otros ejemplos de algoritmos probabi1 1 sticos para 
diverses tipos de problemas de teoria de grafos y opt imi zac ion 
combinator ia.
Na tura1 mente para este tipo de algoritmos el ùnico estudio 
de complejidad que parece pertinente es el de su comportamiento 
en media ; si bien la problemâtica de este tipo de algoritmos es 
bien distinta de la que presentan los algoritmos deterministas 
que estudiaremos en este trabajo, y simplemente hemos hecho 
mène iôn de ellos por su interés actual, sobre todo en aquelias 
s i tuac iones en las que el estudio directo de un determinado 
proceso résulta muy dificil o cas i aparentemente imposible, no 
ocurr1endo lo mismo con algûn proceso aleatorio que s in embargo 
lo aproMima.
En concreto los algoritmos que estudiaremos operan de forma 
determinista sobre estructuras de datos de tipo ârbol. Por lo 
tanto podremos cons iderar aceptable la supos ic iôn de distribuciôn 
uni forme entre los datos de un determinado tamano ; lo que viene 
just i f icado por estudios de tipo estadistico sobre problemas 
concretos, como por ejemplo los que manejan exprès iones 
aritmético-lôgicas que, como es bien sabido, admiten una 
representaciôn arborescente, a la que podemos aplicar el estudio 
que hemos realizado. No obstante el método permi t ir ia tratar 
todas aquelias distribueiones que resultan de un proceso de 
rami f icac iôn CMM781 .
Pero antes de concretar el tipo de algoritmos objeto de 
este trabajo, hemos de enunciar todavia una serie de reflexiones
genera les acerca de los caininos a seguir en el anàlisis de 
algoritmos. Para e 1lo seguiremos a [Kn68,69,73] , que ha
contribuido en gran medida a potenciar el anàlisis de algoritmos 
tanto en al caso peor como en media, asi como a ewidenc iar la 
importancia que en dicho estudio tienan los métodos clàsicos de 
enumerac ién combinatoria y anàlisis real.
Pues bien, frecuentemente el estudio de 1 comportamiento 
medio de algoritmos que operan sobre estructuras discretas va a 
conduc irnos al estudio comb inator io de ciertos paràmetros 
a soc 1 ados con el algoritmo. Asi, siguiendo a [Kn73] , el
anàlisis de un gran numéro de algoritmos puede descomponerse 
prineipa1 mente en très Cases ;
- Obtenciôn a partir de 1 algoritmo, de los paràmetros 
combinatorios bàsicos que influyen en su comportamiento.
- Obtenciôn de ecuac iones récurrentes que caractericen dichos 
paràmetros.
- Obtenciôn de so lue iones explicitas o aproxintadas
(estimaciones as intôt icas) para las recurrencias anter iores que 
nos permi tan concluir acerca de 1 comportamiento medio del 
a Igor itmo.
En relac iôn con el problema de enumeraciôn combinatoria de 
los paràmetros asociados al coste del algoritmo, ocurre que en 
muchas situaciones tal problema puede abordarse de una forma 
sistemàtlca por medio del llamado método de 1 operador simbàlico 
f F183] . El problema de enumerac iôn de una clase de estructuras 
combinatorias C , se reduce a encontrar constructores que 
permi tan obtener C como comb inac iôn de estructuras màs simples, 
o de la propla estruotura C , si su definiclôn es recurs iva. El 
método del operador simbàlico utiliza una serie de lemas que bajo
c 1ertas condiciones permiten traducir directamente taies 
construed one s comb i na tor ias que se expresan como series 
formales, como operaciones sobre las funciones generatrices 
correspondientes. Asi, mientras que los métodos clàsicos de 
resoluciôn de recurrencias basados en descompos ic iones son a 
ueces bastantes sensibles frente a pequenas variaciones en la 
f ormulac iôn del problema, el método de 1 operador simbôlico ofrece 
un tratamiento màs s i stemàt ico y flexible.
Este métcdo puede aplicarse no solo a problemas de 
enumeraciôn combinatoria, sino también en el estudio de va lores 
medios de paràmetros. En esta linea, Flajolet y Steyaert proponen 
en 1FS831 un método sistemàtico para e1 anàlisis medio de una 
gran clase de algoritmos recurs i vos sobre ârboles, que se 
caracterizan por su recorrido top-down de los inputs, asi como 
por el hecho de que no los modifican. Poster iormente, en 1S1841 
se d iô un désarroilo màs detallado de dicho método, Junto con 
algunas extens iones y abundantes api icac iones.
Como resume Steyaert en su introduce iôn de [S1841 , la
idea clave del método que proponen se basa en que en un buen 
numéro de casos, los algoritmos objetos de estudio no son otra 
cosa que reconocedores de configuraciones espeoiales, que se 
presentan como subestrueturas de la entrada que reciben. Entonces 
cada algoritmo va a poder expresarse por medio de operaciones 
elementales sobre la estructura inioial de entrada, eventuaimente 
quizàs de manera recursiva ; operaciones a las que se asocian 
costes espec i f icos que dependen de la implementaciôn concrete 
escogida. Se considéra entonces el conjunto de todos los datos 
posibles del algoritmo como una serie formai, y a cada operaciôn 
elemental se le asocia un operador sobre dichas series forma les
que représenta la operaciôn, con lo que el algoritmo recurs i vo 
queda traducido asi en un sistema de ecuac i ones sobre series 
forma les. Ademâs a cada operaciôn se le asocia también un 
operador que traduce su coste en funciôn del de aquellas 
operaciones elementales que aparezcan en su construcciôn, y de 
esta manera se obtiene a partir del algoritmo un nuewo sistema de 
ecuac iones, cuya so lue iôn es la serie formai de 1 conjunto de 
datos posibles ponderados por el coste de ejecuciôn de 1 algoritmo 
sobre cada uno de e 1los. F i na1mente, med i ante transformée i one s 
aIgebraicas elementales (morfismos) se obtiene un sistema de 
ecuaciones, cuya soluciôn es la serie de las sumas de los costes 
de ejecuciôn de 1 algoritmo sobre todos los datos de un tamano 
dado.
Por ultimo la obtenciôn de una so 1uc iôn explicita o de un 
valor que aprox i me asintôt icamente la so lue iôn del sistema 
anterior, permi tira evaluar el comportamien to en media del 
algoritmo. La ut i1i zac iôn de técnicas del anàlisis complejo en la 
obtenciàn de aproximaciones asintôt icas de paràmetros 
combinatorios résulta una herramienta muy potente en situaciones 
de lo màs diversas, como puede constatarse por ejemplo en 
CF1793 , [Od821 , 1SF831 , CF0821 , etc... ; o en 1F1853 ,
donde tras exponer las principales bases de estas técnicas, se 
ofrece una recop ilac iôn de casos a los que se aplican, que van 
desde la enumeraciôn por tamanos de ârboles de una f ami lia 
simple, a estimaciones médias de la altura de los ârboles de 
determinadas f ami lias ; comportamiento medio de algoritmos de 
diferenciaciôn simbôlica, numéro medio de comparaciones para 
ordenar siguiendo Quicksort ; tiempo medio en reconooimiento de 
patrones ; numéro medio de registres necesar ios para eualuar
ârboles binarios asociados a eiipres iones ar 11 met icas, etc...
En este trabajo abordamos el estudio de var ios algoritmos 
que operan sobre estructuras de tipo arbol, modificândolas segûn 
un procéder recurs i vo que act ùa de las hojas a la raiz. Estos 
algoritmos, que llamamos de reduce iôn o simplificaciôn de 
ârboles, pueden verse en cierto modo como reglas de reescritura 
de términos. Los términos vienen representados por medio de 
ârboles, y las reglas se aplican segùn una filosofia 
estrictamente bottom-up a los subârboles (subtérminos) 
résultantes de la ap1icacion de la régla en cuestiôn a cada uno 
de los subârboles radicales del ârbol original. Ademâs en cada 
memento la décision de ap1icac iôn efectiva de la régla, se basa 
en la igualdad o no de determinados subârboles previamente 
obtenidos segùn el mismo criterio, ent end i endo por ap1icac iôn 
efectiva la rea 1 i zac iôn de una nue'/a mod i f icac iôn sobre el ârbol 
procesado.
Para el tratamiento de este tipo de procesos intentâmes 
aplicar, en la medida de lo posible, la me todolog i a expuesta mâs
Fijada una régla o criteria de reduce iôn considérâmes la 
nociôn de ârbol (exprès iôn) irreducible que induce. Un ârbol sera 
irreducible si permanece ina1terado tras apiicârsele el criterio 
fijado. Dichos ârboles const i tuyen el conjunto de outputs 
posibles del algoritmo asociado a la régla de simplificaoiôn 
escogida. En una primera parte, comenzaraos estudiando la media y 
varianza del tamano de los ârboles simp1ificados obtenidos a 
partir de d iversos algoritmos de reduce i ôn, con anâlogo procéder 
estructura1, segùn la f ilososfla bottom-up mèneionada con 
anterioridad. Este estudio se encuentra en el capitulo 2 de este
trabajo, donde se procédé de la particular a lo general. La razôn 
de este procéder no esta solo en un respeto del orden cronolôgico 
en el que han s ido abordados los problèmes, sino también en el 
deseo de expresar como bajo un mismo esquema inicial, se van 
comp1icando cada vez màs los estudios de analit icidad de las 
series que se presentan, a nwdida que se generalize el tipo de 
familia de ârboles considerados como inputs del algoritmo ; y 
cômo dichas comp1icaciones requieren cada vez técnicas mes 
afinadas del anàlisis real y complejo.
En el capitulo 3 se aborda el estudio de1 comportamiento 
medio de los algoritmos de reducciôn presentados an el capitulo 
anterior.
En cuanto a la f ilosofla seguida, en primer lugar 
procedemos a part icionar el conjunto de ârboles posibles inputs 
del algoritmo en estudio, en clases de ârboles con idéntico 
s imp 1 if icado (output) segùn tal algoritmo. A continuaciôn vemos 
como traducir el sistema de def iniciôn recursive marcado par el 
algoritmo, a un sistema infinite de ecuaciones sobre series de 
potencies, que nos caracteriza recurrentemente la fune iôn 
generatriz asociada a cada una de las clases de la part ic iôn 
anterior. Seguidamente mostramos como utilizar taies ecuaciones 
para obtener una ecuac iôn fune iona1 que nos permita resolver 
nuestro problema (obtenciôn de va lores med ios de costes o 
paràmetros) apoyândonos en el teorema de Darboux para 
aproximaciones asintôticas de coef icientes de series de 
potenc ias.
Hacemos hincapié en como el uso de series formates para la 
enumeraciôn de los paràmetros combinatorios en juego, seguido del 
estudio de las singularidades de las series generatrices
asociadas, permiten tratar estas problemas de forma sistemâtica. 
Para el estudio de los comportamientos as intôt icos de los ualores 
en estudio, se pone de man i f iesto la importancia de diversas 
técnicas de anàlisis real y complejo, y muy en particular el 
teorema de Darboux ya mèneionado, junto con el teorema de la 
f une iôn implicita y el teorema de Weierstrass sobre la 
complet i tud de 1 espacio de las funciones holomorfas.
Complétâmes el estudio del capitulo 3 , con la comparac iôn 
de los resultados obtenidos relatives al comportamiento medio de 
los algoritmos estudiados con su comportamiento en el caso peor. 
También se exponen algunos argumentos a favor de que los 
rosultados obtenidos tanto en el capitulo 2 como en el 3 , serian 
razonablemente extensibles a todo criterio de s impi ificaciôn de 
ârboles que actùe segùn una f ilosof ia estrictamente bottom-up , 
de manera que nunca incremente el tamano del output respecto al 
input, y que base sus s imp 1 ificaciones en un test sobre igualdad 
de ciertos subârboles result ado de la ap1icaciôn de 1 criterio en 
cuestiôn a los correspondlentes subârboles de 1 ârbol original, y 
que considéré toda hoja como simplificada.
Algoritmos de las caracteristicas de los aqui estudiados 
aparecen de forma natural por ejemplo en la s impi if ioaciôn de 
términos de 1 câlculo proposiciona1.
Los capi tulos resenados van preced idos de un capitulo 
introductorio en el que se presentan las principales def iniciones 
y resultados maternât icos utilizados a lo largo de1 trabajo.
Capitula 1
Introdncciôn al anàlisis de algoritmo» : Conceptoa bàsicos
En este capitulo preliminar daremos una serie de 
definiciones y resultados clàsicos générales que necesitaremos a 
lo largo de este trabajo. Para algunos resultados se darà un 
bosquejo de su demostrac iôn, y para todos referencias en las que 
se encuentran desarro11ados.
1. Los ârboles como estructuras de datos
Es de sobra conocido en el mundo informâtico, la 
importancia de los ârboles como estructuras de datos, tanto para 
aImacenar eficientemente conjuntos de datas sobre los que se han 
de ejecutar operaciones taies como bùsqueda, insèreiôn, 
supresiôn, etc... ; como para representar cômodamente objetos 
taies como programas o exprès iones aIgebra icas.
Recordaremos a continuaciôn la definiclôn de àrbol :
OeCinicion
Un àrbol es un conjunto f ini to de elementos, 1lamados 
vertices o nodos, que contiene un elemento distinguido llamado 
raiz del àrbol, y cuyos restantes elementos estàn part ic ionados 
en un numéro finito de subconjuntos dis juntos, cada uno de los 
cuales es a su vez un ârbol, que se 1lama subàrbol radical del 
ârbol original.
En rea1idad esta definiclôn es la caracterizaciôn recurs i va 
de la definiclôn clâsica de teoria de grafos, que define àrbol 
como grafo planar conexo dirigido y s in ciclos.
Para los conceptos relacionados con una estruotura de tipa 
àrbol taies como ho ja, nodo interno, ar idad, nivei, profund idad, 
antecesor, etc... , de un nodo del àrbol ; asi como rama derecha, 
ârbol complète, profond idad o altura del àrbol, camino, etc... ,
pueden consultarse por ejemplo [HS761 , CRn68] , o [AHU74] . No 
hacemos aqui mène iôn expresa de ellos por considerarlos 
si:f ic ientemente conocidos.
En cuanto a la ut ilizaciôn de los ârboles como 
representaciôn cômoda de objetos, recordemos por ejemplo los 
ârboles de exprèsiones ar i tmét icas, que eliminan las amb igüedades 
prop ias de la esor i tura lineal y evi tan los paréntesis parc iales 
y reglas de prior idad entre operadores, dando ademâs un 
procedimiento de evaluaciôn segûn la opeiôn de recorrido de àrbol 
escog ida.
Es también conocida que Ios ârboles pueden implementarse de 
muy diversas formas de cara a una manipulaciôn eficaz en cada 
caso de 1 objeto abstracto ârbol, como puede consu1 tarse por 
ejemplo en las très referencias citadas anteriormente : CAHU74J , 
CHS76J , CRn681 . En lengua jes de tipo PASCAL pueden 
representarse uti1i = -e^aria j :nâmi = a, con variables de tipo
puntero, por ejemplo segûn la siguiente descripciôn de tipo 
asociado a un nodo de un ârbol p-ario :
TYPE
ARBOL =. t NODO ;
MODO = RECORD
inf : elemento ; 
h : array <.l..p.) of ARBOL
END ;
donde ‘elemento" es el tipo de la étiqueta (informaciôn) asociada 
a cada nodo.
Este tipo de implementaciôn permi te tratar cômodamente el
caso de los ârboles p-arios, en el que todos los nodos internos 
tienen ar idad p . Las hojas quedan caracterizadas por el hecho 
de que todos sus hijos tienen el valor estândar nil . En la 
declarac iôn de nodos pueden anadirse otros campos para recoger
por ejemplo la ar idad de un nodo, cuando se trata de ârboles
heterogéneos, o un puntero hacia el padre que permita remonter la 
estructura, etc...
En este trabajo manejaremos este tipo de implementaciôn, 
que, como por otra parte es bien sabido, puede sisiularse 
ut i1izando memoria estât ica (arrays) CAHU741 .
En cuanto a la notaciôn que seguiremos, identificaremos en 
la prâctica, como se hace habituaImente en PASCAL , el nodo 
considerado, el subârbo1 del que es raiz y el puntero que los 
referenda, lo que norma 1 mente no provoca ningûn problema real de 
ambigüedad.
De manera que dada un nodo T ,
- T.inf dénota el valor de su étiqueta .
- T. ar dénota su ar idad (numéro de hijos).
- T.h(i) 1 < i < T.ar , dénota su hijo i-ésimo .
Ademâs en el caso de ârboles binarios utiIizaremos, la notaciàn 
T.hi , T.hd , en lugar de T.h(i) y T.h(2) , haoiendo referenda 
a la denominac iôn usual de hi jo izquierdo e hi jo derecho empleada 
en estos casos.
Por ultimo resa1tar que tanto esta implementaciôn como su 
équivalente mediante arrays, verifican que el tiempo de acceso a 
un nodo desde su padre, med ido como numéro de operaciones 
elementales a realizar, es una constante independlente de la 
naturaleza de los nodos del ârbol ; propiedad esta qu» se 
utilizarâ a lo largo de este trabajo en todos los câlculos de 
evaluaoiôn de paràmetros asociados con estructuras de este tipo.
2. Fami1ias de ârboles . Series formmles .
Résulta évidente que en el anàlisis de algoritmos es muy 
importante disponer de una forma lo mâs sencilia posible de 
descripciôn de los datos a manejar. En concreto, cuando estos son 
estructuras de tipo ârbol que admiten una descr ipc iôn de tipo 
s intâot ico, se manejan usualmente très tipos de caracteriza- 
c iones: en términos de ecuaciones, de gramât icas o de series
forma les. Las gramâ t icas de ârboles fueron introduc idas por 
Thatcher ITh731 y posteriormente se han efectuado numerosos 
estudios relatives a gramâ t icas y families de ârboles en el marco 
de la semânt ica aIgebra ica def i nida por Nivat CNi7Sl . La 
ut i1i zac iôn de ecuaciones sobre f ami 1ias de ârboles es ilustrada 
a mplia me n t e por Good en [Go 651 , y fue désarroilada con
posterioridad de manera sis temâ t ica por Flajolet [FI 791 . En
[BR82] , Berstel y Reutenauer realizan un estudio teôrico en
términos de series formales, uni f icando los dos tratamientos 
anter iores.
La caracterizaciôn que utilizaremos a lo largo de este 
trabajo es la de series formales de ârboles, y segùn la f ilosof ia 
presentada en CF1791 , que define tales series por medio de 
ecuaciones que traduce sistemâticamente, bajo ciertas 
cond io iones, en términos de ecuaciones entre funciones 
generatr ioes.
En la secciôn 2.1 presentamos el concepto de f ami lia simple 
de ârboles, al cual se ajustarân todas las familias de ârboles 
posibles datos de los algoritstos que anal izaremos poster iormente.
En la secciôn 2.2 presentamos el concepto de serie formai 
de ârboles.
2.1. Fami1ias simples
La nociôn de fami 1 ia simple qtxe adoptaremos es la utilizada 
en [St841 , que recoge, con 1igeras modificaciones, el concepto
de f ami lia s implemente generada de Meir y Moon [MM78] .
Def inic iàjn
Sea S un conjunto de simbolos (eventuaImente inf i ni to), 
dotado de una f une iôn ar i dad u : S -* M . El con junto M(S,u) de 
los ârboles construidos sobre S , se define recurs i vamente como 
el menor conjunto tal que :
i) V s € S u ( s ) = 0  => @  € M (S ,w)
1 1 ) V s € S V T^.T^..... "^«(5 )  ^ M<S.w>
©  «Tj .Tj .....T^(s)> € MtS.u)
Mediante 0  «^2 ’'*’’ (s)  ^ représentâmes el ârbol
cuya raiz 1 leva la étiqueta (simbolo) s , y cuyos subârboles 
radicales de izquierda a derecha son , ••• , ^^ . En
adelante ut ilizaremos indistintamente las notaciones 
0 (Tj.T^,. . . j) o
u( 5 )
Definicidn
Sea M(S,V ) el conjunto de ârboles construido sobre S . 
Decimos que M(S,u) es una familia simple generada por S si :
3 k € M tal que v n € IN | ( u ^ ( n ) ) | < k  Cil
La cond ic iôn de mayorao iôn Cil no es en absolute 
restr iot iva desde el punto de vista informât ico, y 3 in embargo 
simplif ica los enunciados de resultados posteriores sobre 
f ami 1ias simples.
La faïuilia H(S,u) se corresponde con el algebra libre 
generada por 5 , o siguiendo la terminolog la utilizada en 
CMi7Sl , con el magma libre generado por S .
2.2 Series forma les de ârboies.
Una serie formai de ârboles e» una funciôn que asocla un 
numéro a cada ârbol. Su principal pape 1 es o bien la enumeracion 
de una clase de ârboles, o bien la representaciôn del resultado
de algtin cômputo sobre los mismos.
De€inicidn
Dada una familia de ârboles T , se llama serie formai
sobre F a toda aplicaciôn f : F -» IR .
El valor de f para un ârbol T € f , se denotarâ por
f(T) , y recibe el nombre de coeficiente de T en f . Esta
denominaciàn se debe al hecho de que f puede considerarse como
la suma iormai f % Z f(T> T .
T€F
Clâsicamente se definen las operaciones siguientes sobre 
series forma les de ârboles :
- Mult iplicacion por una constante a € IR : a£ = E a f(T) T
T6f
- Adiciôn : f + f = Z (f (T) ♦ f_(T)> T
I / Tg, 1 ^
- Sean ahora , .. ,F^ familias de ârboles incluidas en una
familia simple M(S,w) . Para todo simbolo s € S , y toda tupla
(f^> 1 < i < u<s) ,de series formales sobre , definimos la
serie formai composiciôn por s , s(f^,...,f^^^j) , mediante
s<f j I • . • ^ ®  *‘^1* • • • »'^ o(s) ’
Ti € F.
1 < 4 < w f « '
Los coeficientes de los ârboles en esta serie son pues los 
productos de los respect ivos “pesos" de los subârboles radicales. 
Esta operac iôn de compos ic iôn permitirâ traducir en termines de 
series formales las ponderaciones definidas recursivamente sobre 
estructuras de tipo ârbol.
La familia de las series forma les sobre un magma M(S,u), 
dotada de las operac iones anter iores tiene es tructura de S-magma.
Dada una familia de ârboles F , 1lamaremos serie formai
asociada a F , a ague lia que a soc ia "peso" 1 a todo ârbol
T € F , y como suma formai la escribiremos ; F ■ £ T .
T€F
Supongamos que F es una familia simple M(S,w) . Entonces
F = r ©  <F ,...,F ) C21
o(s) veces
lo que no hace mâs que traducir la def inic iôn recursiva de la 
familia F = K(S,u> .
De hecho dada cualquier descripciôn no ambigua de una 
familia de ârboles, vamos a poder définir su serie formai 
asociada mediante una ecuaciôn cuyos termines son series formales 
sobre ârboles. En este casa la no ambigüedad se sigue del hecho 
de que dado un ârbol T , su descomposiciôn en su raiz (© , y la 
w< s)-upla de sus subârboles radicales sea ûnica.
EJemplos
i) Arboles binaries t Se oonstruyen a partir de simbolos q
de aridad cero y simbolos o de aridad dos.
Su serie formai asooi&da S verifies la ecuaciôn :
a » O ♦ C31
S S
il) Arboles genera les : Se construyen a partir de simbolos 
au , i € M , d e  aridad t .
Su serie formai asociada g ver i f ica la ecuaciôn :
Ç = r o (Ç,...,Ç) 141
ien» '
1 veces
iii) Exprèsiones aritméticas : consideremos los ârboles de 
exprès iones aritméticas construidos a partir de los operadores 
- (unario), + y X (binaries), y las variables (aridad cero)
y € U (conjunto finite arbitrario) .
Su serie formai asociada ü verif ica la ecuaciôn
A = E © ■ • ■ 0 + ©
v€U I / \ / \
A A A A A
Los très ejemplos anter iores corresponden a fami lias 
s imp les.
A veces los ârboles de una determinada familia no vienen 
caracterizados por una ùnica ecuaciôn sino por un sistema de 
ecuac iones en termines de series forma les de ârboles. Ta 1 es el 
wcisu siguiente ejemplo :
iV) Arboles coloreados : Son los ârboles construidos con dos 
tipos de nodos ©  negros y (§) blancos, de manera que
- La raiz es de tipo negro ;
- Un nodo negro tiene a lo sumo un ùnico sucesor, que de
existir ha de ser de tipo blanco ;
- Un nodo blanco tiene cero o dos hijos, y en este ultimo caso
el hijo izquierdo ha de ser blanco y el hi jo derecho negro ;
- Las hojas serân negras o blancas en conformidad con las 
reglas anter iores.
La serie formai N asociada a esta familia de ârboles 
verifica el siguiente sistema :
M ■ ©  ♦ @  donde » = © ♦ ( § )  151
I / \
B B N
Un sistema de este tipo se liama lineal, y no admite ma a 
que una ûnica soluciôn CBR82] .
Fina1mente daremos un par de ejemplos c 1 as icos de series 
formales asociadas a paramètres definidos sobre ârboles de una 
familia :
V ) Tamano de un ârbol : Dado un ârbol T podemos définir su 
tamano |T| , por ejemplo como su numéro total de nodos ; lo que
nos permite la siguiente caracterizaciôn recursiva :
1 si T es una hoja
l’-i . „
1 ♦ ) |Tj si T = ®  (T^.... '''u(s)’ y "(s) jÉ 0
l< i < « ( s )
Sea F = M(S,u> una familia simple de ârboles, y
consideremos la serie formai de ârboles T asociada al tamano de
los ârboles de la familia .
Por def inic iôn T = t |t| T que a partir de la
T€F
caracterizaciôn recursiva anterior se traduce fâcilmente en la
siguiente ecuaciôn :
r = F ♦ ^ ®  <r,F.....F) + ®  (F,r.....f > +
s € s
V(s)X0
+ ... + ©  (F ,F ,..,D
donde en cada termine F aparece w(s)-l veces, fijando T en 
todas las posiciones posibles. Esta ecuaciôn estâ just if icada por 
el hecho de que un ârbol T = ©  (T^, . . . ^) aparece
u(s) + 1 veces en el miembro derecho con los coeficientes 
respectives 1 , |T J  .
vi) Long i tud del camino interno de un ârbol i Dado un ârbol 
T su longitud del camino interna Ici(T) es la suma de las
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distancias (numéro de arcos) de cada nodo a la raiz ; lo que 
puede def inirse recursivamente de la siguiente forma :
Ici(T) =
0 si T e s  una hoja
|T| - 1 + ^ Ici(T.) SI T = 0(T^,...,T^
1 < i < u< s >
y u ( s ) X 0
(s)^
Sea t la serie formai asociada a la longitud del camino
interno de los ârboles de una familia simple F = H(S,u) .
Entonces t = C Ici(T) T y utilizando la relaciôn recursive 
T€Z
anterior obtenemos la siguiente ecuaciôn para t :
t = r - T * ^ I 0(£,F,...,F> ♦ ... + ®(F,F,..,Z) j
s € S 
V < s)X0
cuya validez se comprueba como en el caso anterior.
Para terminer indicar que la nociôn de series formales de 
ârboles puede extenderse a cualquier cuerpo K para los 
coeficientes, CBR821 , hab1ândose entonces de series formales de 
ârboles con coeficientes en K . Nuestra definiciôn se 
corresponderia pues con la nociôn de series formales de ârboles 
con coeficientes en R .
3. Coxqilejidad de aJgoritmos
Coma ya mencionâbamos en la introduceiôn, el hecho de que 
para un misnxi probiexw existan diferentes a Igor itmos que lo 
resuelvan, motiva la importancia de disponer de criterios 
precisoe sobre la optimalidad, factibilidad y eficacia de un 
algoritx», que permitan compararlos entre si. En esta linea, 
Cobham y Hart man is-S teams CHS6S] introdujeron f ormalmente la 
nociôn de complej idad de a Igoritmos. Poster iormente, se han
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propues to numéro sa s medidas de complejidad y modèles de câleulo 
que han producido abundante literature, entre la que destacamos 
[Kn68,73] como clâsico ; 1AHU741 por contener un resumen 
sucinto de los principales fenômenos en este terreno ; y mâs 
recientemente la reoopilacion en caste 1lano 101821 .
El anâlisis de un algoritmo consiste en la predicciôn de la 
cant idad de recursos que utilizarâ el algoritmo cuando opere 
sobre un input dado. Segùn la nociôn de recurso adoptada se 
hab1 ara de complejidad en tiempo o complej idad en espacio. Entre 
las medidas usuales propuestas para el tiempo estân el numéro de 
pasos, de instrucciones basicas o de operac iones de un 
determinado tipo ; en cuanto al espacio puede medirse por ejemplo 
en bits, palabras o numéro de registres ocupados durante la 
ejecuciôn del algoritmo.
A continuac iôn vamos a enumerar los conceptos bas icos que 
manejaremos a lo largo de este trabajo. Las def inic iones son 
validas para cualquier medida de complejidad usual ; no obstante
nosotros es tud iaremos siempre complejidad en tiempo, y
ut i 1 i zaremos normalmente como medida de complejidad de referenda 
el numéro de instrucciones ejecutadas, pudiendo estar cada 
instrucciôn eventua1mente ponderada por una constante que 
représenta su coste sobre una mâquina concrete dada. Ta 1 medida
de complejidad sera denotada por r .
Sea A un algoritmo que opera sobre un conjunto de datos 
G , sobre los que el algoritmo siempre para, proporcionando el 
resultado requerido.
Dado e t c ,  dénotâmes por rA(e) el coste de ejecuciôn 
de A sobre e , con respecte a la medida t .
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Para cumparar los cos tes de ejecuc iôn Je diverses 
algcritmos que resueIven el misno problema para un mismo conjunto 
E de datas, es necesario disponer de una nociôn de tamano sobre 
los elementos de C , | | : C -» M , de manera que
V n € M  E = ( e € E / le I = n J sea finito .
UsuaImente el tamano de una palabra es su longitud, de un ârbol 
su numéro de nodos (total o solo sus nodos internos), de un array 
su dimension, etc...
Suelen proponerse très tipos de caracter izaciôn con 
respecte a t , del c o mpo rtamiento del algoritmo A sobre C ^ ,
segùn se def ina la funciôn complejidad : 8A : IM -> IR
- Complejidad en el mejor de los casos :
@A(n) = min { TA(e) / e € E >
- Complejidad en el peor de los casos :
6A(n) = max (TA(e) / e € E^>
- Complejidad en media :
^A(n) = E( rA(e) / e € E^ > donde E(H) dénota la
esperanza maternât ica de la variable X .
Los dos primeros conceptos hacen referenda a
comportamientos extremes del algoritmo ; por otra parte, el valor
que tradicionaImente se considéra es el orden de crec imiento de 
@A(n) cuando n tiende a infinite ; hablândose de a Igor i tmos 
lineales, cuadrâticos, exponenciales, etc... , segùn que cuando 
n , @A(n) sea respect i vamente 0(n) , 0(n^> , 0(a” ) , etc...
La determinaciôn de estes tipos de complejidad requiere 
frecuentemente la construcciôn de configuraciones bastante 
artificiosas que fuerzan las cotas extremas de complejidad, 
aunque en la prâctica taies casos limites tengan una probabilidad 
infima de presentarse. Precisamente la constataciôn prâctica de
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este hecho es lo que motiva el estudio de la complejidad media de 
a Igor i tmos. Ahora bien, ta 1 estudio necesita la supos ic iôn de un 
modela probabi l istico sobre el conjunto de posibles inputs
de tamano n . Dicho modelo habrà de escogerse a partir del 
problema concreto, entre los que parezcan mâs naturales. Nosotros 
adoptaremos el llamado modelo empirico, que suele utilizarse por 
ejemplo en el anâlisis de a Igor i tmos que operan sobre palabras, o 
sobre ârboles de termines o exprèsiones en sistemas de 
compilaciôn o de manipulaciôn simbôlica. Ta 1 modelo considéra 
equ1probables todos los elementos de E^ .
As i pasamos a définir la nociôn concreta de complejidad 
media que mane jaremos en este trabajo.
Oefinician
Sea A un algoritmo que opera sobre un conjunto de datos 
E , dotado de una nociôn de tamano. Denotaremos por ra^ el 
coste acumulado de A sobre todos los datos de tamano n :
(e )
e€G 
|e |=n
El coste medio ra^ sobre los datos de tamano n se define por : 
  Ta^
^^n " fï e € G 7 [ë~| = n )~f
Como veremos mâs adelante para determiner el comportamiento
asintôt ico de ra^ cuando n — » «> , nos serâ de gran ut il idad la 
1lamada funciôn generatriz de coste del algoritmo A :
ra<z) a r Ta z^ C71
n>0 "
Cuando el conjunto de datos E sea un producto cartesiano
C s E X ... X C introduciremos en ocasiones una serie de
1 P
coste mult ivariada :
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1-1. p
e ) z . . z ^ [8:
p i  p
Ademas, genera 1mente se définira como tamano del data (e^,...,e^ 
la suma de los tamanos de sus componentes ;
I^®1*■*•'-p)I = l®iI +  *l®pl
y en consecuencia Ta(z) se obtiene fâciImente sustituyendo cada 
z ^ que aparezca en Ta(z^ , . .. ,z^) por z :
Ta(z) = T a (z^/z,...,Zp/z) 
sin que por e 1lo vaya a producirse confusion por el dob le uso de 
ia notacion ra .
F inaImente, dado que los algoritmos que estudiaremos operan
sobre ârboles, utilizaremos la serie formal de coste :
tA = L TA(e) e 
etc
en la que cada da to e , aparece ponderado por el coste del 
algoritmo sobre é 1 mismo.
4. RecurSOS algebraicos de enumeracion
Como hemos visto en la secciôn anterior, para estudiar el 
comportamiento medio de un algoritmo hemos de evaluar la cant idad 
[61 , lo que nos conduce râpidamente a problèmes de enumerac iôn
no sôlo sobre el conjunto G de posibles datas de entrada 
(determiner el numéro de objetos de tamano n), sino también 
sobre otros parâmetros comb i na tor ios asociados a dicho conjunto 
(calcular el numéro de objetos de tamano n con una propiedad 
determinada); o incluse, a nivel por ejemplo de series 
generatrices de costes, al problema de sumar las contribuciones 
de todos los objetos de un mismo tamano. En resumen, se puede
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constderar que dado un mu 11iconjunto E dotado de una nociôn de 
tamano | | , han de evaluarse las cant idades
m(e> , n > »
e*£C 
)e |=n
donde m(e) es la multip1icidad del elemento e Para e 1lo se 
define c 1âsicamente la nociôn de funciôn o serie generatriz 
asociada al problema de enumeraciôn correspondiente, como la 
serie formai o serie en variables conmutat ivas :
a < z ) = E a z*'
niO "
El hecho de calificarla de serie formai se debe a que para su 
definiciôn no es necesar ia la convergenc i a de la serie.
En las secciones 12 y 13 del libre de Comtet CCo741 puede 
encontrarse un estudio detallado sobre fune iones generatrices. 
Como re f erenc i a s mâs breves sobre ta les f une iones y su aplicaciôn 
en comb inatoria pueden consul tarse entre otros el capitula 2 de 
[Be711 y la secciôn 1.2 de IKn681 .
La nociôn de serie generatriz que hemos introducido 
corresponde a las 1lamadas ordinarias. Otro tipo de funciôn 
generatriz clâsico es el denominado exponencial, en el que el 
coeficiente n-ésimo de la serie aparece dividido par n? . Dado 
que en este trabajo solo manejaremos fune iones generatrices de 
tipo ordinario, omi t iremos este cal if icat ivo al refer i rnos a 
ellas.
El problema reside ahora en la caracterizaciôn, usualmente 
en forma de ecuaciôn funoiona1, de la serie generatriz en 
ouest iôn, a partir de la definiciôn de G . Esto sue le haoerse 
frecuentemente por medio de reourrenoias entre los a^ , pero 
para determinados tipos de estructuras de tipo ârbol puede
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seguirse un cierto esquema global que permite un tra tamiento 
sistemâtico del problema. Dicho esquema global se basa en el 
método del operador simbôlica comentado en la introduce iôn de 
este trabajo, que puede encontrarse mâs deta1 ladamente en 
CF18S] mientras que su util!zac iôn para el anâlisis sistemâtico 
de 1 comportamiento medio de algoritmos recurs i vos de procéder 
top-down sobre ârboles, puede encontrarse en 1FS83] y mâs 
deta1ladamente en [S t 84] .
Definictdn
Sea F = ri(S,u) una familia simple de ârboles y sea h
una aplicaciôn de S en el conjunto de los polinomios en p
indeterminadas , tal que V s € S u(s) x 0 =4 h(s)^IR
Sé 1 lama morfismo induc ido por h de 1 magma de las series 
formales sobre F en el an i1lo de las series formales en p
indeterminadas x ^,...,m^ , a la aplicaciôn h definida por :
- h(af) = ah(f) para toda serie formai de ârboles T y todo
numéro rea1 a .
- h(fj ♦ t = h(f^) * h(fg) para todo par de series formales
de ârboles f^ y f^ .
_ u ( s ) _
- h< ©  (F^, . . . , ^^^ ) = h(s) n h(f^) para todo s € S y
toda w(s >-up la de series formales de
ârboles.
En particular se tiene que para todo simbolo s de aridad 
cero, h(s> = h(s) Ademâs la condiciôn impuesta a h garant iza 
la ausenoia de suma s infinitas de termines correspond ientes a un 
mismo monamia, En lo que sigue denotaremos por h tanto a la 
aplicaciôn h como al morfismo h que induce.
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Partiendo entonces de un sistema de ecuac iones que define 
una serie formai de ârboles f , se podrâ deducir, modulo la
buena elecciôn del morfismo h , un sistema de ecuac iones sobre
las series generatrices correspondientes.
EJempios
i) Arboles binarios > Sea b^ el numéro de ârboles binaries
con n nodos (internos o no> ; la serie B(z) = C b^ z"
satisface la ecuaciôn B(z) = z * zB^(z) C91
como puede comprobarse fâcilmente aplicando el morfismo h 
definido por h( o > = h<o) s z a la ecuaciôn 131 que
carac ter i za la serie formai de ârboles B , asociada a la familia
de ârboles binarios.
ii) Arboles genera les : Sea g^ el numéro de ârboles
genera les con n nodos ; su serie generatriz de enumerac iôn
asociada G(z) = T g^ z" ver i f ica la ecuaciôn :
G(z) = r zo"(z ) s in mâs que aplicar el morfismo 
n>0
h(o^) = z , i > 0 , en la ecuaciôn C41 .
iii) Familias simples : Sea F » H(S,u) una familia simple. La
condiciôn Cil de simplicidad nos garant iza que el numéro f^
de ârboles de tamano n es finito. Sea c^ = |w ^ (n)| , as decir
el numéro de simbolos de S de aridad n ; y sea
<^ (u) a C c u" 110]
n>0 "
recibe el nombre de descriptor de la familia.
Utilizando de nuevo el morfismo estândart h(s) « z v s € S 
obtenemos, a partir de la ecuaciôn^ [21 , la siguiente ecuaciôn 
funcional para la funciôn generatriz f(z ) » £ z" :
f(z) = z .|>(f(z)) Cil]
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En efecto, de la aplicaciôn directa del morfismo obtenemos
f(z) = £ z (f
sfcS
que utilizando C101 nos proporciona £111 .
iV) Arboles p-arios : Se construyen a partir de dos tipos de
nodos, o de aridad cero y o de aridad p .
Su serie formai de ârboles asociada f verif ica entonces
la ecuaciôn ? = □ * o (y ,.^ .,y )
p veces
Si denotamos par p^ el numéro de ârboles p-arios de 
tamano n , podremos caracterizar, a partir de la ecuaciôn 
récurrente anterior, la serie generatriz P(z) = £ p z"
mediante la ecuaciôn P (z) = 1 ♦ z P^(z) môdulo el morfismo
h( u ) s 1 , h<o) = z , o mediante la ecuaciôn P(z> = z + zP^(z> 
môdulo el morfismo h( □ ) = h (o) = z , segùn que definamos 
respectivamente como tamano de un ârbol el nùmero de sus nodos 
internos o su nùmero total de nodos.
V ) Arboles coloreados : Sean en y cb el nùmero de
P ,q p,q
ârboles coloreados con raiz negra y blanca respectivamente, que 
tienen p nodos negros y q blancos. Sean 
en ( u, V ) = £ en u^ v*^  y cb(u,v> = £ cb u^ v^ las
p.q p,q
fune iones generatrices asociadas. Ta les series verifican el 
sistema de ecuac iones :
cn<u,v) = u > u cb(u,v)
£ 121
cb(u ,V ) = V ♦ V cb(u,v> cn(u,v)
En todos los ejemplos anter iores hemos utilizado el llamado
IT Imorfismo estândar que a soc ia a cada ârbol T e 1 monomio z' ' ,
donde |T| dénota el tamano de T . Este morfismo sera utilizado 
ampllamente a lo largo de este trabajo.
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Antes de pasar a enunciar las teoremas de inversion de 
Lagrange y Lagrange-Good , que nos serviran en muehas ocasiones 
para obtener fâcilmente una expresiôn para los coeficientes de 
series generatr ices, que son so lue iones implicitas de ecuac iones 
o sistemas de ecuaciones de los tipos anter iores, vamos a dar 
algunas notaciones que emplearemos a lo largo del trabajo.
H o t a c t o n
Denotaremos por Cz^l f(z) = f^ a 1 n-ésimo coeficiente
de la serie £(z) = = £ f z" .
n>0 ^
Para una serie en varias variables
   '  "p
p
denotaremos sus coeficientes por medio de las expres iones
tZl .. ZpP] f(z^,...,Zp) = fnj,...,np '
También se utilizarâ la notacion abreviada
 ____________________ _ n 1
z * (z^|..*,z ^ 1 I z s ( z ^ . . . Z p  ) I y
f(z) — ( fj(Zj|...,Zp), .. |f^(Zj|...fZp) ) .
El tamano de una n-upla vendra sugerido por el contexto, y 
usua1 mente se tomarâ como tal la suma de los tamanos de las 
componentes.
Y establecida esta notacion pasamos a enunciar los teoremas 
anunclados ;
Teorema de inversion de Laqrange
Sea F<u) = £ c u” una serie formai de coeficientes
n>0 "
reales tal que F(0> x 0 (el término constante c^ es no nulo).
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La ecuaciôn y = x F(y> adinite una ûnica soluciôn en forma de 
serie formai y(x> - L y x" , y ademâs se tiene que para toda
ser ie f ( u )
n n n î *# F » f % I
[X ] f(y(x)) = Cul f (u) F (u) 1 - F(u) >
donde F*(u) = ~ — F(u) = £ n e  u"  ^ .
neO
En part icular
Cx"] y(x) = Cu""^] f"(u )
y en general para cualquier potencia k se tiene la llamada 
fôrmula de Lagrange-Bürmann :
Cx"] y‘‘(K) - Cu”"‘l f ” (u ) .
Este teorema fué generalizado por Good [Go601 para e 1
caso de un sistema de p ecuaciones con p incognitas del tipo
^1 = *1 fi‘ÿ>
............................  [131
^P ' "p
donde las y^ son las incôgnitas, las x^ variables y las 
F^<u) series formales en las variables u^ , con coeficientes 
reales ; verif icândose que F.<0) / 0 V i  1 < i < p .
Ba jo estas cond i c iones se tiene el siguiente
Teorema de Laqrange- Good
El sistema 1131 admite una soluciôn ûnica <y^,...,y^) 
en el conjunto de las series forma les en p variables 
con coeficientes reales, verificândose ademâs para toda serie 
f(ü) la siguiente iguaIdad :
Cü "] f<û) f"(Û> det ( 6 .  =ri- I  F )
1J i j *
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donde 6^^ es la delta de Kronecker y det(a^ ^ ) dénota el 
déterminante de la roatriz de coeficientes a ^ ^ 1 £ i , j < p •
Para estos resultados, que queremos senalar son puramente 
combinatorios, se han dado numerosas demostrac iones desde campos 
bien distintas. Pruebas analit ica s que imponen. que tanto las F ^ 
como las f sean analit icas en un entorno de 1 origen, pueden 
encontrarse por ejemplo en [Go601 y C D i 681 . Ahora bien el
resultado es va 1ido i ne 1uso cuando no se da tal hipôtesis de 
analiticidad sobre las F ^ y f , y en particular pueden 
encontrarse demostrac iones algebraicas por ejemplo en CCo74] , 
[Tu751 y CHo791 , a s i como puramente combinatorias en [Ra 601 
y C Ch75] , que no imponen n i nguna condiciôn de anal iticidad para
dichas series.
EJemplas
i) Arboles binarios
Aplicando el teorema de Lagrange a la fôrmula C 91 
obtenemos
[z"] B(z) = — L- [u"~^l [l + u^
y por la fôrmula de 1 binomio de Newton
T-| <n-l)/2 1 Si n es impar
[z"] B(z)
0 si n es par
Par argumentas clàsicos de tipo comb inator io puede 
demos trarse fâcilmente que el numéro total n de nodos de un 
ârbol binario es siempre impar y que n = 2p t 1 siendo p el 
numéro de nodos internos del ârbol. Entonces
• '■ } ' %  ' I '  1 1
formula clâsica de los numéros de Catalan .
ii) Familias si mples
Aplicando el teorema de Lagrange a la formula [ill
t enemas que [z^l f(z) = — i—  [ u" ^ 1 ( u ) .n '
Ahora bien la utilidad de este resultado esta limitada por 
el hecho de que <{><u) permits o no una aplicaciôn senc ilia de Is 
fôrmula del binomio.
ill) Arboles coloreados
Aplicando el teorema de Lagrange-Good a 1 sistcma £121 
obtenemos
Cu^u^l c n ( u , " ) = tcn^cb*^] cn (1 cb > ^  (1 +
1
+ cb cn) q 1 + cb cb(1+cb) 1
1 + cb cn 1 + cb cn
expresiôn dif iciImente mane jab le en la prâctica.
S i tuac iones como esta mot i van la bûsqueda de nueva s 
técnicas que si bien no resueIven exp1icitamente el problema, al 
nie no s den exprès iones aprox imadas que resulten mane jab les . A e 1 lo 
ded icaremos la siguiente secciôn.
S. Métodos asintôt icos
En el estudio del comportamiento asintôtico de los 
coeficientes de series generatrices a partir de las ecuac iones 
funcionales obtenxdas para ellas segùn las técnicas anter iores, 
interesa considerar, siempre que sea posible, taies series como 
désarroilos de Taylor de fune iones de variable compleja. Se 
es tud iarân entonces taies series como f une iones ana1i t icas y se 
deducirâ el comportamiento de sus coeficientes a partir de la 
naturaleza de sus singularidades.
En aIgunos casos podràn ob tener se so i ucione s explicitas 
para las ecuaciones establecidas para las series generatrices, en 
términos de f uneiones c 1â s icas con desarro1los de Taylor 
conocidos est B4 pag 35] , pero esta situaciôn es bastante rara.
No obstante no ua a ser necesario disponer de una expresiôn 
explicita tal, para poder concluir acerca de los coeficientes de 
las series estud iadas.
Sea a(s) = £ a z" una serie en una variable compleja z
n>0 "
y de coeficientes complejos. El conoc i miento de su radio de 
convergencia nos proporclona una primera informaciôn sobre el 
comportamiento de los coeficientes. En efecto, si denotamos por 
p el radio de convergenc i a de a (z ) ,entonces sabemos que a (z )
es ana1i t ica en f z 6 C / |z| ( p } , y que
p  ^ = lim s up ; es decir que para todo 5 > 0
a (
1 .0 . n a .e .
donde i.o. (infinitely often) signif ica que la des iguaIdad se 
cumple para un numéro infinite de va lores , y a.e. (almost 
everywhere) que la mi sma se tiene saIvo para una cant idad finita 
de va lores.
Por otra parte existe al menos un punto del circulo de 
convergenc ia, |z| = p , de a (z ) donde esta no es analitica :
una singularidad. Entonces ei comportamiento de la funciôn
aIrededor de dicha singularidad, que denominaremos dominante al 
igua1 que a todas aquellas que se encuentren sobre tal circulo de 
convergenc ia, permite determinar ei orden de crec imento 
exponencial de los a^ . Pero esta informaciôn es a menudo 
insuf iclente para nuestros objet ivos ; necesitaremos conocer de 
hecho un équivalente as intôt ico de los coeficientes a^ de la 
serie para poder llevar a cabo nuestro anâlisis.
2-1
La herramienta bas ica que se encuentra en la base de la 
mayor parte de los resultados ana111 icos que utilizaremos es el 
teorema fundamental de Cauchy ; CCafill ,C Ma 7 31 ,CHe743 , ...
Teorema de Cauchy
Sea a(z> una funciôn analitica en un dominio B abierto 
que incluye al or igen, y sea C una curva simple cerrada, en 
torno al origen, inc luida en B y orientada pos11ivamente. 
Entonces el n-ésimo coeficiente de la serie de Taylor de a(z) 
en 2 = 0  viene dado por la integral
dza ( z ) n » 1
Este teorema, junto con la fôrmula de Stirling, permite 
obtener fâcilmente aprox imac iones as intôticas de los coeficientes 
de los desarro1los en serie de funeiones meromorfas (con 
singularidades de tipo polo ) CSt841 , C FI 85] .
Aqui nos ocuparemos mâs en deta ile del caso en que la
funciôn a(z) no es meromorfa y posee singularidades dominantes 
de tipo a Igebr a ico (de la forma ( 1 - z/p)*^ con a 6 C - 2 )
presentando el método que util!zaremos a s iduamente a lo largo de
nuestro trabajo para tal tipo de fune iones. Dicho método deb ido a 
Oarboux supone un conoc imiento bastante fino de la naturaleza de 
las s ingular idades, lo que hace necesario en aIgunos casos la 
utilizaciôn de métodos todavia mâs elaborados, que no 
necesitaremos en este trabajo pero que queremos mèneionar por su 
importancia. Ta 1 es el caso por ejemplo de 1 método de 1 punto de 
s i1 la utilizado en CSF831 , o las técnicas de proiongaciôn 
analitica a que se recurre en CF0821 y COd821 .
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Teorema de Darbaux
Sea f(z) una funciôn analitica en un entorno del origen 
de radio p , con una ûnica singu1aridad, z = p , sobre su 
circule de convergencia. Supongamos ademâs que f(z ) admite en 
z = p el désarroilo local
f(z) = |1 - j g (z) + h(z)
donde :
i) s t IR - {0,-1,-2,... > 
il) g (z) y h(z) son analiticas en un entorno de z = p .
1 i1 ) g(p) X 0 .
Entonces el n-ésimo coeficiente del desarro1lo de Taylor de f ( z ) 
en ei origen satisface cuando n -* oo
i =0
donde g. es el coeficiente i-ésimo de 1 desarro11o de Taylor de
g (z ) en z = p .
Demastracidn
Nos 1imi taremos a dar un esquema de la desarro1Iada en 
CHe741 . En el art iculo original [Da18781 , donde se orienta la
demos trac iôn de forma dif erente, pueden encontrarse numerosos
ejemplos de aplicaciones interesantes.
Consideremos el désarroilo de Taylor de g (z ) en z = p
P
g(z) = £ g I1 - /
n>0
Sea 0 = 1 +  max (0 ,(s]> ; definimos
G (z) = £ g (l - i y F (z) = f(z) - [ 1 - | G (z> .
® 0<i£o ‘I pj  ^ o I Pj c
Entonces F^(z) es analitica para |z| < p , tiene una ûnica 
s ingular idad sobre su circulo de convergenc i a en z = p , y
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ademâs esta acotada y es a + 1 ueces continuamente
dif erenclable sobre su circulo de convergenc ia
C = { z € I E  / I z I = p } . Un senc i 1 lo argumente de cont inuidad
nos permite entonces uti1i zar el teorema de Cauchy sobre el
circulo C , con lo que tenemos que
Cz”l F (z) =  ^.—  F (z) , y ahora integrando por
a 2a i jg o z”
partes o + 1 veces se obtiene una mayorac iôn de 1 n-ésimo
coeficiente de F^(z) ;
Cz”l F^(z) = 0(p"" ) [141
flhora bien, a partir de la fôrmula del binomio
Cz^l g .I1 - I = g^ p " (-1 )” n *1 ’ para 0 < i < o
y para concluir el teorema basta ahora con observer que
f % - s + i
[z"l f(z) = E tz”] g. 1 - “/ + Cz"] F (z) £151
0<i<a ^
Por otra parte 
(-1 )•' r  _ "1 = g-_ . ) ( 1 + 0( ) n - » «
donde T es la funciôn de Eu1er que generalize la funciôn
factorial : F( x ) = e  ^ t**  ^ dt , para Re ( x ) > 0 .
J0
Entonces
£z"l g. [l - =/^| = -7 (1  ^ ^ “
lo que unido a £141 permite deducir que en £151 el término 
prépondérante en la suma es el primero <i = 0) , io que 1 leva
frecuentemente a enunciar como conclusion del teorema
£ z"l f(z) = p " n^  ^ ^ ^ j—  (1 + 0(^/^)) n -» oo
lo que sue le ser suf iclente para el estudio de va lores medios de 
parâmetros nero no en general para moment"'.^  de orden superior, 
como veremos en el prôximo capitule.
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El teorema de Darboux se ext tende fâcilmente al caso de 
varias singularidades algebraicas sobre el circulo de 
convergencia. Es suf iclente entonces sumar las contr ibuciones de 
cada singularidad.
Para terminer esta secciôn vamos a enunciar très resultados 
de tipo general clés icos del anâlisis complejo que utilizaremos 
asiduamente a la largo de este trabajo.
Teorema de la funciôn impiic i ta CCaSIJ
Sean f^<x^ , . . . ,x^;z^,. . . , )  j = l,...,n , f une iones 
holomorfas en un entorno de un punto x = a . : z, = c,J J ’ k k
f ^^j 1Supongamos que el déterminante funcional det ■ —  es X 0 en
dicho punto . Entonces las ecuaciones
y j — j “ l|...,n I
pueden reso1verse cuando las x^ y las z^ estén
suficientemente prôximas a las a ^ y c^ respectivamente, y las
y suficientemente prôximas a las b = f .(a ,...,a ;c ,...,c ) , J J J t n 1 p
de la siguiente forma ; x ^ = g^(y^, ...,y^;z^,. .. ,z^)
donde las g ^ son funciones ho 1 oiixar f a s en un entorno de 1 punto
(bj,...,b^;Cj^,...,Cp)
Cr i ter ia de IJe ierstrass para la convergencia uniforme Ctta73J 
Sea g^ una sucesiôn de funciones definidas sobre tin
dominio A c C . Supongamos que existe una sucesiôn de numéros
reales (M ) con M > 0  tal que
i > |g (z>)I < M V z € A , y
i i ) Z M converge . 
n=l "
Entonces L g converge absoluta y uniformemente sobre A
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Teorema de Ue ierstrass £ffa/3J
Si son funciones analiticas en una region A c C , y
g (z) = £ g (z) converge uniformemente sobre todo disco 
k=l
cerrado incluido en A , entonces g(z) es analitica en A y
g ’(z) = £ g ’(z) puntuaImente en A y también un i f ormement e
k=l
sobre todo disco cerrado conten ido en A .
Para profond i zar mâs sobre temas de anâlisis compiejo 
pueden consultarse por ejemplo CCaSll , [Ma73] , £He7 41 ,
[Di68] , etc...
A continuaciôn rnos tramos un ejemplo clâsico de utilizaciôn 
de las técnicas precedentes ; estudiaremos el comportamiento 
as intôt ico del numéro de ârboles de un determinado tamano 
pertenecientes a una familia simple [MM78,S184] . El citado
resultado serâ asiduamente utilizado a lo largo de este trabajo.
6. Enumerac iôn de familias siagiles
Sea F = M(S,u) una familia simple cuya funciôn generatriz
ver i f ica la ecuaciôn f ( z ) = z f ( z ) ) con u ) = £ c u" ,
n>0 "
Consideremos la ecuaciôn funcional
F(z,u) = u - z4><u) = 0  [16]
que define imp1ic i tamente u como funciôn de z .
Por la condio iôn Cl] de simpl io idad, <^ <u) tiene radio 
de convergencia 1, si la serie es infinite e infinite en otro 
caso, y por lo tanto F(z,u) es analitica en (0,0) , siendo
F(0,0> =• 0 . Ademâs como .^( 0 > » c^ X 0 , - (0,0) X 0 .
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Entonces, por el teorema de la funciôn implicite, la ecuaciôn 
[161 tiene una soluciôn en u (precisamente f(z)), analitica 
en un entorno de 1 origen. Ademâs, el radio de convergencia de 
f(z) queda determinado por el cero (o ceros) de menor môdulo de 
la derivada de ip^uT  ' 9"^ verifique el sistema
<z,u) = 0 , F<z,u) = 0 C171du
Supondremos para simplificar la expos ic iôn de 1 método 
desarro 11 ado, que u > cumple la condiciôn de m.c.d. : 
m.c.d. ( n > 0 / c^ x 0 > = 1
Con elle se estâ diciendo que <|>(u) no es môltiplo de una 
potencia entera u^ de u para p > 1 , lo que nos garant i za
que la raiz buscada es ûnica real y positiva. En efecto, el cero
4><u)
ecuaciôn u ( u ) = (|>(u) C161
que puede reescribirse as i : £ (n - 1 ) c u" = c^ [19]
n>0 "
con lo que C181 admite una raiz real positiva sobre el disco de 
convergencia de <|> , por ser los c^ rea les positives. Ta 1 raiz 
la denotaremos por t . La minimalidad del môdulo de t queda 
garant i zada por ser los c^ positives, mientras que la un ic idad
de T como raiz de menor môdulo se debe a la condiciôn de
m.c.d. . En efecto, tomemos p *  ^ , con lo que (p,T>
ver i f ica el sistema [17] y por lo tanto
(z,u)|=|l - z<|>'(u)|x 0 V z,u € Œ |z I < p y ju( < t ; 
ademâs f(z) es analitica v z € Œ , |zj < p ; f(p) = T y z = p 
es una s ingular idad dominante de f(z) . Supongamos ahora que 
c^ X 0 , entonces v z € C ,  (z( = p , z x p tenemos que
|f(z)| ( f(p) = T puesto que c^ , c^ > 0 . Luego
]([>’(f(z))| <  ^ ^ , y a que p verifica el sistema
C 171 , Entonces v 2 € E , | z | ~ p , z X p , 11|)’ ( f ( z ) ) j y
por lo tanto 1“37~ (=,f(z ))|X O v 2 € C , |z| < p excepto
para z = p .
Lueqo f(z) SOlo tiene una ûnica singularidad dominante, en 
z = p , real positiva y que ver 1 f ica el sistema :
T '}>' ( T ) = i^( T )
T _ _____^  '201
^ ~ '|)( T ) ( T )
Si Cj = 0 , pero tenemos la condiciôn de m.c.d. , se
ra zona de manera analoga sin mas que notar que tal condiciôn, 
un i da al caràc ter positivo de los coeficientes de f(z) , imp 1 ica 
la exist enc ia de al menos un monomio en f(z) que no toma 
va lores reales positivas.
Par otra parte, a partir de C191 y C201 tenemos que 
4>(t) > > 1 y T < c^ , y por tanto p < t y p < 1 . El
hecho de que p ( 1 era de esperar ya que existe una infinidad
de n para los que [z"l f(z ) > 1 .
Estudiemos a continuaciôn ei comportamiento local de f(z>
en z = p . Para e 1lo cons ideramos el desarroIlo de Taylor de
en un entorno de u = t .
— r + £ s (u - T>" donde s * —i-j (t )T) _ n n n!n>2 du
o lo que es lo mismo
z - p =» s_ (u - t>2 [1 ♦ £ — —  ( u - T ) " 2 j [211
n>3
Notese que
2
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Ahora la ecuaclon C211 de la que f(z) es soluciôn en 
u , se descompane en
(p - z) (u - t ) ^(u - t ) C221
donde = j -s, 11 + Z — —  w”  ^| es analitica en cero
n>3 *2
^(0) =
2
Ademâs, por el teorema de la funciàn implicita, [22]
1 / .
admite, para cada signo, una soluciôn en termines de ( f -  z> 
que es localmente analitica en funciàn de (p - z) . Como
f(z) es de coef iclentes positiuos, corresponde a la soluciôn
con el signo menos. Entonces f(z) - t =  F Ç t— r~— -— ;—  , y
ahora aplicando el teorema de inuersiôn de Lagrange
f ( 2 > = T r  ^~  ^^  (p - 2 ) Cv"~^] .
n> 1 “
Finalmente, reagrupando los miembros de este desarrollo 
segûn la par idad de n , obtenemos
f(z) = g(z) (1 - "/^) + h(z) donde
9<z) = -ÿrlr~ + 5 ^ - ’' F ’  ^ v*~"<w)
n impar
h(z) a T ♦
> 3 
1 — -- p^'^ <1 - */ )
6 n P
n > 2 
n par
Nôtese par ultimo que g(z) y h(z) son analitlcas en
Z a p ,  con g(p> a - f T-2-. y h(p) » T . Con lo que
J ( T )
nos encontramos en las condiciones de aplicaciôn del teorema de 
Darboux , y podemos concluir el siguiente
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T e o r e m a  (  e n u i a e r a c  i d n  de  f a m i l i a s  s i m p l e s )  C B R S 7 5 , t t t t l S J
Sea f una fami 1ia simple de ârboles cuya serie generateiz 
uenfica la ecuaciôn funcional (<z) = z <{>( f ( z ) ) , con <|>
sat i sf ac iendo la condiciôn de m.c.d. . Entonces el numéro de 
ârboles de tamano n de f tiene el équivalente asintâtico
lz"] f(z) = p'" n"^': (1 ♦ 0( ) n [241
donde /J = f    , p = — ^ , y t es la raiz de
V  2n - (T ) 'r'T'
menor modulo de la ecuaciôn '{>( u ) - u <{>’(u) = 0 .
Nôtese, finalmente, que ia condiciôn de m.c.d. no es una 
restricciôn fuerte, ya que si m.c.d. f n > 1 / c^ / 0 } = c X 1 ,
entonces la ecuaciôn [17] admite c soluciones de menor modulo 
en u = T  ^ 0 < ( c , T € IR* , cada una de las cua les
va asociada a una singulartdad de f(z) de modulo p =  ^^ ;
singularidades que difieren en una raiz c-ésima de la un idad. 
Entonces basta aplicar el razonamiento anterior a cada une de los 
puntos de ramificaciôn de f ( z ) , en z = p 0 < k < c.
Ahora el teorema de Darboux se ap1 ica sumando las contribuciones 
de cada singularidad ; y con la misma notaciôn de 1 teorema 
anterior, y a partir de consideraciones elements les de simetria, 
se concluye que
c ^ p " n (1 ♦ O (^/ )) si n mod c = 1
[z‘‘l f(z) = ■_
0 en otro caso
Cap {tula 2
Evaluacion del tamano wedio de ârboles siwplificados
En este capltulo se aborda el estudio de diverses tipos de 
parâmetros definidos sobre ârboles, de manera recurs 1"a y segûn 
una filosofia bottom-up (de las hojas a la raiz).
En concrete se trabaja con a Igor itmos que mod i flean la 
es t rue t ura de entrada segûn un c 1er to criterio de reduce ion o 
s i mplificaciûn aplicado a los subârboles résultantes de la 
aplicaciàn recurs iva del c i t ado criterio a cada uno de los 
subârboles radicales del ârbol original.
Mas en particular los a Igor i tmos cons iderados utili zan 
cr i ter ios de simp1ificacion basados en prop iedades de 
idempotencia,idempotencia mas conmutatividad y nilpotencia, 
respec t i vamente. Todos ellos se encuentran, pues, en la base de 
los sistemas de câleulo formai y de deduce iôn lôgica, lo que nos 
hace considerar los esquemas de evaluaciôn désarroilados tanto en 
este capitulo coma en el siguiente, en el que abordaremos el 
estudio de la comple j idad media de dichos a Igor i tmos, como firmes 
candidatos a métodos genera les que permitan predecir el 
comportamiento de una gran clase de parâmetros y programas 
relat i vos a estos problèmes fundamentales de câleulo formai y 
deduce iôn lôgica. Mostramos en primer lugar como traducir los 
esquemas de definiciôn recursivos a un conjunto infinito de 
ecuaciones sobre series de potencias, y a continuaciôn como 
utiiizar taies ecuaciones con vistas a la obtenoiôn de una 
ecuaciôn funcional que nos permita resaluer el problema 
ayudàndonos del teorema de Darboux-Polya para aprox i mac iones 
as intôt icas de coef iclentes de series de potencias. En esta 
segunda fase pondremos en evidencia el valor de la utilizaciôn de 
series de potencias en varias variables.
En e i apéndice 2 contrastâmes, para diversas familias de 
ârboles, las aproximaciones, obtenidas con ayuda de ordenador, de 
las constantes teôricas de proparciona1idad as intôt icas 
correspond ientes a los parâmetros en estudio, con los resu 1tados 
obtenidos por medio de s imulac iones en ordenador de los procesos 
estudiados. Queda patente la gran similitud entre las 
aproximaciones obtenidas y los result ados expérimentales 
proporcionados por la simulaciôn.
1. Idempotencia
Vamos a considerar un sis tema de reescritura que d a como 
salida una ûnica copia de un subârbol cuando todos sus subârboles 
radicales son idénticos.
ConienzarenK} s désarroi 1 ando el estudio para el ca so de un 
ûnico tipo de operaciôn de carâcter idempotente y ar idad
arbitraria p (ârboles p-arios), y para el caso de infinites
tipos de operac iones de cualquier ar idad pero ver i f icando todas 
e1 las la prop iedad de idempo t enc ia (ârboles générales); para 
terminar esta secciôn con la genera 1izaciôn de los resu 1tados 
obtenidos a cualquier tipo de familia simple de ârboles con 
operaciones de carâcter idempotente.
Los resultados presentados en las secciones 1.1 y 1.2 
apareoerân en CFC8?] donde se extiende el estudio realizado en 
CCS861 para el caso de los ârboles binaries.
El hecho de que el criterio de s impiificaoion adoptado se 
base en la idempotencia de los operadores sobre los nodos
internos de los ârboles estudiados, permite afirmar que los
resultados obtenidos podrian concretarse para la s imp1ificaciôn 
de termines de 1 câlculo proposiciona1 o equivalentemente del 
âlgebra conjuntista (construidos con union e intersecoiôn).
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1.1. Arboles p-arios con q étiquetas para las hojas
Cens i deremos la familia A de los ârboles p-arios con q 
pos ibles étiquetas para sus hojas (p,q > 2). El a Igor i tmo de 
s imp 11f icac iôn con el que trabajaremos transforma dichos ârboles 
procediendo de las hojas a la raiz, reemplazando cada subârbol 
con p subârboles radicales idénticos (tras s imp 1ificaciôn ) por 
una ûnica copia de uno de e 1los.
En la figura 1 se da el texto de este procedimiento en 
pseudo-PASCAL.
FUNCTION SIMP(T: A ): A ;
IF T.ar = 0 THEN SIMP ;= T
ELSE FOR i := 1 TO p DO t(i) := S IMP(T.h(i)) OD;
i := 1 ; con := true ;
WHILE ( i < (p - D )  AND con DO
IF EQUAL(t(i),t(i+1)) THEM i î= i > 1
ELSE con := false 
OD ;
IF con THEN SIMP := t(l)
ELSE SIMP := o(t(l),...,t(p))
END SIMP .
EQUAL testea la iguaIdad de dos ârboles en orden prefijo
Figura 1
En particular todo ârbol de A en el que todas las hojas 
lleuen idéntica étiqueta e , se simplif ica ai ârbol formado por
una ûnica hoja etiquetada con e ; mâs en general, todo ârbol
obtenido a partir de un ârbol p-ario mediante sust i tue iôn de 
todas sus hojas por un mismo ârbol t de A , se s imp 1i f ica al 
simplif icado de t .
Muestro primer objetivo aqui, es e i estudio del tamano 
medio de un àrbol simplificado con respecto a su tamano inicial; 
entendiendo como tamano de un ârbol t el numéro de sus nodos 
internas, que denotaremos por |t| . Supondremos, como es
usual, que todos los ârboles de un inismo tamano son 
equiprobâbles.
La familia de ârboles A uiene definida por la serie 
formai de ârboles
g
A = £ fe- + o<A, . . . ,A)
P
donde ( e ^ , . . . , î es e i con j un t o de posibles étiquetas para
las hojas de los ârboles de la familia. Entonces la f une ion
genera tr i z asociada a A , Q(z) = E q^z" , donde q^ es el
numéro de ârboles de tamano n de la familia A , ver i f i ca la
ecuaciôn
Q(z) s q + zQ^(z ) Cl]
Ahora a partir del teorema de la f une iôn implicita y del 
teorema de inversion de Lagrange, aplicando a Cl] un desarrollo 
anâlogo al seguido en el capitulo anterior para la enumeraciôn de 
familias simples, se obtiene que el radio de convergenc i a de
Q(z) es p = — —  ^7  ^—  ; que Q(z) sôlo tiene una singularidad,
en z = p , sobre su circulo de convergencia ; y que en un 
ehtorno de z = p , admite el siguiente desarrollo
Q<z) = g<z> <1-“/^) + h(z) C2]
s iendo
/.
g(z) = ------  ♦ S " V  p ( l - “/ > [ v" M  y "(V)
n>3 
n impar
37
y
I  '/nh(z) = T +  ) /_ p ' ( 1 - /^ ) * [V ] y <w)
n>2 
n par
donde
y (V) . J -3^ < 1* r - r ^  )
n>3 2
(t) , s iendo z = —H— -5_ y
d u  u^
T = Q(p> = - f = ^  .
La unie idad de la singular idad dominante se deduce a partir
del hecho de que ver i f ica el sistema 
I 1 = p p T** ^
1 = ---p—
Ademàs g (z ) y h(z> son analitlcas en un entorno de z » p
con lo cua1 podemos concluir que
q = n '/' ( 1 + 0 ( 7  ) )
" -2^17 "
con q(p) = p i  1 y - p V - i -
ya que estâmes en las condiciones de aplicaciôn del teorema de 
Darboux - Polya .
Sea 3 la clase de todos los ârboles de A irreducibles ; 
es decir, aquellos que no pueden ser simplif icados por el 
algoritmo anterior. S puede caracterizarse reoursivamemte asi :
q
3 = r ë] ♦ c o(t,,...,t„) / t,,..,t^ € 3 ,
i = l 1* • . . • p' ' '1’ ■ • ' p
3 i,j € (1, .. ,p > t.  ^ tj } C51
Consideremos la funoiôn generatrix de.dos variables
X(y ,Z> . £ y|SJ»-<T)| ,|T| . J ; i y"
T€A n>0 m»0 n
donde ^ représenta el numéro de ârboles de tamano n cuyo
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s imp 11ficddo, s iyuiendo el algoritmo anterior, es de tamano m .
Entonces, para cada n dado, el cociente — - - nos da la
probabilidad de que ùn ârbol de tamano n tenga un simplificado
de tamano m . Y el tamano medio de los ârboles simplificados que
se obtienen a partir de un ârbol aleator io de tamano n de A , 
n i
Viene dado por el Z m ’
m=0 ^n
Denotaremos por S(z> la f une iôn genera t riz del tamano de 
los ârboles obtenidos a partir del algoritmo en estudio.
S(z) = £ ISIMP(T)I zl^l = Z s z"
Tea "
donde s = Z m i . Y se observa que el va Ior en y = 1 ,
" m=0
de la derivada de X (y ,z) con respecto a y , es justamente 
S(z) : S(2 > = XMl,z)
Ahora bien, no résulta fâcil, al menos aparentemente, 
encontrar una ecuacion funcional senc ilia para S(z) que nos 
permita razonar como en el caso de Q(z) . No obstante, sacando 
part ido al peculiar procéder recursive del algoritmo, lograremos 
obtener una ecuaciôn funcional para S(z) que verifique las 
hipôtesis de 1 teorema de Darboux - Polya . La idea principal para 
ello, es la traducciôn de1 esquema de definiciôn recursive a un 
sistema infinite de ecuaciones f uno ionales, que definen de manera 
recurs iva una suces i ôn de fune iones generatrices asooiadas a los 
elementos de una determinada part ic iôn de la familia de ârboles 
A , basada en los elementos de S . Concretamente, part ic ionamos 
la familia A en clases de ârboles con el mismo s imp 1ificado. 
Para cada t •; 3 def inimos A^ ■ { T € A / SIMP(T) ■ t ) . Es
claro que A es la union d i sjunta de las clases A^ cuando t 
recorre 3 .
3-3
IT IDada t é 3 , Q (z) = £ =' ' es la funciûn generatriz
T€S
t=SIMP(T)
de todos los ârboles T de A cuyo simplificado es t .
Entonces Q(z) = L Q (z> 
t€3 ^
Ahora definimos los elementos de la part ic iôn ( A^ ^t€S 
por medio del siguiente sistema recursivo de series formales de 
ârboles :
v e € f e ^ , , . . , e ^ >  A^ = (e) ♦o(A^, .. ,A^>
p C61
V t = o(t,,..,t ) € 3 A, = o(A„ , .. ,A. ) + o(A........A,)
I P I  ^j ip T  V
La primera de estas expresiones recoge el hecho de que si un 
arbol se simplifies al ârbol ,e) , es o bien porque se trata de
dicho ârbol, o bien porque sus p subârboles radicales se 
s impi if ican a (0 . La segunda expresa el hecho de que si un 
ârbol tiene como simplificado o(t^, .. ,t^) es o bien porque su 
subârbol radical i-ésimo tiene como simplificado t ^ para cada 
i € f 1, .. ,p > ; o bien porque sus p subârboles radicales
tienen como s imp 1i f icado o(tj, .. ,t^)
Ahora a partir de [61 obtenemos el siguiente sistema 
infinito de ecuaciones que nos define recursivamente el conjunto
de funeiones generatrices C > 
En primer lugar
tes
V e € { e ^ , .. , e^ } Q ^ ( z > » l - * - z Q M z > « P ( z )  C71
donde P(z) es la funciàn generatriz asociada a la familia T 
de ârboles p-arios
Por otra parte para toda p-upla de ârboles irreducibles en 
la que al menos dos de ellos son distintos, se tiene
'  F ' . ' "  * '
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Utilizainos ahora el hecho de que A es la union dis Junta de 
las clases con t € S , lo que nos permite reescribir
X(y,z) de la forma siguiente :
X(y.z) = r y|SI"P(T)| JT|  ^ ^ ^ J t |  ^\t\
TfcA tes TeA^
= z y I ‘ I Q (z) ,
tes
y recordando que S(z) = X M 1,z) , llegamos a que
S<z) = Z |tI Q (z)
tes
Ahora bien, a partir de 18] , y para todo Ârbol
irreducible t = o (t ^ , .. ,t^ > de tamano superior a cero, se
t i ene que
y I^  Ip (z) = y z Z y * Q (z) ♦ z y ^ ^ ^ (z) ;
1 = 1 1 ^
con lo que util!zando también 17] , y sumando todas las
ecuaciones résultantes, se obtiene
p P l*il
X ( y , z ) = q + qzQ*^<z) ♦ yz Z B y  Q. ( Z )
® (t J,..,tpien i = i I
♦ z z y I I q P ( z )
tes 
lt l)0
donde fî = f ( t ^ , t^ > € sP / 9 i,j e f 1, .. ,p > t ^ X t ^ } ,
s i n mâs que recordar la caracterizaciôn recurs iva 151 de la clase
de ârboles irreducibles S.
Con lo que
, wPf,# - » r f „P I' I  ^ _ w I^  IX(y,z> » q  ♦ y z X (y,z) z Z y l l * - yl J>QP(z> 191
tcS
s in mâs que notar que
Z y^  ^^ 9 . (z) = xP(y,z> - Z yPl^IpPlz)
(tj,..,tp)cO 1 = 1 i t fS
Derivando en 19] con respecto a y, tomando y = 1, y
<11
resoluiendo la ecuaciôn lineal résultante, llegamos a que
zQ*^(z) - z r ((p-l)jt| + l>Q^(z)
S(z) = --------------- — ------------------------------ [ 10]
1 - p z qP /  z )
s in mâs que observer que X(l,z) » Q(z) .
Por otra parte, derivando en Cil se obtiene
Q'(z) = --------- —    c m
1 - p z pP (z)
que aplicado a C101 , y teniendo en cuenta que, por Cil , se 
tiene z Qp(z) = Q(z) - q , nos conduce a la siguiente
Propos ic iâa 1.1
La funciôn generatriz, S(z) , del tamaRo de los ârboles 
simplif icados viene dada par
S(z> = - -- ( Q(z) - q - o(z) ) C 121
Q(z) - q
donde a(z) = z £ < (p-1) |t| » 1 ) qP(z ) .
t€3
Dado que v z € R* S(z) » £ |SIKP<T)| z < £ |T| z^^l
T€A T€A
y teniendo en cuenta que se trata de series de coef ic ientes
pos i t ivos, sabemos que el radio de convergencia de S(z> es
P X
mayor o igua1 que el radio de convergencia p = — 2---- — —
pP qP“
correspond iente a Q(z) . Pero por otra parte,
S(z) s £ |SinP(T)I z^^l tiene coficientes superiores a
T€A 
|SItlP(T)|>0
It Ilos de 1 £ z* ' , cuyo radio de convergencia es p , la que
Tea 
|SIWP<T)I>0
nos permite concluir que el radio de convergencia de S(z> es p .
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Ueremos a continuaciôn que a(z) tiene un radio de 
convergencia superior a p , lo que nos garantiza que z = p es 
la unica singularidad de S(z) sobre su circula de convergencia, 
ya que la aplicaciôn del teorema de la funciôn implicita a Q(z> 
nos asegura que p ver i f ica el sistema [3] , y que por tanto es
la ùn ica raiz real positiva de i - p z 7  z) , denominador de
[ 10] .
Una vez demostrada la anali t icidad de a(z) en un entorno 
del origen de radio superior a p , podremos abordar finalmente 
la determinac iôn de 1 comportamiento local de S(z) en un entorno 
de z = p .
Pero antes de estudiar la ana1i t ic idad de a(z) , 
demostraremos un resultado previo de ana1i t ic idad de series de 
f une iones que serà asiduamente utilizado, tanto a lo largo de 
este capitula como de1 siguiente. El mismo viene a decirnos bajo 
que condiciones podemos asegurar que el radio de convergencia de 
una serie del tipo C a^ fP(z) , con p € W , p ) 1 , es
estrictamente superior al de E a. f ^ (z) , donde C ) es una
suces iôn de numéros reales pos i t i vos, y { f^(z) ) una suceslôn 
de series de potencias con coef ic ientes positives.
Proposiciàn 1.2
Sea { f ^ (z) } una suces iôn de series de potencias con 
coef ioientes positives y un mismo radio de convergencia w .
Supongamos que existe una sucesiôn C > de numéros 
reaies positives taies que
i) lim sup — < 1
i i) L f^(z) tiene radio de convergencia P , con p { u
4 J
Si ademâs se uerif ica 
ill) Dado p > 1 , p € M , existe e > 0 , y existen
c, y , k e IR* con v** < k , de nuinera que v i v z
« j
con IzI ( ^ + 5 se tiene que (f^(z)| < c y
donde cada a ^ «= IN , y | C n / a ^ » i > |  < t l k ^  
para alguna constante M 6 IR* .
Entonces
a ) V p € M p > i  , L a.^ f^(z) tiene radio de 
convergenc i a superior a p ,
b) Si ademâs, las constantes f , c , y y k de iii)
son independientes de p , y uer i f ican y < 1 , cy < 1 ,
entonces f £ a. f?(z) tiene radio de convergencia 
p>2 i>0 ‘
superior a p
Antes de pasar a la demostrac iôn de esta propos ic iôn,
comentaremos brevemente el sign i f icado de las hipôtesis i) y
iii) . La primera de ellas viene a decir que los pesos
crecen lentamente, lo cua1 podria reflejarse igualmente con una
condiciôn del tipo i') lim sup il a . < 1 , conser vândose
i — » 00
todos los resultados En cuanto a la hipôtesis iii) , ind ica 
que las f.(z) estân acotadas superiormente, en norma, de manera 
exponencial, con exponentes que crecen asintôt icamente segûn una 
determinada ta sa, lo que va a ser vital para garant i zar la 
convergencia de la serie exponencial oonsiderada en la prueba.
Deraas t rac ion
a) Consideremos f(z) = £ f^(z) . A partir de iii)
tenemos que |a^ f ^  ( z ) | < c** y  ^ v z |z| < P  * e
Ahora bien : £ a y * < M £ a k y**"* , que es
i€IM ‘ j€M '•
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convergente por cumplirse i) , y ser < k
Luego L converge ahsoluta y uni f orinemente sobre
{ z / IzI ( ^ ♦ s } por el criterio de We iers trass para la
convergencia uniforme .
Ademâs f(z> es analitica en C z / |z| ( ^ + e > por La
complet i tud del espacio de las f uneiones holomorfas ; es decir,
por ser analitica cada funciôn a. f^(z) , y converger f(z)
un i f ormemente sobre todo disco cerrado ine 1u ido en
( z  / I z I ( P *■ £ y , segûn el teorema de We ierstrass .
b) Sea g(z) - L La.. f^(z) . Dado p € IN , p > 1 , 
p>2 itIN  ^ ^
sabemos que | L a. f^(z)| < £ a. c^ Y  ^ v z |z| < p £ e .
leiN  ^  ^ ^
P a i
También sabemos que £ c" Y es convergente. Por lo tanto,
en particular para p = 2 tenemos que para cada e*> 0 existe
^1 2j Ç IN ta 1 que £ a  ( c y  ) = A ( e ' < 1 [13 3
i = j ^
Supongamos, sin pérdida de generalidad, que los a. son
mayores o iguales a 1 . Entonces para todo p > 3 tenemos que
a . p a
( c y ) < a, * ( c y )" , con lo cua1 a partir
de C131 podemos afirmar que 3 j € IN V p > 3
ca a. c a p  a. p, p,
£ a ( G y < £ a * ( c y < A * < e' * ( 1 .
i = j i = j ^
Ahora bien :
a. j-1 a.
£ £ a. ( c y = £ £ a. ( c y )P
p>2 i€M  ^ p>2 i=0
09 a j-1 i
♦ £ £ a .  ( c y  )**< £ a .  £ ( c y
p>2 i=j  ^ i=0  ^ p>2
* £ A ^' que es convergente por ser y < 1 , cy < 1
Pi2
y A < 1 .
Entonces la parte b) de la propos ic iôn queda demostrada
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sin mâs que apiicar de nue vo e 1 cr i te n u  de We ierstrass para la 
convergencia uniforme, y la complet i tud de 1 espacio de las 
funeiones holomorfas.
Nôtese que la propos ic iôn 1.2 sigue s iendo cierta aunque no 
se conozca exactamente w , e incluse si las f^(z) tuviesen 
distintos radios de convergencia, siempre y cuando se siga 
verificando iii)
Pasemos a continuaciôn al estudio de la analit ic idad de 
a< z > .
Proposic ion 1.3
Existe £ ) 0 ta 1 que u( z ) = z E ( (p-1) |t| ♦ 1) q'^(z)
tes
es analitica en la bola { z / |z| < p * s y
Demos traciôn
Basta comprobar que se verifican las hipôtesis de la 
propos ic iôn 1.2 .
En primer lugar L ((p-1) |t| 1) Q (z) tiene radio de
tes
convergencia p , ya que E ((p-1) |t| ♦ 1) Q (z) =
tes
= (p-1) E 11 I Q (z) ♦ E Q (z) = (p-1 ) S(z) ♦ (J(z)
tes tes
Ademâs
E ( (p-1 > 11 I ♦ 1) Q (z) . £ £ ((p-1) i + 1) (J (z)
t es   ^ iew t es '
ltl.i
con la que la hipôtesis i) se verif ica trivialxtente.
Queda pues por probar la hipôtesis iii) . Para ello 
conwnzamos por demostrar e 1 siguientm
Lema I.I
P*“ 1
Para todo p > 3 , s iendo z^ =------- -^-----  y
P** q
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1 - 2 ^ __i--  se verif ica que para todo t € 3
y~2
yl‘ l .t 0 p-l
De n oz t r a c i ô n
Nôtese que p -  ^ < Zg <   . Y q««
P q p
y** < P
Razonaretnos por induce iôn sobre el tamano de t .
Por £71 sabemos que para todo e € £ e ^ , .. ,e^ >
Q (z) = Plz> , con lo que Q ( z _ ) < -—  pues P(z) es unae e 0 p-1
serie de potencias con coef ic ientes positives ; su radio de
convergencia es — — — — ----  , segûn el teorema de la funciôn
P^
implicita ; y P ( — ^ ^ ------) = ■■^ 2-—
Sea t € S con |t| > 1 , y supongamos que para todo
t^€ 1 con |t**| < 11 I se "er i f ica que Q  ^( z^) < -2^—  Y ^ ^ ^ .
A partir de £81 y de la hipôtesis de inducciôn se obtiene
P
P r \  _ ■» ]j oP r rp \ / ~ f__ P__1 V I * I " ^
1 =  1
lo que nos permite concluir que Q^(z^) < ■ —^  Y ^ ^ ^ sin mâs
que observer que :
a) La funciôn y ( x ) = x - z^ x^ , def inida sobre , es
creoiente en £ 0 ,
'0
p-1___
yi-pTT 1 = "/q > 1 •- F —  I ■/ p z
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b) < p-1___
y p z
c ) vl l^ < - yP|t| > z _  (■ -> Y t -Ip-1 0 p-1 0 p-1
La figura 2 contribuirâ a comprender mejor el razonamiento 
seguido.
y <
p-1
y(Q
2 X
p-1
Figura 2
Para probar b) , nôtese que z^ ( — ) y'*'  ^ S ^
de manera que y(Q (z )) < 1t 0 p-1
P 2
. Pero
p-1
p-1 '
es la menor 
1
raiz positiua de x - z^ x*^ = p-1
y por otra parte
(p-1 )'
>P
< y p-1
y p z0
llegamos a que ()^  ( z^ ) <
p-1 p-1
2
-I >P
, y aplicando a)
(p-1)
p-1 p-1
P
Para comprobar c) hesioB de verif icar que
) —ç—  , para lo
cua1 es suficiente uer que
‘in
- (—El—) y'P > z_ ( -4- , yap-1 O p - 1  o p-1 y
11 I > 1 y y < 1 .
Ahora bien ‘ i ^0  ^ 4 "
(■■=T----T> 1 > ( y^ + 1 ) lo cua 1 es cierto por ser p > 3
yP + 1 < 1 + ^
8
Lena 1.2
Siendo p = 2 , para todo t a 1 que
V t "  ^  ^ y € r " con y < ^
t a 1 que para todo t 6 3 se verif ica Q^(z^) < 2 y ^ ^
Denas t raciôn
Anâluga a la de 1 lema 1.1 , por lo que nos 1imi taremos a 
senalar la relaciôn entre y y z^ .
q - i ) ( 5 ( 1
cumpliéndose la ecuaciôn
e* ■*• 4 q
Luego a partir de los lema s 1.1 y 1.2 sabemos que dado 
p € W , p > 1 , existe e > O y existen c , y E IR* con y^ ( p 
taies que para todo t E S y para todo z con |z| ( p + e se 
tiene |Q^(z)| < c y ^ ^ ^ , ya que se trata de series de potencias
con coef ic ientes positiuos ; y para una serie ta 1, f(z) , se 
verif ica que si existe z^ € IR* tal que f (z^) converge, 
entonces para todo z E (C con |z( < z^ , se tiene 
If(z> I < f(Zg) .
Ademâs para todo f > 0 
| C t € 5  / 11I = i } I ( p  ^ ( l * e , para cas i todo i € M , 
pues to que 3 C d , de modo que i < q v n E M .
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Cun lo que la parte a) de la proposic iôn 1.2 nos permite 
concluir el resultado de la propos ic iôn 1.3 , sin mâs que notar 
que »** < p ==i 3 e’> <0 ( 1 * f ' ) < p
Observese que hac iendo usa de la nota que sigue a la 
demostrac iôn de la propo sic iôn 1.2 , no heinos neces i tado 
comprobar que el radio de convergencia de las f une iones Q^(z) ,
con t € 9 , coïncida. De hecho puede comprobar se que 
efect1vamente es asi, s iendo dicho radio de convergencia comûn
1 qua 1 a — — — — ----- . Para ello se deniuestra, s i gu iendo las
p**
mismas técnicas desarro1 1 adas en los lemas 1.1 y 1.2 , que 
V t € 9 V z |z| ( -  -- » |Qt<z>l < -^&T- (-T-) ' ' •
Ahora, probada la analit ic idad de a<z> en un entorno del 
origen de radio superior a p , nos encontramos en condiciones de 
demostrar el
T e o r e n a  I . 1
Los coef i c ientes de Taylor de S(z) pueden aprox imarse 
asintôticamente, cuando n tiende a infinite, por
6 p " n " ' ^ *  ( 1 + 0 ( V  > )
donde a(p) = p L (<p-l)|t| + 1) çP(p) 
t€9
Demos trac ion
A partir de 121 obtenemos
QMz) = g^(z) ( 1 - ) ♦ gg(z) ( 1 - ^ + h^(z) I14J
donde g^(z) , g^(z ) y h^(z> son ana1i t icas en un entorno de
L0
z - p , con rj (p) = - ;g_(p) = -  ^ ^
h, (p)
1 2 p ' ^2 24 p p-l
2 p ^ l h < p ) - g
1 3 p-1 p
Entonces, a partir de las proposiciones anteriores, 
sust i tuyendo en [12] Q(z) y Q'(z) por sus respect iuos
desarro1los locales [2] y [14] , y aiz) y z por sus
desarro1los de Taylor en z = p , llegamos a que S(z) admite en
un entorno de z = p el desarrollo
zS(z) = ncz) ( l - “/ ) » G(z1 { 1 - / ) + c(z) [15]P P
con A(z) , B(z) y C(z) analit icas en un entorno de z = p . y
■ - ! -  \ - j A  ' - A  ■ ° ’ '” ’
' 4 A  - A -
C<#» - - ' A -  ' " " "  ’
satisfaciéndose por tanto las hipôtesis de1 teorema de Darboux . 
T e o r e m a  1 . 2
El tamano medio ( m^ ) de un ârbol simplificado obtenido a 
partir de un ârbol a 1ea tor io de tamano n de d sat isf ace
On n
con X = 1 - — — -—  a(p) y p = —^ —
^ pP qP"‘
Demos t raciôn
Inimdiata a partir de [41 y del teorema 1.1 .
Para obtener la varianza de 1 tamano de los ârboles
s imp1ificados obtenidos a partir de ârboles de Q de tamano n , 
obserwamos que
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V . S - ( S m
" Z Z
m=0 m=0
2
)
Cz”] ( X“ ( 1,2 ) ♦ X* ( l ,z) ) Cz”! X'd.z) 2
= -------- Z----------2------------(-------- i-------) [ 17]
‘’n
Ahora derivando en [9] con respecto a y dos veces, 
hac iendo y = 1 , y resolviendo la ecuaciôn lineal a la que se 
1lega, obtenemos
X“(l,z) = 2p z q P~^2)S( z > + p(p-l)zQp~^(z)S^(z) - f(z)
^ 1 - p z q P~^(z )
donde ^(z) = (p » 1) z Z |t|((p - 1) 11) + 1 ) qP(z)
t€ J
Ademâs /}(z) tiene radio de convergencia superior a p , por
ver i f icar se las hipôtesis de la propos ic iôn 1.2 , con lo que
mediante un razonamiento anâlogo al realizado para S(z) , y
recordando que X"(l,z) = E | SIMP(T ) |( |S IMP(T ) | - 1 ) z  ^ ,
^ T€d
concluimos que p es el radio de convergencia de X d 1,z ) , asi 
como su ûnica s ingularidad sobre su circulo de convergencia.
Ahora aplicando 111 y Cil] en 118] , llegamos a
1 '  ' - - ' - # 7 -  ' : '
' < P -I I -ÿfli- > - ] [101
y sust i tuyendo en esta exprès iôn Q(z) , Q'(z) y S(z) por sus
désarroilos locales 121 , 114] y 115] , asi como z y ^(z)
por sus desarro1los de Taylor en z = p , obtenemos
zX“(l,z) = D(z) ( 1 - / ) ♦ E(z» ( 1 - / )
y P P
♦ F(z) ( 1 - ^/ ) + H(z)
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donde D(z> , E (z ) , F(z> y H (z) son analitlcas en un entorno
de z = p , con D(p) = - -P. y
h^(p)
= A  A A r -  ‘ A  * A f A A  -
- -12 l-2 ( h r 4  -• q> ' -(F ~ir».<p) 1  ^ '
1 201
lo que nos permite concluir el
Teorena 1 . 3
La varianza del t a ma iïo de los ârboles s imp 1 i f icados 
obtenidos a partir de ârboles de Q. de tamano n tiene e 1 
équivalente asintâtico
V = V n n  » 00n
donde
V = - ".. ( 5L_ - a(p))^ *q2 p-1
> [ 2 ^ I I
_ p-1 ^(p) -q p-1
p-1
pP qP-'
Demos trac ion
Aplicando el teorema de Darboux a los correspondientes 
désarroilos locales, se tiene que
[z"l ( X“(l,z) ♦ Xdl,z) ) = p"” (-1)" I ^2| (<2n + 1) D(p) ♦
♦ E(p) > A(p) )
[z"l XMl,z) = p~" (-1 )" I ^2 I ( -(2 n - l )  A(p) + B(p) )
53
[ z"] Q<z> = p " (-1)” f “^2 I (-  ^ % — —  g (p) - P g ' (p)
lo que aplicado a [171 nos permite concluir que
V - 4 (- 1 „2 f 4 A^(p) 4 A(p) B(p) ^
"  1 g2(p) I l g2(p) g^(p)
♦ 6 P g* <p) f D(p>  ^ 2 A^(p) I _ 2( E(p) + A(p) )
9<f»> I g(P> g^(p) ) '
A partir de [ 201 y dado que — — -^=— — —  =  r   ,
2 h (p) g (p)
puede comprobarse que se anu 1 a el t érmi no en n^ , obteni éndose
la linealidad de la uarianza. A continuaciôn, a partir de C161 y
[201 , y tras un gran numéro de câlculos tediosos se obtiene el
v'âlor indicado de la constante V , correspondiente a la familia
a .
Puede comprobar se que en el desarrollo anterior ni los
va lores de a(z> ni los de ^(z) influyen en la anulaciôn de
los termines de orden superior a n . La ûnica informée iôn acerca 
de ellos que ha s ido utilizada en el proceso anterior , es su 
ana1i t ic idad en un entorno del origen de radio superior a p . 
Todo ello nos permite afirmar la siguiente :
Sea T un criterio de s imp 1ificaoiôn para los ârboles de 
Cl , y sea 9 la familia de ârboles de Cl que no pueden ser 
reducidos segûn f . Definimos para cada ârbol irreducible t € 9
S (z) = r z I  ; de modo que Q<z) = E S (z)
Tea t€9 *
t = f(T)
Teorema 7.4
Si S(z) = r |t| S (z) y T(z) = E |t| (|t| - l) S (z) 
t€9 t69 '
admiten desarro1los locales en z - p de los tipos [121 y C191
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respect ivaiiiente, con a(z) y /i<z) analitlcas en un entorno del
origen de radio superior a p ,entonces la media m^ y la
varianza de 1 tamano de los ârboles s imp 1ificados segûn f ,a
partir de ârboles de Q de tamano n , son 1ineales
asintôticamente, cuando n tiende a infinito, en e 1 tamano del
input, teniendo los equi"a lentes as intôt icos
% = I  ^ 1 " I
q2 I p-1
p-1
En concreto para garant i zar la ana 1 i t icidad de iz(z) y 
^(z ) en el dominio précisa, utilizaremos usuaImente la siguiente
PropoSIC/on J.4
Si a(z> y fiiz) son del tipo R(z) = E a(|t|> S^(z>
t€5
s iendo a ( 11|) un polinomio en |t( con coef ic ientes positives ; 
si ademâs existe f ) 0 , y existen c , y € IR* , con y®* < K 
para un cierto K € tal que v e*> 0
I{ t € 9 / ItI = i } I ( K ^ ( l +  f')  ^ para casi todo i ,
de manera que
▼ t € 9 T z |z| i p * 6   q |S^  ( z ) I < c yl*l
entonces a(z) y /9(z) son analitlcas en la bo la
f z / | z | < p * e > .
Demostracion
Bas ta comprobar que estamos en condiciones de aplicar la
propos ic iôn 1.2 .
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1.2 Arboles genera les con q étiquetas para las hojas
Consideraremos en este apartado la familia QA de los 
ârboles genera les con q posibles étiquetas para sus hojas
( q > 2 ) , sobre la que vamos a estudiar un algoritmo de
simplif icaciôn anâlogo al del apar tado 1.1 . En la figura 3 se 
concreta la vers iôn para ÇA de dicho algoritmo, ut i1i zando 
pseudo-PASCAL .
FUNCTION SIMP < T ; ÇA ) ; ÇA ;
IF T.ar = 0 THEN SIMP := T
ELSE FOR 1 ;= 1 TO T.ar DO t(i) := SIMP( T.h(i) ) OD;
i ;= 1 ; con := true ;
WHILE ( 1 ( T.ar ) AND con DO
IF EQUAL( t(i) , t(i^l) )
THEN i := i f 1 
ELSE con i- false OD
IF con THEN SIMP := t(l)
ELSE SIMP := o(t(1),...,t<T.ar))
END SIMP .
Figura 3
Nues tro objet ivo es, de nuevo, el estudio de la media y 
uarianza del tamano de los ârboles simplificados, con respecto a 
su tas» Ko inicial ; entend iendo ahora como tamarlo de un ârbol el 
numéro total de sus nodos.
El desarrollo a seguir es absolutamente anâlogo al de 1 
apar tado anterior, por lo que aqui nos limitaremos a esbozarlo, 
enunciando ademâs los resultados obtenidos.
La familia ÇA viene def inida por la serie formai de 
ârboles
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ÇU = £ ^  + £ o( CQ ,.... sa. >
1=1 p=i
dande { e^, .. , >  es el conjunto de postbles étiquetas para
las hojas de los ârboies de la Fami1i a . A partir de la misma
puede deduoirse que el radio de convergencia de su F une ion
generatr iz asociada, GQ(a) , es p = ----- ------ =■ , siendo esta
( 1 ♦ )
su ùnica singular idad dominante. Por otra parte
GQ(2 ) = ( 1 - > g(z) + h(z) [211
siendo h(z) entera, y g(z) ana11t ica en un entorno de 1 origen
1de radio ------------=• , con g<p) =
h( p> =
l * y q
Entonces par el teorema de Darboux - Polya obtenemos 
g = — 2.1^ 2  p ** n ( 1 + 0(^/ ) ) n--- 1 <» C22J
q, n -2 y  a
La Fune ion generatriz asociada a la F ami lia Ç de los
ârboies generates es G(z) = — ----- —^ -— -— —  cuyo radio de
convergencia es .
Sea S entonces la clase de todos los ârboies irreducibles 
de GQ , este es que no pueden s imp 1iFicarse segûn el algoritmo 
anterior.
S - £ 0. ♦ £ [ « • ( t j , . . . , t > / t j ,  .. . t  € 5  ,
i»i p = 2 **
3 i,j € { 1, .. ,p } , t ^ f t j )  [23]
Consideramos la Fune ion generatr iz
X(y. ,|T|
T€5»
y sea S<z) = L |SIMP(T)| la Cunciôn generatriz del
T€Ça
tamano de los ârboies irreduc ibles cbtenidos segûn el algoritmo 
anter i or .
Para cada t € 3 , definimos
Çtt = C T € ça / SIWP(T) = t > , de modo que ÇO = U ÇR ,
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siendo dicha union dis junta.
IT IPor 1o que tomando GQ ( z ) = L z ' ' , se tiene
T€Ça
SlMP(T)=t
GQ(z) = £ GQ (z)
t€5
Para todo t € 3 , GQ^(z) queda definida por el sistema de 
ecuaclones
GQ^(z) * G(z) V e 6 C e^, .. ,e^ > 1241
, ' . . - ' L  ' j, ....>p>
V P > 2 vtj, .. , t p € 3  3 i , j € t l ,  .. ,p> ^  ^ ^ j
Obséruese que los ârboies s imp 1iFicados no incluyen nodos 
con un ûnico hijo, razôn por la cual el caso p = 1 esté 
excluîdo.
Por otra parte
GQ'(z) = ---------- GQ<z2----    1231
z ( 1 - z £ p GQ*^ " (z) )
Pi 1
lo que unido a 1241 , y dado que S(z) = X^(l,z) y 
GQ<z) = X(l,z) nos permite concluir la
Propos icitin I,S
La Fune ion generatriz S (z) de 1 tamano de los ârboies 
s impiiFicados viene dada por
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S(2) = I ~ ■ ■ ( ( 1 - 2 )  GQ(2) - a(2> ) [26]
con a(z> = z C L ( (p - 1)|t| ♦ 1 ) GQ^(z )
Pi2 tea
Como ueremos a continuacion, a(z) es ana litica en un 
entorno del origen de radio superior a p , con lo que S(z>
"2tiene radio de conuergenc i a p = ------  — ----=—  , que es ademâs( 1 ♦ y q >
su ùnica singularidad dominante.
Proposicion 7,6
Existe e > 0  talque t £ ( (p - l)|t| * 1 ) GQ^(z)
Pi2 tfcî
es anal it ica en la bola £ z / |z| < p * e y .
Demastracion
Para demostrar esta ultima propos ic iôn, basta ver una vez 
mâs, que se cumplen las hipôtes i s de la propos ic iôn 1.2 .
La comprohac iôn de la h i pûtesis iii) se apoya en el 
siguiente
Lema 7.3
( 1 + y~2 )Siendo z„ =  =—  , existe Y <
ta 1 que para todo t 6 9 se uerifica GQ^(z^
Demast racion
El lema se cumple para cualquier Y =
(2 ) < Y 1*1
1 + y~q
1 ♦ y~q - \J i i * y~q 1 + y~2 | < * < i .
La demostracion es anâloga a la de 1 lema 1.1 , s in mâs que 
observar :
c L a  fur.ciÔA >ix) = x - z^ j " , def inida sobre
[0,1> , es creciente en [0,1 - J z^ 1 , con
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y< 1 - ) = ( 1 - y ~ ^  .
b) GQ^(Z^) < 1 - y ^  .
c) y I* I - z^ — —  p p p  > z ^ y l * l *  V t € a l t ) > 2 .
La comprobacion de tas restantes hipâtesis de la 
propos ic iôn 1.2 es anâloga a la realizada en el apartado 
anter ior.
Taiabién puede demostrar se, ut i 1 izando la misma técnica que la 
empleada en el lema 1.3 , que para cada t 6 9 , GQ^(z) tiene
radio de convergencia igual a * ,  a partir de 1 becho de
1 1 1 1*1 que V z € I R  p < z < i GQ^(z) <
Finalmente estâmes en condiciones de probar los s igulentes 
teoremas :
Teorema I.S
Los coeficientes de Taylor de S (z ) pueden aproximarse 
asintôticamente, cuando n tiende a infinito, mediante
s = 6  ( 1 + 0(*/ ) )
donde p =
( 1 ♦ y~q
5 = -------  3--1------  ( 1 - p - —L-Î-jO- aip) >
2 yiT 1 + y-^ q
aip) - p E E i (p-l)|t| ♦ 1 > GQ^ip) .
P>2 t€9
Demos trac ion
A partir de las proposiciones 1.5 y 1.6 , que nos parmi ten 
obtener un désarroilo local de S<z> en un entorno de z s p de 
la forma
bO
zS(z) = A(z) < 1 - / ) ♦ B(z) ( 1 - / ) + C(z) [27]
P P
donde A<z> , B<z> y C<z> son analiticas en un entorno de
z = p , siendo
»<'•* = - 4 ^  ' ' - '  - -% T  '
B<p) = “4” ! ( 3 P g ’<p> ♦ g(p) ) ( 1 - p - ^
- '  ’ <'■> < ‘ ' ^  I 3 t: I j
c ( p , . p hMp> < 1 - p - , - p i p > y ‘p> .
"'f' 2 h''(p)
Luego estamos en condiciones de api icar el teorema de 
Darboux .
reorena I.6
El tamano medio de los ârboies simp1ificados obten idos a
partir de ârboies de ÇQ de tamano n , sa t i sf ace
—  * "  1= X n ( l + 0( / ) )
®q,n
con X = 1 - p - — —  3 ■ a<p) siendo p = ^
y/~q ( 1 + y~q ) ^
Demos traciôn
Inxiediata a partir del teorema 1.5 y de [223
La ear ianza del tax»no de los ârboies s imp 1ificados 
obtenidos a partir de ârboies de ÇA de tamano n , también se 
obtiene siguiendo el mismo procedimiento que en el apartado 1.1 
De nuevo nos limitaremos a enunciar los resultados 
correspondtentes.
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Propos icidn I.7
1 : ' " - %  s... .
 ^ 2 GQ"(z) GQ(z) - 2 GQ'(2 ) ( z GQ»(z) - GQ(z) )
3 GQ' '*(3) [281
P,siendo ^(z) = z L <p>l) L |t|( (p-l)|t| + i ) GQ^<z )
p>2 t€J
Teorema I.7
La uarianza de 1 tamano de los ârboies simpi if icados 
obten idos a partir de ârboies de ÇQ de tamano n , tiene el 
siguiente équivalente as intôt ico, cuando n tiende a infinite :
9 y q ' 1 + J~q ( 1 + y q ) y q
- ^  ■' p: - -i. '--n.. fl(p.
 ^ -ru
siendo X = 1 - p - — -— -— ^ 3._ a(p) y p - ------ -
y~q < i ♦ y q ) ^
Deaostracidn
A partir de [281 , sustituyendo GQ<z) , GQ'(z> , G Q "(z ) 
y S(z) por sus respectives désarroilos locales en termines de
( 1 - ) * , en z ■ p , asi cono los désarroiios de Tayior
de z y fiizi en z = p , se obtiene para (i,z > un 
désarroiio iocai dei tipo
X“(l,z) = D(z) ( i - */ )~*^* * E(z) ( i - */ )■*''» ♦
y P P
♦ F(z> ( 1 - */^ )*''* + H(z) [291
que satisface las hipâtesis dei teorema de Darboux , y siendo
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E(p) = -2 I g(p) -  3-p- q.;^;. +
g (p) I 2 h'^ (p) P
+ -g-g-iipi ] - A(p) [ (i-p)[ 1 -  ^ - ?.. r.^\yp>-2---- 1 H.p, ,2^^ -  — TTTTT
 ^ I  ^  ^ '
Finalmente aplicando el teorema de Darboux a C211 , C271
y C 291 , y a partir de la ecuac ion C171 , 1legamos a 1 resultado
enunciado, siguiend.^ a 1 misnio proceso que el utilizado en la 
demostracion del teorema 1.3 .
1.3 Familias simples
Finalizamos esta secciôn demos t rando que los result ados 
sobre la media y la varianza del tamano de los ârboies 
simplificados, probados en las dos anterlores, pueden extenderse 
a cualquier F ami 1 i a s i mn ! «? .
Sea, pues, f = M(E,u> una Familia simple de ârboies, cuya
serie generatriz, F(z> , verifica la ecuac ion Funcional
F ( z ) = z F ( z ) ) con u) = £ c u” , c^ > 1  y con <\>
n>0
satisfaciendo la cond ic ion de m.c.d. .
Ba jo el mismo cr i ter io de simp 1ificacion estudiado en el 
apartado anterior, llamaremos ahora 9 a la familia de ârboies 
de T que no pueden ser reduoIdos segûn el mismo ; y 
consideraremos la part iciôn { ^t€9  ^def inida
anâlogamente a sus homàlogas en los apartados anter iores, es 
decir
Sea ( F ^ (z) e 1 conjunto de Funciones generatrices
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asoci..das a los elementos de tal par tic iôn. A partir del cr i ter io 
de s1mp1ificac1on SIMP , tenemos que dichas funciones quedan 
definidas recurs ivamente por el sistema de ecuaciones
f ^ ( z ) = c ( l + ' | > ( f ^ ( z ) )  v s f c E  u ( s ) = 0  
u ( s )
f ( z ) » z  n f (z) » z.{.*’(f (z)> v s € E  v ( s > > 2
i = l i
V t =  /^) (t^,...,t^^^^) 6 3 [30]
donde <f>*<u) = £ c u*' 
n> 1
t t a t a  : Supondremos siempre ijiie existe n > 2 con c^ no nulo.
El caso en el que ûnicamente c^ y c ^ son no nulos carece de 
interés, y por otra parte su est ud io séria absolutamente trivial, 
ya que en este caso los ârboies, por su senc il lez, se reducir ian 
a palabras .
Ahora, con vistas al estudio del comportamiento asintôtico de 
la media y la uarianza de 1 tamano de los ârboies simplificados 
obtenidos aplicando el criter io anterior, a ârboies de F de un 
determinado tamano, procedemos, como en los casos par t iculares 
precedentes, al estudio de las series generatrices :
S(z) = £ |SIMP(T)I = £ |t| f (z)
T€F t€3 *
T(z) = £ |SIMP(T) I ( |SIMP(T) 1 - 1)
T€F
£ |t| <|t| - 1) f (z) 
t€9
Por medio de razonamientos combinatorios estândar, se llega a que 
taies series poseen el mismo radio de convergencia, p , que la 
serie generatri z f(z) asociada a la familia simple F de 
ârboies a s imp 1i f icar.
De nuevo introducimos la funciôn generatriz de dos 
variables
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H,y.z, . r JT| . ; y|(| f
Ttr tÉ,
de manera que f(z) = X(i,z> ; S(z) = X M 1,z > y
T(z) = X“(1,z) .
Entonces, a partir de C30J , y teniendo en cuenta que la 
cI a s o 3 puede caracterizarse recursluamente mediante
’ ■ ,6E ®  ' ,Ïe ‘ ® ” ‘.......L(s,' ' *1' •• ■'.( = )  ^ '
U(S)=0 u(s)> 2
3 i , j 6 ( l ,  .. ,w(s)> t^  X tj } C313
obtenemos
X(y,z)  ^ y z ♦ c ^ z X(y,z) + y z £ c^ (y,z > -
- z  £ c £ ( yPl*l * * - y l * l ) f ? ( z )
Pi2  ^ tt3
Y deriuando
< 1 - c z ) f(z) -a(z)
5(z) = -------    [323
1 - z <!»' (f (z) )
2 2 S(z) ( <>Mf(z)) - c ) + z S^(z) 4>'(f(z)) - fi(z)
T(z) = -------------------------- ---------------------------------
1 - z «I»' (f (z) )
con a(z) = z £ £ c < (p-l)|t| ♦ 1 ) f^<z)
p>2 t«ES P
y fiiz> = z £ £ c (p+l)|t| ( (p-1)|tI ♦ 1 ) fP(z>
p>2 t€3 P
Ademâs, coma <|> uerifica la condiciôn de m.c.d. , sabemos que 
P es la ùnica raiz de menor modulo de la ecuaciôn 
1 - z <|>'(f(z)) = 0 ; por lo tanto, si demostramos que a(z) y
P(z) tienen radios de convergencia mayores que p , habremu#
probado que tanto 5<z) como T(z) tienen una ùnica
singularidad dominante, en z = p .
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Proposicidn 1.3
Existe f > 0 tal que
a(z> = z £ £ c ( (p-l)|t| ♦ 1 ) fP(z)
p>2 tes P
y P(z) = z £ £ c (p+1)|tI ( (p-l)|tI + 1 ) fP(z)
p >2 tes P
son analiticas en la bola £ z / |z| < p ♦ c >
Demostrac idn
Veremos, a traués de una suces i ôn de lemas, que se
verifican las hipôtes i s de la propos ic iôn 1.2 .
Lema 1.4
Para cada t € S , f^(z) tiene radio de conuerqencia 
p^ > p , con p^ »  J—^-----  siendo la raiz de menor
môdulo de la ecuaciôn 1 * (u ) - u <{>*<u> = 0 .
Demostracidn
Par induceiôn sobre el tamano de t :
El caso bàsico corresponde a |t| = 1 , ya que recordemos que
ahora entendemos por tamano de un ârbol su numéro total de nodos.
Aplicando [30] tenemos que
f ^ ( z ) =z ( l^ < |> * (f ^ (z ) >>  ,
es decir, se trata de una familia simple cuyo descriptor difiere 
del de la familia F ûnicamente en el coeficlente c^ , que pasa 
a ser 1 (una ùnica clase de hojas). Por tanto f^(z ) uerifica 
también la condiciôn de m.c.d. , y como uimos en el capitule 1 
secciôn 6 , f^(z) tiene una ùnica singularidad dominante p^ , 
real positiva, ver if icando el sistema
6 6
^ —  []]]
"k <’•0 » •♦>
Ahora bien t <b' ( T ) = 1 ♦ <&*(%_) < — .. » 1 = £ (n-1) c t ”
0 0 ' 0 n 0
Por otra parte, a partir de C ! 91 y [20] en el capitulo 1 ,
tenemos
c = £ (n-1 ) c t"' ; p =--- -----
n> 2 " 4>’ ( T )
siendo t la raiz de menor môdulo de la ecuaciôn
u <{)’ (u) - «(>< u ) = 0 . Por la tanto, coiiKi > 1  y V n € IM
c^ > 0 , tenemos que < t , de modo que (j»' ( ) < <j>’(T) ,
lo que equiuale a decir p ( p^ Ademâs f ^ < 1 ,
y ^ 0  < 1 • Caso < 1 :
Sea ahora t € S |t | > 2 , y supongamos que V t** € 3
11"* I < 11 I ■ > f  ^ ( z ) tiene radio de convergencia , y
% a < ^ 0  ^ ' * •
Por [30]
u (t .info ) ^
f <z) « z J7 f (z) + z 4* ( f, ( z ) )
* i = 1 *i *
Evidentemente, par la hipôtes i s de inducciôn, el radio de
convergencia de f^(z) ha de ser menor o igual que p^ . Para
ver que es igual, consideraremos la ecuaciôn
^ w(t.info)
X - p^ ( X ) * P0  ^ f ^ (p^) para x € [0,1) [34]
w (t .Info)
Por hipâtesis de inducciôn sabemos que B t. (p»> = c ( 1
i - 1 *i ®
Ahora bien, y<xl » x - p^<^^ ( x ) es continua y creciente en [0,t^>, 
y(0 ) s 0  , y X s es la menor raiz real positiva de la ecuaciôn 
X - p^ <j>*(x) = p^ , con lo que por cont inuidad, la menor raiz
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real positiva, r , de la ecuaciôn (341 es estrictamente 
inferior a , por lo que f ^ (Pg) = r < , de modo que el
radio de convergencia de f^(z ) es mayor o igual que p^ , 
concluyéndose la igualdad. fldemàs f ^ (p^) ( i , ya que ( 1 .
Caso a 1 , trivial (f^(p^> = 1 V t s J ) .
Antes de pasar a la comprobaciôn de la hipôtesis iii) de 
la propos ic iôn 1.2 , demostraremos un resultado previo, para el 
que no necesitamos que 4‘(ti) cumpla la condiciôn de m.c.d. .
As 1 podremos genera 1i zar s i n ningûn tipo de problemas, los
resultados de esta secciôn a cualquier tipo de familia simple, ya
que la condiciôn de m.c.d. sôlo es necesaria para garant izar la 
unie idad de la singular idad dominante, pero no influye en 
absoluto a la hora de estimar f^(p) , ni f(p) .
Lema 1■S
V t e 3 |t I . 1  --■) f^(p) < \l~
Deaostraciôn
Siendo t € 3 |t| = 1 notaremos x = f^(p) para
abreviar ; y dist inguiremos dos casos, segûn que el numéro de 
operaciones de ar idad uno , c ^ , sea o no cero.
Caso a) c^ s 0 . Demostraremos que en ta 1 caso x < J p 
En efecto, como f(z) s Z f (z) , tenemos que
tes
c^ X < T 3 f<p) , y por lo tanto para dexostrar el leme bastaria
comprobar que
T < c^ •/~p C353
Ahora bien, t  = p < c^ *|>*<t ) ) , con lo que
T < c^ y p t ■ Il ■! t » 4^ * ( ^  ) 3 ------   , que reoordando la
'Z P
exprès iôn (191 del capitulo 1 équivale a
£ c t” < (—  ----- 1) £ (n-1 > c t" [36]
r’ > 7 " y~7^ " s T ”
<=l p
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Esta ultima desiguaIdad es cierta siempre y cuando p < , lo
que es cierto para todas aquelias fami lias simples con al menos 
dos operadores binarios dist intos ( c ^ > 2 > . Esta afirmaciôn sa
basa en el siguiente hecho importante, que ut i1i zaremos 
asiduamente en lo suce s i uo :
"Dada una familia simple cuaIquiera F ^ , si anadimos nuevas
operaclones, obten i endo una nueva familia F ^ , su funciôn 
generatriz f ^ ( = ) tiene un radio de convergencia p^ 
es tr1c tamente inferior al radio p^ de f ^ ( = ) , asociada a F ^ .
Ademâs f ^ ) < f,(p^) , a menos que F^ se obtenga a partir
de F ^ anadiendo exclusivamente operaclones de ar idad uno, en
cuyo caso f ^ (p^) = f ^ < Pg ^ ”• C371
Ta 1 hecho se demuestra fâcilmente, a partir de C201 de 1 
capitula 1 .
Quedan pues por cons iderar los casos c^ = 0 y c^ = 1 .
En el primer caso, consideraremos n =» min { k / o^ i* 0 > . A
n-1
partir de C371 sabemos que p < "  j-y— pues el
I °0 ' n(c >
miembro derecho de tal desiguaIdad no es otra cosa que el radio 
de convergencia de la funciôn generatriz de la familia de ârboies 
n-arios con c^ > 2 tipos de hojas y c^ > 1 tipos de nodos
internes. De modo que (—  --  - 1) (n-1) i 1 con lo que se
y~p
concluye C361 .
Por ultimo estud iamos el caso c^ = 1 . Recordemos de nuevo que
f(z) £ f^(z> , y por lo tanto c^ x + p o^ (c^ - 1) x^ ( t .
Entonces x < ------------------------ , y para ver que x ( ✓ p
6 9
T - p (C^ - I)
basta comprobar que   < / p
Supongamos para elle que x > y~p , de lo que résulta
P  { c^  ♦ <t.^(T) > - p^ c^  (c^ - 1)
=  _
P < C^ * .}>^ (T) > - p^ C^ (Cg - 1)
Pero -------------------------------------- < y P ya que esta
^0
desiguaIdad se reescribe en la forma
* ♦ ( c _ - 1 ) P - i | t ^ +
* * (Cy_ - 1) P - 1 j £ (n-1) c t ‘
y~^ ® J n>3
lo que es cierto por ser c > 2  y p < ---   , radio de
2 y r
convergencia de los ârboies binarios con dos tipos de hojas y un 
ûnico tipo de nodo interno.
Caso b) c ^ X 0 . Tenemos entonces
f(2 > = z c_ ♦ 2 c , f(z) + 2 £ c f” (z) . Consideraremos
® * n>2 "
f^(z) = z c^ + z £ c^ f"(z) , es decir la funciôn generatriz 
n> 2
asociada a la familia simple obtenida a partir de la dada,
supr imiendo los operadores de ar idad uno. Llamaremos p^ a su 
radio de convergencia.
Observâmes que como el sistema 1201 del capitulo 1 ha de 
ver i f icarse tanto para f(z) como para f^(z) , se tiene
' -T,
[38]
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y como expusmios en [37] , se tiene f(p) = f ^ ( p ^ )
Def inimos ahora para cada t € 3 F ^ ^  = C T € F ^ /  SIHP<T> = t >
Na t ura 1 mente el conjunto ( f ^ ^ (z ) > de funciones generatrices
asociadas uerifica el siguiente sistema, homôlogo a C 301 ;
f, ( z ) = z ( 1 * £ c(f, (z))” V s € E \>(s)=0
l,s ^,2 "
w < 5 )
f ( z ) = z  n f ( z )  * z £ c f“ (z) l.t ‘.t.
V s <E E u(s) > 2  V t = r%, (t J , . . . , t^^^ J ) e 3 [ 39]
Obséruese que la clase de los ârboies i rreduc ibles es la misma
para ambas familias, F y F^ , ya que segûn nues tro criteria los
ârboies irreducibles no pueden contener operadores de ar idad uno. 
Ahora a partir de [30] , [38] y [39] , y razonando por inducciôn 
sobre el tamano de t € 3 , podemos afirmar que
V t € 3 f ^ |/p^ > = f ^ (p) [40]
En efecto :
Para t € 3 |t| = 1 tenemos el resultado por [37] . Ademâs
f^,t<P^) = Pi  ^ Pi
f^(p) = p + p c ^ f ^ (p ) + p £ c^ f"(p) [41]
n>2
De nndo que
p + p £ c^ f"(p)
f (p) = ------- -------------- = Pi + Pi ^ c_ f?<P> = f 1 t <Pi )
* 1 - P c^ * n>2 " * l.t 1
sln mâs que apiicar [38] y [41] .
Siendo ahora t € 3 11 | ) 1 supongamos que V t** € 3
11" I < 11 I = *  f  ^(p^ ) = f „<p) . A partir de [30] , tenemos
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u(t.inf )
p It f (p) * p £ c f "(p)
f,(p, =  ^ - l - 'j------------.............
1 - P
u(t.inf) 
f
1 *’'i ‘ * n>2
- P, n V  \  °n
donde hemos aplicado sucesivamente C38] , la hipôtesis de 
inducciôn, y [391 .
Ahora como F^ cae dentro de 1 caso a) , y aplicando de nuevo 
[381 ,concluimos
f,«P> = f, ,(P,) <1, t -^1 y 1 - Cj p
Data : En realidad para demostrar el présente lema, bastaba con 
probar [401 para t 6 3 con jt| = 1 , pero hemos aprovechado
para demostrarlo en general, ya que e 1lo nos sera util a la hora 
de demostrar el siguiente lema .
Lema 1.6
Existe f ) 0 tal que V t € 3  v z E E 
IzI < p * s — —  T> If ^ (z) I < siendo i
Demostracidn
1 - c^ P
Comenzaremos probando, por inducciôn sobre el tamano de 
t € 3 , que v t € 3 f ^ (p> < y ^  ^ , y mâs tarde veremos que
podemos efect ivamente razonar por cont inuidad, para obtener la 
misma acotaciôn para i^(p*e) para un e suficientemente 
pequeno e independtente de t .
Pues bien, el lema 1.5 nos proporc iona el resultado base 
de la inducciôn en cuestiôn.
Abordamos ahora primeramente el caso c^ = 0 . Sea t € 3 
|t j > 1 y supongamos que
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V t** 6 J I t" I ( I t I I f ^(p) ( /I* I
Par [30] y 1a hipôtesis de inducciôn
 ^ u(t.inf) ltl-1  ^* I* ^
f (p)-p<J><f ( p ) ) = p  n f (p) ( p y l  l = p  [42]
I = 1 1
Cons ideremos ahora la funciôn a va lores reales
y(x) = X - p 4* (x) [43]
def inida sobre [0,t > .
Esta funciôn es creciente, pues su derivada y ' ( x ) = 1 - p 4» ’(x) 
es monôtona decree ien te, y por tanto pos1 1 i"a, en [ 0 , t ) , ya que 
por (201 en el capitulo 1 s a beux] s que su cero de iiienor môdulo 
se encuentra en x = t .
Par otra parte f (p ) < t ya que t = £ f (p)
tes
Veremos ademâs que
y I * I - p  <|,* ( y I * I ) > p V I * I " ^ [ 44 ]
lo que unido a C421 , al carâcter creciente de y(x) , y al
hecho de que f ^ (p ) < t nos permite concluir el resultado
< yl*l .
Para probar (441 sust i tuimos y por su valor J p , obteniendo
buscado ; f ^ (p)
i i i  . 4 1  i i i
P P 4^ ( P ) - p J~~p > 0
Consideraremos una nueva funciôn a va lores reales
a(x) - H - p 4>*^ <k) - N y~p def inida sobre ( 0 , t 1 .
41
Evidentemente p ( t pues p ( 1 , p ( T y | t ( > 3
Por otra parte a'(x) » 1 - J p - p (x) es monôtona
decreeiente, y como a* (0) = 1 - J p > 0 , a ’(t ) = - J p < 0 , 
résulta que la funciôn a(x) tiene una grâf ica de uno de los dos
tipos mostrados en la figura 4 , segûn que 
a(T ) = ( c_ y p - T ) yp sea mayor o menor que cero.
Figura
i
Ahora bien, por la demostracion de 1 lema 1.5 sabemos que 135] 
es cierta, y por lo tanto a(x) > 0 para cualquier familia
simple con c ^  X 1 y = 0 . Y como p < t y a ’ ( )t ) es
ntonôtona decree iente, tenemos garant icado 1441 para dichas
4^f ami lias. Por otra parte, si c^ = 1 entonces r = K p para
un cierto K > > 4 y~2 , puesto que c > 2 y p S
i l l
Entonces p ( p ) <     p <j>* ’ < t ) =     , ya que
4 y~l 4 J~2
4> ’(x) es un polinomio o una serie con coeficientes positives
s i n término independiente, pues c ^ = 0 . Con lo que
4^a ' ( p > ) 0 , y de nuevo liaciendo uso de la monotonia de
a '(X) , volvemos a concluir [441 .
Por ùitiino, si c^ x 0 , y utilizando idénticas 
definiciones y notaciôn que en el lema anterior, tenemos que
V t € S f^<p) f ^ ^(p^) . Pero acabaroos de probar que
< c, ¥ 1 - c, p
¥
Finalmente, el lema 1.4 nos asegura la ana1ilic idad de
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f^(z) V t € î en un entorno del origen de radio > p , con
lo que por continuidad tenemos garant i zada la ex i s tencla de un
e ) 0 con f^(p + e ) < y  v t € 3  |t| = 1 .
Si ahora api icamos el mismo e squema de inducciôn que para
z = p , 1 legar lamos a una funciôn y^(x> = k - i p *■ s ) ( m >
anâloga a la y(x) def inida en [431 , pero cuyo mâximu , * ^ ,
es 1igeramente inferior a t . S i n embargo, como v t € 3
¥f^(p) < p , résulta que f ^ (p ) se aleja ràpidamente de su
cota superior t , al crecer |t| , lo que nos garant i za que
podenMDS escoger un e suf ic ientemente pequeno, de manera que 
siendo z  t  tengamos f^(p + f) < v t Ç 3 , con lo que
todo el desarro1lo anterior séria uâ1ido sustituyendo p por
P + f .
Y una vez que lo tenemos probado para z = p + e , por 
.. ^  c. ae Je series i-en coei 1C lentes positivas concluimos que
v z € ( C  I z I < p + F —  —> ■> |f^(z)| < Y ^ ^ ^
Quedamos asi en disposiciôn de terminar la demostracion de la 
propo sic iôn 1.8 . Siguiendo las obse;uaciones y notaciôn de la 
demostracion de 1 lema 1.5 , tenemos que V r > 0
l< t £ w  |.| = I )| <
i
( 1 + £ ) para casi
todo i € M , ya que 3 C , de modo que ^ n ' ^ l n  " Y n e W ,
donde i^ y f ^ ^ denotan respectivamente el numéro de ârboies
de tamano n de las fami lias 3 y . Ahora bien, es fâcil
ver que, por cont inuidad, podriamus repet i r la demostracion de 1 
lema 1.6 para Y^ = Y y~6 con 6 suficientemente prôximo a 
uno, en lugar de Y . Asegurar i amos asi la desiguaIdad estr icta
7 5
1 - c p V p > 2 , que nos permitiria t o ma r
tal que ( l ♦ « ’ > < —|  —  v p > 2 .
La comprobacion de las hipôtesis i) y ii) de la 
proposiciôn 1.2 no con1 leva especial dificultad ; recordar 
ûnicamente que ios c^'s es tan acotados por exigenc ia de la 
def inio iôn de las familias simples. Con lo que la propos ic iôn 1.8 
queda demostrada s i n ma s que apiicar la parte b> de las 
concluslones de la propos ic iôn 1.2 .
Retomando 1321 , y observando que para toda familia simple
con funciôn generatriz f(z) se cumple
l z f•(z>
1 - z 4»’ (f (z) ) f(z>
obtenemos
S(z) = "  * f (  1 - c^ z ) f(z) - a(z)
1 453
[461
T(z) = I 2 z S(z) ( ^'(f(z)) - c^ ) +
+ z S^(z) >{>"(f (z) > - ^(z) j 
que son analiticas v z € C |z| < p z X p
Teoreaa 1.8
La media m y la varianza v del tamano de los àrbolesn n
s lmp 1 ificados obtenidos a partir de àrboles de T de tamano n , 
verif ican
m ^ s K j ^ n  ; n cuando
aip)
1 ■  * “ 1 “donde K, ■ 1 - c, p
_ P 9'(p) _ 9^(P) 1k? + le p + 2 p a> (p) _
g(p> 2 1
( 1 - c, p )( 1 - ,] ( 1 - c^ p )2 - - ë ^
con a(z) = z  L € c ( (p-l>|t| ♦ 1 ) t^(z)
p>2 t€3 P
f(z) = z r C c (p»n |t I ( (p-l) 11 I ♦ 1 ) fP(z)
p>2 t€3 ^
p radio de convergencia de f(z) = z <f)(f(z>)
T raiz de menor môdulo de u •(>’ (u) - <(>(u> = 0 y
g (z ) la funciôn asociada a f(z) siguiendo C231 en el 
capitulo 1 .
Demas traci an
A partir de C233 de 1 capitulo 1 , ob tenemos el siguiente
désarroilo local de f' (z > en un entorno de z - p :
a<2 ) -f’(z) = - % . ( 1 - -it- ) r g' (z) ( 1 - ) *-2 p p  ^ p
♦ h'(z) C 471
que sustituido en C46) junto con el désarroilo local en z = p
de f(z ) en [231 de. capitale 1 , y los desarro1los de Taylor
en z « p de z y a(z> , nos permite obtener los siguientes 
désarroilos locales de S(z) y T(z) en un entorno de z = p
z z
S(z) = A(z> ( 1 - ) » 8 (2 ) ( 1 - ) ♦ C(z)
P P
z zT(z) . D(z) < 1 - -it- ) > E<z) ( 1 - -it- > *-
P P
+ F(z) ( 1 - > + G(z) [481
P
que ver i f loan las hipôtesis de 1 teorema de Darboux .
Ademâs A(p) = - - gf—  ( 1 - c^ p - ) , con lo que
[ z"l S(z) a - — ^ ^ ^  ^—  < 1 - c, p - <^^P^ ) p " n  ^' ( 1 ♦0(^/ )i
2 ^
sin mâs que api icar el susodicho teorema. Y utilizando 1241 de 1 
capitulo 1 , obtenemos el resultado anunciado para la media
ÎtÏ~ = ( 1 - c , p - ) n n  » M
En cuanto a , part imos como siempre de la igualdad
„ = ( T(z) + S(z) ) _ f [z"l 5(2)
” Cz"l f(z) * tz"j f(z) ^
y llegamos al resultado anunciado tras un gran numéro de câlculos 
tediosos, a partir de los siguientes équivalentes as intôt icos, 
cuando n tiende a infinite, proporcionados por la apiicaclôn 
del teorema de Darboux a cada uno de los correspondlentes 
désarroilos locales :
tz"]( T(z) ♦ S(z) ) = D(p) p"” (-1)" 1”^^ =
> ( E(p) *■ A(p) ) p~” (-1)” [~'n*j
[z"] S(z) = A(p) p“" (-1)" + B(p) p"" (-1)" I j
lz"] f(z) = g(p) p " ( -1 ) " I j - p g ' ( p ) p " (-1)' 
donde
D(p) » -  ^ ( 1 - c^ p - )
E(p) = - [ ( 1 - p ){ 3 f - 1 I
+ - 1  1( 1 - cj p - ) +
^g^(p) [ 3 p h» (p)  ^ 3 g(p) _ p g*(p> _ 1 j(i - c p - -5Ll£l)^
2 I g<P> T 2 T= 2 g2(p) 9(f)
♦ ^ (-Ç-" ( 1 - c p )^ ♦ fl<P>
4 T
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3(p) = —^ 1  ( 3 P q ’ip) * g(p) ) ( 1 - c^ p - ) )
- p g(p) ( 4. ° ' ± P l ) > 3 p__qip ) h »(p)  ^ q.^<p)| j
En e 1 apéndice 1 se da un desarro ilo suficientemente 
detallado de la obtenciôn de los referidos desarro1los locales, y 
las consecuentes constantes de los équivalantes asintôt icos de la 
media y varianza estudiadas.
Por ultimo senalar que, como puede observarse
detâlladamente en el apéndice 1 , ni los va lores de a(z) ni los
de /3(c) influyen en la anulaciôn de tér mi nos de orden superior 
a n ; la ùnica inf ormac iôn sobre elles que ha sido utili zada en 
el desarro1lo anterior, es su anal i t icidad en un entorno de 1 
origen de radio superior a p .Todo ello nos permite enunciar el 
siguiente re su t ado :
Sea T = una familia simple de ârboies cuya serie
generatriz f ( z ) verifica la ecuaciôn f(z) = z >(>( f ( z ) > con <|> 
satisfaciendo la condiciôn de m.c.d. , y tiene radio de 
convergencia p . Sea f un cr i ter io de simplificaciôn sobre 
y , y 1 lamemos 9 a la familia de ârboies de T que no pueden 
ser reduo idos segûn f . Consideremos la par tic iôn de T ,
{ y ^ donde y^ = € T € y / f(T) = t > para cada t 6 9 ;
y sus funciones generatrices asociadas ( f ^ (z )
Teorema 1 , 9
Si S(z) = E |t| f (z) y T<z) = T |t| ( |t|-l > f (z)
t€9 t€9
admiten désarroilos locales en z = p de los tipos indicados 
en [46] , con aiz) y ^(z) analiticas en un entorno del
origen de radio superior a p ,entonces la media, m , y la
7'j
uarianza, , del t a ma no de ios ài-boies s i mp 1 i f icados obtenidos
aplicando t sobre ârboies de 7 de tamano n uerificaa
ST^ = K j O  ; v ^ - s K ^ n  n ----- ► <»
■=. " - - 4 ^
'  I ' - 1 4  ‘ I c .f ' '  " -
- A  K - - S l i P l  ( , - n o )2 _ J i p )-( 1 - c, p )( 1 - ) K, — ( 1 - c, p )
con g (z ) funciôn asociada a f(z) segûn [23] de 1 capitulo 1 , 
y T raiz de menor môdulo de la ecuaciôn u <(>' (u) - <{><u) = 0
En concreto para garant i zar la anali t ic idad de a(z) y 
/3(z) util i zaremos usualmente la siguiente
Propos ic iôn 1.9
Si a<z) y fiiz) son del tipo
R(z) = z  Z c L a ( ItI) f^(z) , si endo a ( 11 |) un polinomio
p>2 P t€î ^
en ItI con coeficientes positives y polinomiales respecte a 
p ; si ademâs existe f > 0 y existe y € IR^  con y < 1 y
< K para un cierto K € [R* tal que v e ’> 0
|C t e 9 / 11 I = i > I < K * ( 1 •*• £ ' ) ^  para casi todo i *E PI ,
de manera que
v t € 9  v z € C  I z I < p ♦ £ = m .tict) I f ^ ( z ) I < y I ^ (
entonces a<z) y 0iz) son analiticas en la bola
{ z / | z | < p  + £ } .
Demomtraoton
Basta apiicar la propos iciôn 1.2 .
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Hâta 1 Obaérveae que la propos ic ion sique siendo cierta si lo 
que se loqra es descomponer taies series segûn una par t ic iôn de 
9 , de manera que para cada clase y serie asociada se verif iquen
las hipôtesis de la inisma.
Recordemos una uez ma s , que la condiciôn de m.c.d. uo es 
vital en abso luto, pues como ya dijinios en la secciôn 6 del 
capitula 1 , si dicha condiciôn no se cumple, basta apiicar el
mismo razonamiento a cada una de las s i ngui aridade s dominantes, y 
apiicar el teorema de Darboux sumando las contribueiones de 
cada una de e 11a s , ob tenléndo se resu 1t ado s de la mis ma na t uraleza 
que en el caso en que si se verifica.
El problema de simplif icaciôn estudiado en esta secciôn es 
una generalizaciôn de 1 tratado en [CS86] . En dicho trabajo se
estudiaba el tamano medio de los ârboies s imp 1ificados sobre la 
familia de ârboies binarius con un ûnico tipo de nodos internos y 
dos étiquetas distintas para las hojas. La técnica seguida aqui 
es la propuesta en dicho articulo en el sentido de traducir el 
e squema de def iniciôn recur s i vo a un sistema infinite de 
ecuac iones f une ionales, que definen recur sivamente la suce siôn de 
funciones generatrices asociadas a los elementos de una 
determinada par t ic iôn de la familia de ârboies input. Sin 
embargo, los sistemas de ecuac iones que aparecen en esta secciôn 
son bas tante mâs complejos ya que la mayor generalidad del 
esquema récurrente nos conduce a exprès iones que son polinomios 
de cualquier grado, o incluso series infinites de funciones, lo 
que hace que los estud ios de analiticidad requieran de nuevas 
técnicas f rente al caso binario, en el que las ecuac iones de 
^egundo grado que aparecen pueden ser resueltas explicitamente.
U 1
En [CS06] se aborda taatbién el estudio del tamano media 
de los ârboles s impiificados a partir de ârboles binarios con dos 
tipos de  étiquetas para las hojas, una de ei las distinguida coino 
"elemento neutro” , y un ùnico tipo de nodo interno que se 
interpréta como una operaciôn ni ipotente. Este tipo de reduce ion 
sera nues tro obje to de estudio en la secciôii 3 de este capltulo.
2. Ideiapotencia mâs coninutat iwidad
En esta secciàn tr a t areiiios con ârbo les binaries con dos 
posibles étiquetas , a y b , para sus hojas, y un ùnico tipo rie 
nodo interno que interprétamos como una operaciôn conmu t a t i va e 
idempotente. A esta f ami lia de ârbo les la denotaremos par 3) , y 
es tr ivialmente isomorfa a la familia 0, estudiada previa me nte, 
correspond i ente al caso p = q = 2 . Volveinos a cons iderar como
tamaiio de un ârbo 1 su numéro de nodos internos, cnn ' que la
funciôn genera tr i z asociada a 3) ver i f ica Cl] , que se
reescr ibe en la forma
D(z) = 2 + z D^<z) [49]
a partir de la cual obtenemos la expresiôn analit ica
D(z> =  ^ ~  ^  ^ -^- —  [50]
De modo que D(z) tiene radio de convergencia p = ^/g . Y 
aplicando el teorema de OarbouK obtenemos
Iz"] D(z) 5 d = —  -- a” ( 1 ♦ 0(^/ ) ) n --- » « 151]
La transforroaciôn de àrboles que consideramos en esta secciàn 
es una implementaoiôn de la régla de simplificaciôn 
( x A y ) A ( y A x )  = x A y , basada en la idempotencia y 
conmutat ividad de 1 operador A . En las figuras 5 y 6 describimos
82
tie forma précisa el proceso de s i mp 1 i f Icac ion en cuestiôn.
FUNCTION BICON ( T : » ) : 3 ;
IF T.ar = 0 THEN SICON := T
ELBE ti := BICON ( T.hi ) ;
td •= BICON ( T.hd ) ;
IF EQCON ( ti , td )
THEN SICON := ti
ELBE BICON := o(ti,td) FI FI
END BICON .
Figura S
FUNCTION EQCON ( u , v : S ) : boolean ;
IF u.inf / v.inf THEN EQCON := false ( Uno de los 
ârboles es una hoja, y el otro no }
ELBE IF u.ar = 0 THEN EQCON := true
ELBE IF EQCON ( u.hi , u.hi >
THEN EQCON := EQCON ( u.hd , v.hd )
ELBE IF EQCON < u.hi , v.hd )
THEN EQCON := false
ELBE EQCON := EQCON ( u.hd , v.hi)
FI FI FI FI
END EQCON .
Figura 6
Obsérvese que como deseamos tener en cuenta la 
conmutatividad, para concluir que u no es igual saivo 
conmutatividad que v , no bas ta con comprobar que u.hi y u.hi
no son équivalentes. Hemos de ver también, que u.hi y v.hd no
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io son ; y caso de que lo fueran, tenemos que u y u serin
iguales salvo conmutatividad si y solo si u.hd y v.hi lo son.
Consideraremos entonces la clase 9 de ârbolesc
irreduc ibles de S ; es decir, a que 1 los ârbo les de 3) que nu
pueden ser simplificados mediante apiicac iôn de la idempotencia y
conmutatividad de1 operador asociada a sus nodos internos. O 
equivalentemente 9 = { t € 3> / SICON ( t ) = t ) 9 puede
caracterizarse recurs ivamente mediante
- EQCON itj.t^) > [521
Consideraremos también la relac iôn de equivalencia ~coN 
definida sobre 9^ mediante u v <■ ;— -> EQCON (u,v) , y
denotaremos mediante CON(t) la clase de equivalencia
correspond i oTi + o a r a d a  t  f  4 oh r or-.. 3 -.iq 5  que CON ( t  > a d i n i t e
c
la siguiente caracterizaciôn recur s iva :
CON ( ®  ) = f 0  > ; CON ( (® ) = C 0  3 ;
CON (t> - ( =(t^,tg) , o(t^,t^) / t^ € CON (t.hi) ,
t^ € CON (t.hd)l v t € 9 ^  |tI ) 0 [531
Entonces (521 puede reescribirse en la forma
9 = 0  ♦ ®  ♦ 0(9 ,9 ) - { o(t,t ) / t,t € 9c ^ c c c c o
t € CON (t) > 1541
Notese que el algoritmo de reduce iôn no proporciona como
salida un représentante canonico de cada clase de equivalencia. 
Por ejemplo tanto ^ c o m o  ^ o ^  estân en 9^ .
0 f§) ® @
Y a partir de 1541 , I (z) = T i z , funciôn
n>0
8<1
generatrix asuciada a 9^ , puede expresar se entonces pur
morfismu estandar iited iante
I^<z) = 2 + 7. I^( = ) - 3 1^(2 3^) [55]
pues to que v t G 9 ^  | t | = n  . > |C CON <t) >| = 2^ lo
que puede demostrarse por inducciôn sobre el tamano de t , a 
par t i r de [531 .
En orden a eualuar el tamano medio de los ârboles 
s imp 11 ficados obtenidos a partir de SICON , con respecto a su 
tamatio inicial, he mas de estudiar la ser i e
s(z) = r s z" = r I SICON (t > | z
" TfcB
Una vez mâs esta ser i e no puede def ini r se direc t amente de una
forma mâs explicita, par lo que procederemos a partic ionar 3 en
c 1 a se s de ârboles con idéntico s imp 1i f icado via SICON .
Definimos en concreto = ( T fc *D / SICON (T) = t > para
cada t fc 9 . Evidentemente S = U 3)^  , siendo la union
t€9^
d i s junta.
Tenemos también una caracterizaciôn recursiva de las clases 
3)^  n*ed i an t e el siguiente s i s t e ma de series forma les de ârbo les :
3). = 0  + 0(3)^,3)^) v i € { a , b >
3) = o<3) , 3) > + { 0(31 ,1). ) / t' € CON (t) >
1 2
V t = o(t ^ ,tg) e 9^ [56]
Introducimos ahora las funoiones generatrices asociadas,
ziTl .
t
A partir de [56] , y via el morfismo estândar tenemos la
siguiente caracterizaciôn recursiva de las f une iones ( ^t€9
def in Idas para cada t € 9 mediante D.(z) = £
^ T€31
Ü‘j
D^(z) = 1 + z D^(z) = B(z) V i € ( a , b } ( Recordeinos que
B(z> es la funciôn generatr iz de la familia de àrboles 
binarios con un ùnico tipo de nodos internos y hojas)
D (z) = z D (z) D (z) + z D (z) E D (z)
1 2  t'€COM(t)
V t = o(t ^ ,t^) 6 1571
Ahora bien, los D^,(z) estân relacionados con 0^(z) 
gracias al siguiente
berna 2.1
^  ^ * "c o n = D^.(z)
Demos trac iân
Para cada t = olt^.t^) € 9^ podemos descomponer B,. en
la siguiente forma :
•n^ = < 0(3^  ^, »^,> / t’€ CON (t) > V i > 0 [ 58]
con lo que B * U 3) . , siendo la union d i s junta.
t i t. ^
Demostramos entonces el lema por inducciôn estructural 
sobre t :
Si t « (%) con i € { a , b } , el resultado es trivial, pues
t' = t .Sea ahora t € 9_ |t| > 0 , y supongamos que
'COM ' — * = D^.(Z) .
Consideraremos las descomposiciones respeotivas de y ,
dadas por (SB] , de modo que por hipôtesis de inducciôn podemos 
conoluir que z) = z) . Y a continuaciôn, razonando
por induooion sobre i , probaremos que también
^(z) = ^(z) V i > 0 . Lo supondremos para j < i ,
ac
y tenemos que
i + 1 2 D (z) r D (z)
’ ’ t'€CON(t)
= z D
ya que, evidentemente, COM (t) = COM (t*)
Aplicando este lema en 1571 , y recordando que v t € 9^
jt COU (t) >I = 2^*^ , obtenemos finaimente
D, (z) = B(z) = —  j  ^ —  ▼ i € C a , b > C391
D^(z) = z <z) (z) ♦ 2 ^ ^ ^ z (z) v t =  ^ ^c
En orden a obtener una exprès iôn conveniente para S (z ) ,
consideramos como en los casos anteriores, la ser ie en dos 
var iables
X ( y , z ) = E y   ^  ^  ^ D ( z )
C % aramente S (z) = X M 1,z ) y D(z) = X(l,z) . Ademas las 
ecuaciones en [59] se reescr i ben fàcilmente teniendo en cuenta 
la variable y ; y sumando a cont i nuac iôn las ecuaciones 
obtenidas, llegamos a que
X(y ,z) = 2 ♦ y 2 X^(y,z> - z £ ( y^I * I  ^ - y I^I > 2 ^ ^ ^ D^(z>
con lo que
S< = > = ^/-'Tz Ù(l)' ' D(z)^ -S ■ ‘  ^ ^
siendo a(x> = z £ (|t| + l> 2^^^ D^(z> C 60]
t€9
X“(l,z> - ^D?zl^' < 4 z D(z) S(z) + 2 z S^(z) - fitt) )
siendo p(z) = 3 z £ |t| (|t| + i) 2'*^ ' of(z) C6U
t€J
A partir de cons iderac iones directes de tipo nonib i na tor io, 
anàlogas a las empleadas en apartados anteriores, se demuestra 
que tanto S(z) como X"<l,z> tienen radio de convergencia 
p = ^/g . Otros resultados auxiliares que necesitaremos mâs
adelante, se prueban a cont inuaciôn.
berna 2.2
hi
Demos trac idti
A partir de CS91 , razonando por inducciôn sobre el tamaiio 
de t € 9^ .
Lema 2.3
I^(z) t iene radin de convergencia, , es tr ic tamente
superior a p .
Demos tracton
Como 9 C B , e incluso v n ) 1 i ( d , tenemosc c , n n
que el radio de convergencia, p , de I (z) es mayor o igual
c °
que el de D(z) , p = ^/g , as i como que ^/g) < D(^/g) = 4 .
Ahora uti1izaremos el teorema de la funciôn imp 1ic i ta para 
demostrar que p^ es estrictamente mayor que ^/g .
Partimos de 155] , y oonsideramos
F(*,I (*)) » I (z) - 2 - z I^(z> + z I ( 2 )c e  c c
que es tr ivialmente anali t ica como funciôn de I^(z) ; mientras 
que como funciôn de z lo es ai menos exs la bola cerrada 
{ z / IzI < ^/_ } , ya que en dicho rec into se t iene
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12 I < IzI . Por otra parte, deriuando F(z,I^(z)) respecto a
I <z) , obtenemos ^ ^ (z ,I <z)) = I - 2 z I (z) que eso d c c
deoreciente sobre el intervalo real 10,Pj 1 par ser I^(z) una 
ser ie de potenc i a s con coef ic ientes positivos. Ademâs
. 1 i 44_ r i / 3 . I ^ l ‘/g>) > a ya que
O c
< 4 ; con lo que se t iene que la derivada en eues t iôn
es positiva en el intervalo real 10,^/gl Y teniendo en cuenta 
de nuevo que I^<z) es una serle cun coef ic ientes positives,
conc lui inos que v z g ( z / |z| <  ^ Ç— ( z, I (z)) / 0
de manera que queda probado que p > ^/ .
8 I d I
Proposic tan 2.1
Las series E (|t|+l) 2 ^ ^ ^ D^(z) y 
tf 3^
£ ItI (ItI+1) 2^*^ D^(z) son anallticas en la bo1a
A . { z / |z| ( ‘/jg > .
Demastraciân
A partir de 1 lema 2.2 sabemos que cada uno de los 
termines de ambas series es analitico en A , as i como que
I E (|t| + i) 2 !^  I dJ(z) I < r ( |t 1 + 1) .
t€9 t€J ifa I J
16 81 c 81 c 81
1 , 1 ,  1 * 1  ' l * l * ‘ > 2 ' ' '  I <  - | f - [  v < 4 i - >  •  - l i -  1
y como sabemos por el lema 2.3 que p^ > , tenemos que
ambas series convergea absoluta y uniformemente sobre A , y por 
lo tanto aplicando el teorema de Weierstrass podemos concluir que 
son anallticas en dicho rec into.
Por otra parte 1601 y 1611 son exprès iones de los tipos 
112] y 119] respectivamente, con lo que los dos teoremas 
siguientes resultan como meros corolarios del teorema 1.4
Teorema 2.1
El tamano medio, , de los àrboles s imp 1ificados segûn
SICON , obtenidos a partir de àrboles de B de tamano n , 
sat i sface
m = X n ( 1 + 0(^/ ) ) n  » co
siendo X = 1 - —^  a(^/g)
con Vg) = E (jt[ + l) 2 I* I Vg)
Teorema 2,2
La varianza, v^ , de 1 tamano de los àrboles simp1ificados 
segûn SICON , obtenidos a partir de àrboles de B de tamano n 
t iene el siguiente équivalente asintôt ico
- J - ( 2  - u ( ^ / g ) ) 2  + ( _ | _ a M ‘ / g )  ♦ 4 _ )  (2 - o (  V g ) )  -
- 4 -  - 2
siendo f ( Vg) = E jtj ( |t | + 1 ) 2 I* I D^( Vg)
t€9
y a(z) * X £ (jt|+l) 2^*1 of(z>
t€9 ^
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3. Nilpotencia
La transforméeiôn de àrboles que estudiaremos en esta 
secoiôn es una idealizaciôn de la reqla de simp1ificaciôn 
alyebra ica x - k = 0 . En el apartado 3.1 désarroiIaremos el
estudio cuando este cr i ter io de reduce iôn opera sobre ârboles 
binarios con dos tipos de étiquetas para las hojas. Como se verà, 
a pesar de encontrarnos en un caso sencillo, en cuanto a que es 
muy particular, el estudio requiere la incorporaoiôn de nuevas 
técnicas trente a las utilizadas en las secciones anteriores, 
dada la mayor comp le j idad de la descr i pc iôn recursiva de la 
funciôn generatr i z de los àrboles que se reducen al àrbol que se 
interpréta como el cero del operador asociado a los nodos 
internos. A continuac iôn, en el apartado 3.2 , y como paso previo
al estudio de esta régla de reduce iôn a familias simples 
arbitrarias, genera 1izamos el estudio a las f ami lias de àrboles 
m-arios , m > 2 , con un numéro arbitrario de étiquetas, tanto 
para sus hojas, como para sus nodos internes. Ello de nuevo 
merementa no tablemente la dificultad de 1 problema, de manera que 
es précise incorporar nuevas técnicas, combinando resultados de 
tipo combina torio con otros de anàlisis complejo.
3.1 Arboles binarios con dos étiquetas para las hojas
La familia de àrboles B** con la que trabajaremos an este 
apartado es la const itulda por los àrboles binarios con un ùnico 
tipo da nodos intarnos, y dos posibles atiquatas a y a para sus 
hojas. Considaramos qua los nodos internes raprasentan una 
operaciôn ni ipotente, y el simbolo e puada versa como el 
alemanto caro da dicha operaciôn, mientras que a représenta una 
constante o variable arbitraria.
9 I
Evidentemente la familia B es isomorfa a la familia B
previamente estudiada, si bien el pape 1 desempeîiado aqui por la
étiqueta e , es bien distinta de1 que ténia el simbolo b al 
que reemplaza. Por lo tanto la funciôn genera tr i z asociada a B
coincide con la de S , que quedô definida en la secciàn 2
A fin de tener una def iniciôn précisa del nuevo concepto de 
reduceiôn, y consecuentemente de arbol s impi if icado, damos en la 
figura 7 una vers iôn en pseudo-PASCAL de 1 algoritmo de reduce iôn.
FUNCTION RED ( T : B** > : b “ ;
IF T.ar = 0 THEN RED := T
ELSE ti ;= RED ( t.hi )
td := RED ( t.hd )
IF EQUAL (ti,td)
THEN RED : = (g
ELSE RED :=o(ti,td) FI Kl
END RED .
EQUAL tes tea la igualdad de dos àrboles en orden pref i jo
Figura 7
A pesar de que este algoritmo tiene la misma estructuia que 
el dado en la figura 1 para el caso p = q = 2 , los àrboles
résultantes de la apiicaciûn de ambos son bien distintos, rcimo
cabria esperar^ ya que los criterios de s imp 1 i f icac iôn er< que . <?
basan son bien distintos, En particular, segûn el a Igor il tno le 1»
figura 7 , nu soit U.s à? holes con todas las étiquetas i gua 1 e , a
e se simpl ifir.an a é por contra , el ûnicu ârbo 1 qt'f» sf-
simpl if ica a [ê i-'opi' àrbol 0  .
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Una vez mâs, para estudiar la media y la varianza del 
tamano de los àrboles simplificados, segùn este nuevo cr i ter io, 
introducimos la ser ie en dos variables
X(y,z) = £ y|RED(T)| ^|t |  ^ definimos
T€B
S ( z ) = £ [RED(T) I z  ^ , y part ic ionamos la lauiiiia ue
T€»
àrboles O** en olases de ârbo les con un mismo s i mp 1 i f icado . 
NaturaImente los ârboles irreduc ibles serân ahora aque1los que 
permanezcan inaltérables al ap1icârse les la funciôn RED . 
Denotaremos por 9^ a dicha familia de àrboles. Cur iosamente,
9 es isomorfa a la familia 9 de ârboles irreducibles segûn 
SIMP que consideramos en la secciôn 1.1 , para el caso
p s q 9 2 ; e 1lo puede probarse f âc i1 men te por inducciôn sobre
el tamano de los àrboles.
La part ic iôn referida mâs arriba, es en concreto la 
sigutenta : Para cada t € 9 definimos
S. = C T € B** / RED <T) = t ) , de modo que C i l  es una
' ' t€3
particiôn de B^ . fldemâs sus elementos adini ten la siguiente 
caracterizaciôn recursiva :
% ) -  ®  ' J , .
V t » o<u,v) € 9 es decir u,v 6 9 u j» w
A partir de lo cual, y por morfismo es tândar, obtenemos la 
siguiente oaraoterizaciôn recursiva de las funeiones generatrices 
R^(s) oorresfondientes a las f ami lias con t € 9* ;
C631
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R^(z) a 1
R <z> = I ♦ 2 £ _ R^(z)
® tes** ‘
R^(z) - z R^( z ) R^(z) V t = o(u,v> € S** C621
Ahora a partir de [62] y procediendo de la forma usual,
llegamos a
X(y,z) = 1 + R (z) ♦ y 2 X^(y,z) - y z £ y^l^i (z )
* tes '
obteniendose
S(z) = X'd.z) = V   ^\  ( D(z) - 2 - a<z) ) C641y D< 2 ) - 2
siendo a(z) = z £ ( 2 |t| ♦ 1 ) R^(z) ;
tes '
X“(l,2 ) = -5(a)-!- 2 " ‘  ^ z D(z) S(z) + 2 z S^(z> - ^(z) > 
con fl(z} a z £ 2 11 I ( 2 11I + 1 ) R^(z) C 651
tes
Como ya es habituai, mediante razonamientos de tipo 
combinatorio se demuestra que tanto S(z) como X"(1,z) tienen 
radio de convergencia p = . Por lo tanto, si demostramos
que tanto a(z> como ^ (z ) son anallticas en un entorno del
origen de radio superior a p , podremos concluir la linealidad
respecto ai tamanu de los ârboles de partida, de los parâroetros 
en estudio, ya que C641 y (651 son de los tipos [12] y [19] 
respectivamente, con lo que quedarlamos en cond ic iones de aplicar 
ei teoreawi 1.4 .
Propos ic iân 3.2
£ _ ( 2|tj ♦ 1 > rJ(2 > y £ ,, 2 |t | ( 2 |t | ♦ 1 ) rJ(z)
t€S t€9
son anallticas en la bola C z / |z| < 0.155 ) .
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Demostracton
De nuevo nos limitaremos a comprobar que se dan las 
cond ic iones de aplicaciôn de la propos ic iôn 1.2 ; de hecho, y 
por las mismas razones que en otros casos anteriores, ûnicamente 
haremos menciôn de la ver i f icac iôn de la hipôtesis iii) . Para 
ello, coroenzaremos estud iando la funciôn genera tr i z asociada 
9** , que coincide con la de 9 , por ser ambas f ami lias de 
ârboles i somorf as. Entonces, y a partir de [5] , dicha func.ôn
genera tr i z I(z) = £ i z" , donde i dénota el numéro de 
ârboles i rreduc ibles de tamano n , cumple la ecuac iôn
I(z) = 2 + z I^(z) - z I(z^) [66]
Ahora bien, dado que 9** C S** , y que v n > 1 i^ < d^ , 
podemos afirmar que el radio de convergencia p. de I(z) esI
mayor o igual que el de D(z) , p = ^/g , as i como que
I(^/„> < D( Vg) = 4 [67]
Y ahora para comprobar que ^/g , razonamos de la
misma forma que en la prueba del lema 2.3 , utilizando el
teorema de la funciôn implicita, y teniendo en cuenta que
V z € C \z\ < V g  = = $  |z^| < V g  .
Por otra parte v z € IR*
z s ^ ------ , Uz> < ■ - - 8 » »_9_îi
lo que se obtiene a partir de [66] sin mâs que notar que
V z 6 IR z^ < > I(z^) > 2
Y finaimente [681 nos permite afirmar que
, . 2 - y-j
‘ I - 4
puesto que I<z> es una ser ie con coef ic ientes positives.
9 5
Y veamos ahora en forma de lema, la verificaciôn de la 
hipôtesis iii) de la propos ic iôn 1.2 .
Lema 3.J
g c, y € IR* y < -------   v t e J * *  V z € C
2 n
|z| < 0.155  ) |R^(z>l < c y I  .
Oemastracidn
Se procédera por inducciôn sobre el tamano de t , 
encontràndose la mayor dificultad en el estudio de (z ) debido
a la especial configuraciôn del s i s t e ma 1621 que define
inq>licitamente R^ ( z )
Comenzaremos probando que R^(z) es analit ica en la bola 
{ z / |z| < 0.1680541 > , lo que nos indicarâ de paso, posibles 
va lores para las constantes c y y .
Afortunadamente tenemos en este caso una senc ilia, y por 
tanto util, relac iôn entre R^(z) y R^(z) para cada t 6 J* ,
pues razonando por inducciôn sobre el tamano de t ,tenemos que
V t € S** R^(z) = z I * I (R^(z) ) ^ [69]
donde 1 1 d é n o t a  el numéro de hojas de t et iquetadas por e
Y sustituyendo [69] en [621 , obtenemos
2 2 11 I  ^I ^ I e
R (z) = 1 + z R (z) ♦ z C z ' ' (R (z)> [70]
® ® t€J*-é) ®
Ahora bien, tenemos claramente que R^(z> > 1 dentro de su
ciroulo de oonuergencia ; también es fac i1 demostrar por 
inducciôn que v t / @  I * Ig  ^ 1*1 ; y finaimente recordemos
qu» /»j > — -----  ^ . Todo ello unido nos permite probar que
V Z € IR z^ R^(z) < —   ^■ se tiene
9C
R„<2) < 1 + 2  R^(Z) - 2 ♦ 2 I( 2^ R^<2) ) [711
que Junto a [68] nos permite asegurar que
V 2 € IS*’ 2 < 0.1680541 2  ^ R^(z) < -3— L-ZZL.
/T T T
{ ■ I z R (2 ) <       [721
1 - /(I - 2 z)^- 4 z^ I( z^ Rg<2> >
Ahora, F i j ado z^ € < , 0.1680541 1 , consideraremos
las F une iones f(y) => z^ y y
/ 2 5 5 21 - / (1 - 22 )'"- 4 z‘ I( z‘ y^ )
g(y) = --------------------------------------  def inidas sobre
2
el interualo real [ 1 ,     1 . Ambas son continuas y
 ^ ^0
crecientes, veritficândose ademâs que g (1) > f(i) y
 4 ~ z ~ ^ |  ^ >»'odo que ha de exist ir
algûn y^ € [ 1 ,  ] con f (y^ ) = g(y^ ) ,
verificândose que
^1 -  ^ * ^0 y? ' *0 * *0 *0 yf >
con lo que résult a
y, i 1 ♦ z» y0 4  * '0 =0'*' y&t€9 -f)
Si oonsideramos aihora los dos términos de esta desigualdad, 
observamos que anebos definen funcione» de y, continuas sobre el
interva lo real [ 1 , ---1 , pero mientras que ei limite
 ^ ^0
cuando y^ tiendle a 1 de la primera es 1 , e 1 de la segunda
es superior a 1 , lo que nos pertnite concluir, teniendo en 
cuenta £701 , que R^(z^) < y^
Y como (z) es de coeficientes positivas, podemos
extender la acotaciàn a toda la bola, ob ten iendo
V z € Œ |zI ( 0.1680541 > |R^(z)j < 2.2771443 1731
Tomamos entonces c = 2.28 y / € ( 0.3534 , ---   ) , de
2 y~2
forma que evidentemente v t € |t| = 0 v z € C
(z I S 0.155 = = »  |R^  (z) I < c yl'l .
Sea ahora t 6 9 | t | > 1 , y supongamos que v t** 6 3**
V z € C lt**j < |t I , |z| S 0.155 = »  |R ,^ (z) I < c I ;
entonces a partir de 1621 es inmediato ver que v z € (E
z ^0.155 |R^(z)| ( c y I * I , ya que para taies valores
de z se tiene c |z| ( y
Con lo que concluye la demostraciôn de 1 lema 3.1 .
Quedamos as 1 en cond ic iones de enunciar los dos teorema s 
siguientes, que resultan nuevamente como corolarios del 
teorema 1.4 .
Teorema 2.1
El tamano medio de los àrboles s imp 1ificados segûn RED , 
obtenidos a partir de àrboles de B*^  de tamano n , sat i sf ace
m ” » X n ( l + 0 ( ^ / )  )n n
siendo X » 1 - a(^/g) donde
a<z) - z  £ ( 2|tI + 1 ) R^(z)
tes ^
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Tearena 3.2
La varianza de 1 tamano de los àrboles simp1ificados segûn 
RED , obtenidos a partir de àrboles de B** de tamano n tiene 
el équivalente asintôtico
“q = [— 5-‘ : - >’ • |-5- • -1t - "''''a'I'  ^ - “‘‘'a' >
 ^ /3(^/„) - 2 I n n---- > oo2 '' 8
siendo )3( ^ /g) = 2 11 | ( 2 |t | + 1 ) R^(^/g) y con
a(z) - z  £ ( 2 | t | + l ) R ^ ( z > .  
t€S ^
3.2 Arboles m-arios
En este apartado nos ocuparemos de la genera 1izaciôn de 1 
método de reduce iôn basado en la prop iedad de nilpotencia de la 
operaciôn asociada a los nodos internas de los àrboles en 
estudio, a cada familia /H de àrboles m-arios con c^ tipos de 
operadores de ar idad m , y c^ = c^ + 1 operadores de ar idad 
cero. Los operadores de ar idad m se interpretaràn como 
operaciones idempotentes con un mismo elemento neutro ; mientras 
que entre las c^ étiquetas para las hojas, distinguiremos una
r ?s e* â ^ n i n  nsn esa w* * e% rs r* r* Mss'avs I S C ^e , que representaré a dicho elemento neutro comûn. Las c^  
étiquetas restantes representaràn constantes o variables 
arbi trarias.
Consideraremos como tamano de un àrbol su nûmero total de 
nodos, de sianera que la funciôn generatriz, M<z> , de cada 
familia RI ver if ica la ecuac iôn funcional
fl(z) * c^ z + z n"*(z) £741
Entonces, a partir de los resultados de la secciôn 6 de i 
capltulo anterior, sabemos que
99
a) El radio de convergencia p de M(z) es soluciôn del
sistema t 1751
P _ 1
~ ( T ) “ •{>' < T )
donde t es la menor raiz real positiva de la ecuaoion 
u 4>’(u) » 4^ (u) , siendo u ) = c^ + c^u" el descriptor
asooiado a la familia RI .
b) La ecuac iôn u ( u ) = <^ (u) tiene m ra ices de môdulo
T , siendo sus argumentos los de las ra ices m-ésimas de la
2kni
un idad ; es decir = t e , con 0 < k ( m . Cada
una de e11as provoca una s ingu1ar idad dominante de môdulo p
de la funciôn M<z) . En concreto las mismas se tienen para
2kwi
z * p^ con p^ m p e "* , 0 < k ( m .
c) En cada una de sus singular idades dominantes, M(z) admite
un désarroilo local del tipo C231 de1 capitulo 1 .
(m / 3 p ” n ' ^ * f l + 0 ( ^ / ) |  si n mod m = 1l u 1
O en otro caso
f - / T F P t t T
Por otra parte, a partir de C 74] y £751 , podemos obtener 
las siguientes ewpresiones explicitas de p y T :
- 1 ”*/ °0 _ "*/ °0 
» ci, V  (m - 1 ) c ' ^ V  (m - 1 > t77]
Llamarenos S a la familia de àrboles irreducibles, es 
decir que no pueden ser simpl if icados via nilpotencia, de RI ; y 
considerarenxis oomo ya es usual, la partloiôn ( Rl^  ^t€9 ^ '
en olases de àrboles con idéntico simplificado segûn RED , es 
decir RI^  » ( T € RI / RED(T) = t > para cada t € S . Entonces
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el conjunto I de las f une iones generatrices asociadas a
los elementos de dicha particiôn, puede caracterizarse 
recurs ivamente, a partir del criterio de simplificaciôn RH> , 
como sigue :
M (z) = z + c z £ n"*(z)
e "• tea ‘
n (z) 3 z v a ,  u<a) = 0 , a x e
["31
De nuevo, para abordar el estudio del comportarnlento 
asintôtico de la media y la varianza del tamano de los àrboles 
reducidos, obtenidos por aplicaciôn de 1 algoritmo RED a àrboles 
de fH de un determinado tamano, es tud iaremos las series
S(z) - £ |RED(T) I z 1^ 1 . £ |t| M (z)
T€fll tf9
T(z) = £ |RED(T) I ( |RED(T) |-1) z^^l = £ |t| ( |t| - 1) P <z)
T€ffl te 9
que tienen igual radio de convergencia que la ser ie t1<z)
asociada a la familia RI , como puede comprobarse f àc 1 1 menta por
medio de razonamientos combinatorics es tândar.
Como en casos anteriores, introducimos la serle en dos
var iables
X„.z> . ï ,|RED<T>| J T |  , ^ ,1*1 „
T€ra
de modo qu* It(z) » X(l,z) , 5(z) = XMl,z) , T(z> = X”(l,z) .
Ahora, a partir de C781 , y dada la siguiente 
caracterizaoiôn recursiva de 9 :
a,w(a)=0 s,u(s)=m
a j< e
llegamos, tras a 1gunos câlculos, a 
5(2) - — * |M(z) - a(z)
T(z) p —  |2z S(z) <t»'(n(z)) + z S^(z) (M(z) ) - 8<2)M(z 
s iendo
o(z) = c z £ (mltl ♦ 1) W™(z )
m t€9 *
fi(z> = c z £ m|t| (m|t I + 1) n'"(z) 1791
ro t
Pasemos ahora al estudio de la analit ic idad de a(z) y 
;9(z) . Veremos que taies series convergen en un entorno del
origen de radio estrictamente superior a p ,
Propos ic idn 3,2
3 c > 0 ta 1 que las series a(z) y ^ (z) son anallticas
en la bola { z/ |z| < p ♦ e > .
Para demostrar esta propos ic iôn vamos a neces i tar una ser ie
de resultados previos que daremos en forma de lemas.
Como a(z) y fiiz) son de coeficientes positives, basta
demostrar que existe e > 0 ta 1 que a(p + e) y fitp * ei
convergen. Comenzaremos demostrando tal resultado para r = 0 , y
iuego indioaresKis finaimente como extender lo a e > 0 .
La idea iniciai para sumar taies series numéricas, a(p) y
fitpi , consiste en clasificar los t € 9 por tamanos. Para ello
def imimo# 9 = { t € 9  / | t | = n }  , i = 19 I . Sabemos que sin • ' n ' n *
I(z> « £ i^z" , funciôn generatriz asociada a la faxwlia de 
àrboles irreducibles 9 , tiene radio de convergencia p^ ,
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podemos estimar i ^  n — » ™ , de modo que lo que
necesitarlamos es una acotaciàn de 1 tipo
¥W^(p) S Pj para cas! todo t € 9 C 00]
Ahora bien, a partir de [781 , puede demostrarse
féciImente por inducciôn estructural que
f ,1*1.
V t 6 J M^(z) = z |n^(z)j [81]
donde |t|^ es el numéro de hojas de t etiquetadas por e . 
Apoyândonos en este hecho buscaremos que
I *  1“ I* lo r 1 I * Ig 4^
il (p) j < p lo que reduce e 1 problema a
acotar superiormente ti^ (p) .
Para ello probaremos utilizando técnicas coutbinator ias que
"hay mue ho s àrboles que no se simpl if ican a (e) ” .
En concreto se tiene el siguiente
Lema 3.2
Sea la familia de àrboles idéntica a fil , pero
excluyendo la étiqueta e ; y sea (z ) su funciôn generatr i:
asociada. Se ver i f ica que i1^ (p) < M( p) - M^(p> .
Demostracion
Veamos que podemos définir una aplicaciôn f inyectiva, 
pero no siempre sobre, entre ei conjunto de àrboles de tamano n
de y ei de irbc les de fll de ta^mano n que no se simpi if ican
a ©  .
Definimos f por casos :
Si BED(T) X ©  = »  f(T) = T
Si RED(T) a ©  , suoede una de estas dos cosas
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a) T contiene un nodo interno a profundidad maxima con 
todos sus hi Jos etiquetados por la misma étiqueta e '.
b) T contiene un nodo interno con m hijos que son 
nodos intarnos a prof und idad maxima de los que 
pende una misma suces iôn de étiquetas.
En el primer caso definimos f(T) reet iquetando con e 
el primer hi jo del nodo en cuestiôn ; mientras que en el caso b ) 
reetiquetamos de la misma forma el segundo h i jo de uno cualquiera 
de los nodos hijos del que hace que nos encontremos en este caso.
y (T ) nunca se p o d r â  simplificar a 0  , ya que si
RED(T) = ©  , al introducir una étiqueta e a maxima
prof und idad en un àrbol que carece de taies étiquetas, résulta 
imposible que ninguno de los subàrboles del àrbol que incluyen 
dicha étiqueta se s imp 1i f ique en absolute.
y es inyectiua pues por la forma en que definimos y(T)
résulta posible reconstruir T a partir de y (T ) , ya que
|y(T)1 ^ = 0  =4 T = y(T) .
Si |y(T) Ig = 1 y la e està en el primer hi jo de un
nodo, entonces T se obtiene reetiquetando dicha e con la 
étiqueta de uno cualquiera de sus hermanos.
Si | y ( T ) a l  y la e està en el segundo hi jo de un
nodo interno (l) , T se obtendrà reet iquetando dicha e con la 
étiqueta del segundo hi jo de otro cualquiera de los hermanos del 
nodo ®  .
y no es sobre para casi ningùn tamaKo n , ya que siendo 
n suticientemente grande, tendremos àrboles de fl) que no se 
simplifican a ©  , pero incluyen dos o màs e , y taies àrboles
nuncan se obtlenen como iaiàgenes a través de T .
El lema es pues consecuencia de la existencia de esta 
funciôn f .
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Po r ot r a  p a r t e  t en em o s
M(p) = (c^ + 1) p + p n"*(p) = T
n^(p) = p + p n'l'<p) C 82 ]
c o n  lo q u e  si a h o r a  pre te n de m os  pr o b a r  qu e (p ) < x , par a  una 
c i e r t a  e x p r e s i ô n  x < t , g r a c i a s  al lema a n t e r i o r  ba st a  c o n  ver 
qu e  T - X < p ♦ c ^  p (t - x ) "* 183]
pues en tal ca so  H^(p) > t - x , ya que si c o n s i d e r a m o s  la
f un c iô n  g(y) = c^ p + c ^  p y"* - y , t e ne m os  g ( 0 ) ) 0 , y
g ’<y) = m c^ p y"*  ^ - 1 , que ver i f ica g ' ( 0 ) < 0  y g ’<T> = 0
pues por 17S1 sabemos que t  es la menor raiz real positiva de
la ecuac iôn g ’ (y) = 0 . Luego g '(y) ( 0  v y € 10,t ) . Por
tanto si g (% - x) > 0 , entonces M^(p) > t - x , ya que g*(y)
no puede anularse en 10,t - x 1 .
N ô t e s e  q u e  si la e x p r e s i ô n  x p r o p u e s  ta como cot a de
( p) es s u p e r i o r  o igual a t , la c o m p r o b a c  iôn de q ue es co ta
s u pe r io r  es a b s o l u t a m e n t e  trivia l p ue s  d a d o  que
T 3 M ( p ) 3 £ n (p> , es i n m e di a to  q u e  M (p) < t < x . De
t€9 * ®
m a ne r a que  en  a d e l a n t e  sô lo  n e c e s i t a r e m o s  ver i f icar la 
d e s i g u a l d a d  183] o sus é q u i v a l e n t e s  pos ter iores en  a q u e 1los 
c a s os  e n  q u e  la x qu e no s  i nt e r e s e  c o m o  c o t a  de H^(p) sea 
e s t r i c t a m e n t e  i n f e r i o r  a r .
T r a n s p o n i e n d o  t é r m i n o s  a p a r t i r  de  182] , po d e m o s  
r e e s o r i b i r  183] e n  la for m a
1 ♦ c (t "* - (T - K)"’) - -îî- < 0 184]
m  p
T o m e x n c  d 3 c (t"* - (t - x)"') s o t ™  (1 - (1 - — — )"*)
y r e o o r d e m o s  q u »  por [75] c ^  3 <ra - l) x"* , co n c ^  = c ^  + 1
c o n  lo q u e  ll e ga m o s  f i n a i m e n t e  a
m - i
0 1 . » 1 [83]
teniéndase que probar 1 + d < ^ • [86.a ]
Por otra parte la cota superior % buscada para (p ) ,
nos interesa que sea suf ic ientamente pequena, de manera que
l>|-|t|, l«le 4 ^
P ® X ® < Pj [86.b]
Ahora bien p < p^ pues 9 C fU . Entonces si util!zamos 
esta cota para p , tenemos que para conseguir [86.b] séria
s u f i c i e n t e  co n  pr ob ar
|t|e . I*le“ 4 ^ ........... ...
9 '■-- ' ~ S Pj
Evidentemente el caso peor se da con l*lg méximo, pero
como estamos trabajando con àrboles m-arios podemos relacionar 
ItI^ con ItI mediante el siguiente
Lema 3.3
V t e 9 - e* |t|g < : --  |t|
Demos t racidn
Basta observar que para cada nodo interno de t , al menos
uno de sus hijos no puede estar etiquetado con e , ya que t € 9.
m - 2
Ello nos 1 leva a la acotaciôn x <  ^^ , que en
particular se tiene tomando x < V Pj , para cualquier m € M .
m - 2
Pues bien, tomando x ■ p  ^^ e incluso x ■ J p ,
podemos concluir ademâs M^(p) < x en algunos casos que veremos
a continuaciôn .
Recordemos que [86.al sôlo lo hemos de comprobar para 
aque1los casos de fami lias m-arias en los que la x propuesta
io;>
sea es t r ic t aiiN.*n t e inenur (jue t  , pues p a r a  ei resto la acotacion
M(p) < X es ininediata.
-=0Ahora bien si x < t , entonces d < , io que seram -1
suficiente para deinostrar C86.a) en lus siguientes casos
Caso cJ
Tenemos d < m - 1 . Si tumamos
——  ; y como pur C77Î p < ^/ , obtenemos
p , obtenemos
> y~T
As i si m > 6 , d < y 1 > d < /^ .
En 1 os subcases correspond lentes a m € ( 2, . . . , 5) , henios
ra -  2
de afinar mas, tomando x * p 2(m 1)
Enumérémoslos a continuacion haciendo use reiterado de [77] :
m = 2 ;  X = 1 ; t = J 2/c . Con lo que t < x V c_ > 1 ,
y la comprobaciôn de [86.a] henx3s de hacerla entonces so lamente
2para el caso = 1 . En tal caso d = 2|1 - (1 - 1// 2 )
1
P =
2«/2 
3 ;
, con lo que 1 + d < .
4 ; X = p 1/3
3 ;
3/8
p < /q ;
p < /5 ’
> 3 ; d < 1
5/8
; 1 ♦ d <
d < ^/^ ; 
1 + d <
d <  V g :
1 ♦ d <
Otros casos con < m - 2
Estos casos son también senci1los ya que tenemos d < 1
p < */_, luego tomando x » 1 ♦ d <
b) s 4 *=♦ p < /g , d <  /g , y tomando x =
obtenemos
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c ) c ’ = 3  =* d <  ^/_ y nuewamente para x » •/ p ,'0 -  ^ ^  ^ ' 3 ' 5
1 + d < .
P
En los dos ùlt imos casos hemos utilizado ademis ei hecho de que 
si c ^ > 3  y c ^ < m - 2 ,  entonces m > 6 .
Lamentablemente para los casos restantes se tiene d > 1,
lo que nos impide procéder como hast# ahora. Pero e 1io no quiere
dec ir que el resultado buscado sea fa 1 so, sino mas bien que se ha
pecado de exceso de "generosidad~ en las acotaciones reaiizadas,
que habrâ que atinar cnn mâs cuidado. Elio ha de hacerse en dos
direcciones : una mâs conceptual y otra mâs bien técnica. La
técnica y mâs senc ilia consiste en, a la hors de acotar d , no 
c ’
solo eualuar ^ ^— j—  , sino tener también en cuenta ei factor
"d i sminuyente" |l - (1 - que como ya hemos razonado es
slempre menor que 1 , para los casos no triviales de examinar 
(t ( x) . Y  conseguiremos tener en cuenta dicho factor gracias
al siguiente
Lema 3 .4
Sean m > I , x € (0,1) . Para todo j par, J € (0,... m}
21 I 1 (-1)^ es positive.
i = j ^ ^
Demastracton
Consideremos e 1 binomio <1 - x)"* . Sabemos que
(1 - x>™ - r ( ™ |(-i)^x* - '*21 ( " I (-i)^x^ ♦ 21 [ ™ ]<-i)^x^
i»0‘  ^ i=0^ ' i-j‘ ‘
Supongamos que j es e 1 mener numéro par que hace faiso ei
resultado a probar ; j > 0 pues <1 - x)™ > 0 . Como para J-2
la suma era positiva, los dos sumandos eliminados han de tener 
suma positiva :
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j-2
( - 1  )J-2 ,J-2 ,
J-l
( - 1 )j-l .J-l
1 -
> 0
tn - J * 2 ) 0 .
j - 1
Pero si agrupamos los términos del sumando en estudio, de dus 
en dos, obtenemos pares de la forma
( - 1 )k J [ k » 1
sobrando quizâs un ultimo sumando positive 
Pero tenemos que
( - 1 )k kk J ' ■ ' [ k ♦ 1
lo que es cierto, ya que k > j
1
m - k <
m - k 
k ♦ 1
-J + 2
X > 0
k ♦ 1 j - l
Luego sumando todos los pares, y en su caso e 1 sumando sobrante, 
obtendr iamos una suma positiva, contradiciendo la existencia de 
J haciendo faiso si resu 1t ado a probar.
Entonces a partir de 187] y del lema anterior
m(m - 1> f X 121 - ( 1 -  / )
Con lo que
. m - 1 T Xd = c T X - m ----------
m  X T
con p' ) 0 .
Y recordando que p =
, con p > 0 .
1 
m - 1
( m -  1)(m - 2) f X I2
- P ’
m- 1 , 1iegamos a
m - 1)(m - 2) I X 12 
t "
Con lo que 186.a] se reduce a
m  - 2
1 i X f ,  X )—   3-------  JP 2 T I ir
Pero por si solo, este proceso de afinamiento no nos
1881
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permits probar el resultado buscado para todos los casos en los 
que no lo hemos hecho todavia. Bàsicamente e 1lo se debe a que 
para haoerlo, C891 nos iropone que k sea mayor que lo que nos 
permits la acotaoion que obtuvimos a partir del lema 3.3 . En 
efecto, lo que hicimos entonces fue ponernos en "el caso peor", 
en el que todos los arboles t € 9 - ^  de cada tamano tienen
ItI^ maximo; pero e 1lo dista muoho de la realidad. Veremos por 
ejemplo que hay "muy pocos" arboles simp 1i£icados con 
It1^  > 1 . Entonces a la hora de eualuar a(p) y ^<p> ,
tomaremos 9 = 9 U 9* donde J * C t € 9 / | t | ^ <  > e
9 = 9 - 9  ; y descompondremos a(p) y ^ ( p ) segiin esta
part icion. Llamaremos a (p) » a(p)|^gj- , a*ip) » **^^^lt€9* ^
anâ logamente para /3<P> • De modo que a (p ) = a (p) > a (p ) ,
pip) - p ip) p* ip) , y para deinostrar su convergencia
probaremos la de sus sumandos respectives. Para e 1lo bastarà 
demostrar [80] para t € 9 sus t i tuyendo 9 por 9 ; y para
t € 9 sust ituyendo 9 por 9 ^ . En es to consiste e 1
"afinamiento conceptual" al que haciamos menciôn previamente.
Evidentemente para 9 estamos en las condiciones que 
antes se daban para m = 2 , por la que bastaria con probar que 
para x = 1 , se tiene [86.a ] .
Para sstudiar 9 , veremos un lema que nos permitirà
acotar p  ^ muy por encima de p .
Lema 3.S
La subf ami lia de 81 formada por los ârboles t ,
con | t t i e n e  una funcion generatriz con radio de 
convergencia mayor que p^/y~c^ , siendo p^ ei radio de 
convergencia de la funciôn generatriz de la familia fll^ idéntica
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a 81 pero con s6 lo dos étiquetas para sus ho j a s, una de las 
cuales es e .
D»mos t raoidn
Podemos obtener todos los ârboles de 81^  tomando cada 
ârbol de 81^  con 11  ^ , y repart iendo étiquetas distintas
de e , de manera arbitraria, entre las hojas de dicho ârbol no 
et iquetadas con e .
As i cada ârbol de 81^  en las condiciones indicadas nos
produce c^ arboles de 81 , donde 11 | ^ es ei
numéro de nodos internos de t De modo que si m y m_n 2, n
denotan respect iwamente e 1 numéro de ârboles de 81 y 81^  de ■
+ "/
tamano n , tenemos ra^  < c^ *"*2 0 v n > 1 , y como el
radio de convergencia de una serie de potencias coincide con el
inverso del limite superior de la ra i z n-ésima de 1 valor absoluto
de su coeficiente n-ésimo cuando n — > «> , concluimos la
demostraciôn del lema .
Observaciàa : Naturalmente ei lema serâ util cuando c^ > 1 ,
pues en otro caso no nos dice nada en absoluto. Ahora bien para 
el caso c^ = 1 , no necesitamos de estos ùlt imos afinamientos en 
las acotaciones, pues habiamos conseguido demostrar C 801 
V t € J - ®
Aplioando al lema 3.3 vemos que necesitariamos que x 
verifioase ISfi.bl coir p^/y c^ en el lugar de p^ , a fin de
conoluir la finitud de los sumandos a*<p> y p*(p) ,
Retomamos entonces C89I , en busoa del k adecuado. Para 
lograr 1891 busoaremos que se verifiquen las condiciones
« 1 - 2  11 I
T
i 11
excepto en el caso m = 2 , en ei que el sustraendo del 
parentes i s en C891 se anula, por lo que basta con consequir
 ^ ‘ 4 -  4 -  » ' '
Tomaremos k en el lugar de los miembros derechos de b) 
y b’) para uni f icarlos ; con lo que recordando C771 tenemos
m - 1 X I *
Para m > 2 , tomamos x = p — jjj— — j--- , y vamos a uer jajo
que condiciones se cumple a) .
^ j— -—  ^ ~mb'»—  recordando nuevamente que
T = p -— J—  . Entonces a) se cumple con tal que c^ > m - 2 .
t Pero tal restricciôn no es molesta en absoluto, ya que 
justamente los casos c^ < m-2 ya fueron resue 1tos previamente • 
y k  m c^
As i pues X = p — — J  parece el candidate adecuado para
tratar el caso correspond iente a 9* .
Por otra parte acabamos de probar que para este valor de x
se tiene M y  p) > t - x , y curiosamente también tenemos x ( 1 ,
con lo que de rebote nos ha quedado concluida la prueba
correspondiente a S
En cuanto a 9* , una vez que aplicamos el lema 3.3 a la
version correspondiente de 186.bl es deoir a
ht 
IM-hL h L  f p, 1 2
, obteisemoe
0
*/m (m-1>/m
S / --- :--  1903
V
Ahora bien, recordando 1771 tenemos
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V m  (TO-l)/m 1/4 I y  0 1/4
 ^ °0 =  ^ 1---- —I =^0
^1/4 m - 1
"0 f km 1 2 m
y
1
2 m 1 c ( m - 1 )
2 m
Y de nuevo reordenando tenemos que C901 es équivalente a
 ^ 1/4 m - 1
®  ^  ^ < l , l o  que claramente es
cierto para m > 5 .
Para m € C 2,3,4 > basta hacer los calculos concretos 
para ver que tal acotacion es cierta, teniendo en cuenta que 
c^ ( c^ , y que en ei caso m = 2 , k = 1 .
t Con lo que conc1uye la prueba *.
En particular hemos demos trado el siguiente
Lema 3.6
a) M_(p) ( 1
'0 “ ' “ “0
n.<p) (
b) Si ci = 2 o ci < m - 2 M (p) < v t € 5 - ©
o) Bi > m - 2 y c^ / 2  P \ '  v t € 9 - (§)
W. (p) < pi*I ' ' ‘ V t e 9
9
Veamom ahora que existe un t > 9 de modo que el lema 
anterior tasdbién es cierto para (p * e) , Para el lo
comenzarcms demostrando el siguiente
Lema 3.7
Existe e > 0 , tal que v t € 9 (z) es convergente en
la bola ( z € C / |z ) < p ♦ r > .
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Demostraciôn
Comenzaremos viendo que el radio de convergencia de ( z ) 
es estr iclamente superior a p .
En efecto, recordemos que por C781
M (z) = z ♦ c z r «’"(Z) 
e -"tes *
Y aplicando C 81]
lt| - |tl lt|.
r t ( z ) = z + c  2  E I z (M_(z)>
® t69
Consideremos ahora
f hl - hie hl,
F(z,M (z)) = M (z) - z - c z r z (n^<z>>
e e "* t€S I *
Para todo z € C , |z| < p , esta funciôn es anal it ica como
funciôn de z y como funciôn de (z) . En efeoto, a partir del
apartado a) del lenm 3.6 tenemos que en dicha bola cerrada
I (z)I < n^<p) < 1 , y por lo tanto
hI - hI h L  (h l - h L ) " ^
I f
t€S
f i l I Ig I I e 1 , I I I I g
z (M (z)) I < r p < i(p)
l ® J t€S
habiéndose deducido la ultima des iguaIdad a partir del lema 3.3.
Consideremos ahora 
dF . . . . . .  . 1^ 1 „m._. 1(z,H^<z>> = 1 - z m c^ £ h  L  n” <2> m “*{z > C913
“"e ' "• t€9
donde hemos utilizado [81] , exprès iôn esta que unida a las 
acotaciones previas al lema 3.6, nos permite demostrar, tras un 
detallado estudio por casos, que V t € J |t1^ (p) M^(p) 5 1 }
con lo que L 11 | w"(aï M  ^(z) < £ H ^ ^ ( p )  < t"*”  ^ , luego 
t€J ® ® t€f *
[91] e s  p o s i t i v e  e n  (p , ( p )) . A d e m à s  c o m o  t e s  la m e n e r  
r a i z  r e a l  p o s i t i v a  d e  la e c u a o i ô n  1 - p  m  o^u""  ^ , y (91] es 
d e c r e e lente s o b r e  el e j e  r e a l ,  p u e s  la s e r l e  q u e  a p a r e c e  e n  t a l
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exprès ion es de coeficientes positives, tenemos que no se anula 
sobre C0,p] , lo que unido nuevamente al hecho de que la serie
que aparece en C91] es de coeficientes positives, nos permite 
aflrmar que | ■ (z, ( z ))| x 0 v z  € C  , |z| < p .
y fineimente, por el teorema de la funciôn implicita, el radio de 
oonvergeno i a de n^<z) es estrictamente superior a p , y por lo 
tanto también lo es e 1 de (z) v t 6 9 - ©  , por 181)
Lema 3.9
Existe r > 0 tal que
a ) Si c^ » 2 o c^ < m - 2 (p+s) < p|*l^* v t € 9 - ©
b) Si c^ > m - 2 y c^ X 2 fl^(p*e) < p I * I ^ ' v t € 9* - ©
y II (p + f) < pl^h* V t 6 9 
9
Demastrac iân 
Caso a)
Por el désarroilo anterior sabemos que M (p) < k , para un
h  L  h i g - h  |/,
oierto x tal que x < p^ ; y como por el lema 3 . 7
sabemos que (z ) es analit ica en un entorno de 1 origen de radio 
estrictamente superior a p , tenemos garant izada la existencia 
de un r > 0 tal que (p + e) < x . Ademas por la
oaraot«rizaciàn de n^(z) dada en [781 , sabemos que p * e < x . 
Por [811
f i|tl
Î1^(p ♦  »> - (p ♦ f) I M _ ( p  ♦ f )| V  t € 9
Ahora si | t > 1 ,
h I <2|tl -1)
. .1 s f, ' l'I. s
Si I t m  0 , (p + f) = (p + e) lo que impone una
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condiciôn adicional sobre el e : debe verificarse que p * s i p, 
lo que es factible ya que Pj > P •
Para comprobar esta ultima afirmaoion observemos que 9 
puede oaraoterizarse recursivamemte en la forma
€ 9 ,
a,v(a>=0 s,tf(s)=m
a X e
3 i,j € {1,...,m) ta les que t ^ X t ^ } 
Entonces su funciôn genera tr i z asociada I(z) ver i f ica
I(z) = <c * 1> z + c z I™(z) - c z I(z™) .o m m
Pero como para todo n > 1 i^ < , donde i^ y m^
designan el numéro de ârboles de tamano n en 9 y 81 
respectivamente, se tiene I(p> < M<p) , y por tanto
1 - m c^ p l"* ^<p) ) 0 , lo que junto con el teorema de la
funciôn implicita, y razonando como en los casos anteriores, nos 
permite conoluir que Pj > p , teniendo en cuenta que el radio de 
convergencia de I(z™) es mayor o igua1 que el de I(z) en la 
medida en que |z| < 1 .
Caso b)
Anâlogo al precedente para las vers iones correspond lentes 
de 186.bl .
Y f inalmente estamos en condiciones de api icar la 
proposiciôn 1.2 bien sea directamente a a<z) y z ) , bien sea 
a u*(z) , a (z) , , ft (z) , pues evidentemente sigue
siendo cierta, cuando la condiciôn iii) se verifies salvo para 
un numéro finito de casos (aqui, salvo para lt^<z)>.
Con lo que la propos ic iôn 3.2 queda demostrada.
Para f inalizar el estudio analitico de S(zl y T(z>
zMMz) 1retomenos 179] . Tenemos que
1 - zmc n"‘'*(z>
11 f.
con la que S (=) y T(z) tiencn las mismas m singularidades 
dominantes que M(z) .
Ademâs C791 es exactamente de los tipos C46] par lo que 
tenemos el siguiente teorema como corolario del teorema 1.9 para 
el caso de varias singularidades dominantes.
Teorema 3.3
y varianza V ., del tamano de los
ârboles s i mp 1 i C icados obtenidos a partir de ârboles de 41 de 
tamano mn + 1 , verifican
"mn+1 = ^1 " •
« 1 . 1 - alp)
_ pg' <P > _ g^<p> ] "2^  _ g^(p) _
2t2 I ^  2r^
7p g *(p) (p)
- «1
g<p) = m-2
2
donde s = — i-r- — — — ( T ) 
d u"
a(z> > c z r (m11I ♦ l)M™{z) y ^(p) m cjp E m|t|<m|t| ♦ l)w"{p>
" t e s   ^ t es
Para terminar esta secoiôn cornentaremos que el hecho de haber 
escogido como medida del tamaHo de un ârbol su numéro total de 
nodoe, frente a la elecoiôn de numéro de nodos internos, que nos 
hublese permitido manipular funeiones con una ûnica singularidad 
dominante, se debe al conveneimiento de que las técnicas aqui
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desarro1iadas pueden api icarse al estudio de la 
aplicaciàn de este cr i ter io de reduce iôn a una familia simple 
arbitraria de ârboles, en cuyo caso no hay ope iôn posible en la 
def1n ic iôn de 1 tamano de un ârbol : en general ha de cons iderarse 
como tal el numéro total de nodos. No obstante, en el desarro1lo 
anterior hemos sacado ventaja de1 conocimiento explicito de los 
va lores p y r asociados a 41 , informée iôn que se pierde al 
intentar razonar sobre una familia simple arbitraria, lo que hace 
esperar que sean necesar ios aûn nuevos refinamientos en las 
técnicas expuestas en esta secciôn ; lo que trataremos de hacer 
en un futuro proximo.
Capitula 3
Comportamiento medio de alqoritmos bottom-up sobre ârboles
En este cap i tulo abordaremos el estudio de la complejidad 
en media de los a Igor i tmos de reducelôn de ârboles presentados en
el capitulo anterior. Para e 1lo seguiremos la mi sma filosofia que
désarroilada ejempio en CFS03J o CSt84 . Cap 3 y 41 , es
dec ir part iendo de la idea de que la serie generatriz de coste
describe la complejidad de un programa o de una de sus partes, se
trata de trabajar directamente con la misma, para lo cual se 
comienza construyéndo1 a a partir de series asociadas a las 
distintas operac iones de 1 aigoritmo cons i deradas como bâsicas. En 
primer lugar se traducen los esquemas de câlculo en termines de 
s i s t e ma s de ecuac iones sobre series formales de ârboles, en las 
que cada ârbol, o n-tupla de ârboles, es ponderado por el coste 
de la ejecuciàn de la suceslôn de instrucciones de la que es 
argumento. A cont inuac iôn se transforman estas ecuac iones 
mediante el llamado morfismo estândar, para obtener su imagen en 
termines de descriptores de complejidad.
Comenzaremos introduciendo una serie de conceptos que 
af inan la noc iôn de serie de coste dada en el capitulo 1 
Recordemos al respecta que para los distintos a Igor i tmos que 
pretendemos estudiar, el conjunto de datas posibles es siempre 
una familia simple, que denotaremos por T .
Notaremos par T ai producto cartesiano f = f^ X...X 
donde oada F^ es una familia simple de ârboles incluida en F , 
y utltizaremos la notaciôn abreu iada K para refer irnos a la 
tupla (X ^ ^  con € F^ para cada i € ( 1, .. ,m > .
A cada procedimiento o sucesiôn de instrucciones, A , que 
dependa de los argumentos X Ç F , le asoc i amos la serie formai
1 19
rCi = r tA(X) )l
kef
donde tA<X) es el coste de la ejecuciôn de A sobre el 
dato k .
El morf1smo que utilizaremos a lo largo de este capitula,
es el que asoc ia a cada ârbol T de cada familia el
IT Imonomio x j '
As i, siendo U C f" un conjunto de m-uplas de ârboles de 
F , définîmes la serie genera tr i z o funciôn caracteristica de U 
como la serie en m variables
"lftU ( X , , . . , X ) = C
n  ^  ,
donde
1' ' m  - " r  " " m  '
• . I« i = "» >!
Y si P es un predicado sobre F , def inimos la funciôn
caracteristica condicional de U bajo la condiciôn P mediante
KU( X ^  , .. , x ^  / P ) = ft( U A P > ( X ^  , .. , x^)
donde U A P dénota la intersecc iôn de U y P .
Aunque ya definimos en el capitulo 1 la noc iôn de serie de
coste de un aigoritmo A , ahora lo haremos de una forma mâs
general. As i, siendo A un procedimiento (o lo que es igua1, una
suces iôn de instrucciones) que dependa de c 1ertos argumentos
X ^ € F ^ C F ,  1 < i < m ; dada una medida de complejidad t , y
una suces iôn de va lores concretos e ^ 1 < i < m para los
argumentos , dénotâmes por TA<e^,..,e^> el coste de
ejeouciôn de A para los va lores e ^ de sus argumentos. Y 
m
siendo P C  H T  un predicado impuesto sobre los datos e, , 
i-1 ‘ ^
llamaremos serie de coste o descriptor de complejidad de A 
condicionado por P a la serie
Ta(X,, .. ,X / P ) = r rA(e,,..,e ) x,  ^ .. x Cl]
1 m P(;> 1 m l
De esta forma el coeficiente [x ^ \  .. ,x^™3 Ta(x / P) es
la suma de los costes de la ejecuciàn de A sobre todas las 
tuplas de datos que ver if ican P(e) con |e ^ | = n^ , 1 < i < m .
Usua 1 mente, si P * // F . lo omi t iremos en la notaciôn, 
esor ibiendo T a (x ) en lugar de Ta(x / P) .
En fS 184] se dan una serie de propiedades elementales que 
se der i van de manera inmediata de las de f i n i c i "'^es anteriores, 
para cualquier tipo de complejidad t escogida. Entre e 1 las, 
recordar que dado un procedimiento A(K : F) y su descriptor de
complejidad T a (x ) , la serie T a (x ,..,x ) que se escribirâ
Ta(X) represents los costes acumulados respecto al tamano total 
de la m-upla de datos.
En cuanto a la medida de complejidad t que manejaremos a 
lu largo de este capitulo, dec ir que serâ ad i t iva respecto a la 
compos ic iôn de instrucciones, considerândose que :
- Toda combinaciôn booleana de tests elementales sobre ra ices 
de ârboles tiene coste unitario.
- El caste de 1 control de las i teraciones (es dec ir de las 
variables ligadas a cada bue le) es nulo, as i como el de las 
llamadas a proced imientos, paso de parâmetros y asignaciôn 
del resultado a las f une iones de tipo booleano.
- El coste de asignaciôn de un valor a una variable de tipo 
puntero es unitario.
Por otra parte es claro que una elecciôn mâs realista de 
las constantes de tiempo anter iores, no alteraria en absoluto la 
naturaleza del comporta mi en as intôt ico de un aigoritmo. Por 
ultimo T queda descr i ta en de ta 1 le en la figura 8 , para todas
a g u e  l i a s  c o n s  t r u c e  l o i i e s  que  a p a r e c e n  e n  l o s  a l q o r i t n i o s  q u e  
p r e t e n d e m o s  e s t u d i a r .
1 2 1
Cons t r u c e  i o n C o s t e  d e  e j e c u c i à n
TA (e ) = rB(e) + TC(e)
t A < e ) = t B(e .h ( i )>
T A ( e ) = 1 -*■ TB(e.h(i))
frP(e) + TB(e) si P(e)
T A ( e )
I TP ( e ) *■ TC ( e ) SI -ip ( e )
xA(e) = E TB(e.h(i)) 
i = l
A(K) = B(K) ; C(K)
A(X) s B<X.h(i))
A ( X )  = Y : =  B ( K . h ( i > )
A ( X )  = I F  P ( X )
THEN B ( K )
ELBE C(X)
A ( X )  = FOR i : =  1 TO X . a r
DO B ( X . h ( i  ) )
A ( K )  = WH I L E  P ( X )  DO B ( X )  r A ( e )  = Suma d e  l o s  c o s t e s  d e
e ' / a l u a c i o n  d e l  p r e d i c a d o  P<e> 
i n i e n t r a s  s ea  c i e r t o ,  y  d e  l o s  
c o s t e s  r B ( e )  c o r r e s p o n d  i e n t e s , 
Ilia s e l  c o s t e  d e  e v a l u a c i ô n  d e  
P ( e )  l a  primera v e z  q u e  s e  h a g a  
f a i s o .
P(K> a Combinaoion booleana rP(e) - 1
de predicados elementaies 
sobre las étiquetas o 
ar idades.
Para cada oonstruooiôn se ind ica su coste de ejecuciàn en 
funcion de los de sus componentes ; e , o en su caso e , 
denotan ei valor fijado como argumente.
Figura 8
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Ahora siguiendo [S18 4] podemos enune i ar las 1res reglas de 
complejidad siguientes, que definen respectiwamente el descriptor 
de complejidad asociado a la compos i c iôn secuencial de 
instrucciones, a la instrucciôn condicional simple (if), y a la 
i terac iôn incondiclona1 en los subarboles (for), en funciôn de 
los descr iptores de complejidad y f une iones caracter1st icas , 
cuando procéda, de sus componentes ; asi como de las f une iones 
caracteristica s de sus tipos de datos.
* 2., pos ic lôn secuencial)
S i endo A(X) = B(X) ; C (X) , donde X es de tipo F ; para
todo predicado P c F se tiene
Ta ( x  / P) = Tb(x / P) ♦ T C (K / P)
Rsqla 2 (Condicional)
Siendo A(X) = IF P(X) THEN B(X) ELSE C(X) , y X C F , se
t iene
Ta ( X ) * Tp(x) ♦ Tb(x / P) + TC ( X / -.P )
Estas dos reglas se der i van directamente de la aditividad
de la medida de complejidad.
Régla 3 (Iterac iôn incondiciona1 en los subârboles)
Siendo A(X) s FOR i ;= 1 TO X.ar DO B(X.h(i)) , y X C F,
se tiene
ra(x> = X Tb(x> <^*(f(z>> 
donde f(z ) es la funciôn generatr i z asociada a los ârboles de 
la familia F a M(E, w ) y «(>< f (z ) ) = E c f"(z) con
n>l
= | f s € E / u ( s ) a n ) |  .
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Demastraclàn
Sea tA = r t A(K) X la serie formai de coste asociada a 
X6F
A , donde tA(X) es el coste de ejecuciàn de A sobre X . Por 
def iniciàn tal serie verif ica 
w ( s )
ta = r r r tB(x.) 'ij (x , .. ,x., .. ,x )
" " r
u ( s )
= £ £ £ tB(X ) rs) (X , « . ( X  , . .  , X  ) >
a‘^  désigna la operac iôn de interca lamiento de X^ entre
^2’ ■■ ’^u(s> e 1 lugar i . Genera 1izando este operador a
series de ârboles mu11 i var i ada s se obtiene
tA = £ £ .S) <tB «. £ s) (tB m ^
s€E 1=1 * st£
u ( s ) ) 0 u ( s ) > 0
Y ahora, mediante ei morf i smo e s tândar obtenemos
Ta(x)=KTb(x)<{>Mf(z)) c.q.d.
Y ya s in mâs prerrequisitos, podemos pasar al estudio de la 
complejidad media de los algor i tmos de reduce ion cons iderados en 
el capitula anterior. Por razones de simplicidad present aremos 
dicho estudio para ârboles binarios con un un ico tipo de nodo 
interno y dos posibles étiquetas para las hoJas.
Complétâmes el estudio con la comparée iôn de los resultados 
obtenidos (linealidad respecto del tamano de1 input) con el 
comport amiento de dichos a Igor i tmos en el peor de los casos.
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1. Idempatencia
1.1 Complejidad media
Como ya hemos anunciado, vamos a estudiar el coinpor t ami en t o 
medio del aigoritmo SIMP presentado en la figura I , para el 
caso p = q = 2 . Como vimos en la secc ion 2 del capitula 
anterior, la familia % para este caso es isomorfa a la familia 
3) utilizada en dicha secciôn, rad icando la ûnica "diferencia" 
entre tales f ami lias en la interpretaciôn dada a los nodas 
internos, que en el caso SIMP se asocian con una operaiiôn 
meraniente idempotente, mientras que en el caso S ICON s? supcne 
ademâs conmutativa. Por e 1lo a lo largo de esta secciôn 
denotaremos por 3 a la familia A con p = q = 2 . Po.~ otra 
parte consideraremos como tamano de un ârbol su numéro d> nodos 
internos, de modo que podremos ut i1i zar las exprès iones C493 ,
I50] y [51] de la secciôn 2 del capitulo 2 .
En concreto podemos ver en la figura 9 la versiôi del 
aigoritmo SIMP correspond iente a la familia 3) .
FUNCTION SIMP ( T ; 3) ) : 3) j 
IF T.ar = 0 THEN SIMP := T
ELSE ti := SIMP (T.hi) ;
td := SIMP (T.hd) ;
IF EQUAL (ti,td)
THEN SIMP ti 
ELSE SIMP := o(ti,td)
END SIMP.
EQUAL testea la iguaIdad de dos ârboles en orden prelijo
Figura 9
Considereiitos el descriptor de comp le j idad de SIMP :
TSinP(z) = E tSIHPIT) z I 
T€3)
ft partir de la régla de complejidad 2 (condicional) se
t iene
TSinP(z) = D(z) + tTHEMj( z / T.ar = 0 ) +
+ tELSE^( z / T.ar ?! 0 ) C2]
Por otra parte
tTHEN,( z / T.ar = 0 ) = N( T€3 / T.ar = 0 )(z) = 2
régla 2 , junto a las reglas 1 (compos ic iôn) y 3 (i terac iôn 
incondiciona1 en los subârboles) , asi como la definiciàn de 
descriptor de complejidad de una suces iôn de instrucciones 
cond ic ionada por un predicado, [11 , obtenemos
tELSEj( z / T.ar / 0 ) = 2 z D^(z) + 2 z D(z) t SIMP( z ) + M(z)
+ tTHENj I z / |T| > 0 , SIMP(T.hi) = SIMP(T.hd) ) +
+ TELSE^( z / |T| > 0 , SIMP(T.hi) X SIMP(T.hd) ) [41
donde
M(z) = r t EQUAL( S IMP(T.h i ),SIMP(T.hd) ) z^^l 
T€D 
|T|)0
Por otra parte
t THEM^I z / |T| > 0 , SIMP(T.hi) = S IMP(T.hd) )
Al ,5,
T € a , |T| > 0
Sim»(T.hi )=SIMP(T. hd )
Retomando las def inic iones de la secciôn 1 de 1 capitula 2 , 
consideramos la part ic iôn de 3 en clases de ârboles con un 
mi smo s impi i f icado t t 3 , que ahora denotaremos por 3) , en
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lugar de A . Recordemos que
|T|D (z) = r z ' ' V t € 3 ; D(z) = Z D (z) [61
T€3 t€S
SinP(T)-t
Pues bien, a partir de C71 y C81 en la mène ionada secciôn, y 
tomando los simbolos a y b como representaciôn de las posibles 
étiquetas para las hojas de los ârboles de 3 , tenemos
D^(z) = Dj^(z) = 1 + z < 3 ) = B(z)
D (z) = z D (z) D (z) z D^(z) V t = o<t ,t ) 6 3 C71
t *1 '2
donde B (z ) es la funciôn genera t riz de los ârboles binarios, 
cuya exprès iôn
B(z) =  ^  ^ C8]
es bien conocida.
Reescribimos CSl hacienda uso de la par tic iôn de 3 en 
clases de ârboles con idéntico s i inpl i f icado , obteniendo
TTHEN ( z / |T| > 0 , SIMP(T.hi) = SIMP(T.hd) )
E ) z  ^ = z £ D‘(2 ) C9)
t€S T^ ,T^ 6 3 t€3
SIMP(Tj)=t=SIMP(T2)
Proced iendo de manera anâloga, se tiene
TELSEgi z / |T| > 0 , SIMP(T.hi) / SIMP(T.hd) ) =
3 « A l  . 3 ^  J
T € 3 7 |T| > 0 t,,t € S T 63
SIMP(T.hi)XSIMP(T.hd) %  %  . 'tj P Tg
a 3 z £ D (z) D (z) - 3 z £ D^(z) =
t^.tgE! M  2 t€S
- 3 z D^ (z) - 3 z £ D^ (z) [103
t€3
127
En esta formula el valor 3 es el coste de la instruccion asociada 
al ELSEg ( SIMP :=  ^ 9"^ su ejecuciàn imp 1 ica la
asignaciôn de un valor a très variables de tipo puntero, y segùn 
hemos definido la medida de complejidad t , cada una de e 11 a s 
tiene un coste unitario.
Ahora sust i tuyendo [31 , 191 y CIO! en [21 , y
resoluiendo la ecuac iôn lineal que résulta, iIegamos a
D(z) ♦ 2 + 5 z D^(z) + M(z) - 2 z £ (z )
t P 3tSIMP(z) = ---------------------------------- — -------
1 - 2 z D(z>
que ut i1i zando las iguaIdades 1491 y 1501 de 1 capitulo 2 se 
reduce a
6 D(z) - 8 + M(z) - 2 z £ D^(z) ,
T S I MP ( z ) = ---------------------------— -------  (/ - Y  [111.. ^
1 - 2 z D(z)
.
verificândose que l - 2 z D ( z ) = ( l - 8 z )  
Tenemos ahora la siguiente
Proposicidn l.I
r c^ , Cj € U { 0 } , V p > 2 la funciôn
\
t€S
C z / |z I < > •
Demastracion
Aplicando la propos ic iôn 1.2 del capitulo 2 . Nôtese que 
la olave para demostrar la hipôtesis iii) de dicha propos ic iôn, 
radica en el lema 1.2 de dicho capitulo ; mientras que la 
comprobaciôn de las restantes hipôtesis no ofrece especial
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dificultad, bastando can seguir anâlogos razonamientos que ios 
utilizados en situaciones similares a lo largo del capitulo 
anter ior.
Por lo tanto ya conocemos el comportamiento analitico de 
todos los términos que aparecen en 111] , exceptuando t1(z> . A 1 
respecto tenemos de nuevo a partir de C61 , que
M(z) = £ t EQUAL( SIi1P(T.hi ) .SlMP(T.hd) ) z^^l
T€3 
1T|>0
= £ ) t EQUAL( 3IHP(T ),SinP(T ) ) z
:::: :S :
£ TEQUAL (t ,t ) D (z) D (z)
t,,t.,€9 1 2
Por otra parte, como EQUAL testea ia iguaIdad de dos
ârboles en preorden, su coste puede definirse como sigue : 
r
t EQUAL (u ,V ) = .
1 si | u | = 0 o  IVI = 0
[ 1 2 1
1 + t EQUALIu.hi,V . hi) +
+ t EQUALIu.hd,V.hd1 N (u.hi = v.hi) 
si ju I , |w 1 ) 0
donde N dénota la funcion caracteristica usual de un conjunto. 
Ahora introducimos la funciôn
N(z) ■ £ TEQUAL (t ,t_) D. (z) D (z) , de modo que
t,,t,€9 1 2
1 ’ ‘2
M(z ) a z N(z) . Si ahora descomponemos el sumatorio, segùn la 
sigttiente particiôn de 3 x 9  
9 X 9  a { (a) , (E) } X 9  ♦ 9xf 0  , (g) > - £ 0  , ®
donde 9^^
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obtenemos
2
N(z) = 4 D(z) D(z) - 4 B (z) t
+ z^ L tEQUAL(u,u) D . (z)D . .(z) +
U.V65, ■ "
>0
"u"'!!"".
y como evidentemente tEQUAL(v,u) = tEQUAL(u,w) , tenemos
H(z) = 4 B(z) D(z) - 4 B^(z) ♦ z^ < P^(z) *■ P^( z) + P^(z) ) 
s iendo
P,(z) = £ t EQUAL(u ,v )D^(z )D^(z )
P^tz) = Z TEQUAL(u,v)D^_^.(z)D^_^^(z)D^_^.(z)D^_^^(z)
u , v€ 3
u, v€9
>0
£ TEQUAL(u,v)D^(z)D ..(z)D . .(z) [14]u V.ni V.hd
>0
Aplicando C 7] , [12] y C13] en esta ultima exprès iôn, tenemos 
P_!z5 = £ t EQUAL(u ,v )D^(z > -i- D (z) - D^(z)
= —i—  £ tEQUAL(u ,v)D^(z)D (z) - -2—  B(z) £ D^(z)
 ^U.V6J "  ^ tes ^
- B^(z) D(z) + -i—  B^(z) - P,(z> [151
Y en cuanto a P^ < z ) , teniendo en cuenta [51 de 1 capitulo 2 , 
obtenemos
Pg(z ) = ^ TEQUAL(o(u^,Ug),o(v^,Vg))D^ (z)D^ (z)D^ (z)D^ <z> =
«1 i«2»''l •''2 ^*
“2* ''l * ^2 
= <z) ♦ Qj(z) * Qj<z)
con
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Q,(z) = > D <z)D (z)D (z)D (z)
 ^ _  "l "2 '"l ^2
"l '"2''^1 '^^2^'
“ l " “ 2 • ''l '* "2
Q.) ( z ) = ^ t EQUAL( u , , o , ) D__ ( z )D <z)D_^  ( z )D (z)
'i'"2"''r'"2'
’2
'2-' - ^
u,,Ui,V,,v_6J
Qg(z) = 2 TEQUAL(u,w)D^(z)D^(z)D^(z) [161
t,u,v€ 3 
t X u , t i« w
que podemos reescr ib ir en la forma
Q (z) = iD^(z) - C D^<2 )'
I t€3
Qg(z) = D^(z) N(z) - 2 D(z> N^(z) + P^(z) +
+ 4 B^(z) E D^(z) - 4 B^(z) 
tes
Q (z> = N(z) E D^(z) - 2 N_(z) + E TEQUAL(t,t) <z) C17J 
 ^ 16 3 ‘  ^ tes *
donde N.(z) = E tEQUAL(u,w) D^(z) D (z) , para i = 2 , 3 .
u, w€3
Hemos de estudiar el comportamiento analitico de cada una 
de las f une iones de las que todavia no se conozca, que hayan ido 
aparec iendo en el desarro1lo de N(z) . Asi, como
TEQUAL(t,t) ■ 2|t| ♦ 1 , tenemos que
E TEQUAL(t,t) 0^(z) 3 E ( 2 |t| + 1 > 0^(z) , cuyo radio de
tes tes
convergencia es superior a ^/g segùn la proposiciôn 1 .1 .
Estudiamos a continuacion las funeiones (z) y (z) .
Proposicida 1.2
Las series M.<z) = E tEQUAL(u,v> o \ z ) D^<z) , con
 ^ u,v€3
i 3 2 , 3 t ienen radio de convergencia igual a ^/g .
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Dei,IQ s i raa lan
Observamos que
V u,w 6 J I < TEQUALCu,V) < 2lu| + 1 C18]
de modo que D(z) E D+(z) < N (z) < D(z) E ( 2|t| + 1 ) D^(z)
tea  ^ tea
para todo valor positiva de z para el que tengan sent ido las 
exprès iones en juego. Ahora bien, aplicando la propos ic i on 1.1 
sabemos que tanto E D*(z) como E ( 2 |t| + 1 ) D^<z) tienen
tea tea
radio de convergencia superior a ^/g ; por lo que por ser NL(z)
de coeficlentes positivos, podemos concluir que su radio de
£
convergencia es e 1 de D(z) , es decir /g .
Ahora, a partir de 171 , C14J-1171 , reagrupando en H(z)
los termines cuyo radio de convergenc ia es superior a ^/g , y
haciendo uso de [491 del capitulo 2 , obtenemos N(z) =
H<z) + D(z) —  2z E D^(z) ♦ 2z<1-zD(z))N.<z) - 2z^N_(z)
______________ _________ tea  ^ '_______________________  ^
1 - z^ ( D^(z) + E D+(z) >
tea [19]
H(z> = z ^ ( Z  D+(z) ♦ z^ r ( 2|t| + 1 ) D*(z) -
tea ' tea “
Pero V 2 e IR* |z| < = = »  1 - z ^ (  D^(z) + E D^(z) ) > 0
tea ^
pues to que D(z) y E (z ) son creolentes sobre e 1 eje real
tea
positive, y 1 - ■ j. ( D^(^/ ) ♦ E ) > 0 , lo que se
64 8 te, t 8
obtiene a partir del lema 1.2 del capitulo 2 , Junto con las
exprès iones CS01 y (671 de 1 mismo capitulo.
Por la tanto las posibles nuevas singularidades de K<z) 
provendrân del numerador de la exprès ion C191 . Ueremos que la
singular idad dominante se tiene para p = , y es ùnica, y que
1 3 2
a irededor de dicha punto se t lene una descompos icion apta para 
aplicar el teorema de Oarboux Para probar io bas ta ver que las
f une iones N (z) , i = 2 , 3 tienen dichas prop iedades
Proposiciàn 1.3
Las series N.(z) = E rEQUAL(u ,v ) D^(z) D (z ) ,
u,v6S “ ''
con i - 2 , 3 son analit ica s en e 1 conjunto 
C z / |z 1 < ^/g , Z ^ ^ / g  } ,
Demos traciàn
Para cada u € 9 def inimos p (z) = E t E Q Ü A L ( u , v )  (z)
v €  3
de modo que se tienen las iguaIdades
N(z) = E p (z) 0 (z) 
u€3 "
N.(z) = E p (z) D (z) para 1 = 2 , 3  [201
u€ 9
Veremos a continuaciàn a través de un par de lemas otras tantas 
prop iedades importantes de l a s  F uneiones p  ( z )  .
Lema 1. I
V t € S (z) es ana lit ica en e 1 con junto
( z  / |z| < Z f l / . }  .
t
8 ' " " ' 8 
Demos t racion
Utilizando C12J se obtiene la s iguiente caracterizaciàn 
recursiva de las funciones //^(z) :
//^(z) ■ p^ i-z) » D(z)
e (z) a 0(z) * z p (z> D(z) *■ z p (z) D (z) + <1* ( z ) (211t u V u *u,v
V t = o(u,v> € 9
siendo
1 2 2
(z) = z L tEQUAH u , t . il i ) ( 2 ) *
- z f tEQUAL(u,t>D^(2 ) - z tEQUAL(w,u)D^(z)
Ahora bien, a partir de (181 , de la propos iciôn 1.1 , y de la 
observaciân que sigue al lema 1.2 de 1 capitulo anterior, que 
nos garant iza que ▼ u € 9 D^(z> tiene radio de convergencia
igual a , se tiene que
V u, V € 9 y^z) es ana 1 11 ica en ( z / |z| < ~ 1 C221
con lo que podemos concluir e 1 resultado buscado, a través de una 
senc ilia prueba por induce ion siguiendo C211 .
Lema I .2
3 k ^ , k 2 € n i *  V u € 9 v z € C
|z| < ^/g =— » I 5 ♦ kjlul .
Demastracion
Comenzaremos probando que v u , w € 3  V z 6 C
1*1 i  ^/g ‘ » 1 ) I i ( 3 - 2 )|2|u| ♦ 1 ♦  ^^^-^2 — I
[23]
En efecto, a partir de C18] y [21] , teniendo en cuenta que cada 
uno de los sumandos que aparece en la definiciàn de 4*^  es
una serie de potencias con coeficientes positivos, y recordando 
que
V t € 9^^ D^(^/g) < B(^/g) [24]
lo que se deduce del lema 1.2 en e 1 capitulo 2 ; se obtiene
V u,v € 9 V z € C  1*1 S
4 1(1/ ) - B ^ ( V  )
I4>u y(z>l i --------- g------- —  ( 2 (2|u| + 1) + (2|v| ♦ 1) )
1 3  1
Finalmente ubservamos que de C8] se sigue B(^/g) = 4 - 2  J~2 ; 
y por otra parte, de C681 en el capitulo 2 se deriua 
I(l/g) < 4 - J~2 , con lo que podemos concluir C231 .
Tomamos entonces k^ = 4 y kg = 4 ( 3 J~2 - 2 ) , y
razonando a partir de 1211 par induccion sobre el tamano de 
t € S , teniendo en cuenta [23] y [24] , se concluye fâcilmente
el resultado de 1 lema 1.2 .
Retomamos ahora la demostraciôn de la propos ic iôn 1.3 . 
Aplicando este ultimo lema, tenemos que 
3 k ^ , k g € n » *  v u e s  v z e c
1*1 i ^/g = = »  I Mu<*) »;<*> I i + k]!"! >|d N z )1 [25]
Por otra parte, en virtud de 1 lema 1.2 de 1 capitulo 2 se tiene
3 V e IR* < V g  v u e s  v z e c
|z| < ‘/g = $  |D\z) I < 2 " y'l"l [26]
Por otra parte
r < ♦ kg|u| ) 2^ yi|"l ( 2*j k^ I(l/g) ♦ kg
Luego M^(z) = Z p^(z) D*(z) converge absolute y
uniformemente sobre la bola cerrada C z / |z| < ^/g > , por el
criteria de convergencia de Ueierstrass . Con técnicas estândar 
de prolongaciàn analit ica podemos asegurar la convergencia 
uni forme sobre todo compacto inoluido en un cierto abierto que 
contiene a f a /  |z| < ^/g , z X ^/g >. Por otra parte, 
aplicando el lema 1.1 , y teniendo en cuenta que 
V u ë 5 D^(z) tiene radio de convergencia , concluimos
que V u € J /i^(z> D^<z> es ana lit ica en C z / |z| i ^/g ,
z / ^/g > . De modo que se verifican las hipàtesis del teorema 
de Weierstrass , aplicando el cual concluimos que N.(z) es
135
ana lit ica en ( z / |z | < ^/g , z / ^ /g > para i = 2 , 3 .
Si ahora demostramos que N^(z) con i = 2 , 3 , tienen
«endos désarroilos locales alrededor de z = ^/g de 1 tipo
I /
M^(z) » h^(z> * g^(z) ( 1 - 8 z > * con h^(z ) y g^(z)
analit icas en un entorno de z = ^ /g , quedaremos en disposicion
de aplicar el teorema de Darboux a la fune iôn %SIMP(z) .
Para elle comenzaremos probando el s iguiente
Lema 1. 3
V u € 9 v z € t z / 0 <  IzI < ^/g , z X ^/g >
I /
p^<z> = hy(z) ♦ g^(z) ( 1 - 8 z ) * donde h^(z) y g^(_)
verifican :
a) V u € 9 hy(z) y g^(z) son ana1i t icas en el conjunto
A = { z / 0 ( |z| < -  } .
fa) 3 , kg € IR* 3 V(^/g) C A entorno de z = ^/g , ta 1
que V u € 9 v z € V(^/g) |h^(z)| ( k^ ♦ kg|u| ,
|g^(z) I < kj + kg[u I .
ûemos t raciôn
Recordando que v z € C 0 ( |z| < *Vg ,
D(z> => — ---- ~— -— —  , y razonando a partir de 1211 por
induce iôn sofare el tamano de u € 9 , ofatenemos las siguientes 
definiciones reoursivas de h^(z) y g^(z) :
h < z ) a h .  (z) ^b 2 z
, h(z> (1 - 8 z) g (z)
------------- 2    * ' °u‘=*> *
♦ <}>^^(z> v t  = o ( u , v ) € 9  [27]
13G
g ( = ) = g ( 2 ) = -  ^’b'*" 2 z
1
9t< = ' " ■ "2~i--------—  * — 2---  * ^ D^(z) g^(2)
V t = o(u,v) € S [28]
Ahora, para uer que tales funciones verifican a) , basta razonar 
nuevamente por induce iôn sobre el tamano de u € 9 , a partir de
[27] Y [28] , teniendo en cuenta [22] , as 1 como que v t € 9
4D (z) tiene radio de convergencia ^/ , y que la f une iôn
es analit ica v z X 0 .2 z
Y para comprobar b) tomaremos = 5 , kg = 4 ( 3 J 2 - 2 ) ,
y de nuevo part iendo de [27] y [281 , y por induceiôn sobre el 
tamano de u € 9 , teniendo en cuenta ahora [231 y [241 probamos 
que
V u t 5 lh^(^/g)| < k^ t kg|u| , |g^( Vg) I ( k^ 4. kg|u| ,
y es fâcil ver que gracias a la propiedad a) , podemos extender
Es t amos ahora en cond ic iones de probar la
las acotac iones a un entorno ) C A independlente de u
Proposic iân 7.4
Las funciones N.(z> = E /i^(z) dNz) , 1 = 2 , 3 ,
u€ 3
admiten un desarro1lo local en un entorno de z = ^/g de la
forma N^(z) = h.(z) ♦ g^(z) ( I - 8 z ) , con hu(z) y
g^(z) analit icas sobre el mismo.
Demp^s t rac idn
Basàndonos en el lema anterior, définîmes 
h^(z) = E hy(z) o \ z  ) y g^(z) » E g^fz) D^(z) .
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Aplicando el lema 1.2 de 1 capitulo 2 , tenemos que 
3 y e IR* »^  ( V g  v u € J  v z e c
1*1 <   |D,^<*>I < 2'
lo que comb inado con e i resultado de 1 apartado b) del lema 1.3
nos permite afirmar que 3 , kg € IR* 3 V(^/g) v  u € 9
V z € V(l/g) I h^(z) Dy(z)| < ( kj ♦ kg |u | ) 2^ ,
|g^( z ) o \  z ) I ( { kj + kg|u| ) 2^ y H  I para un cierto y € 13*
independ1ente de u y de z , con y^ ^/g .
Por otra parte
E 2 
u€9
' (kl+ k?!" I > ( 2^ [ “i * 4- “2
de modo que por el or i ter io de Weierstrass g^(z) y hu(z)
convergen absoluta y un i formemente sobre V<^/g) ; como ademâs
para todo u € 9 las funciones h^(z) D^(z) y g^<z) D^(z> son
analit icas en V(*/g) , concluimos por el teorema de Ueierstrass 
que h^(z) y g^(z> también lo son, en el mismo entorno.
Finalmente, a partir de till , [191 , de los lemas
previos, y de la exprès iôn [501 del capitulo 2 , tenemos un
8desarro1lo local para %SIMP(z) en z = ^/_ , al que podemos
aplicar el teorema de Oarboux - Polya :
tSIMP(z ) = a^(z) ( 1 - 8 z ) ♦ ag(z) < 1 - 8 z ) ♦ a^lz)
donde las funciones a.<z> con i «• 1,2,3 son anaii t icas en un 
8 'entorno de z ■ ^/_ , y siendo
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" 4 - 4 -  1“^  '
♦  L < 2 | t |  +  1 ) D ^ ( ‘ / g )  ♦ 1 2 8 - 8  r ( ^ / g )  -
- - 4-
donde r(z) = C D^(z) y h.(z) = Z h (z) d|(z) 
tes  ^ tes
Y aplicando el citado teoreina, obtenemos
a (^/ ) 8" n"'/:
Cz"l tSIHP(z) =       I 1 ♦ 0 ( V  ) I 1291
m  ‘
Teorema Î.J
El coste medio de ejecuciôn del aigoritmo SIMP es 
asimtôt icamente lineal respecto al tamano del input :
tSIMP = a n 1 ♦ 0( / )
con K = —^  aj^(^/g) y a^(^/g) como se indica mas arriba. 
Demos i racion
tz 1 tSIMP(z )Recordando que rSIMP =   y haciendo uso
" [z"l D(z)
de las expresiones CSll del capitulo anterior, y C291 del 
presente, obtenemos el resultado buscado.
1.2 Comptejidad en el peor de los casos
Comenzaremos este apartado mostrando una cota superior del 
tipo 0( n In n ) para cualquier or i ter io de simplificaoion que 
opere sobre irboles binaries, siguiendo una filosofia bottom-up, 
sin aumentar nunca el tamano de los arboles, y basado en el 
testeo de la identidad en preorden, para tomar sus decisiones.
Mas formalmente, T sera un cri ter io de s impiificaciôn tal que
1 J )
para caloular f(A) , se comienza obteniendo f (A .hi) y 
f(A.hd) , y tras estudiar si son idénticos, se da un valor a 
f(A) en funciôn del valor de verdad obtenido, de manera que 
If(A ) I < IA I . Supondremos constante el tlempo de const rucc i on 
de f ( A ) , una vez que sabemos en que casa nos encontraiiios.
Entonoes, si denotamos por C^(A> e 1 tienipo necesario para 
computer f (A) , se tiene
Cy(A) - o ♦ C^(A.hi) ♦ Cy(A.hd) + COMPt f(A.hi) , f(A.hd) ) ,
donde COMP(u ,v ) dénota el coste de la comparée iôn en preorden 
de los ârboles u y v , es dec ir el numéro de comparaciones 
entre nodos de ambos ârboles que se precisan para dec id i r si son 
idénticos a no. Para mayor comod idad y clar idad vamos a 
considerar como tamano de un ârbo1 u , |u| , su numéro total de
nodos, bien entend ido que e1lo no afecta en absolute a la 
naturaleza de los resu1tados obtenidos, ya que por tra tarse de 
ârboles binaries, el numéro total de nodos de un ârbo1 con n 
nodos internos es 2n + 1
Probaremos que
Cy(A) < X (|AI In |A( ♦ 1 ) [301
siendo X una constante suficientemente grande e independiente 
de IA I .
En efeoto, tenemos que COMP(u ,v) < min { |u| , |v| > , de
modo quo C^(A) < o + C^(A.hi) + C^(A.hd) + min C |A.hi |, {A.hd |>
utilizando el hecho de que t no aumenta nunca el tamano de 1 
ârbol que se le pasa como argumente. Y ahora para probar [301 
procederemos por induceiôn respeoto del tamano de A :
Para |A| « 1  el resultado es trivial, sin màs que tomar 
X 2 c (de hecho ésta sera la ûnica cond ic iôn impuesta a X ).
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Supongamoslo ahora cierto para todo ai'boi de tamano inferior a 
n , y comprobémoslo para A con |A| = n . Denotaremos
s = n - 1 , m s |A.hi I , de manera que |A.hd| = s - m ; con lo
que C 301 se reduce a probar que
c * X m l n m + X  ( s - m )  In ( s - m )  ♦ X + min ( m , s - m >
< X ( s + l ) l n ( s + l )
Oada la simetria de ambos miembros respecto a m y s - m , 
basta demostrar ia desiguaidad para m < ^/g . Para elio
consideraremos el miembro izquierdo de la misma como una fune iôn
de m , y<m) , def inida sobre C1,^/g1 Es fâcil comprobar que 
la desigualdad en ouest iôn es cierta para los casos extremos 
m = 1 , m = ^/g . Y der ivando y(m) vemos que la funciôn tiene
un ûnico punto critico , que es un minimo ,en el intervalo
Cl, */gl , concret amente en m^ = ---- -— j  . Luego el mâximo
1 . e
absoluta de y(m) se alcanza en uno de los extremos del 
intervalo, con lo que la desigualdad queda probada 
V m € Cl,®/gl , concluyéndose C301 .
Finalmente es senc i1lo ver que el resultado anterior puede 
extenderse al caso en el que la construcoiôn de /(A) , una vez
deoidida la iguaidad entre Y(A.hi) y f (A.hd) , conlleve un
tiempo lineal. Bastaria para ello, tomar X suficientemente 
grande-respeoto a la constante de proporoionalidad que nos sirve 
para aootar la complej idad de dicha construcoiôn, y razonar como 
anteriormeate.
Veremos a continuaoiôn que en el caso conoreto de nuestro 
aigoritmo de sisqiiifieaciôn SIMP , se alcanza de hecho la cota 
superior de complej idad probada.
Ill
Consideraremos la s iguiente suces iôn de ârboles binaries : 
Ag = (a) ; A. = o{ o( A. , A? ) , 0  ) donde A» se
obtiene a partir de A. , sust i tuyendo su étiqueta a màs a la 
derecha, por una étiqueta b . Tenemos as i :
Es évidente que todos los ârboles de esta f ami lia son 
irreducibles, asi como que el coste de la comparac iôn en preorden 
de A^ y A? es |A^| .
Por otra parte, si tomamos = |A^| , tenemos que
T ^ = 4 2 ^ - 3  ya que = 1 , = 2 + 3 .
Y siguiendo la notaciôn presentada previamente, en el caso 
que nos ocupa, tenemos
= 1 ♦ o( A^ , A! » >  2 ♦ 6SIMP
Por otra parte, siguiendo la def inic iôn de la sucesiôn de ârboies 
( A^ ) es inmediato probar que
▼ i € M ^SIMP^^i ^ ~ ^SIMP^^I* ’ modo que si para
simplificar denotamos c^ » ^SIMP^^i ^ ' tenemos el sistema 
récurrente
c.^j * 2 c ^ + T .  * 6 + 9  a 2 c ^ + 2  2^*‘ ♦ 12
y con una senoilla induooiôn conoltsisiB* que o^ > ( i + 1 ) 2^*^
Finalmente, tomando logar i tmos en la def inic iôn de T. résulta
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. I T"! * '  I
 2---  1°«32|--- 2----1 ^
lo que unido a C301 nos permite concluir que
a. m 0( T. In T ) .
2. Idempotencia màs conmutatividad
2.1 Complejidad media
Retomamos ia notaciôn y resuitados de la secciôn 2 del
capitulo anterior.
Sea TSICON (z) = ZT tSICON (T) z ^  ^^ el descriptor de
T6D
complej idad del aigoritmo SICON .
A partir de la def in ic iôn del mismo dada en la figura 5 , de 
las reglas de complej idad 1, 2, y 3 previamente enunc iadas, y de 
la def inic iôn 111 del descriptor de comp lej idad de una suces iôn 
de instruceiones cond ic ionado por un predicado, se obtiene
TSICON <z) a D(z) ♦ 2 ♦ 2 z D^(z) ♦ 2 z D<z> tSICON (z) ♦ M(z) +
♦ TTHEMgl z / |T| > 0 , SICOM (T.hi) SICON(T.hd) ) +
♦ TELSEgl z / |T| > 0 SICON (T.hi) SICON(T.hd) ) )
donde 1311
M(z> a ^  t EQCOHI SICOH(T.hi).SICON(T.hd) ) z =
T€a
|Tf>«
a z £ TEQCON(u,v)D (z)D (z) 
u,v€»^ “
.. Este resultado era de esperar, puesto que los a Igor i tmos 
SIMP y SICOM tienen idéntica estruotura, diferenciandose 
exoltrslvamimte ett el test que decide la iguaidad de dos ârbo les.
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En e 1 présente caso tenemos
TTHENg( z / |T| ) 0 , SICON (T.hi) SICON(T.hd) ) =
,|T| . J J
T e a  ,“ 1T| ) 0 t.f € J T e a
t>iuuN(T.hi) SlCON(T.hd) . ►. t c m
'CON 2 t'
= z £ 2 I D^(z) [32]
^«*c
sin mâs que recordar, para obtener la ultima iguaidad, el 
lema 2.1 de la secciôn 2 del capitulo 2 , y e 1 hecho de que
V t e 9^ I C CON(t) >1 = 2 ^ ^ ^ , resu1tados ambos que se
apiicaran exhaustivamente a lo largo del res to de esta secciôn.
Razonando de forma anâloga, obtenemos
TELSEg( z / |T| ) 0 , -.( SICON (T.hi) SICOM(T.hd) ) ) =
= 3 z D^(z) - 3 z £ 2 I D^(z) [33]
Y sus t i tuyendo [32] y [33] en [31] , resolviendo la ecuac iôn 
lineal résultante, y utilizando las expres iones [491 y [501 del 
capitulo 2 , 1legamos a
6 D(z) - 8 + M(z) - 2 z £ 2 I^  ^ D^(z)
tSICON(z ) = ---------------------------ü l c ------------  [34]
1 - 2 z D( z )
con 1 - 2 z D(z) = ( l - 8 z ) ^ *  en { z / 0 ( |z| < ^/g } .
l'i o!,Si vemos ahora que £ 2* ' D (z) tiene radio de
convergencia superior a ; que el de fl(z) es , siendo
ademâs z = ^/_ la ûnica singularidad dominante de M( z ) , y
8 ' ' Q
 ^ % a ttnsr^ s a
admi t iendo , M(z) , un désarroilo local en dicho punto de la 
forma M(z) = f ^ (z) ♦ fg(z) ( 1 - 8 z ) ^* con f ^ (z) analit ica
Ill
en un entorno de z = ^/g ; entonces estaremos en cond i c i ones de 
aplicar e 1 mé todo de Oarboux - Polya para aproximar 
asintôt icamente los coeficientes de tSICON(z) .
Propos ic iàn 2.1
y p > 2  V r ( p L p( 11I) 2^'^'D^(z) es ana1i t ica en 
t€3
la bola ( z / | z | <
25
> para todo p( 11 |) po1inomio en
ItI con coeficientes reales positivos. Ademâs, si p > 3 el 
resultado es también cierto para r = p .
Demos tracion
Anâloga a la de la propos ic iôn 2.1 de 1 capitulo 2 .
11 I 2De modo que £ 2' 'D^(z) tiene radio de convergencia
1 .
t€9
superior a 8
Pasemos entonces a estudiar la funciôn M(z) . Comenzaremos 
def in iendo para cada u € 9c
p^(z> = £ t EQCOH( u , V ) < z )
q (z 1 = £ tEQCON(v,u)D ( z )
vëJ
[351
Obsérvese la diferencia entre ambas funciones, ya que ahora en 
general tendremos t EQCON(u ,v ) X t EQCOM(v ,u ) .
En concrete tomamos como t EQCON(u ,v ) el numéro de 
comparaciones entre nodos necesarias para dec id ir la iguaidad de 
u y V , que para abreviar se denotarâ en lo sucesivo por 
c(u,v) . Tenemos entonces que
0 o 0
G  (U , V )  = J [361
1 ♦ c(u.hi,v.hi) c ( u. hd , V. hd >N (u. hi v.hi) ♦
♦ ( c ( u . h i,V .hd ) ♦
♦ c(u.hd, v.hi IKlu.hi v. hd ) )N (-. ( u. hi v.hi))
Is5
A partir de esta expresiôn, podemos demos trar por induceiôn sobre 
|u| ♦ |vI que
c<u,u> < ( 2|u| ♦ 1 ) ( 2 IVI ♦ 1 ) [37]
Consideremos ahora ia ya clas ica par ticiôn de 3 x 3c c
X 9^ - { 0  , ®  >X9^ ♦ 9^X{ ®  , ®  > - t 0  , ®  ♦ 9^^^ [38]
donde 9 s C t € 9  / | t l > 0 > .
°>0 C ' '
DeSCOmponiendo M(z) segûn esta par tic iôn, y a partir de [36]
y del sistema [591 del capitulo 2 , 1legamos a
M(z) - z 4 B(z) D(z) - 4 B^(z) ♦ z^ P^(z) ♦ z (z ) -
|t| q 2,_ . _   34 z B(z) £ 2' ' D.(z) - 4 z B (z) D(z) ♦ 8 z B (z)
të9^
z^ P. (z) ♦ z n.,(z) I [ 3911 2 
donde
^)0
P , (z) = £ c(u,w)2 I''Id^(z)D^(2 )
' u.u€9^ “ ”
>0
N_(z) = £ q.(z)2*D^<z) y
Mg(z) = £ (z)2•d^(z)
4
Ahora bien, por [36] se tiene P^<z) = £ Q^(z) con
Q^(Z)= ^  (z)D^ (z)D^ (z)D^ (Z) =
Ui , U2 , V], V2 € 9^ *  ^  ^ ^
"^“l 'CON " 2  ^ '^ l 'CON '^ 2 ^
D^<2) - £ 2^*^D^(z)
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Q,<z)= ) c(u ,w )D (z )D (z)D (z)D (z)
1 Z 1 1 "2 '"l '^2
"1 ' "2 ' '"r ''2 'c
- ‘“l *COM "2 ) ''1
= D^( = ) H(z) - D(z) (Hg(z) ♦ Ng( = )) ♦ P^(z) ♦
♦ 4 B^(z) £ 2 I ^ I D^<z) - 4 b '^ (z )
Q_(2 )= 3 c(u_,v_)2I“ Id^(z)D (z )D (z)2 Z 2’ 2 u u V
u . Ug . ^ 2 €
" 2  ^ " =CON " 2 ’
—  M(z) £ 2^^lo^Cz) - n_(z) - N_(=) +
tGS^ ‘  ^ ^
c(u,u')2^ I d ^(z ) 
u , u' € 5^
" 'CON
0_(z>= ) c(u w )D (z)D (z)D (z)D (z)
3 Z 1 , 2  u u V V
, ", . 9„
^1 =CON " 2 '
Q^(z) - D(z)Mg(z) ♦ Mg(z> ♦ D(z) £ c ( u , u • > 2^ I I ( z ) -
"'CON"
£ c<u,u' )2^'"'D^(z)
"*c o n " ’
0,(2) - Ojl*)
n-(z) - £ p (2)2^I" Id^(z> y
u€Sc “ "
M_<a> - £ 7  <2 )2 ^^“ Id^(z) .
 ^ u€9^ “
La expres ion asi obtenida para P^(z> se sustituye en 
[39] , llegândose a una ecuac ion lineal cuya résolue ion nos
1 4 7
proporciona, tras multiples s impi ificaciones, la siguiente 
expres ion para M< z ) :
■ I - 2 z M  . £ jl'l o'(z,| ■
t69^ 1
- 2z^ E 2 lo^(z) ♦ z^ S c(u,u*)2^I“ Id^(z)I +
u , uf ë 9^  " ^
" *CON
+ z^Mg(z) (1 - zO(z)) + z^Ng(z) (1 - 2zD(z))
- z^(Mg(z) ♦ 2Ng(z)) + H(z) I 1403
donde
H(z) = z^ £ c(u,w)2I*I"Id^(z)D^(z) - 2 + 
u.v€9^ “ "
♦ z^I £ 2 I * z)I * zI lo^( + ^ ^ c(u,u* )2^I"Id^(z )
*^*c u , u* ë 9
Comenzamos el estudio sobre la ana1i t ic idad de M( z ) 
demostrando una serie de proposiciones.
Propos ic idn 2.2
Las series £ c (u,v) D^(z) D^(z) y
u.u€9^
^ c<u,u*) 2^^ ll|"l D^(a) , i > 3 son ana lit icas en
u , u' € 9c 
“ 'CON
la bola A « C z / | z | <  —j5~   ^ *
Demostracidn
En cuanto a la primera de las series, a partir de (371
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tenemos v z € IR* L c ( u, v ) 2 I " I * I " I D^(z) ( z ) <
u,v€9c
r ( 2 |uI ♦ 1 ) 2 I D^(z)| . Pero por la propos ic iôn 2.1
u€9c " '
sabemos que el miembro derecho de la desigualdad es analit ico en
A , de modo que el miembro izquierdo también lo es, por tratarse
de una serie con coeficientes positives.
Anâlogamente, para la segunda serie tenemos que
v i > 2  V z ë IR* ^ c (u, u' ) D \  = ) <
u , u’ €
" =CON
< £ ( 2 |u I 1 ) ^  D^(z) , concluyéndose como en el caso
precedente.
Propos te ion 2.3
Las series t1(z) = £ p ( z ) 2 ^ ^  ^^  ^ ( z ) y
u€3c "
N^(z) = £ n^iz)2^ *'^"^dNz) , i = 2 , 3 tienen radio de
1 ,convergencia /g .
Demostracion
Aplicando C371 , tenemos v i = 2 , 3 v z G IR*
D<z) r g C i - i ) < M.(z)
M (z) i l (2|u[ ♦ 1)2*^'*’ r (2lv| . 1)D (z)
“ '-«c
teniéndose idénticas acotaciones para H^(z)
Ahora bien, £ (2|v| *■ 1)0 (z) = 2S(z) ♦ D(z) donde S(z> es
vë9 "
1 4 0
la funciôn genera t r i z del t a ma no de los ârboies irreduc ibles, que 
estudiamos en el capitulo anterior, y cuyo radio de convergencia 
V i mos que es ^/g . Ademâs, en virtud de la propos ic iôn 2.1
tanto r 2^   ^I" IdNz) como E <2 |u| ♦ 1 ) 2 ^ ^  ^’ I “ I ( z )
u€J^ " u€J "
tienen radio de convergencia superior a ^/g ; y como tanto
n^(z) como N^(z) son de coeficientes positives, concluimos
que su radio de convergencia es ^/g .
Para concluir que M(z) tiene radio de convergencia ^/g , 
veremos que el denominador de C401 no se anuia en £0,^/gl ; 
esto es, que
V z € «* z < ^/- = = »  i - 2z ^(d ^<z ) ♦ r 2 I*Jd J(z )1 > 0
En efecto, por el lema 2.2 de 1 capitulo anterior tenemos 
E 2 I^  (z ) ( ^/g) ; por otra parte sabemos que
%c< ^ /g) < D(^/g) = 4 , y compaginando ambos resultados tenemos
que para z = ^/g el denomi nador en eue s t iôn es positive. Y como 
tanto D(z) como E 2 ^ ^ ^ (z ) son funciones crec ientes sobre
el eje rea1 positive, la positividad se tiene en todo el 
intervalo [0,^/g] .
As i pues las singu1aridades dominantes de M(z) provienen 
del numerador de [40] } y probaremos de hecho que la ûnica 
s ingular idad dominante se tiene en z » ^/g . Para ello 
precisaremos una serie de lemas sobre p^<z) y q^(z> .
L e m a  2.1
V u € 9^ /f^(z> y 7 ( z ) son anal 11 icas en la bola
8 ' = " ^^8{ z / |z| < , z X } .
150
Demostracion
A partir de (363 obtenemos las siguientes 
caracterizaciones recurs iva s :
z) = = Dix)
p , ,(z) = D(z) ♦ z ( 2 D(z) - 2 I"I D (z) ) p (z) ♦
O ( U , V ) u u
4^ 2z 2» » D (2 ) fi (z) ♦ <t> (2 ) C413u V  ' u , V
s iendo
<i> (z) = z £ c(u,t.hi) 2 I ^ I D^(z) ♦
t€9 ‘
‘^ >0
^ C (V,t.hd) 2^*^D^(z) ♦ z ^ c(u,t.hd> 2 ^ ^ ^ (z ) ♦♦ z
t € 9 t € 9^
>0 ^>0
*■*** 'CON “ "COM " *
♦ z ^ c(v,t.hi) 2 ( ^ 1 D^(z) + z ^ c(u,t) 2 D^(z) -
;  - c
t.hd u "CON "
- 2 z £ c(u,t) 2 I D^(z) - 2 z 'S c(v,t/ i ' D^(z)
*"'c t ^ 9^
 ^ "CON "
q^(z) = 7 ^(z ) = D(z)
T) , ( z) = D(z) (1 - z ) c ( t , V ) D (z)) ♦ z q (z)(D(z> ♦o ( u, V ) ^ u u
* " *0
‘ =CON "
* 2 I"I D (z)) + z q (z) ( D<z) ♦ 2 I"I D <z)) ♦ k ( z ) £423V V u u , V
siendo
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le (z) = z £ c(t.hi,u) 2^*1 D^(z) + 
t€9 *
°)0
^ o(t.hd,v> 2 ^^Id ^(z > + z ^ c(t.hi,v) 2^^^D^(z> ♦♦ z
t € 9^ t € 9
°>0 >0
=CON "
♦ z ^ c(t.hd.u) 2 I * I D^(z) - z ^ c<t,u) 2 I D^(z)
t € 9^ t € 9
>0 >0
'CON "
- z £ c (t,V ) 2 I^( D^(z) - z S c(t,u) 2^"^ D^(z)
t f 9^
* 'cON "
Ahora bien , v u,v € 9^
<i) (z) y K (z) son ana lit icas en C z € (C / |z| < ■ >, w u , u ' • 23
[43]
io que puede demostrarse facilmente a partir de C 37] , 1 a
proposiciôn 2.1 de esta secciôn , y el lema 2.2 de la
secciôn 2 del capitulo anterior.
Con lo que basta razonar por inducciôn en [411 y [42] 
para obtener el resultado enunc iado en este lema.
Lema 2.2 :
V u € 9^  V z € Œ , |z I < |y«y(*)| i 2l"l(|uj 2)^
y |q^(z) j < 2 I"I( |uI + 4 >
Demostracion
Siguiendo el mismo procéder del lema 2.2 de 1 capitulo 2, 
podemos demostrar que v u € 9^ V z € C
|z| < -i = »  |D^(z)| ( -J- [44]
lo que unido a [37] nos permite obtener las siguientes 
acotac iones :
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v u . v t i  v z f c C  IzI <
< 4 Ü -  'I"I • I"I • 'c<-rr' - i.'-rr
(2 lu I ♦ 1)^ - - i —  B^(-4-)
< -4—) < | „ 1  .  | v |  ♦  l ) [ - i -  I M - lu, V 8 128 ' I > ‘ [ 9 c 18 c 18
- -j- [43]
Ahora bien, der ivando en 155] en el capitulo 2 , tenemos
I • (z)
1^(2) - I (22^) - 42^ I'(2z^) c c c
1 - 2z I (2 )
con lo que vzfclR , 0 ( | z | < p
I (z) - 2 - 32 s3
puesto que tenemos IM2z^) > 8z .
Ademâs, tanto p^iz) como q^(z) son series de potencias 
con coeficientes positivos, por lo que 
, , 1V Z t C [Z| . g
Entonces utilizando [45] y [46] y procediendo per 
induccion, obteneims las cotas uniformes anunciadas.
Proposiciôn 2,4
Las series M.(z) = E p (z) 2^^ D ^  ) y
u69^ "
H.(z) = E q (z) D^(z) i = 2 , 3 , son analitioms
u€Jc "
en el conjunto ( z / |z| < ^/g , z X ^/g > .
Demostracion
Tomemos i > 2 . A partir de [44] y del lema 2.2
8tenemos que v u € J  , v z € C  |z| <
I /'u(z) d N z )  I < < | u |  ♦ 2)^  j-^j
I q^< = ) D \ z >  I < ( |u| > 4)[-|-] [4-j
Ademâs
( |u| ♦ 2)2 l ^ j  [-^1 < |-%-| (-5-  *
r (|ul ♦ 4) [4-] [4-] ' ' < (4-j [ 4 -  !•('
1 - 1 1 - ,  1 ^ , 1 - ^u€9^
Luego (z) y N ^ (z ) convergen absoluta y uni f ormemente en la
bo la { z / Iz I < ^
de Ueierstrass Nuevamente por técnicas es tândar de prolungaciôn 
analit ica podemos asegurar la convergencia uniforme sobre todo 
compacto tncluido en un cierto abierto que contiene a 
(z / |z I < Vg, z X ^/g} . Ademâs V u € 9^ < * > 2 *  ^^ I “ ^ ( z > y
q^(z) 2^* o^(z) son ana lit icas en el con junto
{ z / |zI < ^/g , z X ^/g > por el lema 2.1 de esta secciôn,
y el lema 2.2 de 1 capitulo anterior. Por lo tanto estamos en
las hipôtesis de 1 teorema de Weierstrass , pudiéndose concluir 
que tanto (z) como N^(z) son analit ica s en el conjunto 
{ z / | z | < V g , z x ^ / g } .
Veamos ahora que v i > 2 tanto (z) como N^(z) 
admiten desarro1los locales alrededor de z = ^/g del tipo
I /
a(z) ♦ b(z)(l - 8 z)  ^ con a(z) y b <z ) analitIcas en un 
entorno de z = ^/ , ultimo requisite para poder disponer de un8
désarroiio local de tSICON(z ) alrededor de z = ^/g al que
poder aplicar el teorema de Darboux
Lena 2.3
V u € 9^ V z € < z / » < 1*1 î ‘/g , z X ^/g >
//^(z) a h^(z) ♦ g^( z ) ( 1 - 8 z ) y
q^(z> a H^(z) ♦ G^(z)(l - 8 z) , de manera que se cumplen
a) y u € 9^ h^(z), g^(z), z) y G^(z) son analitIcas en la
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bola perforada A = t z / 0 ( | z | ( ) •
b) Exist» un entorno de z = , V(^/g) C A , tal que
V u € 9^ V z € V( Vg) |h^(z) I < 2 <|u| ♦ 3)2 ;
|9y(z)I < 2l"l"^ * 3)^ : |Hy(z)| < 2 (|u| ♦ 5) ;
|G^(z)I < 2 l"l <y~2 |u| ♦ 3)2 .
Demos t racidn
Razonando por induccion sobre el tamano de u € 9 a
partir de C 411 y C42J , y recordando que D(z) = —  --- ^ ^ ^
con z € { z / 0( IzI< ^/g > , def inimos 
1
2 z
h , ( z ) = — ---- + (l - z 2*"' D (z)) h (z) - g (z)(l - 8z) +o(u,v) 2 z u u ^u
♦ 2z 2^"^ D (z) h (z) ♦ 4* ( z )u V "^ u, V
g < z ) = g ( z ) = - 2 z
^o(u.u)^*^ - - - y 4 -  - * zl"! D^(z)) g^(2) - h^(z) ♦
♦ 2z 2 ’ ' D (z) g (z)
H^(z) = H^(z) = - 4 % -
“o(u,w)‘ = ^ = “2 ^ (   ^ ^ c(t,u) D..(z)t ♦
t S,COM
♦ z 2'"' D (z) I + H (z) l4—  ♦ * 2 D^( z) I -Hu<z)|-3- * ' 2l"l D^(z)]
G^(z) ♦ G^(z)
-------5------  (1 - 0 ï) > <»„„«*>
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G^<2) = G^ < z ) = - —2— -—
= - - i V l   ^  ^ = >
‘ " ’c
' ’'c o m "
♦ G^(z)|-i- * * D^(z)I ♦ G^(z)|-2—  * * 2^“ l D^(z)I -
H (z) + H (z) u V
2
Y ahora ambos apartados del presente lema, se demuestran por 
inducciôn sobre el tamano de u € 9^ , teniendo présentes los 
lemas precedentes que garant izan la ana 1i t ic idad de cada sumando 
en la region conveniente. En particular, en lo que concierne a1 
segundo apartado, lo que se demuestra en concrete por inducciôn 
son las cotas indicadas para z = , para lo cual se echa ma no
también de C451 ; después, como a> nos garant iza la
ana1i t ic idad de cada una de las funciones en estudio, en un 
entorno perforado del origen de radio estrictamente superior a 
^/g I podemos concluir la existencia de un entorno V(^/g) C A 
independiente de u , en el que las susodichas cotas siguen 
siendo validas.
Y por ultimo tenemos la
Proposiciàn 2.5
y  I  i  2 n ^ ( z ) = h ^ ( z ) + g M z ) ( l - 8 z ) ^ *  y
N (z) « H (z) + G (z )(1 - 8 z) con h.(z), H.(z), g.(z) y
l 1 1 i ’ X ^  1 '
G^(z) anal11 icas en un entorno de z = ^/g .
Ommostracion
Para cada i  ^ 2 a partir del lema anterior, définîmes 
h^(z) - r h^(z) J“ d^ ‘(z ) ; g.(z) * £ g^(z) 2^‘ (z )
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H (z) = r H(z) 2* I“ Id‘(2 ) ; G <2 ) = E G (z) 2 ' * I"
u€S “ u i u
A partir de C441 , y dada que para todo u € 3^ , D^(z) es
analitioa al me no s para z , |z| < '2^  ' 9"= se deduce del
lema 2.2 del capitulo anterior ; razonando por continuidad 
existe (^/g) entorno de z « ^ en el que la acotaciôn dada 
en C441 sigue siendo cierta.
Sea V'(^/g) = V^( Vg) n V(^/g) , donde V( Vg) es el
entorno proporcionado por el apartado b) del lema anterior.
Entonces
« € V z € V '(''8'
Ih^(z) jd-l) l»l d N z )! < ( |u| + 3) ' '4-'
N u C )
2<i-U l"l d N z )! < <4-1[uj + 3>^ (-
iH^(z) 2 (1- 1) lui d ;(z )| < < |u 1 + 5) <4--‘
|G^(z) gli-l) |u| d N z )| < juj + 3)^ (
|u I
i f 1
Ademés
(|u| * 3)^ |-3-| <
 ^ + 9 1  (-4— )81 o 9 G 9
• 3.' '4 -/ 4- [4-1“ “' < .4- /  [41- -<4- '
i i |u| ♦ 5) (-I-)
"('o
* ill ’ô‘4 “ ’ * 'c ' - j - ’ l
‘ (4-)“ '*' < '4->‘ [4- 'i'4-> ' ’ '.'4-'|
|n| ♦ 3>’ [4-)“ °' ' '- r ' ' I ' 'c‘4-’ •
2 ) + 9 1
81 c 9 G 9
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Luego par el criterio de conuergencia de Meierstrass 
h^(z>, g^(z>, H^(z) y G^(z) convergen absolut» y un i formemente 
sobre V ’(^/g) . Como ademâs cada uno de los sumandos que aparece
en la definiciàn correspondiente de dichas cuatro fune iones , es 
analitico en V*(^/g) , tenemos por el teorema de Ueierstrass que 
h^(z), g ^ (z), H^<z) y G^<z) también la son en ta 1 entorno.
FinaImente aplicando los resultados anterlores junto a
[50] del capitulo 2 , en C34J y C40] , obtenemos para
8tSICON(z ) el desarrollo local en z m ^/ deseado , al que
podemos aplicar el teorema de Darboux .
+ a.  "tSICON(z ) = a^(z)(l - 8z) ' ^lz)(1 - 8z) ^
donde a ^ (z ) 1 = 1,2, 3 son analiticas en un entorno de
z =■ . y
• *  4 -  -  4 -  ' h , '  ' ' a '  *  ' ' a '  ' * 4 “  4 ' ' " a '
donde
t,t> € i
 ^ ”C0N
8
u, v€9
* ^ c<t,f) 2^1*1 ;
t,t» €
* 'COM
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< z ) = r  h (z) o\U:)
H (z) = C H (z) 2^ ^^  " d ‘(z ) i = 2, 3 .
u€, "
C
Y aplicando e 1 teorema de Darboux obtenemos
a (V  ) 8” a"'/: . ,
Cz ] tSICOM(z> = --- ---- ------------ 1 + 0( / ) [47]
yiT l " J
Teorema 2.I
El COS te medio de ejecuciôn del algoritmo S ICON es 
asintôticamente lineal en el tamano de 1 input :
TSICON = o n , _n I n I
siendo c = —i—  a ) y a^I^/g) como se i nd ica en la pagina
anterior.
Demos t ractan
A partir de [51] de 1 capitulo 2 , y de [47] obtenemos
[z"] tSICON(z ) ^ i ‘ ^8^
tSICON^ =
[ z ] 0< z )
2.2 Cocqilejidad en el peor de los casos
El estudio de la complejidad en el peor de los casos cuando 
el criterio de s impiificaciôn tiene en cuenta el carâcter 
conmutat ivo de la operaciàn idempotente résulté mucho mâs 
complicado que en el caso no conmutativo. En ambos casos se trata 
de enoontrar una fami lia de ârboles ta 1 que la simpi if ioacién de 
susr elementos siguiendo el correspondiente algoritmo resuite 
costosa cuando los tamanos tienden a infinite. Para eilo hemos de 
"alargar" cuanto sea posibie, las comparao i one s inmersas en el 
algoritmo, que nos senalan en cada caso si hemos de procéder o no
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a una nueva simplif icacion. Ademâs si el ârbol que se da como 
entrada es simplif icado segùn el criterio escogido, entonces el 
coste de la aplicacion del correspond iente algoritmo de 
s imp 1 i f icac iôn sobre dicho ârbol se reduce bâs icamente a la suina 
de los costes de las suces iwas comparaciones recurs iwas qua 
reaiiza el algoritmo a fin de coneluir que ta 1 ârbol ya estâ 
s impiificado. Ello nos 1leva a la primera conclusion a la hora de 
escoger los ârboles de la fami lia : estos han de ser 
simplif icados.
Esta primera conclusion es comùn a cualquier criterio de 
simpiificacion que no aumente el tamano de 1 input, y que décida 
simplificar o no, en f une iôn de1 resuitado de un determinado test 
de igualdad entre los simplif icados obtenidos prewiamente para 
ciertos subârboles del ârbol original. Ahora bien, una uez 
reducido el problema al dilatamiento de las comparaciones, hemos
de fijarnos en como son estas. En el caso no conmutat ivo
proced iamos en preorden 1imi tândonos a comparer por separado los
subârboles izquierdos y derechos, ejecutando la segunda
comparac iôn sôlo si la primera resultaba ser positiva. Entonces 
para lograr nues tro objet ivo de a 1argar al mânimo la operac iôn de 
comparac iôn, conviene que los subârboles a comparer tengan 
subârboles izquierdos idénticos, y que sus subârboles derechos 
difieran en la étiqueta de su hoja mâs a la derecha, con lo que 
se oonsigue hacer la comparaciôn tan larga como es posibie en 
funoiôn de1 tamano de los subârboles.
Lamentablemente esta técnica, relativamente senciila, no es 
aplicable en absoluto al caso conmutat ivo. La razôn estriba en la 
mayor "uniforroidad" que se précisa en este caso a la hora de 
alargar una comparaciôn, ya que si pretendemos agotar las très
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«tapas poslb les de una comparaciôn entre dos ârboles y , y
e1lo es vital que suceda suficientemente a menudo si pretendemos
concluir una complejidad superior a n*^  con a > 1 , necesitainos
que :
i> Los subârboles izquierdos sean distintos, pero levemente, 
a f i n  de que su comparaciôn sea costosa. 
i i ) A^.hi = A^.hd .
iii) Aj^.hd y A^.hi han de ser iguales o muy parecidos ; mâs
bien lo segundo ya que de suceder repet idamente lo 
primero, pe1igrarla el carâcter de simplificados de los 
ârboles buscados.
Un dificil côctel que no se ha s ido capaz de combiner con
exact itud. Como comentaremos mâs adelante, ta 1 combinado nos
llevaria a concluir una complejidad de 1 algoritmo de
log^ 3
5 imp 1ificaciôn de 1 orden de n . Aqui no se ha pod ido
iiegar tan iejos , ôserâ eilo posibie? . S in embargo, y bajo la
filosofia expuesta mâs arriba, lo que si se ha conseguido probar
log^ 2.59
es que la complejidad es superior a n  ; he aqui cômo :
La uni formidad que se précisa la obtendremo s cons iderando 
ârboles complètes. S in embargo es fâcil comprobar que no ex i s ten
ârboles binaries complètes con dos étiquetas para las hojas, que
sean singilificados. No obstante, si que existen con très 
étiquetas, y adexriis con una regularidad sorprendente, que harâ 
posibie nuestro estudio. Asi pues toxiaremos como numéro de 
étiquetas para las hojas q = 3 , de forma que el resuitado 
obtenido valdrta directamente para q  ^ 3 , y si bien no
direotaxiemte, si ligeraxwnte manipulado para q = 2 , como
uerexios posteriormente.
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La regular idad anunciada anteriormente se concreta en el 
s iguiente
Lena 2 .4
Para cualquier profundidad k , y ntôduio conmutat lu idad, 
hay exactamente très clases de ârboles binarios completos 
s imp 1 ificados de profundidad k , con très pos ibles étiquetas 
para sus hojas.
Denastracton
Por induce iôn sobre k :
Para k » 0 es trivial. En efecto, siendo
Et = C a, b, c > el conjunto de posibles étiquetas para las
hojas, ^  , (E) y (ç) son los ûnicos ârboles de profundidad cero 
con étiquetas en Et . Ademâs, son complètes, s impi ificados y 
distintos môdulo la conmutatividad de sus constructores.
Supongâmoslo cierto para k* , y comprobémoslo para
k = k ’ + 1 . Dado un ârbol A de profundidad k , de la familia
en eues t iôn , es dec ir complète y s i inp 1 i f icado , tenemos que
A = o(A.hi,A.hd> con A.hi y A.hd de profundidad k ' ,
completos, s imp 1ificados y distintos môdulo conmutatividad. Pero 
por hipôtesis de induce iôn A.hi y A.hd se mueven en très 
clases, de las que hemos de escoger dos s in importer el orden, lo 
que podemos hacer de | 2 j formas distintas.
De cada una de las clases mencionadas escogemos sendos 
représentantes oanônico y oonjugado de la manera siguiente :
Detinioiones
a) Las très clases de ârboles binarios completos
simplificados de profundidad k , môdulo la conmutatividad 
de i constructor vienen definidas por :
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C® = { @  ; C® = C ®  > ; C® = [ ©  > .
{ A / A.hi € , A.hd € o viceversa >
Cg m ( A / A.hi € , A.hd € C^ o v iceversa )
Cg * ^ m { A / A.hi € Cj , A.hd € o viceversa >
b) El représentante canônico A^ de la clase uiene 
por :
= @  : ^ 2 ~ ®  ’ ^ 3 = ©  •
A ^  = o(Ay .A^' ) : Aj’ = o(A^’ .Ag’ ) ;
Ag’*^ = o(Ag' , A ^  ) .
c) El oonjugado A de un àrbol A se define mediante :
A « ®  ) A = Q  i € Et
A = o(A.hi,A.hd) ) A = o(A .hd,A .h i >
d) El représentante oonjugado de C ^ es el oonjugado de su 
représentante canônico.
Observacion : El oonjugado de un ârbol A se ha def inido de 
manera que A y A son équivalentes môdulo la conmutatividad, 
pero la conclus iôn de que tal cosa sucede, aplicando el test de 
igualdad en estudio, es particularmente costosa. En concrète, en 
opinion de quien escribe À es el ârbol de la clase de A que 
exige mayor tiempo a la hora de compararlo con éi, io que no 
obstante no va a ser demostrado formalmente por no precisarse tal 
heoho en el estudio que sigue, y entender que dicha demostraciôn 
no anadirla gran cosa en este trabajo.
Entonces la idea es simplificar un ârbol de la forma 
A^ = e(A^,Â^) que si bien no es s impiificado, si que lo son 
sus subârboles radicales, de modo que
es ICON (a ’^) » COMP ( A^ ', ) + CSICON (a ‘'> ♦ CSICON (Â*')
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donde CSICON (A) dénota el caste del algoritmo sobre A , y 
COMPtA,A' ) el coste del test de igualdad entre A y A* einpleado 
por el algoritmo ; es dec ir el numéro de comparaciones necesarias 
para decidir acerca de su igualdad.
Estudiemos en primer lugar COMP( A^ , A. ) , que a la
postre resultara ser el termine principal. Se observa que ai
desarro1lar la def i n ic iôn récurrente C361 de COMP , nos
k ’ -k ’encontramos con termines de la forma COMP( A^ , A^ ) de forma
que una evaluaciôn par induce iôn precisarâ de todos estos 
términos, no siendo suficientes los a primera vista mâs senci1 los 
de manejar COMP ( aJ^  , ) .
Pues bien, denotando COHP( a J^ , ) mediante (h, j )
para abreviar, y segùn la definiciôn de a J^ , y COMP , se
tienen para cada k > 1 las siguientes igualdades : 
c^d.T) = c^_^(l,2 ) + c^_^(l,T) + c^_^(2 ,2 )
 ^( 1 , 3 ) + Cj^_j(l,l) + Cj^_j^(2,3)
Cj^(l,î) = Cj^_j(l,î) + Cj^_j(l,2 )
Cj^ (2 ,r> = Cj^_^<l,2 ) + c^_^(l,T) + c^_^(3,2)
c^(2,2) = c^_j(l,3) + c^_^(l,T) + c^_^(3,3)
Cj^(2,î) = c^_^(l,3) + Cj^_^(l,2)
c ^(3,T) = Cj^_^(2,2) + c^_^(3,2)
Ck<3,2) = Cj^_^(2,3) + c^_^(2 ,T)
c^(3,î) » c^_^(2,3) + c^_j(2,2) + c^_^(3,31
Como puede apreciarse, no todos los términos requieren de très 
congiaraoiones entre sus subârboles radicales para ser evaluados; 
lo que directamente sôlo nos capac i ta para establecer un 
creciroiento exponenoial de COMPt A^ , A^ ) con base 2 . Sin 
embargo, y a pesar de la aparente arbitrariedad de las
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exprès iones que definen los términos (h,j) , lo que hace
imposible dar una formula general manejabie, ai haber siempre en 
juego tan sâlo très ârboles, y sus conjugados, y estar todos 
ellos def inidos de manera uniforme, podemos expresar con 
faciiidad los c^ en funciàn de los c^  ^  ^ , y en general de los
°k-k* P*ra k*< k arbitrerio. Para eilo basta représenter el
sistema que define los c^  ^ en f une iôn de los , a través de
una matriz 9 X 9 , M , en la que cada fila y cada columna
corresponden a un par <h,J) , de manera que ^ J)(h* p") ~ ^
si c^_ ^ (b ', ) aparece en la expresiôn que define < h ,J) ; en
otro caso "(h,p(h',p-) = ® '
Ahora, pensando en la manera de componer dos api icaciones
lineales, es inmediato concluir que define la descomposiciôn
k 'de los Cj^  en f une ion de los c^  ^ ; y en general M define la
descompos ic iôn en f uno iôn de los términos c ^ ^  , .
Pues bien, la suma de los términos de cada fiia de es
siempre mayor o igual que 5 , lo que garant i za un crec imiento
exponenoial de COMP( A^  ^ , A^ ) con base > 2 . Iterando el
prooeso, tenemos que para M^^ dicha suma estâ acotada,
24aproximadamente por 287.709 10 , lo que nos da un crec imiento
exponenoial con base 2.590735 . Por ù 11 ixx), observando la tasa 
de crec imiento de dichas cantidades, podriamos estimar el limite 
de la bas* garantizada por m " , cuando n tiende a infinite, en 
2.607 , aproximadamente.
Qbservaa iân t La forma en qua s» escogan las clasas C^ , asi
como sus raprasentantes canônioos, no es indiferenta ; asi, si 
por ejempla tomamos
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C'^  ^^ { A / A.hi fc C 2 , A.hd € C ^ o viceversa >
*^ = { A / A.hi fc Cg , A.hd fc o viceversa >
 ^^ { A / A.hi fc , A.hd fc C^ o viceversa >
y no camb iamos la forma de escoger los représentantes canon icos, 
entonces solo los términos c^(h ,h ) requieren tres comparaciones 
entre sus subârboles radicales, lo que hace que el crec imiento de
la base que régula la acotaciôn exponenoial de c^(h ,j) sea
mucho mâs lento, sin aIcanzar nunca el valor especificado 
anteriormente. En fin, se ha tratado con d i ver sa s formas de 
définir las clases , obteniéndose los mejores resultados con
la eiecciôn detallada mâs arriba. No obstante no se ha realizado 
una bûsqueda exhaus t iva, lo que podria hacerse con ayuda de 1 
ordenador, y pudiera ser que exist i ese alguna otra eiecciôn mâs 
acertada. Pero tal esfuerzo no parece que fuese a valer mucho la 
pena, pues se tiene el conveneimiento de que por este mé todo en 
ningiin caso se a Icanzar la la base limite 3 .
Tenemos por tanto una acotaciôn as intôt ica de 
COMP( A^  ^ , ) en funciàn de k , profundidad de los ârboles
de , de la forma COMP( a J^ , ) > 2.5907*^ k  ► «. .
Ahora bien, para expresar este resuitado en funoiôn del tamano n 
de los ârboles en estudio, es decir de su numéro de nodos 
internos, basta recordar que dicho tamano es igual a 2** - 1 , 
por tratarse de ârboles completos. De forma que obtenemos
k -k ‘° ^ 2 2.5907
COMP( A^ , Aj ) > n n--- » o»
de modo que
k 2.5907
CSICON (A“ ) > n ♦ CSICON (A*) + CSICON (Â*)
y es inmediato comprobar que al ser 2.5907 > 2 , no podemos
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sacar ningûn rend imiento nuevo pos it ivo de los dos ûltimos
sumandos, de manera que el resuitado final al que 1 legamos es
log^ 2.5907 ^
CSICON (A*) > n , n = |a “ j , k -- . ~
ttota : Cuando q = 2 , basta "representar" la étiqueta c
mediante el ârbol o (a ,b ) . Es évidente que con tal
k —krepresentacion, el coste COMP( A^ , A^ ) no d i sminuye ; en 
camb io el tamano de 1 ârbol A^ crece, pero a lo sumo solo se 
multiplica por 2 , con lo que se tendria
log- 2.5907
2.5907
con lo que el orden de crecimiento sigue siendo el mismo.
Hemos obtenido asi una cota inferior de la complejidad en
el peor de los casos del algoritmo de s imp 1 ificacion bajo
conmuta t ividad, que nos permi te constater que en este caso el
comportamiento medio del algoritmo es todavia mejor, en
comparaciôn, que en el caso no conmutativo. En aquel caso
probamos una reduce iôn del orden 1n n , mientras que en el caso
conmutat ivo hemos visto que la complejidad se reduce al menos en
un factor n*^  con a = 0.3733421 .
Con ânimo de completar en lo posibie este estudio, tratamos
de enoontrar una cota superior lo mâs f ina posibie de la
complejidad en el peor de los casos del present* algoritmo de
s imp 1ificaciôn. En nuestra opiniôn esta debe ser del orden de 
log 3
n .Al respecte se ha observado que si tratamos con ârboles
que a lo largo de la aplicaciôn del algoritmo uayan dando lugar a 
comparaciones entre ârboles A^ y A^ veri f icando
COMP ( A^ , A^ ) < X ( 1 + min ( |Aj , [A^l >)**
para ciertas constantes X y b , podemos demostrar por 
induce iôn que CSICON (A) < X ( 1 + |A| )^  , tomando como tamano
de un àrbol, para mayor comodidad, su numéro total de nodos. En 
efecto, si tenemos A = o(A.hi,A.hd) , y tomamos n = |A| ;
n^ = IA.hi I ; n^ = |A.hd| , y suponemos n^ > n^ ; recordando
que
CSICON (A) = CSICON (A.hi) + CSICON (A.hd) + COMP(A.hi,A.hd)
hemos de probar X n^ > X n^ + 2 X n^ . Pero teniendo en cuenta 
que n ^ € C — — —^ -—  , n - 1 I , y n^ = n -  n^ - 1 , s i
considérâmes el miembro derecho de la des iguaIdad como funciàn de 
n^ , derivando vemos que su ùnico punto critico en el intervalo
[— — —^ -—  , n - 1 I se encuentra en el punto (n - 1) ,
siendo un minimo, de manera que el mâximo absoluto de la funciàn 
se aIcanza para n^ = n - 1 , valor para el que se ver i f ica 
trivialmente la des iguaIdad, teniéndose esta por tanto en todo el 
intervalo.
Ahora bien, la hipôtesis impuesta
COMP ( Aj , A^ ) < X ( 1 + min ( [AJ , [A^I > > *^
se tiene con b = log^ 3 para ârboles completos, y podria 
probar se también para ârboles " suf ic ientemente ba lanceados ** ,
pero no parece posibie probarlo en general, al menos utilizando 
una prueba directa por inducciàn.
El resuitado general mâs fuerte que se ha podido probar, es 
el ya mencionado en C371 :
C0MP(A^,A2> < |Aj lAgl 
que cwmo ya dijimos, se prueba fâoi1 mente por induooiôn.
Para demostrar, utilizando esta acotaciôn, que
IGQ
CSICON (A) < \ ( 1 * IA I )** , tendriamos que prubar que
+ n . n , < ( n . + n + 1 ) ^i d i d  i d
Eilo es claramente cierto para b = 2 ; pero tal resuitado es
inme jorable, ya que si b < 2 , toniando —^ !—  , la
des igualdad a probar se convierte en la s iguiente :
2 I " 2— -— I + 2— _— i— j { , que es falsa sin mâs que hacer
tender n a infinito.
Par ultimo intentamos mejorar la acotaciôn [371 , buscando
un b < 1 que ver i f ica se
COMPCA^.A^) < ( |A J  lA^))'’
Pero de nuevo no es posibie probar un resuitado tal, utilizando 
una demostraciôn dii-ecta por inducciôn, pues si tomamos 
Aj.hi = Ag.hd , y denutamos n^^ = |A ^ .h i | ; n^^ = |A^.hd| ;
^ 2 1 ~ IAg.hi I , habriamos de probar que
("il "2 1 ^^ + " W  " ( " 1 2 "2 l'^ ( (("il * "l2 " ^)("ll " " 2 1 "
En particular necesitariamos que
" 2 1 ("Îl " "l2 > ( ("il " " 1 2 " ("il " " 2 1 ^
Pero SI b < 1 , n^ ^ + n^^ )> (n ^ ^ + n^^ * 1)  ^ , con tal de
tomar n^^ y n^^ suficientemente grandes ; y en tal caso, al
hacer tender n^^ a infinito, se haria falsa la desiguaIdad 
perseguida.
En resumen, se ha demostrado que la complejidad en el peor
de los casos del algoritmo de simpi ificaciôn de ârboles binarios,
log^ 2.5907
con un constructor conmutativo, se encuentra entre n
y n^ , adjuntando una serle de razonamientos que nos hacen
corjeturar que !» oompiejidad exacta se encuentra aproximadamente
IGV
en el centro de ambas cotas, siendo en concreto de i orden de 
iog_ 3
3. Nilpotencia
3.1 Complejidad media
Anaiizaremos en esta secciôn e 1 comportami ento medio del 
algoritmo RED presentado en la figura 7 , para io cual
retomaremos la notaciôn y def iniciones de la secciôn 3.1 de 1 
capitulo 2 .
Sea tRED(z) = E tRED(T) z  ^ el descriptor de 
Tfcl"
complejidad de RED .
Dada la igualdad es truc t ura1 de este algoritmo con los 
analizados en las secciones precedentes, a partir de las reglas 
de complejidad 1, 2 y 3 1legamos a una primera exprès iôn de
t RED(z ) en funciàn de los descriptores de complejidad asociados 
a los distintos constructores que aparecen en el texto de RED , 
anâloga a las obtenidas en las citadas secciones. A saber,
+ M(z) - 2 z E R^(z) 
tes
siendo M( z ) = z E  ^ TE<jUAL(u,w) D (z) D^ ( z ) ; lo que un i do a
u,w€9 "
las exprès iones 1491 y 1501 de 1 capitulo 2 , nos conduce a
6 D(z) - 8 + H(z) - 2 z £ R^(z)
tes
t RED<z ) - -------------------------- — --------- [48]
1 - 2 z 0 (z)
I / I
con 1 - 2 z D<z) = (1 - 8 z) ' para z € ( z / 0<|z|< /g }
Comenzaremos el estudio analitico de tREO(z > demostrando 
la s iguiente
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ProposIO iôn 3.1
V c  , c _ e i R * U { 0 >  V p > 2  £ ( c . 11 I + c ) R^(z)
tes
es analit ica en la bola f z / |z| < 0.155 > .
Demos traciôn
A partir del lema 3.1 y de la propos ic iôn 1.2 del 
capitulo 2 .
Esta propos iclôn nos garant iza la ana1i t ic idad de 
£  ^ R^<z> en un entorno de 1 origen de radio superior a ^/g ,
lo que por otra parte también pod iamos haber deducido a partir
de 1 lema 3.1 del capitulo 2 , Junto con la definiciàn implicite
de R^<z> dada en el sistema 162] de dicho capitulo. Por tanto
solo nos resta ocuparnos del estudio analitico de M(z) . Para
eilo, comenzaremos descomponiendo el suma tor io que define la 
funciàn, siguiendo la part ic iôn de 9** X 9** que se f i ja en si 
alguno de los subârboles radicales de1 ârbol a clasificar es una 
hoja, y en caso de que asi sea, en si se trata de e . Entonces, 
utilizando la definiciàn 1 1 2 ] del coste de1 test que decide la 
igualdad de dos ârboles, procediendo en preorden, y apoyândonos 
en la caraoterizaoion recurs iva de las funciones R^(z) dada en 
162] del capitulo 2 , obtenemos la igualdad
M( z) = 2 z D(z) + 2 z R (z) D(z) - z - z R^(z) -e e
- 2 z R (z) + z £  ^ tEQUAL(u ,v ) R <z ) R^  (z )
donde 9*^ = ( t € 9^ / |t| > 0 >  .
Nos apoyaremos ahora en la s iguiente descomposiciôn :
17 1
L TEQUftL<u,v) R (2) R (z)
 ^ " J
 ^ ( 1 ♦ tEQUAL(u ,w ) +1 ’ 1
u, / u_ , / V
"l ’ " 2*'^1 ’ ’^ '2 ^ *
♦ TEQUALCUg, Vg) N( ) ) R^ <z) R^ (z) R^ (z) R^ (z)
Desarro1lando la misma siguiendo la misma filosofia que en los 
apartados anterlores, y sust ituyendo el resuitado obtenido en la 
expresion previa definiendo M( z) , 1legamos a una ecuacion
lineal cuya re so 1ucion nos proporciona, t ra s un gran numéro de 
s imp 1ificaciones utilizando [491 y [621 del capitulo anterior, 
la s iguiente expresiôn para M(z) ;
0 (2 ) - 2 2  ^ ( D(z) M (z) + M (z) ) + H(z)
M(z) = -------------=---- 5--------  ^ --------- [491
1 - 2 ( D'^ (z) + Z  ^ R^(z) )
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s lendo
11(2) = z^ £ tEQUAL(u .v ) R^(z ) R^(z ) +
U.-M'î** " ''
+ 2  ^ £  ^ (2|u| + 1) R^(z) - 2 y
u€3 “
M (z) = £ _ tEQUAL(u ,u ) R^(z ) R (z ) i = 2, 3 .
u.ufcS**
Ahora bien, £  ^ (2|u| + 1 ) R^(z) tiene radio de
u€ 3
convergenc ia superior a ^ en wirtud de la propos ic iôn 3.1 .
Por otra parte, a partir de [181 tenemos que V z €
£ „ tE(?UAL(u ,v ) R^(z) R^(z> < E  ^ (2 |u| + 1) R^(z) - £ „ R^(z>
u,v€9’* “ ufcf** “ 0 6 9 ”
y nuevamente por la propos ic iôn 3.1 , cada uno de los suma tor ios
que conforman el miembro derecho de la desigualdad tiene radio de
convergenc ia mayor que , lo que también cumple el miembro
izquierdo, por tratarse de una ser ie de potencias con
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coef1C lentes pasitiuos. Conc1u i mo s asi que H( = ) es analitica en 
un entorno del origen de radio superior a ^/g .
En cuanto al denominador de C491 , se trata de una funciàn
decree iente sobre el eje real positivo, ya que tanto D(z) como 
2
L R (z) son series con coeficientes positives. Ademâs, a 
t€3 ^
partir de C621 en el capitulo 2 , tenemos que
E R^((/ ) = 8 (R ((/ ) - 1 ) , y como ya es bien sab ido
t69 t » e u
D(^/„) = 4 ; de modo que D^(V-) + £  ^ R^( = 8 + 8 R ( .o u . . X t U e ut •: 9
Pero por el lema 3.1 de 1 capitulo 2 sabemos que ( 2.28 ,
de modo que 1 - ^^ | D^(^/g) + E ^ R^((/g)| > 0 . As i pues
el denominador en estudio no tiene ninguna s ingularidad en la 
bola C z / IzI < ^/g , z X ^/g > .
As i pues las ûnicas singularidades de M(z) en dicha bola
provendrân de las que puedan tener las funciones M.(z) . For 
eilo pasamos a cuntinuaciàn a estudiar la analit icidad de dichas 
funciones, a través de las dos proposiciones que siguen.
Proposicidn 3.2
Las series M (z) = £ t£QUAL(u ,v ) R^(z) R (z) con
* u,v€9 “
i = 2 , 3 tienen radio de convergenc ia ^/g
Demos tracida
A partir de [18] tenemos que v z € R*
D(z> £ „ R?(z> < M.<z) < D(z) £ „ (2|t| + 1) r !(z >
t€9 ' *■ t€9 ^
y coma se trata de series con coeficientes positivas, y tanto^
£ R^ ( z ) como £ ( 2 11 | + 1 ) rNz) tienen radio de
t€9 t€S
convergenc ia superior a segùn la propos ic iôn 3.1 , tenemos
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que el radia de cunuerqencia de las (z) es el de D(=) ,
es decir ^/g .
Ahora para demostrar la unie idad de la singularidad 
dominante de ff^(z) , def inimos ^  ^ t EQUAL(u ,v ) D^(z )
para cada u fc 9 ^ , y demos tramos una ser ie de lema s previos aue
nos indican como se comportan las funciones /i (z) .
Lema 3 .J
V u fc 9 fj (z) es analitica en la bola
Q-
Demos trac iàn
A partir de [12] y razonando por inducciàn es tructura1,
obtenemos la s iguiente caracterizaciôn recur s i va de las funciones
p^(z) , con u € 9** ;
/i^ (z) = - D(z) [50]
p . . ( z) = D(z ) + z D(z) fj (z) + z R (r) m  (z) + <t> (z)o(u,u) u u V ’^u.v
V o ( u, V ) fc 9**
donde
^(z) = - z £  ^ TEQUAL(u.t) R^(z) - z tEQUAL(u .v ) R^( z )
Ahora bien, v u,v € 9**
( z ) es analitica en la bola f z / izl < 0.155 > [51]Tu,w ' '
ya que cada uno de ios sumandos que aparecen en su definiciôn lo
es, como p u e d e  comprobarse fâciImente a partir de 1 lema 3.1 del
capitulo 2 , de la expresiôn [18] , y de la propos ic iôn 3.1 .
Con lo que conclu!mos e 1 lema sin mâs que razonar por
inducciôn sobre u € 9** , a partir de [501 .
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Lena 3.2
V u € J *  v z € C  |zI < (/g ==$ |p^(2 )| < 5 |uI ♦ 4
Demos t ractan
Como V u € Î** j/ (^z) es una ser ie de potencias de
coeficientes positives, basta demostrar la acotaciôn para 
z 9 ^/g , lo cual se hace fâo iImente por induce iôn es truc t ura1 a 
par tir de C 501 .
Proposic ida 3.3
Las series M ( z ) = L  ^ //^(z) R^(z) , i = 2 , 3 son
analiticas en el conjunto A = ( z / |z| < ^/g , z / ^/g > .
Demos trac ion
Anâloga a la demostraciôn de la propos ic iôn 1.3 ,
apoyândose en los lemas anterlores, asi como en el lema 3.1 del
capitulo 2 .
Demostromos ahora que ( z ) tiene un desarrollo local e.i
z = ^/g , de 1 tipo M X  z) = g ^ (z )(1 - 8 z) + h . (z) , con
h^(z) y g ^ (z) analiticas en un entorno de z = ^/g , lo que
nos permitirâ obtener f inaImente un desarrollo local de tREO(z) 
entorno a su ùnica singularidad dominante , z = ^/g , al que se 
puede aplicar el teorema de Darboux .
Veamos previamente el siguiente
Lema 3 .3
V u € 9* V z € f z / 0 < |z| s ^/g , z  ^^ /g >
p^(z) = h^(z) ♦ g^(z) ( i - B 2 ) ^* donde
a) h^(z) y g^(z) son analiticas en la bola perforada
A = { z / 0 ( Izl < 0.155 }
b) Existe un entorno de z = ^/g , Vf^/g) C A , ta i que
v u € 9 * *  V z € V ( ( / g )
|h^(z)I < 5 |uI ♦ 5 ; |q^<z)I < 6 |u| + 5 .
Demos traciôn
De nuevo por inducciôn sobre el tamano de u fc 5** , a
partir de CSOl , obtenemos sendas caracterizaciones recurs ivas 
de las funciones h^(z) y g^(z) , homôlogas a las obtenidas
para el caso idempotente de la secciôn 1 , saIvo en la definiciôn 
de 1 término «h (z> . Lo mismo ocurriô con la carac t er i zac i on' u, V
récurrente de ji^ (z) dada en C 501 . Nada de e s t o es de ex traîîar
dado que los a Igor i tmos en estudio tienen idént ica es truc tura y 
utilizan un mismo test de decision de igualdad entre ârboles, 
diferenciàndose ùnicamente en el ârbol reduc ido que construyen ; 
siendo no obstante isomorfos los conjuntos de ârboles 
irreduc ibles bajo ambos cr i ter ios. La dif erenc i a entre las 
def iniciones de ambas funciones «j>^ ( z ) es por otra parte
absolutamente natural, pues viene provocada por ias d i ferentes 
caracterizaciones récurrentes de los elementos de las 
correspondlentes part ic iones en clases de ârboles con idéntico 
s imp 1 i f icado para cada criterio ; caracterizaciones que reflejan 
f ielmente el método de reduce iôn escogido.
En concreto ,
1h ( z ) = h {z )
2 z
h (z ) (1 - 8 z) g (z)
4> ( z ) v t  = o ( u , v ) € 9
siendo (z) la f une iôn def inida en [50] .’u, V
176
g < z ) = g ( z ) = -
2 z
h < z ) g ( z )
= - -2~5 —  * — -- * =
V t = o(u,v) € 9"
Y ahora basta procéder anâlogamente a como se hizo en la
demostraciôn del lema 1.3 , basàndose en [51] y en el lema 3.1
del capitulo 2 .
Con lo que nos encontramos en cond ic iones de demostrar la 
s iguiente
Propos ic iôn 3.4
V i > 2 n^(z) = £  ^ M^lz) R^(z) , tiene un desarrollo
local en un entorno de z = de la forma
M^(z) » h .(z) + g^(z> ( 1 - 8 z > ^* , con h (z) y g^(z)
analiticas sobre el mismo.
Demos t racion
Def inimos h (z) = £ h (z) R^(z) y
u€9" "
g .(z ) = L  ^ q (z) D^(z) , y procedemos como en la demostraciôn
de la proposiciôn 1.4 , a partir del lema anterior, y del 
lema 3.1 de1 capitulo 2 .
De manera que los lemas anteriores nos permi ten afirmar la
unicidad de la singular idad dominante de t REO(z ) , asi como que
entorno a eila tiene un desarro1 io local al que puede aplicarse 
el teorema de Darboux . Para la obtenciôn de este désarroilo 
basta sustituir en [49] , <z ) por sus désarroiios locales
dados en ia proposiciôn anterior , y posteriormente sustituir en 
[48] la ecuac iôn asi obtenida para M(z) , lo que unido a [50]
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y [62] del capitulo 2 , nos proporciona e 1 desarrollo
tRED(z) = a^(z) ( 1 - 8 z + a^( z) ( 1 - 8 z + a^t z)
donde las funciones a < z) con i = 1,2,3 son analiticas en un 
entorno de z = ^ , y siendo
.18-2  ^ I “  ■ 4-‘ '■2<‘’'a> •
1 . ,1, . . . 1 f . ,.I.. ... o4,1, . .
4 (>3( ^8» ) ' - 6 T - 1  (2|tl .1) R^(
u vfcs"
con h.(z) = E h (z) R (z) .
i t€J '
Y aplicando el citado teorema de Darboux , obtenemos
a ((/ ) a" n  ^*
Cz"] tRED(z) = --     I 1 ♦ 0 ( V  )| 152]
/~7T
reorema 3.1
El coste medio de ejecuciôn de 1 algoritmo RED es 
as intôt icamente lineal respecto al tamano de 1 input :
tRED = c n l + 0 ( / )
siendo c = - ^  a ^ (^/g) y a ^ ^ / g ) como se ind ica ma s arriba. 
Demos t racton
A partir de [513 de 1 capitulo 2 , y de [ 523 , tenemos
fREïT = ^«55*2 .) - = -?/- n ( i + 0 ( V  ) )
" [z"] D<z> 2 "
3.2 Coagxiejidad en el peor de ios casos
Evidentemente el método de reduce iôn estudiado en esta 
secciôn no aumenta nunca el tamano de los ârboles a los que se 
api ica, y procédé segùn una filosofia estr ictamente bottom-up ,
que basa cada décision Je reduce lôn en la coniprobac ion de la 
igualdad estruc t ura1 de los s imp 1 ificados previamente obtenidos
segùn idént ico procéder para los subârboles radicales
correspond ientes ; comprobandu la igualdad entre dos ârboles 
mediante un test que opéra en preorden. Por lo tanto [30] 
nos da una cota superior de la complejidad en el peor de los
casos para RED , de 1 tipo 0( n In n > .
Ademâs podemos comprobar que dicha cota superior se aIcanza 
a partir de la familia de ârboles binarios que daremos a 
cont inuaciôn, siguiendo el mismo razonamiento que el desarro1lado 
en el apartado 1 . 2 para el caso de idempotencia simple.
He aqui la familia anunciada ;
A ^ =  'î ; = ), donde A ’ se
Qbtiene a partir de A^ por sus t i tue iôn de su étiqueta a mâs a
la derecha por una étiqueta e .
Asi, A^ = (a) ; A^ = ; A^ = i •••
(E) @
@  ®  0  is)
Los ârboles de esta familia son irreducibles, y el coste de 
aplicaciôn de 1 algoritmo RED sobre ellos es 0( 1n T. )
cuando , tamano del ârbol i-ésimo de la familia, tiende a
inf ini ta.
4. Alqunas pasibles vias de generalizacion
En esta secciôn vamos a exponer una ser ie de reflex iones 
acerca de las caracter1st icas cualitat ivas que debe poseer un 
criterio de reducciôn de ârboles para que podamos api icarle el 
desarrollo anterior, y obtener idénticos resultados. Como en el
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resto de este capitulo nos restringimos al caso en el que los 
ârboles sobre los que se opera son binarios.
Respecto a la primera eues t iôn parece claro que el método 
va a ser aplicable a toda régla de simp1 ificaciôn estrictamente 
bottom-up y que base su f a se de dec i s iôn en un test de igualdad 
sobre subârboles. Part iendo de la noc iôn de ârbol irreducible 
inducida por un criterio de estas caracteristicas uamos a poder 
part 1 C  ionar el con junto de ârboles input 3) , en clases de 
ârbolc; con idént ico s i mp1 i f icado de manera que toda s estas 
clases puedan caracter i zarse recursivamente mediante un sistema 
de ecuac iones que traduce la régla de reduce iôn de manera 
directa. Como comentaremos mâs adelante, esta s i t uac iôn no tiene 
por gué darse si el algoritmo no es estrictamente bottum-up ; y 
el hecho de no disponer de un sistema que traduzca d irecta mente 
el criterio de reducciôn, prouoca el que podamos 1 legar a 
s i tuaciones en las que aparezcan perturbac iones que impidan 
aplicar ia me todolog 1a desarro1 lada en este trabajo, ai menos tal 
y como ha s ido expuesta y sin modif icaciones adicionales. Al 
final de esta secciôn i1ustraremos estas ideas por medio de un 
caso en el que el proceso de reducciôn no es estrictamente 
bottom-up , apareciendo las perturbac ione s anunciadas ; con lo 
que se espera ademâs que quede suficientemente claro lo que 
queremos expresar con la frase "traducir directamente el 
algoritmo de reduce iôn
Como primer paso hacia pos ibles conclusiones vamos a 
cons iderar un algoritmo cuya es tructura es similar a la de los 
a Igor i tmos de reducciôn que hemos estudiado en las secciones 
anter iores, pero que a la postre no realiza ninguna mod i ficac iôn 
sobre la entrada que recibe. En suma, una régla de
1130
"s imp 1 1ficaclôn" estrictamente bottom-up que nunca simplifica, 
sea cua1 sea el resuitado de i test de igualdad sobre los 
subârboles résultantes de la aplicaciôn de la régla a los 
subârboles radicales, que iclaro estâ! coincidirân con los 
subârboles radicales originales. Denotaremos por NSIM tal 
criterio, que puede implementarse f âc i1 ment e sustituyendo en la 
figura 9 las acc iones asociadas a las dos ramas del segundo if 
por la misma instrucciôn NS1M := T . La razôn de este estudio 
estriba en que parece "razonable" que si las comparaciones 
provocan un coste lineal sobre el ârbol sin simplificar, 
provoquée un coste menor en tiempo, si vamos simp1 ificando a 
ârboles de menor tamano respecto al ârbol original.
Proced iendo anâlogamente que en los casos anter iores 
obtenemos la siguiente expresiôn para el descriptor de 
complejidad asociado a NSIM :
M(z) = S t EQUALI t .hi , T.hd )
TfcîJ
|T|>0
Supongamos en principio que tEQUAL decide en preorden 
sobre la igualdad es truc tura1 de dos ârboles. Entonces a partir 
de [1 2 ] 1 legamos a que
------ — 5-
1 - z D (z) - z D(z )
Ahora bien, el radio de convergencia de D(z^) es ^/y—g , 
y el denominador de la expresiôn anterior es estrictamente 
pos i t i vo en z « ^/g . Entonces razonando oomo es habituai 
obtenemos para tNSIII(z ) un desarrollo local en su ùnica
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5 i nqu 1 ar-I dad dominante, z = / ^ , de la forma
tNSIM(z) = g ^ ( z ) < 1 - Bz)  ^ » g^ ( z ) ( 1 - 8 z) + g^lz)
con q Az) ana lit icas en un entorno de z - ' /g , lo que nos 
lleva a cone luir la linealidad respecte al tamano del input, del 
coste medio de la ejecucion de NSIM sobre ârboles de 3) , 
procediendo a partir del teorema de Darboux de la forma habitual.
Este resultado puede extenderse facilmente a 1 caso mas 
general en el que a la hora de dec id ir como ha de ser el 
'simplificado" se precisan los va lore s de verdad de las 
comparaclones entre todos los subârbo les del arbol a simplificar 
que quedan k niveles por debajo de la raiz. Entonces, fijada 
una cierta profundidad k ,e 1 problema en realidad se reduce a 
estudiar la complejidad de ir calculando, sin ningùn tipo de 
mod 1ricaciones sobre el input, para cada nodo del àrbol los 
"a lores de verdad de 1 as comparaciones entre cada par de 
subârboles que penden del nodo, k niveles mâs abajo de la raiz 
del àrbol de entrada.
El problema pues se reduc ira bâsicamente a calcular la suma
r CDD (T) [53]
T€J)
donde CDD^(T > désigna e 1 coste de la comparaciôn de todos los 
pares de subârboles de T que se encuentran a nival k bajo la 
raiz ; entendiendo que si un cierto subârbo1 no existe, lo 
denotamos por NIL , (en concrete, para cada hoja que tenga al 
ârbol original a profundidad 1 < k , consideraremos 2^  ^
ârboles ficticios NIL ); y suponiendo que se tarda una unidad de 
tiempo en comparer cada subârbo 1 NIL con otro cualquiera. Para 
désarroilar C531 habremos de considerar todas las formas 
posibles de T fijado e 1 valor k .
1G2
Como iieces 1 tamos comparar cun junt amente dos a dus los 
descend ientes a un cierto nive1 de varios subârboles, tendremos 
que définir CDD^ sobre conjuntos de ârboles {T^,...,T^} , de
manera que CDD^(T ^ .......... denotarâ la suma de los cos tes de
comparar dos a dos no solo los subârboles de cada , que se
encuentren a profundidad k , sino también los subârboles de T^ 
y Tj , que estén a dicha profundidad.
Entonces
i CDD (T> • 1^ 2 I * ^
El primer 2 es e 1 numéro de étiquetas posibles para las hojas ; y 
e 1 numéro comb ina tor io corresponde al numéro de ârboles MIL a 
profundidad k que penden de una hoja.
En general tenemos
2  CDDg(T^..... T^) :
V ’’
2 j d '"~^(z ) ^ t EQUAL(TJ ,T^) z ^  ^^  ^  ^^ =
2 , J im
El numéro comb ina tor io nos dice cuantas formas hay de selecc ionar 
dos argumentos, para ser comparados. Los argumentes no escogidos 
dan lugar a un factor D(z) .
Ahora, dado k > 0 :
|T |T
CDD^(T^,...,T^) z
' (m-i)2‘‘ 
2= I l l i v j
t; I
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Con la i escogeinos cuantos argumentos van a ser hojas. El res to 
tendra cada uno dos subârboles radicales obteniéndose un total de 
2(m-i) subârboles. El primer numéro comb i na tor io indica de 
cuantas formas pueden fijarse i argumentos hojas ; e 1 factor 2  ^
reparte las dos étiquetas entre ellas. La exprès iôn entre 
parentes i s con los dos numéros combinatorios, nos indica cuantos 
pares en los que uno de los elenientos es NIL , van a aparecer a 
profundidad k a causa de las i hojas, en e 1 proceso de 
comparac iôn dos a dos de los subàrboles a dicha profundidad a lo 
largo de los m argumentos. Por ultimo han de compararse dos a 
dos los subàrboles que se encuentren a nive1 k - 1 por debajo 
de la raiz de los 2 <m - i> nuevos argumentos.
De manera que dado k «i N , E CDD. (T) puede
T€D
reducirse a un polinomio en D(z) y M(z) cuyo comportamiento 
analitico conocemos perfectamente, y nos de termina e 1 del 
descriptor de complejidad de este a Igor i tmo, concluyéndose, s in 
mâs problemas, la linealidad de 1 compor ta mi en to niedio del 
algoritmo, aplicando e 1 mismo tratamiento que en casos anter iores 
a los désarroilos analit icos obtenidos.
Todo lo anterior podria genera 1izarse al caso en e 1 que e 1 
cr i ter io de s imp 1 ificaciôn utiliza los subârboles de los ârboles 
a comparar a profundidad menor o igual que k ,haciendo 
innecesaria la consideraciôn de subàrboles ficticios NIL .
Por otra parte si e 1 test sobre igualdad de dos ârboles 
toma en consideraciôn la conmutatividad de la operaciôn asociada 
al nodo interne, y opéra segûn dijimos en las secc iones 2 de este 
y e1 anterior capitulo, obtenemos las roismas conclusiones. En 
efecto, bajo estas hi pôtes i s e 1 descriptor de complejidad de 1
1 8 4
algorttino de " s i mp 11 f i cac iôn que no simplifica", y opera 
recursiuamente de las hojas a la raiz, basando sus dec i s loues 
simplif icadoras" en la comparac iôn de los "s impl if icados** 
obtenidos para sus subârboles radicales, ver i f ica la siguiente 
ecuaciôn :
4D(z) - 4 + M (z)
TNSinc(z) =  1 2W(z)--
s iendo
|T.hi1+|T.hd IM^(z) = z 2 t EQCOM( t .hi ,T.hd ) z
T€3)
|T(>0
Entonces, a partir de (361
M (z) =
D(z> - 2 - z^ D(z) - z^ Mg(z)
1 - 2z^ D^<z) - 2z^D(z^>
Nuevamente es fâcil comprobar que e 1 denominador es estrictamente 
positive en z = ^/g , y que por su carâcter decreciente no se 
anula en [0,^/gl . En cuanto al numerador, puede demostrarse que
M.(z) , i = 2 , 3 , tiene radio de convergenoia ^ , y una8
ùnica singularidad dominante, z = ^/g ; en torno a la cua1 admite
un désarroilo local del tipo M (z ) = a (z)(1 - Bz) > b (z)
1 1  1
que ver i f ica las hipôtesis de1 teorema de Darboux Para 
demostrarlo basta observer que ahora la f ami lia de ârboles 
irreducibles coincide con 3 ; définir v u € 3
>/ (z) 3 E tEQCON (u,v) z  ^ y g (z) = E tEQCOM (v,u) z^ '^  
" v€S " v€5
y procéder anâlogamente que en las seooiones anteriores.
De nuBvo, par» concluir la linealidad de la complejidad en 
media del algoritmo se sigue el mismo désarroilo que en casos 
anteriores.
1U5
Por ultimo si las comparaclones han de efectuarse entre los 
subàrboles que se encuentran k niveles por debajo de la raiz,
It Ihabremos de estudiar la exprèslôn E CCDD. (T) z ' ' , donde
CCDO|^(T> es la f une iôn homôloga a CDD^ (T) cuando tenemos 
conmutatividad. Como en el caso no conmutat ivo reduc iremos tal 
sumatorio a un polinomio en 0<z) y N^Cz) . En realidad nos 
sirue la misma descomposiciôn encontrada para el caso no 
conmutat ivo, ya que al obtenerla no se utilizô para nada la 
definiciôn de 1 test de igualdad. Es dec i r lo que se ha probado en 
def i ni t i va es que podemos reducir el problema de comparar dos a 
dos los subàrboles a profundidad k de un àrbol, a un proceso en 
el que se comparan dos ârboles cualesquiera, de manera que en la 
medida en que las comparaciones entre dos ârboles cualesquiera 
sean eficientes también lo seràn las comparaciones entre todos 
los subârboles a profundidad k ; y en la medida que el 
descriptor del coste de comparaciôn de dos ârboles cualesquiera 
admite un désarroilo local ver i f icando las hipôtesis de 1 teorema 
de Darboux , también tenemos un désarroilo de dichas 
caracter1sticas para el descriptor del coste de la comparac iôn 
dos a dos entre todos los subàrboles a profundidad k .
Y aplicando siempre las mismas técnicas 1legamos a concluir el 
comportamiento medio lineal del algoritmo.
Los resultados obtenidos para el algoritmo "sin 
s impi if icaciones" parecen indicar que para todo criterio de 
s impi ificaciôn, con una estructura similar, que sea uniforme' y 
que no inoremente el tamano del output respecte al de 1 input, la 
complejidad en media va a ser lineal. Por uniforme queremos 
expresar intuitivamente el hecho de que no demasiados ârboles de
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un mismo tamano se simplxfiquen a un mismo ârbol irreducible.
A continuaciôn senalamos un par de formas en que podriamos 
conoretar la nociôn de "uni formidad"
Part imos del hecho cierta de que para todo algoritmo de 
simpii f icaciôn estrictamente bottom-up , que base su f a se de 
decision en al valor de verdad de la comparac iôn entre los 
simpi if icados de los subârbole s radicales, se tiene una exprès iôn 
para su descriptor de complejidad asociado en forma de cociente,
con denominador 1 - 2z 0(z> , y numerador polinomial en D(z)
1 ' * 2
y L tCO«P( f (u) ,f ( V) ) , üonde TCOMP(t,,t„) es
u, v€tD
el c o s t e  de la c o m p a r a c  iôn de los â r b o l e s  t ^  y t ^  ba j o el 
c r i t e r i o  esc og id o.
Oenotemos po r rf(z) el d e s c r i p t o r  de c o m p l e j i d a d  del 
algoritmo, entonces
Tf(z) 3 _ 2 . L t ...8=) + h( = ) / . [553
M ( Z )  3 r tCOMP( r ( u ) ,f (v )  ) , y  g(z) y  h(z)
U, v€3
s o n  a n a 1 it icas en  un e n t o r n o  de z = ^/g ; s in mâs qu e r e c o r d a r  
[501 e n  el c a p i t u l o  2 .
Def inimo s
M(z)C(z> >
I /
(1 - 8 z) ■
que es de ooef icientes posit ivos por serlo n(z) y ^
y~i - 8 z
De manera que dada MP(z ) » H(z) + R<z> con R(z) de
ooeffioientea positivos, los ooef ioientes de ------ -^ -^----- se:
(1 - 8 z)
cotas superiores de los de C(z)
As 1 estâmes an condic iones de demos trar el siguiente
l a ?
Teorema 4./
Si el tiempo medio que se tarda en comparar los 
s lmp 1 i f icados de dos ârboles cuya suma de tamaîios es n , 
escogidos aleator lamente, es constante asintôticamente, para 
n — » e» I entonces la complejidad media del algoritmo de 
simplificaciôn es asintôt icamente lineal respecte al tamano del 
input.
Demost rac iâa
Reordenemos M(z) agrupando los sumandos correspond lentes 
a pares de ârboles de 3 con tamano conjunto igual a n , y sea 
c una constante tal que
lul+lvlIz 1 M(z) = 2 tCO«P( f(u),f( V ) ) z
u, V € a
lu| ♦ |vI = n
u, V € 3 
lu| ♦ |v| 3 n
Tal constante existe puesto que por hipôtesis el tiempo medio 
necesario para dec id ir acerca de la igualdad de los pares de 
ârboles simplificados de cada par de la muestra 
{ (u,w) € 3^ / IuI+ IVI = n ) es asintôticamente constante 
cuando n — » oa .
Entonces H(z>< ) ) c z ' ' ' ' 3 c D (z )
n u,V € 3 
|u| ♦ |v| 3 n
Con lo que hemos acotado M(z) por una f uneiôn
nP(z) 3 M(z) * R(z) para una cierta R(z> de coef icientes
positives. Por lo tanto los coef icientes de -^ ---------
cota superior de los de C(z>
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Finaimente aplicando el teorema de Darboux se prueba que
Cz") nP(3>/(1 - 8 z)--------------------------  = u n n — > 00
Cz"] D(z)
y por tanto aplicando también el teorema de Darboux para la 
obtencion de los coef ic ientes del otro suinando de [551 , 
concluimos finaimente la linealidad de la complejidad media del 
algoritmo de s imp 1 i f icac iôn.
Antes de continuer queremos resenar que puede observer se 
mediante simulaciones por ordenador que en media el numéro de 
comparaciones necesarias para dec id ir la igualdad entre dos 
ârboles arb i trar ios es similar al necesario para tomar tal 
decisiôn refer ida a sus respectives s impiificados, con lo que la 
hipôtesis impuesta sobre la complejidad en media de la fase de 
comparaciôn del algoritmo, résulta entonces bastante natural ya 
que se sabe cierta CSt841 para la fami lia de ârboles input.
Por otra parte, si sôlo sabemos que lo que emplea tiempo 
medio constante es el proceso de comparar dos s impii f icados cuyo 
tamano conjunto es n , entonces neces itarlamos que las f une iones 
generatrices, D^(z) , asooiadas a las clases de ârboles con
idéntico simplificado t € 9 , donde 9 es el conjunto de
ârboles irreducibles inducxdo por el correspondiente criterio de 
simp1 ificaoiôn, ver i f ica sen que los productos D^(z) D^<z> con 
juj + IVI « n , para n fijo, fuesen "parecidos" en el sent ido
D (z>D (z)
de que V u ' , v ' € 9  | u ' ( > | v * | = n  i)", (z)D ,<z) '
un# cierta constante k independiente de n . Entonces, dado que
H(z) s E TCOnP(u,v) D (z) D (z> , agrupando los sumandos 
u,w€9 “
correspondientes a pares de simplificados con tamano conjunto 
igual a n , obtendr1amos la acotaciôn
1 0 9
M( z)  ^ ^ c ^ k D^,(z) D^,(z) donde (u ' ,v ') € 9^ es
n u,V € 3 
|u| + |v| = n
un par cualquiera con |u* | * |v' { = n , para cada n € IN .
Entonces M(z) < c k^ \ ) D (z) D (z) = c k^ D^(z)I  I
n u , V € 9 
|u!♦|w l=n
Y se concluye anâlogamente que en el caso precedente. Obsérvese 
que se précisa la existencia de k , ya que si se hace la 
hipôtesis de un i formidad para la distribuciôn sobre los pares de 
simp1 ificados con cada tamano global constante, résulta que en 
M(z) no todos los pares tienen porqué aparecer el mismo numéro 
de veces ; entonces si disponemos de k , podemos acotar 
super iormente cons iderando que cada par aparece tantas veces como 
el que mâs. Sin embargo, esta hipôtesis de uniformidad de los 
productos de funciones D^(z) no se cumple por ejemplo para el 
caso de la reduce iôn por ideinpo tenc i a , lo que puede observer se 
nuevamente mediante simulaciones por ordenador.
Una posible soluciôn parece que podria ser exigir 
complejidad media constante para el algoritmo de comparaciôn 
respecte a la distribuciôn que aparece en M(z> . Es dec ir, ha de 
pedirse complejidad media constante para la comparaciôn de dos 
s impiificados de tamano conjunto igual a n , contando cada par 
tantas veces como pares de ârboles con s impi1f icado igual a cada 
uno de los dados, y tamano global igual a m ; siendo la 
constante Independiente de n y m . En tal caso podemos acotar 
como en el caso en el que se supuso complejidad media constante 
para inputs arbitrer ios de tamano n .
Asi pues podemos probar la linealidad de la oomplejidad 
media del algoritmo, tanto si la complejidad media de comparar
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lo* * impiiCicados de dos Ârboles, es constante, como cuando lo es 
la de conqiarar dos s impi if icados cualesquiera aunque en este caso 
han de anadirse hipôtesis adicionales.
Terminâmes esta secc iôn exponiendo mediante un ejemplo una 
serie de problemas adicionales que pueden surgir al intentar 
aplicar nuestra metodolog la, tal y como ha s ido expuesta, a 
reglas de reduce iôn que no sean estr ic tamente bot torn-up .
Cons ideremos una régla de reduce iôn basada en la prop iedad 
distr ibut iva de una operaciôn respecte a otra. Para concretar, 
supongamos que operamos sobre ârboles binaries que representan 
exprès iones aritméticas en las que sôlo pueden aparecer las 
operac iones *■ y X , y que la régla de reduce iôn que aplicamos 
es la d i stribut ividad por la derecha de X respecto a + :
(a X b) + (a X c) -- » a x (b > c) . Entonces el algoritmo de
reduce iôn correspond iente operaria como sigue
a) Fase bottom-up : Apiicac iôn de i algoritmo a los subârboles 
rad ica les.
b) Api icaciôn de la régla de reduce iôn en la raiz de 1 ârbol, 
tomando como argumentos de la operaciôn asociada al nodo raiz, 
los simplificados de los subârboles radicales obtenidos en la 
etapa a)
c) Fase top-down : Apiicaciôn iterada de la régla de
simplificaciôn al subârbo1 derecho résultante del apartado b) 
caso de que dicha etapa se comenzase con una operaciôn 
asociada al nodo raiz. La iteraciôn pararâ evidentemente en el 
memento justo en que no se produzcan nuevas s impi ificaciones.
Por supuesto résulta claro que no ha de hacerse nada para 
simpi if icar una hoja.
1 9 1
Nôtese que la ultima fase del algoritmo es necesar ia, asi 
como que es la causante de que el algoritmo no sea estrictamente 
bottom-up .
Tras reflexionar bas tan te sobre el asunto, se obtuuo la 
siguiente caracterizacton recur s iva para la f ami lia de funciones
generatrices asociadas a la part iciôn de la f ami 1 ia de ârboles
binaries inputs, en clases de ârboles con idéntico s i mp1 i f icado, 
segûn el criterio actual. Llamamos 3 a la f ami 1ia de ârboles 
i rreduc ibles, y (z ) )  ^ a la f ami lia de funciones
generatrices a caracterizar. La caracteri zac iôn anunciada es la 
siguiente
S^(z) = 1 V t € 3 , |tI = 0
S 0  (z) = z S^(z) S^(z) V t = 0  (u,v) <; 3
S 0  < = ) =  ^ (z) s 0  (z)  ^ z S 0  (Z) S Q  (z)
/  / . / •- / ■
1 ®  " 2 ^  ®  “ l M
~  “n " %  '
V (5^  € 3 con n > 1
V w
s ^  (z) = z S^(z) S^<z) V t » 0  (u,v) € 9 tal que v
u/ \
no posee ningûn simbolo *■ en su rama mâs a la derecha.
Los "puntos suspensivos" que aparecen en la tercera de 
estas exprès iones, es decir el n genérico que se précisa para 
escribir el sistema anterior hace imposible una manipulaciôn
1 9 2
algebraica de ios e lementos en juego, par carecerse de una 
expresion algebra lea explicita concreta ("sin puntos 
suspensives ). Por otra parte, es évidente que el sistema no se 
corresponde directamente con el algoritmo en estudio, pues este 
no hace (sintact icamente se entiende), ninguna d i squ i sic iôn sobre 
el caso en el que nos encontramos en lo referente a la cadena
(xl.. que aparece en el sistema recursive.
Con lo que parece claro que para este tipo de s i tuac iones 
la metodologia propuesta no es suficiente, y o bien habria que 
introducir mod ificaciones adicionales, o bien habria que proponer 
una filosofia diferenîe para el estudio sistemàtico de este tipo 
de reglas que operan bajo las dos filosofias : bottom-up y 
top-down . De momento, y en lo que nosotros conocemos, el 
problema sigue abierto.
Finaimente, como ultima ref lex iôn sobre nuestro trabajo nos 
aventurâmes a conjeturar lo s i g u i e n t e
Canjetura t Dado un criterio de s i mplif icaciôn T que verifique:
- Ser estrictamente bottom-up
- El simplificado f (A ) de un ârbol A se construye 
comfoinando ciertos subàrboles, a profundidad k , de 1 ârbol A* 
obtenido a partir de A tras simplificar sus hijos ; combinaciôn 
que se realiza de una forma escogida segûn el resultado de una 
ser ie de tests de igualdad (con o sin conmutatividad) entre pares 
de taies subàrboles.
- Todo ârbol hoja es simplificado.
- |f (A) I i |A|
Entonces el algoritmo de simplificaciôn natural asociado tendrâ 
complejidad mediz lineal respecto ol lamaîto del input.
E J e m p l a s : Todos los casos part iculares estudiados en el présente 
trabajo.
fipendicB 1
A continuaciôn deta1lames los calculas utilizados en la 
demostraciôn del teorema 1 .8 del capitulo 2 , para la obtenc iôn 
de équivalentes asintôticos de la media y varianza del tamano de 
los ârboles s impiificados, segûn S IMP , a partir de ârboles de 
tamano n de una f ami 1 ia simple dada cualquiera.
Part imos de las exprès iones dadas en C461 capitulo 2
S (z ) 3 ■ (g)“  ^ |< 1 - Cj z ) f(z) - a(z)
T(z) = I 2 z S(z) (4.'(f(z)) - c^) ♦
♦ Z S^(z) 4»-(f (z) ) - ^(z) j 111
Reescr ib imos la ûltima asi :
T . "  . I : .
. z t( = > r (2, - 2 TMzl Cz C I : ,, - M:»: , 3 ?,^, . jj.
Z^ f »^<Z)
sin mâs que notar que para cualquier f ami lia simple
1 z f’(z)
1 - z (|>' <f (z) ) ^ f(z)
z <►" < f ( z ) ) - z f (z) f‘ (z) - 2 z f»^(z) » 2 f(z) f»(z)
z^ f'^(z>
Consideremos los desarro1los locales en z = p de f<z> y 
f'(z) dados por (231 en el capitula 1 y C471 en el 
capitula 2 , respectivamente
f(z> - g(z) (1 - ♦ h(z)
f ’ < z ) 3 - — J —  g ( Z ) (1 - ^  ^  *■ g * ( z >  ( 1 - ♦ h ’ (z)
Zp P P
donde g (z ) y h(z) son analiticas en z * p , y quedaron
definidas en la citada expresiôn del capitulo 1 .
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Sustituyendo estos désarroilos locales en Cll y (21 
1legamos a los désarroilos locales anunciados en (481 del 
capitulo 2 para S(z) y T(z> , a los que puede aplicarse el
teorema de Darboux . No obstante para la deter mi mac ion de las
constantes K ^ y résulta mâs cômodo cons iderar las
désarroilos de Taylor en z = p de g(z) , h<z) , z y a(z> :
g<z) 3 g(p) - p g'<p) (1 - + 0 ( (1 -
h(z) 3 T - p h»(p) (1 - ^/ > ♦ 0 ( ( 1 - )^>
P P
Z 3 p - p (1 - )
a(z) 3 a(p> - p a ’(p) <1 - ) ♦ 0 ( ( 1  - ^)
a partir de los cuales obtenemos los siguientes desarro1los 
locales en termines de (1 - , donde para abreviar
denotaremos (1 - por d .
I / Î /
f(z) m r * g<p> A * - p h ’(p) A - p gMp) A * 0<d*> (3.11
f*(z) , - g(p) + h»(p) + _|_g'(p) ♦ 0 (d)
z f*(z) 3 - g(p)d + p h ’(p) + —i— [g (p ) *■ 3 g ’(p)] d -
p h»(p) d - p g'(p) d*''* > 0 (d*>
^  + phMplld + 0 (d'/=)
  _ ' 2
f ( z) “ T  ^
♦ -lp-[g(p> + 3pg*(p) - -2. - 3g(p^phUp> |  ^o(^) (31
que sustituidae e n  (11 n o s  p r o p o r o i o n a n
1/.
S(z) 3 A(p> A * * B(p) d ' + C(p) + 0(d) (41
s iendo
ACp) » - I 1 - P c^ - I
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B(p) = -4— I (3p g' (p) + g (p) ) f I - p c -
- p g<p)| I + _El£i [ 89<f>)phMj»„)  ^ q^<P>
a ( p ) I _ g^ (p )C(p) = p h'(p) 1 - p c, - rC' a(p)
Y ahora aplicando Darboux a C41 y 13.11 concluimos 
Cz^l S(zl _ f 1 _ p c -
tz‘*l f(z) I ^
Por ultimo, para la obtenoiôn del équivalente asintôtIco de 
v^ con n — > «> , cons ideraremos los desarro 1 los locales
f  (z) a ~ 2 !^^ + h"(p) + 0 (d' )
4 p-?  ^ P
^(z) = fiip) * 0 (d) 
que Junto a los anter iores nos conducen a
T(z) + S(z) = D(p) + D^(p) d~^ ♦ lE(p) + A(p)l d~*'"* +
♦ CG(p) + C(p)1 ♦ 0(d'^'>
con
^  I r
Og,p, . - ï ^  II - C, p> nipi - - 2 ^  »(p, - : "L'”  • ®
Eip, . Aip,[ii - C, p>[-2£tli£l . - ,| , P » y p '  - i] ,
. II - =, p > 2 . -fif-^lp.
Y de nuevo, aplicando el teorema de Darboux obtenemos para 
n — » oo los siguientes équivalentes asintôt icos :
Cz"l (T(z) ♦ S(z)) = D(p) p~" (-1)" I I
♦ CE(p) ♦ A(p) 1 p "  (-*)" I *''* I
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cz"i f(2 ) = g<p> p ” (-1 )” [ I - p g'(p) p ” <-!)” ^
- V ,
Y ahora hac iendo uso de las siguientes iguaIdades 
1 . ( 2 n . 1 ) ( 1 • f 1 ------
» -(2n - 1 )
obtenemos
[z"l (T(z) * S(z) ) _ 4 fl^ (p) 2 1Cz'*] f(z) g^(p)
• -^-4^ ♦ r " "  - w  I - - “I p-i -?'’ •
T  g (p) r i I
3. .
(1 - c, p) ++ 2 g (P> - 1 I ♦ P a* <P> I + 9 <P>
+ -^4^- i9<P> I n
Cz"] 5 ( z ) _ 4 ft^(p) _2 4 fl(p)
[%"] t(z>* g^(p> g^(p)
B(p) ♦ ft<p) 1
• — II" " "
Y por fin conoluimos
■ “  - °i - - 4 ^  * 1 -
- o, P>(- (i  1 1  ? 2^" I II 1 P ----^7 ^
Upend ice 2
Queremos dejar constancia en este apéndice de la gran 
proximidad existante entre los resultados teàricos obtenidos en 
el capitulo 2 de este trabajo, y los observados
experimentalmente. Para e 1lo presentamos, para d iversas Camillas 
de ârboles p-arios, las aproxi maciones obtenidas con la ayuda de 1 
ordenador, de las constantes teôricas de proporcionalidad 
asintôt icas correspondientes a los parâmetros en estudio; asi 
como los resultados proporcionados por simulaciones en ordenador 
de los procesos estud iados.
Incluimos ademàs los 1istados de los programas escritos en 
PASCAL, correpondientes al caso de simpliCicaciôn bajo 
idempotencia. Los de los restantes casos son anâlogos con las 
consecuentes modificaciones der ivadas del criterio de reduce iôn 
correspondiente.
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p r o q r . i i n  a p r o x
( *  E s t e  p r o g r a n i a  c a l c u l a  a p r c ) x  I m a r  i o n e s  p a r a  l a s  c o n s  t  a r, I o  v t . -r .  ,■ i i  s 
t i e  p r  o p o r c  i o n a  I i d a t l  a s l n t o t i c a  d e  l a  m e d i a  y  v a r i a i i z a  d e l  I ., m a ,? o  » ) 
( X l i e  I o s  a r l j o l e s  i r r o d u c i b t e s  s e g u n  S I M P .
t i t i l i z a  u n  a r  r  a /  b d e  l i s t a s ,  c u y a  c o i n p o n e n l e  i - e s  i t o n i  i c n . '  I a x ; 
< J‘  i n t n r m a c  i o n  r e l e v a n t e  a r  e v r . a  iJe I o s  a r b o l e s  i r  r e d  u c  i b I e  W'
t a m a t i o  I .  C a d a  n o d e  d e  d i c h a  l i s t a  c o r r e s p o n d e  a u n  t i p o  ■ s  I r  uc : - - *  )
( X  t  n r  a ) d i s t i n h ]  d e  t a l e s  a r  b o  I e s  y  g u a r d a  e l  n u m é r o  d e  a i b o  I o
I t r e d u c  i b l e s  d e  t a ma n o  i c o n  t a I e s  t r  u c  t u r a  , a s  i c o m o  I o s  v a  I ' , ,  e *) 
( X  c ^  r  o  d o  l a  I  u n e  i o n  g e n e r a t e  i z  d e  l o s  a r b o l e s  d e  I ,< r - n . i i  I i -,
i n p u t  l u e  s e  I ' e d u r e n  a u n  s I m p  I i f i c a c i o  d o  e s t a  e s t r u c t u r . j ,  • i c  k )
( X  l a  d e r i  v a r i a  d e  d i c b a  f u n c l o n .  d’ e  u t i l i z a n  a l g u n o s  t  e c  i i  i c i s . d o s
e n  l o s  r  a I c  u I r, ^ p a . a  n o  p e r d e r  p r e c i s i o n .  >
( X T-'e u t  i l i z a  u n a l i s l a  I I  d e  . l o d o s  l i b e r a d o s  p a r a  a p r o v e c  b.:, m i e , ,  i ,)
d (? l a  me II» o r  i n  ri i na  m i r  a . x ;
c o n s t  c p  = 4 .  C l  = 4 ;  t m a X -  6 ,  e p s - 1 e - 1 0 ,
t  >■ p e l i s t a  - p  n rn I .. ,
n o d o  = r . e r o i d  nu m t n t e g  e r  .
I t , I d  ; r  e a  1 ,
s I  g ; l i s t a
I- O I i ,
t a m h i j o s  -  a r r a y ( . 1 . . c p  . ) o f  i n t e g e r ,  
b a s e  = a r  r  a •• C . 0 . . t  ma X . ) o f  l i s t a ;  
t i p o s  = a r r a y ( . 1  . , c p  . ) o f  l i s t a ;  
v a  I r  o  , a I f  a , b e  t j , o m e g a  , a I f  a p  r  i , c o e  f , a I f  u t  , o m e g a  t , p r  og, r  e a  I ,
f  a c  , c c  , D I p  . b ' l , s 1 , s 2  , s,'5 , v a  v c o e  f  , s u m  i p d  , p r  n i d  , l e  I p : . o a  I ,
me n o s  . p r  o d  , a u X , j  j  , i , u I t  , p 1 , s uma , f  a c a I l a  , I  a c h e t a ,  t , ‘ p u I t : i  m I r  ,,
11 I , p , I  : i n t e g e r ,
P I I I  / o s ,  f i n :  b n r ,  | n j  , b t, a SO ; t p : t  i p o s  , t  m : t  ai i i h i j  I-, s , a c  t : I I I  t n  ,
I I , .  i -C I i S 1 .1 , 
f ' i n r -  t i Qi' i e x p  l i n e  n ( x , y ■ r  t- a I ) : r e a  I ; 
b e g i n  , ; > x p o n » n  -  e x p  ( y x 1 n ( x ) ) e n d  ;
f u n . : ; t i . ) n  f  i  ( x . i c  r e a l )  r  o  a I , ( E c u a c .  i o n e s  f  u n i :  i o r , a  l . e s  ■ • o l , . . '  I
f  u n c  i I I n o s  g i : ' n o r  .j t r  i '■ i ■ s a r. r .r i d ., •: I ., .
e  I e m o n  t o  s p , i r  M e  i o n  t i e  l a  f  i m i  I i ,,
i n p  u t  o n  r  l a r e s  «le r  f, o  I e s r o n  i d . ' n I i . r o  
s i mp I i r i c a i l o  . '
b e g  1 , 1 f ' l  : - c > x r > . n n « ' . , M- , p ) x i i t  e n d ;
f  u n i :  t  i o n  n e w  t .b. ,  ( I u . i c  t i o u  I ( x , 11: r  e  a I ) r  e  a I , i i e a | ) : , e  n | ,
v a r  , : n1  , f e n  , c r e a  I ; 
b e g i n  c n : ~ 0 ,
f  c n : = t  i , 
r e p e a t
C n i  : = I: n  ;
c n  : -  c n  « r  o x I c  n ; 
f e n  : = f ( c n ,  t i ) ;  
u n  t  i I  a b s ( c  n 1 - c n ) <  ~ e p  5 ; 
n e w t o n  = c n
e n d  ;
p r o i c e d u r e  n u e v o n o d o  ; ( *  l . ' a l c u l a  l a  i n  f o i  r i i ac i o n  r e l e v a n t e  a c  e  «' r  a i l «
a r b o l e s  i r r e d u c i b l e -  d e  l a  e s t  r u e  t u r . i  t i j a d u .  " e
b a s . a  e n  l a  c a r a c  t e r  I z a c  I o n  r e c u r s i v a  d e  l o s  
a t  b o  I OS i r r e d u c i b l e s  y  e n  e l  s i s t e m a  r e c u r s i ' O  
l u e  c a r a c t e r i z a  l a  f  u n e  i o n  g e n e r a  t r i z  a s  o r  i a ..la 
a I ' - n i j u n l f j  d e  a r b o l e s  i n p u t  - l u e  s e  r e d u c  e n  a u n
208
a r h n l  i , . r . s i u c i b M  i l n  I n  t  r  uc  t "  . .i dC I u., 1 mCt i  * r  
e n  c o n  T I 'Jet- ac  i o n  .
V ,» r  I; , j  I . i t e g e r  ,
b e g  i n  i f  I t  n i l  i f i e n  n e w ( a c t (3 . î  i g )
n I s e  b e g i n  a c  t (3 . s i g * I I ,
I I  : = I t  P . s i g ,
ni  i |: . ': i g I '  . r  , g ■ -  ,I I I
e n d  ,
,i (- t : -  a C t  0 . S 1 g i
p r o i l  = 1 , r’ i n i  ~ 1 , s in.. i p d  : - 0  ,
l o r  k I -  1 t o  ♦> i l n  
t i i ^ g i n  p r o d  : -  p l o d  x f P ( . I( . ) 0 . i n n . i ,
p r o  I  : = p r  0-1 » t p  ( .  k . )  I* . i i  i
p r  O l d  : -  I p  t . k . > IX . 1(1 j
SUM I P d  -  su.M' ip iJ • p r  O l d  /  t p I . k . ) 0 . I  I
I * .. d ;
( »  ,7e v a  a p . o c e d e r  j L  a j u s t e  d e l  c a r d i n a l  d e  . s . h o l e s  c t ,,, i -, 
{ ' s t r u c t u r a  a c t u a l ,  c . i  e I c . j s o  d e  l u e  l o s  h i j i x s  d e  I .,  r  . i '
? e .3 n p I I i 1- r, 7 *)
|j I I i c o s  ; = t , ' , . 1   ^ j  T: I ,
w h i l e  p I I i I  o s  a ixd ( i < - p  I ) .do
b e g  I IX p I I I : i  • 7 -  ( ( t in ( . , . > = 11.. . j  r  1 . ) ) a . id ( t p  < . j  . ) - t p ( . j  : t . ' ' ) ,
, J I =  J ' 1
i I r  I I i z o s  t l . e . i  b e g  i n i . ieixt /s : = t p  ( . 1 . ) I? . ...n.i ;
a c  t 0  . nuiM : =  p r o d  -  i . ieixos
e l s e  a c t i » . . u ' . . i  p r  n i l  ; 
a r t i ? .  i i  : = n e w t o n  ( f i , p . o i  » ;
■le I p  : = a c  t 0 .  i  i / . - . i -  p r o  I , 
ac  » P . I ' l  -  ac  10  . i - i / r  o  r  ( ac  t 0  . I  I  . o *  l e  I p  J x s u i a i p d  ) /  ( 1 p x ,  o«  l e  I p  / a c  i i» . i i
a l i â t  I = a I f  a t  I l e  I p »,<c: I P . num ;
o m e g a  t ■= o m e g a  t  I g e l p » a c t 0 . ' i d / . » c  t Q . ' i i » a c  t 0  . num
e .-.d j
p . o c e i l u r e  g e n e r a l  , - . . e n e r a  i. •< l i s t s  a s o c i a d a  a l o s  a , b o l e s
i i r e d u c  i b I e s  d e  t . amano t .
El l  e l  . i r r a y  t p  s e  f i j a  e l  t i p o  ( e s t r u c t u r a )  d e  I n
s l i b a r  b o  l e s  . l e  I n u e v o  t i p o  . )e a r b o l  i r r e d u c i b l e  . le
t a i i i a i i o  t a r o n s  i d e r , a r  . f ’ a r a  e I l o  s e  r e c o r r e . i  l . i s  
l i s t a s  l u e  c o r  r  e s p o r . d a n , d e  a r b o l e s  i r r e d u c i b l e ^  
d e  1.3 ma n o  me n o r  o  i g u a l  m e  t - 1 ,  g u e  y a s e  e n c u - T .  
I r a n  a l m a c e n a d a s  e n  l a s  p r i m e r a s  t - 1  c o i u p o n e n l c s  
J e  b .
E l  t a w a i ï o  d e  l o s  s u b  a r  b o  t e s  r a d i c a l e s  v i e n s  d- i . l .g 
e n  c a d a  c a s o  e n  e l  a r r a y  t m . i
v a r  i , j ■ I n t e q o r )
b e g i n  f  • i r  i : = 1 t o  p d o  t p ( . I . > n  b ( . t m ( . I . ) . ) 0  . s i g ; 
f i n : = f a  I s e ;  
r e p e a t  
n u e v o n o d o i  
t p u l t  : »  p ,
w t i i l e  ( t p u l t > 1  ) a n d ( t p (  . t p u l t .  ) 0 . s i g » n i  I )  d o  t p u l t : = t p u l t  I , 
i f  ( t  p u 1 1  = 1 )  a n d ( t p ( . 1  . ) 0 . s  i g = n  i I ) 
t h e n  f  i n : “ t  r u e
e l s e  b e g  i n  t p ( . t p u l t . )  ; »  t p ( . t p u l t . ) @ . s  i g ;
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end 
until fin
jj = Ip uIt + 1 ,
for j;=jj til p do tp( . 3 . ) -b( . tai( . ». J . );x
71HP')
• ml ,
I» program* principal »>
tiegin Write In ( ' • : 55 , ' APttOXlMAC tUtJEs * > ,
wrI te In ( ' ' •A 7 , ' Criterio de si mpIi fic ac i on
wr i te Ini wr ite In; wr i t e In;
wr i te ( ' ' : 1 7, * Ap I i cada a .i r tjo t es p - ar I os con i pos i b
write <• eti'iuetas para las tiojas / un unico lipo de n,
wr i t e In < ' i n ter no ' ) , wr i t e I n ; wr i t e I n ,
I I : mn i I ;
for p :■= 3 to CP do 
for -I := 2 to Cl do 
beg i n
wr i t e I n ( ' p - ' . p : 3 , ' , i  ^ , i : 3 ) ,
r o : = e* ponen ( p - 1 , p - 1 ) / ( eXponen ( p , P ) »n <p(xnr>r, ( I, p - 1 '
I f I l = n i I ttien beg i n new( b ( . 0 . ) ) , new < ft ( . 0 . ) 0 . s i g ; n
else begin b <.0.): = tI,
I I: = t 10.s i g ;
i f I I =n i I then new i b < . 0 . ) I? . s i g 
else begin bt.O.Jft.s 
11=1 I 0.s
end
end ;
b < . 0 . ) 0 . s i g I?. s i g : =n i I > 
b ( . 0 . ) 0 . S i q 0 . n U 111 : = I,
b ( . 0 . ) 0 . s i git . 1 1  = new tout f i, 1 / r o ) , b i. -b ( . 0 . ) . s i ; i*'.
b Ip = ( b<i-1 )/ro,
b( .0. )0.sig0. id :=btp/(l P*ro»h Ip/bT ) ; 
a t f.» : = b I P X I ;
beta := 0;
omega ;= a I fa »b (. 0.) 0. s i g0. i<l/b-i ;
pi = p -1 ; 
for t 1 to tmax do 
begin f a c a I. fa : = < p - I ) x t i 1 ,
facbeta ; = fa<"atfa»t; 
a I f a t : = 0 ; 
omega t = 0 ,
if ll=nil then new(h(.t.))
else begin b( . t . ) - tI, I I ; = I 10.-ig,
b < . t . > I? . 3 i g : = nil
end ,
act •= b( . t. 1 ; 
su ma ■= t -1 ;
for i := 1 to pi do tw(.i.):= 0 ; 
t m(.p .):= suma j 
repea t
general"; acte.sig := nil;
II 11 : =p ;
while (tm(.ult.) ■= 0) and (ult > 1) do u I t
if ult > 1 then begin t«( . ii 11-1 . ) ; = tm( . u I t-
aux := twf.ult.) - 1 
tw( . II It. ) : = 0,
n| I t -1 
. ) H  ;
210
t (« < . p . > - lu '
enil
u l I  - i i
=• be t rt i.» I f.» t X I .ji‘ bo 1 u .
• oiup'ja I nmega t » f ac a t f »,
( t : 1. * a l f a = ' , r o » .3 I f • « 1 7 11),
(' bet»= ' , >■ ij* < p r 1 ) t*he t a • 1 5 M  1 ) ,
Il ( ' âirapri» ' , a l f ax p xi o»oméga 15
do
. ) ,
i le ( • 
i l r-1 n ( 
i te ( ' 
i t e l n 
i te ( ' 
i l p 1 11 
i t e l n 
M e  < ' 
i t e l n 
M e t '  
I te lu
Un l M  
a M  a 
bp I a
wi I t p 
wr M  e 
wr i tel
e n d  t
i 'la listas*)
for t» i : '’O to t ma »
beg l n r ne =b ( . ti i
wt» i le roc0 . s i g< >n i l do r ec - =r cc0 . s i g ,
r ec P .s i g ;= II;
ll:=b( .hi . )
end ;
ecijg i da listas») 
alfapri -= .» M  a ; 
alfa := r o » a l I a ; 
beta := r n » b e t a »(p * I); 
oméga := in»owega»p; 
alfapri ■= alfapri t- oméga ; 
cc := (p - 1)/t; 
coet := 1 - cc »alfa » 
tac :■ I / ( p -1 ) - a l f a i 
.il : *-cc/i» ï'ir < fac ) ;
= 1 1 p 1 l ) ,-I t 2» S'ir (cc ) »ro»a l fapr i ) » r.«c , 
s.' :» p/(p-l) 1 cc Kliet a I
v.ircoef = s1*s2-.î3i 
wr i t e In.; wr i te In ;
iirito <• roefwed ia '.coef,' coef var i anza - 
wri1eln;wri t e Ln;wr i t»Inj 
end i
En cada r a so loi v.» lores de la primera r o I u 
has ta I iw lamaïïo de arbol i r r ed uc i be 5c> h.t 
cuenta en las aprox i mac i ones de los va loi •'.s 
betatro) >■ a l fapr i ma< ro) lue i viter v i enen r
, varcoe t >
I'll a i iid i r a I 
I e II i ilr, n., ' )
•I l f a ( I ù I , 
n la expicT
de las constantes looricat de propoir i onaI i did as i n  tui 
( ' de la media y var I an z a del tamafio de los ai boles');
<' irreducibles segun este criterio.');
ro es el radio de couvergencia de la f u uc i o n  genera tri:
( ' asociada a la f am ilia de arboles input .• a l fapr i m,i ( i o 
el valor de la derivTwla de la f une I on a I I,. ( / ) eu t ~ r •:
end,
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program xsimp (output);
(* Ext* programa conxtruye arboles p-ar i ox aleatorios, con et i lue t as 
par a lax txojas, xiguiendo el principio do Raney xe fabrica una ») 
(a palabra con n xiwbolox asociados a nodox internox y
(p-1)n>1 axociadox a tiojax i xe towa el conjugado adecuado y se ») 
(a genera el arbol .
A lox arboles axi creadox xe lex aplica el criteria de •)
(a Xi« P Iificacion ^IMP ( Idempotencia) .
El programa da lax constantes de proporc IonaIidad asociadax a la •> 
(a media y varianza del t amaKo de lox arboles irreducibles as i
ob ten Idox . For tamano de un arbol xe entiende xu numéro de » )
(a nodox internox . a)
const CP" 4 J Cl ■ 4 ) no ■ 0 I tam=30O;nm =300;
Q  type arbol ■ Snodoi
nodo ■ record tioja Integer ;
4  h : array(.1..cp.) of arbol end ;
lista =0nodolista;
nodol I xta=record Info: integer;xig lista end ; 
var aux , a : arboI ; i , tx,par t ,dti i jo ■ integer ;
x t ,xtn,xtxc,varianza.c o e f : real ; p ,i : i nteg e r ; 
procedure un i f ( var x : integer ;var vun : real ) ;
lU const fact = 25173 j Inc = 13849 ; modulo = 65536 ;
t) begin x :- (fact as + inc) mod modulo ;
I vun :■ x/65535 
end ;
function tiojaaleat (rango : integer ; var sew : integer) integer;
l*J var V rea I ;
beg i n 
fjj un if (xem,v>;
1-. tiojaaleat : = t r une ( varango > + 1 
D  end ;
2* procedure conxtruir (var a : arboI ;t :i nteger);
var tp , num, d e n , i , j, d i r , m i nd i r : I n teger ; vu : rea I ;
^  ran,fIn.mnl,f ip: Iixta ;
procedure fabricar (var aa : arbo I ) ;
var I,k :i nteger;
begin aad.tioja := f ip@. Info;
If f i p S . i nfo < >no 
g. then begin for k := 1 to p do aa@.h(.k .):=n i I ;
^  fiP■=fIpff.xig
Q  end
C'> else begin fip :■ fipO.xig;
t*. for I : = 1 to p do
f'.t begin
new(aaO.h(. I.)>;
%  fabricar (aa0 .h(. I. ) )
end
end;
end ; 
begin
new(ran)»
fIn:«ran ;dir:=0 ;num:*t;tp:= pat + 1 j 
den:«tp;i:=0 ; mnl:=nlI;mlndir:=0 ; 
repeat unif(dhI jo,vu)j
i f vu < (num/den)
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thpo begin
end 
else beg i n
den 
d i r 
f I n@ info :=
■1 ;
den t = den-) ; 
dir :“ d i r-1 ;
fln0.itifo := ho j aa lea t ( 1., ;i .31 t ) 
it dir < M i nd i r
then begin windir = dir, 
mnl r= fin
end
end i 
fip - fin, 
new ( f i lit* . s I q ) , 
fin - fIn0 . s i q; 
f i 110 . s i g : =n i L . 
i : = i +1 
num = 0 i 
:= i to tp-1 do
hojaalcatC'i.part) ;
unt i I 
for j 
beg i n 
f i n@.i nfo 
dir: =di r-1 
if dir < m i nd i r 
then begin mindir := dir; 
mn i = f i n
end , 
fip := fin; 
new( f i r.0 . 7 i '1 ) j 
fin : ■ f i 130. s i g ) 
f i ng.s i g := nil 
end ;
f i p 0.s i g •= ran 
ran : » mnl0.s i g 
bint 0. s I g : = Il I I 
new(a)i
a 0. h ( • 1 . ) • ■= nil 
fip := ran; 
fabr i car(a); 
ran =niI 
end i
function dosigu (at 
var igu '■ boolean ; 
begin igu :» true -,
if a10.hoja <> a20.lioja 
then igu := false 
else if alO.hoja = no
then begin i = t 
wli i le ( I 
begin
arbol ) 
integer
boo lean
<= p) and igu do
igu:=dos i gu(at 0.h ( 
i * : « I + t 
end
i.),a20.h(. i.))
doslgu
end
igu
:end i
function i q u AIe 5 (4r arbo I) ' boolean
war equ boolean j j inleqer j 
begin if arti.iioja ( > no
then iqua les := true 
else begin equ ; » true ; j = I ;
while <j <- <p-l)) and equ (lr> 
begin equ dosigu ( ar I? . h ( . j . ) , ar @ . h < . J *• I . ) ) 
j := j + 1
end
i qua les ■= equ
end i
procedure s i mp I i f i cat-
war i g boolean 
beg i n
if a B .h o i a = 
tbeti beg i n
(war a 
integer
arbol )
f or =» 1 to p do slwplificar (aB.h(.j.Ji 
: = iguales(a) ;
I g then a ■' » a@.h ( I . )
end 1
end ;
fune t i on 
war i , 
beg i n
i nteger
) )
tawano (a arboI) 
t» : Integer -,
if aO.hoja <> no 
then tawano •= 0 
else begin t« :* 1 ;
for i := 1 to p do
tm : " tm > tamano (aB.ti(. 
tamano :" tm
end
end i
(» prograwa principal »)
begin wr i teln(' Tamano inicial de los arboles 
for p := 2 to cp do 
for q ■ = 2 to cq do 
begin writelnl* p =',p 4,' q=',q: 4), 
part := 9426» dhijo := 60659;
St : ■ 0 » stsc : !» 0; 
for i 1 to nm do 
begin mark(aux);
cons tr u i r (a,t am >;
s i (lip I i r i car ( a > ;
ts := tamano (a) ;
release(aux);
stsc := stsc + ts»ts »
st :■ st ♦ ts;
end I
stn:*sqr<st)/nm;
varianza :=<stsc - stn)/nm»
coef : - varianza/tam;
write (' coefmedia » ',st/<nm»tam)>;
wr i te In (' coefvarianza ■ ',c o e f )
t a II : 6 )
wr i te In; wr i t e I I'l,
end
end.
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