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Abstract. This paper studies the Hodges and Lehmann (1956) optimality of tests in a general
setup. The tests are compared by the exponential rates of growth to one of the power functions
evaluated at a xed alternative while keeping the asymptotic sizes bounded by some constant.
We present two sets of sucient conditions for a test to be Hodges-Lehmann optimal. These new
conditions extend the scope of the Hodges-Lehmann optimality analysis to setups that cannot
be covered by other conditions in the literature. The general result is illustrated by our appli-
cations of interest: testing for moment conditions and overidentifying restrictions. In particular,
we show that (i) the empirical likelihood test does not necessarily satisfy existing conditions
for optimality but does satisfy our new conditions; and (ii) the generalized method of moments
(GMM) test and the generalized empirical likelihood (GEL) tests are Hodges-Lehmann optimal
under mild primitive conditions. These results support the belief that the Hodges-Lehmann op-
timality is a weak asymptotic requirement.
Keywords: asymptotic optimality, large deviations, moment condition, generalized method of
moments, generalized empirical likelihood.
1. Introduction
There are numerous testing problems in statistics and econometrics where alternative
tests under consideration have the same asymptotic properties under the null hypothesis
and local alternatives. As asymptotic comparisons are intended to approximate nite
sample behaviors, it is important to assess whether such equivalence is preserved in dif-
ferent asymptotic frameworks. This paper studies an alternative notion of asymptotic
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comparison of tests due to Hodges and Lehmann (1956) in a general setup. More specif-
ically, we focus on global properties and compare the tests in terms of the exponential
rate of growth to one of the power functions evaluated at a xed alternative while keep-
ing the asymptotic sizes bounded by some constant. We present two sets of sucient
conditions for a test to be Hodges-Lehmann optimal. These new conditions extend the
scope of the Hodges-Lehmann optimality analysis to setups that cannot be covered by
other conditions in the literature (e.g. Kallenberg and Kourouklis, 1992). This point is
illustrated by our applications of interest: testing for moment conditions and overiden-
tifying restrictions (or generalized estimating equations). In particular, we show that
the empirical likelihood test (Owen, 1988; Qin and Lawless, 1994) does not necessarily
satisfy the existing conditions but does satisfy the new conditions we propose, and that
the generalized method of moments (GMM) test of Hansen (1982) and the generalized
empirical likelihood (GEL) tests of Smith (1997) and Newey and Smith (2004) (including
empirical likelihood, continuous updating GMM, and exponential tilting as special cases)
are Hodges-Lehmann optimal for testing overidentifying restrictions under mild primitive
conditions.
The dominant approach to approximate nite sample power functions in statistics and
econometrics is based on sequences of local (or Pitman) alternatives. There are yet some
reasons to go beyond the local analysis. First, although the local analysis might provide
a good approximation of the power function for alternatives close to the null hypothesis,
there are risks in extrapolating whatever lessons we learn locally to alternatives that are
far from the null. This is particularly true, for example, when the nite sample power
function is non-monotone. Second, there are cases where dierent tests, with dierent
exact power functions, have the same asymptotic behavior under local alternatives. Then
it is important to look for approximations that are pertinent for the regions of high
power (as it is the case for the Hodges-Lehmann approach) and see if such equivalence
is preserved in those regions.
Our Hodges-Lehmann optimality analysis contributes to the literature in several ways.
First, we show that the existing general sucient conditions by Kallenberg and Kourouk-
lis (1992) for a test to be Hodges-Lehmann optimal are too strong for our applications of
interest. We provide an example where the empirical likelihood test does not satisfy an
even weaker version of those sucient conditions. Second, we provide novel sets of su-
cient conditions for the Hodges-Lehmann optimality. One set is similar to the conditions
in Kallenberg and Kourouklis (1992), although we require lower semicontinuity in the
weak topology instead of continuity in the -topology. The other set involves a localized
version of semicontinuity and turns out to be very useful to analyze discontinuous cases.
In our applications of interest, this new condition allows us to establish the Hodges-
Lehmann optimality of the GEL tests. Our conditions and results are presented in a
general hypothesis testing framework. Thus, they have wide applicability as a starting
point for studying the Hodges-Lehmann optimality in other applications. Third, we apply
our sucient conditions to the problems of testing moment conditions and overidentify-
ing restrictions. For testing moment conditions, we show that the Hotelling's T and GEL
tests are Hodges-Lehmann optimal. For testing overidentifying restrictions (i.e., testing
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we show that the GMM and GEL tests are Hodges-Lehmann optimal. These ndings to-
gether with the mildness of the new sucient conditions provide further evidence to the
belief that the Hodges-Lehmann optimality seems to be a weak asymptotic requirement.
Our application to overidentied moment condition models (or generalized estimating
equations) is of extreme importance particularly in econometrics. It is known that the
GMM and GEL tests have the same asymptotic properties under the null hypothesis
and local alternatives. Several papers study statistical properties of the GMM and GEL
methods beyond their rst-order local asymptotic properties (e.g. Imbens, Spady and
Johnson, 1998; Newey and Smith, 2004; Schennach, 2007). In terms of global analysis
based on large deviation theory, Kitamura (2001) and Kitamura, Santos and Shaikh
(2009) provide conditions under which the empirical likelihood test is uniformly most
powerful in a generalized Neyman-Pearson sense for testing overidentifying restrictions.
Additional global optimality results include those in Canay (2010) and Otsu (2010). We
deviate from these papers in two important dimensions. First, the type I error proba-
bility in our Hodges-Lehmann analysis converges to a positive constant, as opposed to
converging to zero. Although the approximations that take the type I error probability to
zero may help understanding the dierences between dierent tests, they do not resemble
the standard situation where a test statistic is compared to a xed asymptotic critical
value. Second, we provide Hodges-Lehmann optimality results for commonly used tests
of moment conditions. On the other hand, the previous papers prove that the empirical
likelihood test achieves some form of global optimality, but do not address the possibility
that other competing tests are optimal as well.
The remainder of the paper is organized as follows. Section 2 introduces the basic nota-
tion and concepts, and presents the general Hodges-Lehmann optimality results. Section
3 applies the general optimality results to moment condition tests and overidentifying
restriction tests.
We use the following notation. Let  R  R[f+1g[f 1g be the extended real line,
Ac be the complement of a set A, AnB  A\Bc be the set subtraction of a set B from a
set A, 1fAg be the indicator function for an event A, PrfA : Pg be the probability of an
event A evaluated under a probability measure P, EP[] be the mathematical expectation
under a probability measure P, and \)" denote the weak convergence.
2. General Results
Consider a random sample fxi : i = 1;:::;ng generated from a probability measure P0
with support X. Let M be the set of all probability measures on X. For subsets P and
Q of M with P  Q, we consider the hypothesis testing problem
H0 : P0 2 P; versus H1 : P0 2 Q n P:
A test n is dened as a binary function of the sample, where n = 0 means acceptance
and n = 1 means rejection. Performance of n is evaluated by two kinds of error
probabilities: n(P) = EP[n] for P 2 P (type I) and n(P) = EP[1 n] for P 2 QnP4 Canay and Otsu
(type II). The Hodges-Lehmann optimality analysis focuses on the convergence rate of
the type II error probability n(P1) (or power) of the test under a xed alternative
P1 2 QnP, while xing the limit of the type I error probability n(P) over P 2 P. Our
denition of the Hodges-Lehmann optimality is given below.
Denition 2.1 (Hodges-Lehmann optimality). A test HL;n is called Hodges-Lehmann
optimal at P1 2 Q n P if
(i) HL;n is pointwise asymptotically level  2 (0;1), i.e.,
limsup
n!1
EP[HL;n]   for each P 2 P;










This is, given a restriction on the type I error probability, a test is called Hodges-
Lehmann optimal at the xed alternative measure P1 if the rate of exponential con-
vergence of the type II error probability evaluated at P1 is faster than that of any al-
ternative test. Although this denition for optimality is intuitive, the set of alternative
tests is potentially very large and therefore it might be infeasible to explore the sec-
ond inequality in Denition 2.1 for every possible alternative test. The approach we
take here divides the analysis in two parts. First, we show that there exists an optimal
convergence rate for the type II error probability (or equivalently, a lower bound for
liminfn!1 n 1 logEP1[1 n]). Then we investigate sucient conditions to achieve the
optimal rate.
We rst derive the optimal convergence rate of the type II error probability. Let Q  P
denote that Q is absolutely continuous with respect to P, and
K(Q;P) 
 R
X log(dQ=dP)dQ if Q  P
1 otherwise
denote the Kullback-Leibler divergence (or relative entropy) for probability measures Q
and P. Dene K(A;P)  infQ2A K(Q;P) for a subset A  M. The following lemma
presents the best possible exponential rate of decay to zero of the type II error probability
of a test.





logEP1[1   n]   K(P;P1);
for each P1 2 Q n P.HL Optimality for Testing Moment Conditions 5
This lemma, an adaptation of Stein's lemma to our setup, shows that the best expo-
nential growth rate of power depends on the Kullback-Leibler divergence between the set
P for the null hypothesis and the xed alternative measure P1. The bound  K(P;P1)
is informative for alternatives with 0 < K(P;P1) < 1. It is interesting to note that in
the Bahadur optimality analysis (e.g. Bahadur, 1960), where the roles of the type I and
type II error probabilities are interchanged, the best possible rate of the type I error
is typically obtained as  K(P1;P). Since K(P;Q) 6= K(Q;P) in general, this Bahadur
bound is dierent from the Hodges-Lehmann bound obtained here.
To achieve the bound in Lemma 2.1, we concentrate on tests that take the form of
n = 1fT( ^ Pn) > cng; (1)
where T( ^ Pn) is a test statistic based on a mapping T : M !  R and the empirical measure
^ Pn, and fcn : n 2 Ng is a sequence of positive real numbers monotonically decreasing to
zero. Given this form, our task reduces to explore sucient conditions for the mapping
T to attain the bound in Lemma 2.1.
There are results in the literature which indicate that several tests can be Hodges-
Lehmann optimal in standard testing problems, such as parameter hypothesis and goodness-
of-t testing problems (see, Kallenberg and Kourouklis, 1992; Tusn ady, 1977). In par-
ticular, Kallenberg and Kourouklis (1992) show that the Hodges-Lehmann optimality
emerges in general when the acceptance region of a test converges to the set of measures
for the null hypothesis in a coarse way, provided the mapping T is continuous in the
-topology. We show that their continuity assumption in the -topology can be replaced
with a lower semicontinuity assumption or its localized version in the weak topology. Our
conditions are presented as follows. Condition 2.1 is fundamental, and either Condition
2.2 or 2.3 is required for the optimality.
Condition 2.1. P = fQ 2 Q : T(Q)  0g.
Condition 2.2. T is lower semicontinuous in the weak topology on fQ 2 Q : K(Q;P1) <
1g.
Condition 2.3. P and Q are compact in the weak topology. Furthermore, T is such
that T(Q)  0 whenever a sequence of measures fQm : m 2 Ng in Q and a positive
sequence fm : m 2 Ng decreasing to zero satisfy Qm ) Q 2 Q and T(Qm)  m for all
m 2 N.
Condition 2.1, imposed by Kallenberg and Kourouklis (1992) as well, says that the
set of measures for the null hypothesis should coincide with the level set by the mapping
T at zero (or the acceptance region in the limit). Condition 2.2 is on the continuity of
T. Relative to Kallenberg and Kourouklis (1992) this condition uses a weaker notion of
continuity and a weaker topology, meaning that it is neither stronger nor weaker than
theirs. That is, lower semicontinuity in the weak topology implies lower semicontinuity in
the -topology, but does not imply continuity in the -topology as required by Kallenberg6 Canay and Otsu
and Kourouklis (1992). Although Condition 2.2 seems intuitive and mild, this condition
may be too restrictive to accommodate the GEL tests for testing moment conditions
or overidentifying restrictions, which will be discussed in the next section. Example 3.1
below demonstrates that the mapping to dene the empirical likelihood test is not lower
semicontinuous in the weak (or ) topology. Motivated by this problem, we propose an
alternative requirement in Condition 2.3. Note that Condition 2.3 is neither weaker nor
stronger than Condition 2.2. Condition 2.3 requires that the sets P and Q are compact
in the weak topology, which is not imposed in Condition 2.2. On the other hand, the
continuity requirement on T of Condition 2.3, which is a localized version of the lower
semicontinuity, is weaker than that of Condition 2.2 and can accommodate the mappings
for the GEL tests discussed in the next section. In our applications, these conditions are
veried under some primitive conditions.
Based on these conditions, our general Hodges-Lehmann optimality results are pre-
sented as follows.
Theorem 2.1. Suppose that a test n taking the form of (1) is pointwise asymptotically
level , and Condition 2.1 is satised. Then under either Condition 2.2 or 2.3, n is
Hodges-Lehmann optimal at each P1 2 Q n P satisfying 0 < K(P;P1) < 1.
The rst part (the statement under Condition 2.2) is a generalization of Theorem 2.1
in Kallenberg and Kourouklis (1992). This part is useful to show the Hodges-Lehmann
optimality of the Hotelling's T, two-step GMM, and continuous updating GMM tests.
The second part (the statement under Condition 2.3) is applied to establish the Hodges-
Lehmann optimality of the GEL test.
Note that Denition 2.1 and Theorem 2.1 apply to tests that are pointwise asymptoti-
cally level . However, it is worth mentioning that we can alternatively dene and present
the results for uniformly asymptotically level  tests (i.e., limsupn!1 supP2P EP[n] 
), which is stronger than the pointwise asymptotic requirement. This would require
additional restrictions in the applications of the next section.1
3. Applications
3.1. Test for Moment Conditions
We now apply the general Hodges-Lehmann optimality results obtained in the last sec-
tion. In this subsection, we consider the testing problem for moment conditions EP0[m(x)] =
0, where m : X ! Rq is a vector of known functions. Pick any  > 0, and dene
(P)  EP[(m(x)   EP[m(x)])(m(x)   EP[m(x)])0] and
Q  fP 2 M : det((P))  g; P  fP 2 Q : EP[m(x)] = 0g:
1 For example, in order to control the size uniformly in the application of section 3.1, the set Q
should impose bounded 2 +  moments or a uniform integrability condition in addition to a restriction
on the determinant.HL Optimality for Testing Moment Conditions 7
The testing problem of interest is H0 : P0 2 P versus H1 : P0 2 QnP. The requirement
in Q for the determinant is used to control the asymptotic size of tests. Note that we
do not make parametric assumptions on the distributional form of P0. For this problem,
we consider the following setup.
Condition 3.1. X is compact and m is continuous on X.
This condition guarantees that the sets M, P, and Q are compact in the weak topol-
ogy (see, Theorem D.8 of Dembo and Zeitouni (1998) and Lemma B.3), and simplies
the technical argument below.
One way to test H0 is to employ Hotelling's T-test statistic TH( ^ Pn), where
TH(Q)  EQ[m(x)]0(Q) 1EQ[m(x)]:
Since nTH( ^ Pn) ) 2
q under H0, the T-test is written as H;n  1fTH( ^ Pn) > 2
q;1 =ng,
where 2
q;1  is the (1   )-th quantile of the 2
q distribution. Note that H;n takes the
form of (1).
An alternative way to test H0 is to employ the GEL approach. For example, consider
the Cressie and Read (1984) family of criterion functions
a(v)   (1 + av)(a+1)=a=(a + 1);




 Q  f 2 Rq : Prf0m(x) 2 V : Qg = 1g, and V is the domain of a(v). This GEL
test statistic covers several existing statistics, such as empirical likelihood (a =  1),
Hellinger distance (a =  1=2), exponential tilting (a = 0), and Hotelling's T-statistic
(a = 1) discussed above. By Newey and Smith (2004), we can see that 2nTa( ^ Pn) ) 2
q
under H0. Thus, the GEL test is written as a;n  1fTa( ^ Pn) > 2
q;1 =(2n)g taking the
form of (1).
By applying the general result in Theorem 2.1, we can show the Hodges-Lehmann
optimality of the Hotelling's T and GEL tests.
Theorem 3.1. Assume that Condition 3.1 holds, and pick any  > 0 and a 2 R. Then
(i) the Hotelling's T-test H;n is pointwise asymptotically level  and TH satises
Conditions 2.1 and 2.2, i.e., H;n is Hodges-Lehmann optimal at each P1 2 QnP
satisfying 0 < K(P;P1) < 1.
(ii) the GEL test a;n is pointwise asymptotically level  and Ta satises Conditions
2.1 and 2.3, i.e., a;n is Hodges-Lehmann optimal at each P1 2 Q n P satisfying
0 < K(P;P1) < 1.8 Canay and Otsu
It is interesting to note that Ta is not necessarily continuous in the -topology, as re-
quired by Kallenberg and Kourouklis (1992). In fact, Ta does not necessarily satisfy our
Condition 2.2, lower semicontinuity in the weak topology. Indeed, this lack of lower semi-
continuity becomes our motivation to develop the alternative requirement in Condition
2.3. To illustrate the discontinuity of Ta, let us consider the case of empirical likelihood,
where the mapping TEL is dened by a(v) = log(1   v) with a =  1 and V = ( 1;1).
The following example shows that TEL is not lower semicontinuous both in the weak and
-topology.
Example 3.1 (TEL is not lower semicontinuous). Suppose m(x) = x and X = [ xL;xH]
for some xL > 0 and xH > 0. Note that Condition 3.1 is satised. For a probability mea-
sure Q, let XQ denote the support of Q and  xLQ and xHQ denote the lower and upper







and  Q = ( 1=xHQ;1=xLQ) (if xHQ  0 or xLQ  0, the reciprocals are set to 1). This
example shows that   fQ 2 M : TEL(Q)  g is not closed in the weak topology for
any  > 0, meaning that TEL is not lower semicontinuous in the weak topology.
Consider the following sequence of probability measures,
Qm(X =  xL) =
1
m
; Qm(X = 0) = 1   p  
1
m
; Qm(X = x) = p;
for some x 2 (0;xH). Note that  Qm = ( 1=x;1=xL) for all m 2 N. This sequence
weakly converges to the probability measure Q satisfying Q(X = 0) = 1   p and Q(X =
x) = p, where xLQ = 0 and then  Q = ( 1=x;1). Note that xLm does not converge
to xLQ = 0 since xLm > 0 for all m 2 N, so that liminfm!1(xLn   xLQ) > 0. To show
that  is not closed it is sucient to prove that Qm 2  for all m 2 N but Q = 2 .
Since
R
X log(1 + x)dQm = log(1   xL)=m + log(1 + x)p, the value 
m 2  Qm that






m ! 1=xL as m ! 1, it follows that TEL(Qm) % log(1 + x=xL)p. Therefore, if
we pick the value x so that x  xL(exp(=p)   1), then it holds TEL(Qm)  log(1 +





log(1 + x)dQ = sup
2( 1=x;1)
log(1 + x)p = 1:
Note that TEL(Q) = 1 regardless of how small x or p might be, as long as both are
positive. Therefore, for any given  > 0 we can always nd a sequence Qm 2  that
weakly converges to Q = 2 , and so the mapping TEL is not lower semicontinuous in the
weak topology. Since it is also true that Qm converges to Q in the -topology, it follows
that the mapping TEL is not lower semicontinuous in the -topology either. HL Optimality for Testing Moment Conditions 9
3.2. Overidentifying Restriction Test
In this subsection, we consider the testing problem for overidentifying restrictions, which
are common particularly in econometrics. Consider the (generalized) estimating functions
m : X   ! Rq, where   Rk is the parameter space. It is assumed that q > k, i.e.,
the parameter is overidentied. Let (P;)  EP[(m(x;)   EP[m(x;)])(m(x;)  
EP[m(x;)])0] and Q;  fP 2 M : det((P;))  g. We redene
P  [2fP 2 Q; : EP[m(x;)] = 0g; Q  [2Q;:
The testing problem of interest is H0 : P0 2 P versus H1 : P0 2 Q n P, i.e., the
estimating equations are valid and the restriction EP0[m(x;0)] = 0 is satised at some
0 2 . For this problem, we consider the following setup.
Condition 3.2. X and  are compact, and m is continuous in both of its arguments.
One common test for H0 is based on the GMM of Hansen (1982). The two-step GMM




and ~ (Q)  argmin2 EQ[m(x;)]0WEQ[m(x;)] with a q  q xed weight matrix W
(i.e., ~ ( ^ Pn) is a preliminary estimator for 0). Here we consider the GMM test in the
form of GMM;n  1fTGMM( ^ Pn) > 2
q;1 =ng.2
Alternatively, we can apply the GEL approach. Let  Q()  f 2 Rq : Prf0m(x;) 2
V : Qg = 1)g. By using the criterion function a dened in the last subsection, the GEL






Here we consider the GEL test in the form of a;n  1fTa( ^ Pn) > 2
q;1 =(2n)g. Again,
the GEL test includes several existing tests, such as the empirical likelihood, exponential
tilting, and continuous updating GMM tests.
By applying the general result in Theorem 2.1, we can show the Hodges-Lehmann
optimality of the GMM and GEL tests.
Theorem 3.2. Assume that Condition 3.2 holds, and pick any  > 0 and a 2 R. Then
2Under additional regularity conditions (such as uniqueness of 0 and a rank condition for
EP[@m(x;0)=@]), we can see that nTGMM( ^ Pn) ) 2
q k (see, Hansen, 1982). Since we do not im-
pose such additional requirements in the space Q, we employ the critical value 2
q;1 =n instead of
2
q k;1 =n to guarantee that GMM;n is pointwise asymptotically level  (see, Lemma B.4). The same
comment applies to the critical value of the GEL test below.10 Canay and Otsu
(i) the GMM test GMM;n with a continuous mapping ~ () in the weak topology is
pointwise asymptotically level  and TGMM satises Conditions 2.1 and 2.2, i.e.,
GMM;n is Hodges-Lehmann optimal at each P1 2 QnP satisfying 0 < K(P;P1) <
1.
(ii) the GEL test a;n is pointwise asymptotically level  and Ta satises Conditions
2.1 and 2.3, i.e., a;n is Hodges-Lehmann optimal at each P1 2 Q n P satisfying
0 < K(P;P1) < 1.
As the proof of this theorem shows, the mapping TGMM to dene the two-step GMM
test (and also for the mapping to dene the continuous updating GMM test) is lower
semicontinuous in the weak topology. Thus, we can apply the rst part of Theorem 2.1.
On the other hand, as Example 3.1 shows, the mapping Ta to dene the GEL test is not
lower semicontinuous in general. Thus, we verify Condition 2.3 as an alternative route
to derive the Hodges-Lehmann optimality.
Our analysis can be also applied to parameter hypothesis tests in estimating equations,
i.e., H0 : P0 2 P  [20fP 2 Q; : EP[m(x;)] = 0g versus H1 : P0 2 Q n P for
a subset 0  . It is also worth mentioning that the results in Theorem 2.1 can be
applied to a variety of alternative testing problems, including setups where the parameter
of interest is partially identied and the statistical model involves moment inequality
conditions.
Appendix A: Proof of the main results
In the Appendices, let  A be the closure of a set A  M with respect to the weak
topology, and denote 
  fQ 2 Q : T(Q)  g and ()  K(
;P1). We also use
(Q;)  EQ[m(z;)].
To analyze the large deviation behavior of the empirical measure ^ Pn, we use Sanov's





logEP[1f ^ Pn 2 Ag]   K(A;P);





logEP[1f ^ Pn 2 Bg]   K(B;P);
for any open sets B  M in the weak topology.
A.1. Proof of Lemma 2.1
Pick any P1 2 Q n P. If K(P;P1) = 1 (i.e., P 
 P1 for all P 2 P), the conclusion
is trivially satised. So, we concentrate on the case of K(P;P1) < 1. Pick any  >HL Optimality for Testing Moment Conditions 11
0. There exists P
0 2 P such that K(P
0 ;P1) < K(P;P1) +  < 1 and the Radon-




dP1 exists. Since fxi : i = 1;:::;ng is an i.i.d. sample and
EP 
0 [logr(x)] = K(P
0 ;P1) < 1, Kolmogorov's strong law of large numbers (see, p. 125







logr(xi) = EP 
0 [logr(x)] < 1; P
0   a:s: (2)
Let Pn be the n-fold product measure of P and dene the event En 
f
Qn
i=1 r(xi) < exp(n[K(P
0 ;P1) + ])g. Observe that





















0 ;P1) + ])(Prfn = 0 : Pn
0 g   PrfEc
n : Pn
0 g);
where the rst inequality follows from the set inclusion relation, the second inequality
follows from the denition of En, the equality follows from the change of measures, and
the last inequality follows from the set inclusion relation. Since liminfn!1 Prfn = 0 :
Pn
0 g = 1   limsupn!1 Prfn = 1 : Pn
0 g  1    2 (0;1) (because n is pointwise
asymptotically level ) and limn!1 PrfEc
n : Pn





logEP1[1   n]   K(P
0 ;P1)    >  K(P;P1)   2;
where the second inequality follows from the denition of P
0 . Since  is arbitrary, the
conclusion is obtained.
A.2. Proof of Theorem 2.1
Proof under Condition 2.2. Pick any  > 0. Note that the function () is non-
increasing (by denition) and right continuous in  2 [0;1) (by Lemma B.1). Thus,
there exists  > 0 such that
  () <  (0) + : (3)









logEP1[1f ^ Pn 2 
g]
  () <  (0) +  =  K(P;P1) + ;12 Canay and Otsu
where the rst inequality follows from cn & 0, the second inequality follows by Sanov's
Theorem based on the fact that 
 is closed in the weak topology (by Condition 2.2), the
third inequality follows from (3), and the equality follows from 
0 = P (by Condition
2.1). Since  is arbitrary, the conclusion is obtained.
Proof under Condition 2.3. The rst step involves proving that  
   
0 for
  0. Note that  
 = 
 [ @
, where the set for boundary points is dened as
@
  fQ = 2 
 : 9 a sequence fQk : k 2 Ng  
 such that Qk ) Qg:
If Q 2 
 then Q 2 
0 by denition. Now suppose Q 2 @
. By denition there exists a
sequence fQk : k 2 Ng  
 such that Qk ) Q. It then follows that fQk : k 2 Ng  
0,
which implies Q 2  
0. Thus, we obtain  
   
0.
The second step is to prove that  ()  K( 
;P1) is right continuous at  = 0. Pick
any sequence of positive numbers fm : m 2 Ng with m & 0. Note that by Condition
2.1, closedness of P, and 0 < K(P;P1) < 1, we have  (0) < 1. Since  
   
0
for   0, the function  () is non-increasing. Thus, the limit limm!1  (m) exists
and it holds limm!1  (m)   (0) < 1. Since  
 is closed in the weak topology by
denition and K(Q;P1) is lower semicontinuous under the weak topology in Q (see,
Lemma 1.4.3 of Dupuis and Ellis, 1997), there exists Qm 2  
m for all m 2 N such that
K(Qm;P1) =  (m) < 1. Since the sequence fQm : m 2 Ng is on the compact set Q,
there exists a subsequence fQmj : j 2 Ng such that Qmj ) Q for some Q 2 Q. Since




There are two possibilities. First, if there exists a further subsequence fQmk : k 2 Ng of
fQmj : j 2 Ng such that Qmk 2 
mk for all k 2 N, then T(Qmk)  mk for each k 2 N
and Condition 2.3 implies T(Q) = 0 meaning that Q 2 
0. As a result,
 (0)  lim
k!1
 (mk) = liminf
k!1
K(Qmk;P1)  K(Q;P1)   (0); (4)
and it follows that limk!1  (mk) =  (0). Second, if such a subsequence does not exist,
then it must be the case that Qmj 2 @
mj for all j large enough. Since Qmj ) Q and
mj & 0, it follows from Lemma B.2 that T(Q) = 0 and (4) follows. Therefore,  () is
right continuous at  = 0, i.e., for any  > 0 there exists  > 0 such that  (0)   () < .
The third step is to derive the conclusion by using Sanov's theorem and the results in









logEP1[1f ^ Pn 2  
g]
   () <   (0) +  =  K(P;P1) + ;
for some  > 0, where the rst inequality follows from cn & 0 and 
   
, the second
inequality follows by Sanov's Theorem based on the fact that  
 is closed in the weak
topology, the third inequality follows from the right continuity of  () at  = 0, and the
equality follows from  
0 = P (by Condition 2.1 and closedness of P). Since  is arbitrary,
we obtain the conclusion.HL Optimality for Testing Moment Conditions 13
A.3. Proof of Theorem 3.1
Proof of (i). The proof is a special case of that of Theorem 3.2 (i) with replacements
of m(x;) with m(x).
Proof of (ii). Pick any  > 0 to dene P and Q. Also pick any a 2 R to dene
a. First, by applying Lemma B.4 (with replacements of m(x;) with m(x)), a;n is
pointwise asymptotically level .
Second, we present some properties of Ta. Let P0  fP 2 M : EP[m(x)] = 0g and
P0(Q)  fP 2 P0 : P  Q;Q  Pg. From theory of convex duality (see, e.g., Borwein
and Lewis, 1993), we have
Ta(Q)  sup
2 Q
EQ[a(0m(x))   a(0)] = inf
P2P0(Q)
Da(Q;P); (5)













dQ if P  Q
1 otherwise
:
Note that the mapping Da : M  M ! [0;1] is a special case of the so-called f-
divergence (see Liese and Vajda, 1987). It is known that
(D1) Da(Q;P) = 0 if and only if Q = P;
(D2) Da(Q;P) is lower semicontinuous under the product topology for (Q;P) 2 MM
induced by the weak topology for M and M (Liese and Vajda, 1987, Theorem 1.47).
Third, we check Condition 2.1 for Ta, i.e., P = fR 2 Q : Ta(R) = 0g in this case.
Suppose Q 2 P  P0. Then the denition of P0(Q) implies Q 2 P0(Q). Also, (5)
and the set inclusion relation imply 0  Ta(Q) = infP2P0(Q) D(Q;P)  D(Q;Q) = 0.
Therefore, from Q 2 P  Q, we have Q 2 fR 2 Q : Ta(R) = 0g. On the other hand,
suppose Q 2 fR 2 Q : Ta(R) = 0g. Then since Q 2 Q and Q 2 P0(Q)  P0 (by (D1)),
we obtain Q 2 P. Combining these results, Condition 2.1 is veried.
Finally, we check Condition 2.3. Pick any sequence fQm : m 2 Ng  Q such that
Qm ) Q 2 Q and Ta(Qm)  m for all m 2 N. Since the set P0 is compact in the
weak topology (by applying Lemma B.3 with replacements of m(x;) with m(x)) and
Da(Q;P) is lower semicontinuous in the weak topology for P 2 M (by (D2)), there
exists a sequence P
m 2 P0 such that Da(Qm;P
m) = infP2P0 Da(Qm;P)  Ta(Qm) for
each m 2 N. Since fP
m : m 2 Ng is a sequence on the compact set P0, there exists a
subsequence fP
mj : j 2 Ng such that P









which means Q = P (by (D1)). Therefore, it holds P 2 P0(Q) and Ta(Q) =
infP2P0(Q) Da(Q;P)  Da(Q;P) = 0, which completes the proof.14 Canay and Otsu
A.4. Proof of Theorem 3.2
Proof of (i). Pick any  > 0 to dene P and Q. From Lemma B.4, GMM;n is pointwise
asymptotically level . Also, Condition 2.1 is trivially satised. So we concentrate on
showing that TGMM is lower semicontinuous in M under the weak topology.
First, re-write the mapping as TGMM(Q)  inf2 TGMM(Q;), where
TGMM(Q;)  (Q;)0(Q; ~ (Q)) 1(Q;);
and (Q;)  EQ[m(x;)]. When (Q; ~ (Q)) is singular, we dene TGMM(Q;) to be
innity if jj(Q;)jj 6= 0 and to be zero if jj(Q;)jj = 0. By Condition 3.2 and the
Portmanteau Lemma (see van der Vaart, 1998, Lemma 2.2), it follows that both (Q;)
and (Q;) are uniformly continuous in (Q;) 2 M, as both M and  are compact.
Thus, since ~ (Q) is continuous in Q, (Q; ~ (Q)) is continuous in Q 2 M.
Pick any sequence f(Qm;m) : m 2 Ng such that Qm ) Q 2 M and m !
 2 . We split into three cases. First, suppose det((Q; ~ (Q))) > 0. Then
since det((Qm; ~ (Qm))) > 0 for all m large enough, we obtain TGMM(Q;) =
limm!1 TGMM(Qm;m). Second, suppose det((Q; ~ (Q))) = 0 and jj(Q;)jj = 0.
Then TGMM(Q;) = 0  liminfm!1 TGMM(Qm;m), since TGMM(Qm;m)  0 for
all m 2 N by denition. Third, suppose det((Q; ~ (Q))) = 0 and jj(Q;)jj 6= 0, so
that TGMM(Q;) = 1. In this case, if det((Qm; ~ (Qm))) = 0 for all m large enough,
then TGMM(Qm;m) = 1 for all m large enough, as jj(Qm;m)jj 6= 0 for all m large
enough. If det((Qm; ~ (Qm)) > 0 for all m 2 N large enough, then TGMM(Qm;m)
is a continuous transformation of (Qm;m) and (Qm; ~ (Qm)) and therefore continu-




for any sequence f(Qm;m) : m 2 Ng such that Qm ) Q 2 M and m !  2 .
Now pick any sequence fRm : m 2 Ng such that Rm ) R. By compactness of  and
continuity of TGMM(Q;) in  2  for each Q 2 M, there exists a sequence f
m : m 2 Ng
such that TGMM(Rm) = TGMM(Rm;
m) for each m 2 N. Since f
m : m 2 Ng is a
sequence on the compact set , there exists a subsequence f
mj : j 2 Ng such that









where the rst inequality follows by the denition of TGMM(R) and the second one by
(6). We can conclude that TGMM() is lower semicontinuous on M in the weak topology.





EQ[a(0m(x;))   a(0)] = inf
P2P0(Q)
D(Q;P);
where P0(Q)  fP 2 P0 : P  Q;Q  Pg and P0  [2fP 2 M : EP[m(x;)] = 0g.HL Optimality for Testing Moment Conditions 15
Appendix B: Additional Lemmas
Lemma B.1. Under Condition 2.2, the function () is right continuous in  2 [0;1).
Proof. First, note that 
1  
2 if 2 > 1 meaning that K(
2;P1)  K(
1;P1).
Thus, () is a non-increasing function. Second, let fm : m 2 Ng be a sequence in
R monotonically decreasing to some  2 [0;1) such that () < 1. Since () is
non-increasing, f(m) : m 2 Ng is a non-decreasing sequence bounded by () from
above, and limm!1 (m) exists. By the lower semicontinuity of T and () < 1,
the set 
 is closed in the weak topology meaning that there exists Q 2 
 such
that K(Q;P1) = K(
;P1). Therefore, for each m 2 N there exists Qm 2 
m
such that K(Qm;P1) = (m)  (). Since K(;P1) has compact level sets for each
P1 2 M (see Dupuis and Ellis, 1997, Lemma 1.4.3), fQm : m 2 Ng has a subsequence
fQmj : j 2 Ng such that Qmj ) Q 2 M and K(Q;P1)  liminfj!1 K(Qmj;P1) < 1
(by the lower semicontinuity of K(;P1) in the weak topology). Since T(Qmj)  mj for
each j 2 N and T is lower semicontinuous (by Condition 2.2), it follows that T(Q) 
liminfj!1 T(Qmj)  liminfj!1 mj = . Therefore, Q 2 
 (meaning that K(Q;P1) 
()) and ()  limj!1 (mj)  liminfj!1 K(Qmj;P1)  K(Q;P1)  (), which
means limj!1 (mj) = (). Note that the result also holds for  2 [0;1) such that
() = 1. To see this suppose by contradiction that () = 1 but limm!1 (m) exists
for a sequence fm : m 2 Ng with m & . By applying the previous argument, there
exists Q 2 
 such that K(Q;P1) < 1, which violates () = 1.
Lemma B.2. Let
@
  fQ = 2 
 : 9 a sequence fQk : k 2 Ng  
 such that Qk ) Qg
be the set of boundary points of 
 in the weak topology. Under Condition 2.3, if Qm 2
@
m for all m 2 N with a sequence m & 0 and Qm ) Q 2 M, then it holds
T(Q) = 0.
Proof. Pick any sequence fQm : m 2 Ng such that Qm 2 @
m for all m 2 N with
some sequence m & 0 and Qm ) Q for some Q 2 M. For this Q, suppose that
9fQ0
m : m 2 Ng such that Q0
m 2 
m for all m 2 N and Q0
m ) Q: (7)
Then Condition 2.3 implies T(Q) = 0. So it is sucient to show (7). Dene the L evy
metric
dL(P;Q)  inff > 0 : FP(x   1)     FQ(x)  FP(x   1) +  for all x 2 Xg;
for measures P;Q 2 M, where FP and FQ are distribution functions associated with P
and Q, respectively, and 1  f1;:::;1g is the vector of ones with the same dimension as
x. Note that the L evy metric is compatible with the weak topology. Pick any  > 0. From
Qm 2 @
m, there exists fQ0
m : m 2 Ng such that Q0
m 2 
m and dL(Q0
m;Qm)  =216 Canay and Otsu
for all m 2 N. Also from Qm ) Q, there exists M 2 N such that dL(Qm;Q)  =2 for
all m  M. Combining these results, we have dL(Q0
m;Q)   for all m  M. Since  is
arbitrary, we obtain Q0
m ) Q and (7) holds true, which completes the proof.
Lemma B.3. Let Q;  fP 2 M : det((P;))  g, Q  [2Q;, and P 
[2fP 2 Q; : EP[m(x;)] = 0g. Under Condition 3.2, Q and P are compact in the
weak topology for every  > 0.
Proof. Pick any  > 0. From Theorem D.8 of Dembo and Zeitouni (1998), the set M
is compact in the weak topology if the support X is compact (assumed in Condition
3.2). Thus, it is sucient to show that Q and P are closed in the weak topology. We
rst show that Q is closed. To this end, take a sequence fQm 2 Q : m 2 Ng such that
Qm ) Q 2 M. Note that for every m 2 N there exits m such that det((Qm;m))  .
Also, by compactness of  there exists a subsequence mk of m such that mk !  2 .
Let g(x;;Q) = (m(x;)   (Q;))(m(x;)   (Q;))0. By Condition 3.2, g(x;;Q) is
uniformly continuous on X    M. Then













as m ! 1, where the convergence follows from the Portmanteau Lemma (van der Vaart,
1998, Lemma 2.2) and the uniform continuity of g(x;;Q). Since the determinant is a
continuous function, it follows that Q is closed.
We next show the closedness of P. Take a sequence fPm 2 P : m 2 Ng such that
Pm ) P 2 M. Then there exists a sequence fm : m 2 Ng such that
R
X m(x;m)dPm =
0: Since  is compact, there exists a subsequence fmj : j 2 Ng such that mj !  for








































where the rst inequality follows from the denition of m, the second inequality follows
by the Portmanteau Lemma (van der Vaart, 1998, Lemma 2.2) as m(;) is bounded andHL Optimality for Testing Moment Conditions 17
continuous for all  2 , and the equality follows by the uniform continuity of m(x;)
on X  .
Lemma B.4. Pick any  > 0 and a 2 R. Under Condition 3.2, the two-step GMM test
GMM;n and the GEL test a;n dened in Section 3.2 are pointwise asymptotically level
.
Proof. First, consider the continuous updating GMM test statistic (i.e., the case of a =
1). In this case, the supremum for  has an explicit solution and the test statistic is written
as TCU( ^ Pn)  inf2 `CU(), where `CU()  (1=2) mn()0( ^ Pn;) 1  mn() and  mn() 
n 1 Pn
i=1 m(xi;). Take any P 2 P. There exists  2  such that EP[m(x;)] = 0 and
(P;) is positive denite. Let CU;n  1fTCU( ^ Pn) > 2
q;1 =(2n))g. By the central





















Similarly, we can dene the objective functions `GMM() and `a() for the two-step GMM
and GEL tests, respectively. Since `GMM() and `a() are asymptotically equivalent
to `CU() under P 2 P (see, Newey and Smith, 2004), we obtain the conclusion.
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