Recently researchers have tried to apply ontology to the product information domain. From a practical point of view, a key problem to streamline this trend is how to make a product ontology database operational. Technical solutions should consider the characteristics that a pragmatic product ontology database contains; first, the database size is quite huge, and second, ontological manipulation and utilization should be realistically feasible. We recently engaged in a project to build an operational product ontology system. The system is designed to serve as a product ontology knowledge base, not only for the design and construction of product databases but also for the search and discovery of products. From the insights gained through this project, we believe that ontological modeling and its implementation on an operational database, as well as the building applications which exploit ontological benefits, are the most important facets towards the successful deployment of a practical product ontology system. As such, searching techniques should take into account the features of an underlying ontological model especially with product searching being one of the most popular applications within product information systems. In this paper, we present these two issues; product ontology modeling and searching techniques. Although our work presented herein may not be the only way to build an operational product ontology database, it may serve as an important reference model for similar projects in future.
Introduction
Product information is an essential component in e-commerce. It contains information such as pricing, features, and terms about the goods and services offered or requested by the trade partners. A base of precisely and clearly defined product information is a necessary foundation for collaborative business processes. In addition, semantically enriched product information may enhance the quality and effectiveness of business transactions and can be used to support production planning and management. These features can be offered by ontology, and the potential benefits of ontology on product information have been introduced by researchers in recent years [8, 23, 37, 17, 18] .
Product ontology requires specifying a conceptualization of product information in terms of classes, properties, relationships, and constraints. Although there has been a vast amount of research in ontology, there are still gaps to be filled in actual deployment of the technology/concept in a real-life commercial environment. These gaps are especially prevalent in certain domains such as product information management where mission critical applications need to be 'operational'. We recently participated in a project to build an operational product ontology system for a government procurement service [19] . Herein, by 'operational' we mean that product ontology should run in a large scale database with gigabytes or terabytes size and that applications built on the product ontology database should benefit a proper degree of inference functionalities. This means that we may compensate some degree of ontological beauties such as full-fledged reasoning with the availability, robustness, and performance that operational product ontology should provide.
Two major issues for building an operational ontology not only limited to product but in other domains may include 1) how to model and implement operational ontology and 2) to build an application that runs in large scale and benefits the underlying ontology model. One of the most important and popular applications related to product information system is product searching. Product searching that exploits the ontological benefits may provide users with more a precise and relevant set of products than is possible with conventional IR-based searching. Obviously, searching techniques over product ontology should be different from the techniques of processing queries over conventional document or relational databases, and should take into account of the features of the underlying ontological model.
In this paper, we present these two issues; product ontology modeling and searching techniques. The rest of this paper is structured as follows: Section 2 describes related work and offers a brief introduction of how to build an operational product ontology system. In Sections 3 and 4, we present our modeling methodology for building an operational product ontology database and explain how our model corresponds to OWL representation. In Section 5 we discuss how to design and develop a searching technique over a product ontology model. Conclusions are drawn in Section 6.
Related Work
The Web has been extended in a way that information is incorporated into welldefined semantics, better enabling computers and people to work in cooperation. Ontology plays an essential role in realizing the Semantic Web. It is concerned with the taxonomic hierarchies of classes and class definitions, relationships between classes, and knowledge about beings and their world. XML based markup languages such as DAML+OIL [11] and OWL [31] have been developed to represent ontology in the Web, and also have given influence to the Web applications such as ecommerce systems.
Product information has the taxonomic hierarchies and consists of multiple attributes. In addition, exchanging product information among business partners requires it to have well-defined semantics. That makes product information an adequate domain within e-commerce where ontology can play a vital role. In [8] the authors list the difficulties of building, maintaining, and integrating product information, and propose that an ontological approach may be the answer. In [25] the authors propose to use cross industry standard classifications such as UNSPSC 1 and eCl@ss 2 as the upper ontology and industry specific classifications as lower ontology. An upper ontology is about concepts that are generic, abstract and, therefore, are general enough to address (at a high level) a broad range of domain areas, while lower ontology contains domain-specific knowledge [35] . An effort to introduce the ISO standard for product library is presented in [22] . All of these authors' work, however, focuses mainly on classification standards as the shape of ontology for product information. Classification hierarchies are an essential part of product information semantics but make up only one piece of the picture.
The importance of attributes in product information management is wellintroduced in [12, 17] . In [12] , the quality of product classification standards is evaluated by a number of factors including the quality of their attribute lists. In [17] , the authors point out that a classification hierarchy is a representation of just one of many views over the set of products, and that a product's identity and property are not decided only by how the product is classified. Product database design issues and guidelines are presented, where the focus is on properties (attributes) rather than on classification hierarchies.
For any semantic modeling to be suitable for its application domain, it is crucial to investigate what semantic concepts and relationships are desirable for the domain and to capture them in a model. More specifically, as mentioned in [8] , ontological modeling of e-Catalog requires specifying a conceptualization of e-Catalog in terms of classes, properties, relationships and constraints. Concepts presented in this paper are gleaned through a real project that we participated in [19] , and their formal representations are presented using description logics [21] . In this paper, we summarized the types of semantic relationships that need to be identified during product ontology modeling. Furthermore, we showed how to use OWL to formalize the semantics of product data stored in a relational database [20] .
[18] is a recent work that points out that building an OWL knowledgebase is not pragmatically adequate for a large-scale ontology. Instead the authors promote a relational database approach in which reasoning is supported by storing facts in tables and representing rules in SQL triggers. However, their work is different from ours in that they focus on providing a programmatic framework rather than on modeling related issues. E-procurement is one of the most suitable domains that can benefit from well-defined product information. The process of registering or searching for a product, adding a new supplier, or placing a purchase order requires accurate product information. We have built an ontology system 3 for the Public Procurement Services of Korea, which is responsible for procurement for government and public agencies. The purpose of the system is to provide a universal ontology repository with browsing and searching capabilities in order to facilitate e-catalog sharing and interoperability [19] .
The system consists of product ontology database and two subsystems; the ontology construction & maintenance system and the ontology search system ( Figure  1) . The ontology database model uses a meta-modeling approach, and includes the key semantic concepts including products, classification schemes, attribute requirement for each product, and unit of measures and their relationships to each other. We also organized and built a number of TDs (technical dictionary) to view the contents of the database. Further discussion on this is given in Section 3.
Ontology construction and maintenance subsystem populates the product ontology database from an existing product database by transforming (preprocessor) and bulkloading (loader) the data periodically (scheduler). It also manages updates (synchronizer and logging module) while maintaining the consistency of the ontology database (consistency checker). The ontology search subsystem helps users navigate through or search the domain knowledge stored in the ontology database. Further information on how to develop our ontological product searching is given in Section 5. Fig. 1 . The product ontology system at KOCIS [19] 3 Modeling for Operational Product Ontology
Modeling Methodology
Our modeling goal is not only to design a 'conceptual' product ontology model but also to implement it as an operational ontology database. One way to achieve this goal may be through using an ontology language such as OWL and building an OWL knowledgebase that represents the intentional and extensional concepts and relationships for the product ontology. This approach, mainly favored by the research community with extensive computer science backgrounds, may be beneficial for integrating the domain ontology model with an inference engine for the language. However, it is technically too complicated to represent and comprehend the domain for a domain expert who has little knowledge in the formal language. More importantly, from a practical point of view, there is no publicly known robust engine to manage a large knowledgebase with practical performance. For example, our product ontology database contains over five hundred thousands products and more than nine hundred thousands concepts including product classes, attributes and UOMs. Concepts are linked by the semantic relationships, and the total number of the semantic links is more than twenty-one million [19] , not to mention that the size of the database keeps growing. In addition, we only needed a rather limited-set of reasoning capabilities such as transitivity and inverse. Naturally, the general purpose reasoning capability of an OWL engine was considered as over-kill. Consequently, we may regard this approach to be of little pragmatic value if used for an operational product ontology.
From a purely pragmatic point of view, an alternative way is to build a product ontology database on commercially operational database systems, i.e., more specifically object-relational DBMSs. It takes advantage of existing standards for data management and the DBMS features that have been optimized over the years in terms of robustness, scalability, or performance. Although it can support a limited set of reasoning by the object-relational model itself and a featured set of reasoning should be implemented within database applications, it is a sure way to make an ontology database operational. Table 1 shows the key differences between these two comparative methodologies. In order to moderate between those two extreme methodologies, we need an adaptive approach which is practical in scalability and yet open for future technology. We claim that one way to achieve this is through building a product ontology database on top of an operational database system and yet providing an exporting mechanism from the database to an OWL knowledgebase. In other words, each modeling construct in an object-relational database can be translated into the corresponding OWL representation. Then a set of translated representation may form an OWL knowledgebase, and the ontological reasoning could be exploited by a 'robust' OWL engine should the engine indeed exist.
In fact, within our project we developed a mechanism to translate relational tables representing concepts such as products, classification schemes, attributes and UOMs (unit of measure), and their relationships into OWL representations. In the following subsections we discuss in more detail how we developed an ontological product model and implement it on an object-relational database. In Section 4 we overview the correspondence between our model and the OWL representation.
Meta Modeling for Product Ontology
Ontological modeling is an inherent process for building an ontology application regardless of the application domain. After the domain analysis, one needs to first conceive the key concepts and their relationships which may best portray the domain. In our product ontology, we regard products, classification scheme, attributes and UOMs as the key concepts. The products, the most important concept, are for the goods or services. The classification scheme and the attributes are used for the classifications and descriptions of products respectively. The UOM is associated with the attributes. Figure 2 -a) illustrates our view for product ontology using the meta-model approach. The meta-modeling approach enables a product ontology model to be more extensible and flexible. Our product model follows the basic meta-model which employs three modeling-levels: M0 meta-class level, M1 class level and M2 instance level. Within M0 level, which describes high level conceptual product ontology, we have the aforementioned key concepts as meta-classes. Key concepts are products, classification schemes, attributes and UOMs in our model, and they are represented by M_Products, M_ClassificationSchemes, M_Attributes and M_UOMs, respectively. As illustrated in Figure 2 , meta-classes may have relationships (metarelationships) with each other.
Various types of semantic relationships have been researched for a long time in multidiscipline areas such as cognitive science, logics and databases. A classification scheme by [36] presents one of the various viewpoints of classifying the semantic relationships. Based on both their work and our field experience [19] , we created a taxonomy of semantic relationships for product information domain as in Figure 2 -b), in which top-level relationships include the general domain relationships, e-Catalog domain specific relationships and user-defined relationships. The relationships for general domain include inclusion, attribution, and synonym. As in [34, 36] , they are semantically generic to various domains and should be considered as meaningful semantic relationships for the e-Catalog domain as well.
The inclusion relationship describes cases in which an entity type contains other entity types, and it can be classified into the class inclusion or meronymic inclusion. The class inclusion represents the standard subtype/supertype relationship. The meronymic inclusion between C and D represents a part-whole relationship, i.e., C is a part of D (D is the whole of C), or simply C has D. For example, HDD and CPU are the parts of computer just as a beef-stew has beef, garlic, and onion as its ingredients. There are different semantic interpretations of this part-whole relationship. Similar to [36] we found the part-whole relationships to include component-of, substance-of, member-of, portion-of, and feature-of relationships. The attribution describes situation where an entity type describes properties or characteristics of other entity types. Finally, the synonym relationship describes an entity type that contains similar semantics to other entity types. For example, price and weight are attributes of Laptop; and Laptop is a synonym of Notebook.
The next set of semantic relationships is particularly conceivable for the e-Catalog domain. It includes substitute, complement, purchase-set, and mapped-to relationships. For examples, a pencil is a substitute of a ballpoint pen, and a LCD monitor is a substitute of a CRT monitor in that each may act as a replacement of the other. The complement relationship means that one may be added to another in order to complete a thing or extend the whole. For example, an antiglare filter is complement to a monitor. Similar but not identical to these, we may also see that such products as a monitor, an OS, and a mouse are also purchased with a personal computer. This is represented as a purchase-set, i.e., a personal computer has a purchase-set relationship with a monitor, an OS, and a mouse.
While substitute, complement, or purchase-set are relationships among product classes, the mapped-to relationship assigns a product into a specific class code within a classification scheme, or maps a class code of a classification scheme into the codes of different classification schemes. For example, a LCD panel product is mapped to (belongs to) 43172410 commodity class under a certain standard classification scheme. A product class can then be defined or classified differently depending on classification schemes. For example, the product personal computer is mapped to 43171803 in UNSPSC classification system, and 8471-10 or 8471-41 in HS code system.
Note that in Figure 2 , meta-class and meta-relationships are identified by the prefix 'M_' to indicate that they are meta-concepts. M1 class level contains a snapshot or instance of the product ontology model in M0. That is, it illustrates a class schema of a product ontology database. The conceptual class schema may be then translated into its logical schema managed by an operational DBMS. The logical schema in our case is a set of object-relational tables and views. Figure 3 illustrates a part of the class schema of our product ontology database whereas M2 instance level refers to the physical ontology data managed by the system. For example, notebook and LCD panel products in M1 level are instances of products meta-class in M0 level, and there is a component relationship between them, i.e., a notebook contains a LCD panel and a LCD panel is a component of a notebook. Note that contains and component-of are in an inverse relationship with one another and are the instance relationships of component meta-relationships existing between products meta-classes. A notebook has attributes (described as propertyOf relationship) such as manufacturer, price, weight, and so on. Therefore, an individual notebook product, IBMX306 should appear in M2 level. Readers who are interested in the details of our product ontology model including the types of semantic relationships are referred to [21] .
Fig. 3. Product ontology model in conceptual level and an exemplary instance product
The meta-modeling is a modeling methodology which can be generally applied to other domains as well. It should be pointed out that conceptualizing the concepts and relationships within a given domain is subjective and susceptible to various enterprise environments. Thus, the principle at the bottom of ontology modeling is that a model should be flexible enough to adapt to those variations, which is the greatest benefit that the meta-modeling approach may provide [2, 29] . For any ontological modeling to be suitable in an application domain, it is crucial to investigate what semantic concepts and relationships are desirable for the domain and to capture them in a model. The main procedure of our meta-modeling consists of conceiving the key meta-concepts and relationships (M0), identifying the instances (individual concepts) of the meta-concepts (M1), and materializing the individuals. For example, in medical (in contexts of anatomy and pathology) ontology, the examples of key meta-concepts and relationships may include Structures (organ structures), Diseases, or Medicine (meta-concepts), and is-a, part-of, has-location, or effective (meta-relationships), respectively [32] . Then, the examples of individual concepts and relationships (M1) may include the following (in the above order): Appendicitis is a enteritis; appendix is an anatomical-part-of the colon; enteritis presents its symptoms in the intestines; and electrolytes may be used to treat enteritis. Individual electrolytes products (made by various medicine manufacturers) can be purchased at pharmacies. Other types of concepts and relationships can be appended without changing the framework.
Model Implementation and Technical Dictionary
We create an object-relational product ontology database consisting of more than forty base tables to reflect the aforementioned conceptual and class schemas. One novel feature that our ontology database provides is that it organizes and displays the product information in the form of technical dictionaries. Technical dictionaries, (TDs), are used frequently in the e-Catalog domain to describe the products and their properties. Well-known TDs include eOTD, GDD, and RNTD of ECCMA, EAN/UCC, and RosettaNet, respectively [7, 9, 28] . Compared to these TDs, our TD holds a far richer set of information that is required for machines to operate on products intelligently; such as the product's attributes and its relationship to other products.
We have constructed a number of technical dictionaries, in a way along which we can reflect the core concepts and relationships explained in the conceptual product ontology model. The contents of each TD are extracted and organized from the different sets of underlying ontology base tables. As an example of a TD, Table 2 shows a part of the classification technical dictionary. Within the dictionary, we have a product classification for personal computers. Under this specific classification scheme (g2b), it has a class code of 43171825, and it is also called as PC, desktop computer, or workstation (synonym field). In general, a product class may be defined or classified differently depending on classification schemes. We can find such information in the code mappings. For example, personal computers are mapped to 43171803 in UNSPSC classification system, and 8471-10 or 8471-41 in HS code system. It has component (contains) relationships with CPU, HDD, and RAM, and substitute relationships with notebook computers. We may also see that such products as a monitor, an OS, and a mouse are also purchased with a personal computer.
Note that each item within the same TD might have different columns to the ones that other items have, in that they can have different classification code mappings and relationships in actual contexts. For example, while the item personal computer has 
Product Ontology Model: OWL Perspectives

Comprehensive Correspondence
A feature of our modeling approach is that we may represent the product ontology model in a standard ontology language. In this section, we illustrate how the model can be represented in OWL [31, 20, 10 ]. An OWL knowledge representation for specific domain may be the best means to utilize the techniques from so-called ontology-engineering [14, 32] . For instances, it is beneficial for making a knowledgebase loosely-coupled from the application codes, enabling it to develop knowledge bases independent and interoperable from each other, and automating reasoning facility by OWL inference engines [26] . Recently, in the product ontology domain, there have been efforts by researchers to transform or publish the domain representation into OWL versions as well. Two most important related works are [13, 21] . In [13] , the authors focus on OWL derivation for industry standard taxonomy, such as UNSPSC and eCl@ss. They classify concepts into three parts; generic concept, annotation concept, and taxonomy concept for capturing the original semantics of existing standards taxonomy. In our preliminary work [21] , we introduced a modeling framework which formally represents product ontology in DL(description logics). OWL and DL share a theoretical background. Furthermore, a model in DL may be translated into OWL representation. This requires consideration of the employed OWL language in terms of expressiveness and complexity along with its practical usage in the product information domain. Figure 4 illustrates a basic mapping from our product meta-model (Figure 2-a) to the OWL representation. Note that we rename Attribution('PropertyOf') relationship between Products and Attributes with 'hasAttribute' to avoid confusion with the property expression in OWL.
Basically, concepts can be represented by owl:Class, and relationships by owl:ObjectProperty or owl:DatatypeProperty, in general. The class inclusion (isa) can be represented by 'rdfs:SubClassOf'. Datatype property is used for relationships which exist between a class instance and a data value, while object property is used for relationships between class instances. An in and outgoing edge of arcs illustrates the property domain and the range of a property respectively. Note that in OWL, the domain and the range of a property limit the individuals to which the property can be applied and the property it may have as its values respectively. Relationships may have additional property restrictions (owl:Restrictions) or property characteristics Finally, DisplaySize attribute associated with the Length UOM and the instances of Length UOMS include 'inch' and 'cm'. Similar to the previous examples, these may be represented using owl:ObjectPropertyOf::useUOM and rdf:type. Note that 'inch' and 'cm' UOMs may be converted, i.e., 1inch = 2.54cm. In our project, each equation is represented as a convertedTo relationship and maintained in a relational table.
OWL Property Restrictions for Semantic Relationships
As mentioned in the previous section, although relationships may be corresponded to owl:ObjectProperty, more restrictions should be selectively added to each object property to convey precise semantics. Those restrictions include owl:TransitiveProperty, owl:SymmetricProperty, owl:inverseOf, and owl:FunctionalProperty, and owl:someValuesFrom and owl:allValuesFrom to further constrain the range of a property in specific contexts.
As an example, let us consider that a DC spindle motor is a component (or part) of HDD(hard disk) product which is also a component of computer products (Figure 6 ). The component relationship, in general, is not always transitive in that it usually contains both aggregational and functional semantics; being a functional part of its whole does not necessarily mean that the part is functional for another object which is composed of the whole [34] . However in practice, people often do not clarify the precise semantics of the component relationship that they use. For example, a query to find all hardware classes which contain DC Spindle as its "component" is not clear whether it is meant to search for any hardware having DC Spindle as its direct part or as its both direct and indirect parts (being contained within another product). In order to handle an indirect part-whole relationship, we need the transitive property, i.e., x·y & y·z⇒ x·z. This can be represented in OWL using owl:TransitiveProperty . If HDD is a component(part) of Computer, then Computer is the composed(whole) of HDD. This may be represented using owl:inverseOf. In addition, the value restriction owl:someValuesFrom should be applied to the component property since Computers have not only HDD but also other parts such as CPU, a graphic card, RAM and etc.. Let us consider that any individual antiglare filter product may serve as a supplement to any monitor product while only a specific type of toner product may serve as a laser printer. For example, TonerHP-2420 works with Laserjet2420, but other toners may work with it as well (Figure 7) . In this case, owl:Objectproperty: supplement with owl:allValuesFrom may be enough to represent the supplement relationship between Antiglare filter and Monitor product classes. Whereas, we should add the owl:FuctionalProperty restriction to the supplement relationship between TonerHP-2420 and Laserjet2420.
A substitute relationship means that one may act as a replacement for the other. For example, a pencil is a substitute for a ballpoint pen. A substitute relationship might contain symmetric property, i.e., x substitute y ⇒ y substitute, which is represented in OWL as owl:ObjectProperty::substitute with the restriction of owl:SymmerticProperty.
Due to space limitations, we do not provide more details in translation scheme and associated property restrictions for each semantic relationship. Rather, we summarize them in Table 3 . Readers who are interested in more details are referred to [20] .
Building Applications on Product Ontology
Ontology-Based Searching
A product ontology may contain a large number of concepts and relationships. For naive users to search and navigate the ontology efficiently, good search and visualization functionalities should be provided. In practice, we may not expect ordinary users to have sufficient knowledge of the underlying schema to be able to compose their queries precisely in query languages such as OWL-QL or SQL. We contemplate the problem of ranking keyword search results over product ontology databases. First, we summarize some of the related works.
Traditionally ranking keyword search results have been extensively studied in the context of text. Ever since the big bang of the Internet, it has received more attention in other contexts such as web and xml documents. In the IR (information retrieval) research community, text ranking is typically done using keywords and its occurrence frequencies such as tf and idf values [30] . In the web environment, PageRank [5] and HITS [16] are the most well-known ranking algorithms. Both algorithms compute the authority of a document by considering hyperlinks. Documents with higher authority are positioned in higher ranks as they are regarded as globally important ones. The database research community has also paid attention to the keyword search problem. For example, [4] presents ObjectRank, which may be regarded as a modification of PageRank for relational databases. All the above works do not exploit ontology in their searching algorithms, which is what distinguishes our work. In [33] the authors propose a context-sensitive searching algorithm to exploit the ontology concept. However, they use ontology only for refining the meaning of search terms while the underlying data is not ontologically modeled but stored in plain HTML or XML format. An abundance of semantic relationships and their characteristics in the context of the Semantic Web are well documented in [1] . In that paper, the authors blended semantics and information-theoretic techniques for their general search model, in which users can vary their search modes to affect the ordering of results depending on whether they need conventional search or investigative search. Other researchers [27, 24] use a similar approach that combines the weight of relationships into their ranking functions. Their algorithms do not consider cases in which a search term may occur in a relationship name but only deal with the occurrence frequencies of relationships associated with each concept.
Processing keyword search queries over product ontology databases are different from processing queries over documents, web, or relational databases. First, searching product ontology should consider relationships between concepts while IR-based searching considers only the term occurrences in product data. Obviously, the ranking function should be altered to properly reflect the product ontology while utilizing IRstyle information such as keyword proximity [30] as well. Considering relationships in a ranking function helps to understand the meaning of concepts and improve the recall by retrieving more related concepts. Furthermore, users in the product ontology domain tend to have more definite intention on issuing queries. They are more likely to search for products or product classes, which are represented by nodes in our product ontology graph (see the following subsection). In the semantic web or relational databases, instead, the target of the keyword search is usually a subgraph, rather than nodes. Note that a subgraph represents a relationship (or edge) between concepts or records in the semantic web or relational database respectively.
Product Searching and Product Ontology Graph
Our searching algorithm employs a graph structure, called a product ontology graph, to represent a snapshot of the underlying product ontology. An example of a product ontology graph appears in Figure 8 . There are two types of nodes in a product ontology graph. The first type is a schematic node. The schematic node, represented by a rectangle in the graph, denotes a concept in M1 class-level, such as product class, classification scheme, UOM, and attribute. The second type of node is an instance node. The instance node, represented by an ellipse in the graph, denotes an instance in M2 instance level. Accordingly, every instance node has an associated schematic node. For example, an instance node "IBM S40"and "WD 2120" denote individual products which are associated with "Desktop computers" and "HDD" product class respectively. Note the schematic nodes are annotated by the corresponding concepts in M0 meta-level: e.g. Computers are annotated by <<Products>>. Example 1. Given a query to find a UNSPSC code for products "IBM P4 3.0GHz", the system should return 48171803 (desktop computers) or 48171801 (notebook computers), or both. Conventional cumulative ranking functions such as PageRank [5] would rank desktop computers higher than notebook computers simply because they would determine that the global importance of desktop computers is greater than that of notebook computers, i.e., the number of incoming edges for desktop computers is greater. However, from a probabilistic point of view, the keywords "IBM P4 3.0GHz" are likely more relevant for notebook computers since every product in notebook computers is "IBM P4 3.0GHz" whereas only half of the products in desktop computers are "IBM P4 3.0GHz". Note that most of the probabilistic classification algorithm such as Naïve Bayesian Classifier would return notebook computers as a result. (See Appendix for an explanation.) Example 2. Keywords used in a query may be values, attribute names, category names, and even relationship names etc., whereas in a typical keyword search they are confined to attribute values only. As an example, in a query "IBM computer with components of P4 CPU", the keywords "computer", "component", and "CPU" are names of product class, relationship, and attribute class respectively. For this query, both IBM S40 and IBM G41 may be retrieved as results, since desktop computers and notebook computers are sub-classes of the computer class, and both are made by IBM and contain P4 CPUs.
Example 3. Given a query to find an "IBM desktop computer with SG HDD", there is no individual product satisfying the keywords in the desktop computers' class. Since a substitute relationship between desktop and notebook computers was found in the product ontology graph, an IBM G41 notebook would be returned as a result, more precisely as a substituting product.
Fig. 8. An example of product ontology graph
As we have shown in the previous examples, there are particular features to notice in product ontology searching. First, the ranking function should consider not only the concepts that contain the keywords but also other context information such as the number of products in the same class and the number of edges (in Example 1). We use a well-known probabilistic model to accurately measure the relevance of query results, while others either use a simple additive function to compute the ranks or never even tried to apply the probabilistic model to product ontology.
Second, the ranking function should consider various kinds of relationships. There exist a large number of relationships which include member, instance, attribute and other relationships between products. As we saw in Example 2, keywords in the query can be attribute or relationship names. If a name of a relationship existing between products is matched with the given keyword, then it would make the incident products relevant with the query. We allow the ranking function to use a different score propagation method for each relationship in order to consider the types and names of relationships.
Third, a relationship, such as substitute in Example 3, could be used to offer relevant products to users. Even though the name of the relationship is not mentioned in the query, scores of the relevant nodes are propagated to adjacent nodes in the graph. In our algorithm, the propagated score decreases as the degree of propagation increases. In the following subsection we overview our ranking algorithm which considers the features mentioned above.
Our ranking model is based on the Bayesian Belief Network (BBN) [3] . In our model, every concept and relationship in ontology represents a variable and a conditional dependence on the BBN. As we have seen in previous examples, we assume that the scores of concepts are determined not only by the concepts but also by their associated relationships. Specifically, the scores of concepts are propagated to other concepts through the relationships as PageRank [5] does. But our propagation method is different from PageRank in that the scores of nodes are not equally distributed. In our model, scores are propagated to adjacent nodes by multiplying a propagation ratio which is defined distinctly on each relationship type.
As for an instance edge, we have the propagation ratio defined probabilistically. For example, the propagation ratio of an edge between an instance and a class can be defined as the probability of selecting the instance from the whole instances of the class. Then the propagation ratio of a relationship may be defined as the degree of belief on the relationship type and its value may be given by the administrator. Let us say that the substitute and synonym relationships have 1 while the part-whole relationship has 0.1 as their propagation ratios. That may rank products associated with the substitute or synonyms relationship higher compared to products associated with the part-whole relationships. In the meantime, if a relationship name contains the keywords used in query as in Example 2, the propagation ratio may be determined on the fly while processing the given query. See the Appendix for more details. Figure 9 and a query for "IBM P4 3.0 computers." We can otherwise assume that the scores of nodes containing given keywords are 1 and 0. Arranged according to the subscription above each node, the scores of nodes are <1, 1, 0, 1, 0, 1, 1, 0, 1>. Since the propagation ratio of the instance relationship between node 1 and node 4 (i.e. the probability of selecting node 4 among instances of node 1) is 0.5, the score of node 4 is increased by 0.5 after the score propagation. The score of node 2 is increased by 1 after the score propagation from node 6 since the score propagation ratio of the relationship between node 2 and node 6 is 1.
The idea of the score propagation may be found in previous works such as PageRank and spreading activation [6] . Our contribution is that we developed a framework in which various types of relationships existing in product ontology are exploited for the score propagation. Furthermore, we are able to find not only instances (M2 level) but also classes (M1 level) in the product ontology graph. This is useful especially in product domain where users are interested in finding out not only individual products (instance) but also product classification (class), as shown in Example 1. Score propagation may be computationally expensive since the score of each node is propagated to every connected node in the ontology graph. In the KOCIS system, we limit the number of score propagations to 4 levels in depth, i.e., each node affects the nodes only reachable by equal to or less than 4 links (relationships).
Conclusions
Although there has been a vast amount of research in ontology, there are still gaps to be filled in the actual deployment of the technology in a commercial environment. There are numerous problems to overcome especially in those applications that require well-defined semantics in mission critical operations. Our work is based on the observation that the main challenges in building those applications is to maintain a balance between built-in functionality and domain/scenario-specific customization [17, 15] .
The main purpose of our paper was to present a modeling approach of a product ontology database which can be operational in practice. To achieve this; we identified the fundamental product semantics to describe product ontology. It included the definitions, properties, and relationships of the concepts and types of the semantic relationships that have to be identified in a product domain. Then we presented how the product ontology database can be modeled and implemented in a relational database so that it may be operational and also run applications on top. In addition, since exporting the database in OWL representation may be of benefit for several reasons, we showed how to formalize our model in OWL language. Our approach to make product ontology operational, as a whole rather than in the individual steps contained in the approach, has not been proposed or done before as far as we are aware.
Ontological product searching techniques should be designed in order to benefit the features that the underlying ontological model provides. Our approach enables users to reference product ontology directly through simple keyword search interface, thus opening up the door for people with little knowledge of product ontology systems. Ranking is important in practice in that searching may result in numerous outputs. We have been developing a ranking algorithm based on our product ontology search model and the Bayesian belief network. Our ranking algorithm is intended to be intuitive and also feasible to run on reasonably large ontology databases. However, neither formal description nor the practical performance competency of the algorithm is yet provided but are in progress.
The correctness verification of our product ontology database is another important subject that we continue to work on. It has been conducted in part either by providing various types of pre-processing modules and human experts to complement the quality of raw product data or by checking the consistency of OWL representation for each modeling unit basis. In addition, we are seeking alternative ways to effectively improve the correctness of the entire database. For illustrating our searching and scoring methods, we require the fundamentals of Bayesian belief network. Figure 10 illustrates a simple Bayesian belief network model. In this model, there are nodes k i (1≤i≤4), each of which denote the ith index term. The user query q is modeled as a node and linked to the keywords node k i if the user query contains the ith index term. Nodes in product ontology graph are also modeled as nodes r 1 , d 1 , d 2 , which are pointed to by the keywords nodes if they contain the keywords. In the belief network model, nodes represent random variables, the arcs portray causal relationships between these variables, and the strengths of these causal influences are expressed by conditional probabilities. According to [3] , P(d j |q) is adopted as the similarity of the concept d j with respect to q, which is computed as
Appendix: Ranking by Probabilistic Similarity
, where K is a set of all keywords (1)
The problem of equation (1) is that it does not consider a related concept, r 1 in Figure 10 , in ranking concept d 1 . Now we extend equation (1) to incorporate the related concepts in calculating the scores. Let R denotes a set of nodes related to node d j and containing the given keywords. Considering the score propagation from r to d j , we can compute )
as the following:
In equation (2) , the score of d j given query q is determined by not only P(d j |k i ) -as is in equation (1) -but also P(d j |r) and P(r|k i ). By P(d j |r) and P(r|k i ), we denote the causal relationships from r to d j given keyword k i . Specifically, the score of r, P(r|k i ), is propagated to d j by multiplying a propagation ratio P(d j |r) and added to its original score P(d j |k i ).
To complete the belief network we need to specify the conditional probabilities, P(d j |k i ), P(r|k i ), P(q|k i ) and P(d j |r). Distinct specifications of these probabilities allow the modeling of different ranking strategies. For example, P(d j |k i ) can be estimated by (2) represents the degree of belief on d j given r. Even though the exact value is not known at the time of ontology construction, it can be estimated by link analysis or can be determined by an administrator. For example, d in, r /r out , where d in,r is the number of incoming edges of d from r and r out is the number of outgoing edges from r, can be used as such an estimation. This is similar to the PageRank computation in that the amount of score propagation is proportional to the probability of selecting node d from r out related nodes. Note that we can also simulate Naïve Bayesian Classifier if we use d in, r /d in instead of d in, r /r out , where d in is the total number of incoming edges to d. In some cases, P(d j |r) can be predefined by the administrator depending on the relationship types. For example, we can set the value to 1 for instance relationship from the instance product to the product class and 0 for reverse direction in order to make the relevance of instance products not affected by the keywords of other instances. Given the probabilistic similarity computation defined in equation (2), we need an algorithm that ranks the query results from the ontology databases. We provide a simple ranking algorithm, NaïveAlgorithm, which iteratively approximates the ranks of concepts.
The NaïveAlgorithm is summarized in Figure 11 . The algorithm is given as inputs the ontology database G, a set of keywords k, the number of returned results n, and the maximal level of inferences l. The maximal level of inferences l denotes the degree of inferences (following semantically relevant concepts) that can be applied to each node. Initially, it computes P(d j |k) for each node d j (1≤j≤n) in the product ontology graph and makes a vector S : <P(d 1 |k), P(d 2 |k), …, P(d n |k)>. For ease of exposition, we assume P(d j |k) denotes the result of summing P(d j |k i ) multiplied by P(q|k i ) for every i as equation (1). Then we make a n×n matrix E where each element e i,j is P(d i |d j ) specified by the administrator or estimated by link analysis (as explained above). By adding E×D to S, we compute the propagated score of nodes denoted in equation (2) after following the semantically relevant concept node. We iterate E D l times, where l is a user-defined threshold. NaiveAlgorithm is similar to PageRank and HITS in a sense that it iteratively computes instances' score by vector calculation. [16] shows that S converges to an equilibrium state, an eigenvector of E, when the number of inferences increases arbitrarily. Analogously, our algorithm converges to an equilibrium state, but we limit the maximum number of iterations because it is shown that a relatively small value (about 20) of l is sufficient for the vectors to become stable in [16] . Then we can compute the score of every node in a timely manner. Overall ranking should be <6, 7, 9, 4, 2, 3, 1, 8, 5> represented by node numbers. The most relevant product is "IBM G41" represented by node 6. If our intention was to find product classes, the algorithm would return Notebook Computers as illustrated in Example 1.
