We study the Levenberg-Marquardt (L-M) method for solving the highly nonlinear and ill-posed inverse problem of identifying the Robin coefficients in elliptic and parabolic systems. The L-M method transforms the Tikhonov regularized nonlinear non-convex minimizations into convex minimizations. And the quadratic convergence of the L-M method is rigorously established for the nonlinear elliptic and parabolic inverse problems for the first time, under a simple novel adaptive strategy for selecting regularization parameters during the L-M iteration. Then the surrogate functional approach is adopted to solve the strongly ill-conditioned convex minimizations, resulting in an explicit solution of the minimisation at each L-M iteration for both the elliptic and parabolic cases. Numerical experiments are provided to demonstrate the accuracy and efficiency of the methods.
Introduction
We are concerned in this work with the determination of the Robin coefficient in both stationary elliptic and time-dependent parabolic systems from noisy measurement data on a partial boundary. This is a highly nonlinear and ill-posed inverse problem and arises in many applications of practical importance. The Robin coefficient may characterize the thermal properties of conductive materials on the interface or certain physical processes near the boundary, e.g., it represents the corrosion damage profile in corrosion detection [5] [7] , and indicates the thermal property in quenching processes [15] .
For the description of the model problems that are considered in this work, we let Ω ⊂ R d (d ≥ 1) be an open bounded and connected domain, with a boundary ∂Ω, which consists of two disjointed parts ∂Ω = Γ i ∪ Γ a , with Γ i and Γ a each being a (d − 1)-dimensional polyhedral surface. Γ i and Γ a are respectively the part of the boundary that is inaccessible and accessible to experimental measurements. Then we shall consider the inverse Robin problems associated with the elliptic boundary value problem 
Uniqueness and local Lipschitz stability of the inverse Robin problems
In this section, we shall demonstrate the uniqueness and local Lipschitz stability of the Robin coefficients in the concerned nonlinear elliptic and parabolic inverse Robin problems. We first study the uniqueness and local Lipschitz stability of the elliptic inverse Robin problem.
Theorem 2.1. (Uniqueness of the elliptic inverse Robin problem) Let γ 1 and γ 2 be two solutions to the elliptic inverse Robin problem as stated in Section 1, and ∂Ω be C 2 smooth. Furthermore, we assume that meas({x ∈ Γ i ; u(x) = 0}) = 0 where u is the solution to the forward system (1.1), then γ 1 = γ 2 almost everywhere on Γ i .
Proof. It is straightforward to verify using (1.1) that u(γ 1 The unique continuation principle [8] implies that u(γ 1 ) − u(γ 2 ) = 0 in Ω. Hence, by the trace theorem and the weak form of the system (2.1), we have u(γ 1 ) − u(γ 2 ) ∂Ω ≤ C u(γ 1 ) − u(γ 2 ) 1,Ω = 0, and for any ϕ ∈ H 1 (Ω), Therefore we immediately see sthat a(x) ∂(u(γ 1 ) − u(γ 2 )) ∂n = 0 and u(γ 1 ) = u(γ 2 ) on Γ i , which, along with (2.2), leads to u(γ 1 )(γ 1 − γ 2 ) = 0 on Γ i . Now the assumption that meas({x ∈ Γ i : u(x) = 0}) = 0 implies γ 1 = γ 2 a.e. on Γ i . ♯ For the local Lipschitz stability, let γ * be the true Robin coefficient, we shall write for any positive constant b that
Then we refer to [9] and give the following theorem to show the local Lipschitz stability. Next, we study the uniqueness and local Lipschitz stability of the parabolic inverse Robin problem.
Theorem 2.3. (Uniqueness of the parabolic inverse Robin problems) Let γ 1 and γ 2 be two solutions to the parabolic inverse Robin problem as stated in Section 1, and ∂Ω be C 2 smooth. Moreover, we assume that meas({x ∈ Γ i ; u(x, t) = 0 for t ∈ (0, T )}) = 0, where u is the solution to the forward system (1.2), then γ 1 = γ 2 almost everywhere on Γ i .
Proof. It is straightforward to verify using (1.2) 
The unique continuation principle [8] implies that u(
Hence, by the trace theorem and the weak form of the system (2.5), we have
Therefore we immediately see that
which, along with (2.6), yields sthat
Now the assumption meas({x ∈ Γ i ; u(x, t) = 0 for t ∈ (0, T )}) = 0 implies γ 1 = γ 2 a.e. on Γ i . ♯ For the local Lipschitz stability, we also refer to [9] and give the following theorem to show the local Lipschitz stability. 
3 Elliptic inverse Robin problem and its L-M solution
Tikhonov regularization for elliptic inverse Robin problem
In this section we first formulate the Levenberg-Marquardt method for solving the nonlinear non-convex optimisation problems resulting from the least-squares formulation of the elliptic inverse Robin problem as stated in Section 1, incorporated with Tikhonov regularization to handle its ill-posedness and instability due to the presence of the noise in the observation data [12] . We assume the noise level in the observation data z δ of the true solution u to the elliptic system (1.1) is of order δ, namely
where γ * is the true Robin coefficient. The elliptic inverse Robin problem is frequently transformed into the following stabilized minimization system with Tikhonov regularization:
where β is the regularization parameter. The formulation (3.2) was shown to be stable in the sense that its minimizer depends continuously on the change of the noise in the data z δ [12] .
For the subsequent analysis on the convergence of the Levenberg-Marquardt method for solving the optimisation (3.2), we shall frequently need the Fréchet derivative of the forward solution u(γ) of system (1.1). Let w := u ′ (γ)d be the Fréchet derivative at direction d, then it solves the following system:
Let u ′ (γ) * be the adjoint operator of the Fréchet derivative u ′ (γ), then it it easy to verify that w * := u ′ (γ) * p ∈ H 1 (Ω) at a general direction p solves the following system
The following lemma gives an important relation for our later study. 
Proof. For any ϕ, ψ ∈ H 1 (Ω), we can readily derive the variational forms of systems (3.3) and (3.4) :
Now (3.5) follows by taking ϕ = w * and ψ = w respectively in (3.6) and (3.7). ♯
Levenberg-Marquardt method and its convergence
The nonlinearity of the forward solution u(γ) of the system (1.1) makes the minimization (3.2) highly nonlinear and non-convex with respect to the Robin coefficient γ, as well as strongly unstable at discrete level with fine mesh sizes and time step sizes due to the severe ill-posedness of the inverse problem and the fact that noise is always present in the observation data. To alleviate these difficulties in numerical solutions, we shall apply the Levenberg-Marquardt method to solve (3.2). For a givenγ ∈ K, we apply the linearization
then we may solve the minimization system (3.2) by the following Levenberg-Marquardt iteration, which is widely used for general nonlinear optimization problems [4] [16]:
Before our study of the convergence of the iteration (3.8), we shall develop some auxiliary results.
Lemma 3.2. Assume the forward operator u(γ) of system (1.1) satisfies that u(γ) ∈ L ∞ (Γ i ) for γ ∈ K, then there exist two positive constants L and c 1 such that the following estimates hold for all γ,γ ∈ K:
Proof. From the variational form of the system (1.1), we can easily find that
Taking ϕ = u(γ) − u(γ) and using the lower bounds of a(x), c(x), andγ, we derive
Then it follows by the Cauchy-Schwarz inequality that
Now estimate (3.9) follows directly from this inequality and the trace theorem. To verify the estimate (3.10), we first show
which, along with the trace theorem, gives (3.12) immediately. Next, we prove the estimate (3.10). Taking γ =γ and
Subtracting (3.13) from (3.11) yields
Then applying the trace theorem, Lagrange mean value theorem and inequality (3.12), we derive
where ξ is some element in K between γ andγ. ♯ Now we are ready to establish a quadratic rate on the convergence of the Levenberg-Marquardt method (3.8), under the following basic condition:
where c 2 and b are two positive constants with b ∈ (0, 1). Here N (γ * , b) denotes the b-neighborhood of the true Robin coefficient γ * ∈ K defined in (2.3). Assumption (3.14) is the frequently adopted basic condition to ensure the quadratic convergence of the Levenberg-Marquardt method for most direct nonlinear optimization problems [4] [16] , so it is natural to bring it to the current nonlinear ill-posed inverse problems. The condition (3.14) may be viewed as a direct motivation of the local Lipschitz stability of the elliptic inverse Robin problems (see estimate (2.4) in Theorem 2.2).
It is a well-known technical difficulty in a practical numerical realisation of any Tikhonov regularised optimisation system like the ones (3.2) and (3.8) to choose a reasonable and effective regularization parameter β or β k . Another important novelty of this work is our suggestion of a very simple and easy implementable choice of the parameter β k based on the following rule:
And surprisingly, as we shall demonstrate below, this choice of the regularization parameter β k ensures a quadratical convergence of the resulting Levenberg-Marquardt iteration (3.8).
Considering the presence of the noise (see (3.1)), it is reasonable for us to terminate the L-M iteration (3.8) when its minimizer γ k is accurate enough in terms of the noise level, more specifically, we shall terminate the iteration if the following criterion is realised:
Under the conditions (3.14), (3.15) and (3.16), if γ k ∈ N (γ * , b) then γ k+1 generated by the iteration (3.8) satisfies
where constants c 3 and c 4 are given explicitly by c 3 = max{2c 2 1 + 2L 2 + 1, 3} and c 4 = max{ +1, 2}.
Proof. As γ k+1 is a minimizer in (3.8), we derive using the estimates (3.1), (3.9)-(3.10), equality (3.15) and the Cauchy-Schwarz inequality
which implies (3.17) immediately. Again, using the minimizing property of γ k+1 in (3.8) and the estimates (3.1) and (3.10), we can deduce as follows:
As stated in (3.16), the iterative process (3.
Then we can easily see that
Now the desired result (3.18) follows readily from these two estimates and (3.19). ♯ Lemma 3.4. Under the conditions (3.14), (3.15) and (3.16), let γ k and γ k+1 be two consequent iterates generated by the iteration (3.8) such that both γ k and γ k+1 lie in N (γ * , b), then Proof. It follows from (3.14), (3.10), (3.17) and (3.18) that
which implies the estimate (3.20). ♯ In order to establish the quadratic convergence of the L-M iteration, we now emphasize the dependence of all the constants c 1 , · · · , c 5 in our previous estimates on the radius b of the ball N (γ * , b). First, we know both constants c 1 and c 3 in (3.10) and (3.17) are independent of b. But constant c 2 in (3.14) depends on this radius b, so we will write c 2 (b) to emphasize this dependence. Similarly, we can write the constants c 4 and c 5 in the estimates (3.18) and (3.20) as c 4 (b) and c 5 (b).
We are now ready to establish our major convergence results in this work, the quadratic convergence and quadratic rate of convergence for the Levenberg-Marquardt iteration (3.8). For simplicity, we set
We can readily see from (3.9) and assumption (3.14) that c 2 (b) ≤ L, using which we can directly check from the definitions of c 4 and c 5 that c 5 (b) > √ 2 and c 4 (b) ≥ 2. Using these we know α > 3, and 1 + 1 − 4αβ(δ) < (2α)/3, which will be used in the following theorem.
Theorem 3.1. Under the conditions (3.14), (3.15) and (3.16), we assume δ is small enough such that
], then for any γ 0 ∈ N (γ * , r(b, δ)), the sequence {γ k } generated by (3.8) stays always in N (γ * , b) and satisfies
Proof. From the results of Lemma 3.4, we only need to show that the sequence {γ k } generated by (3.8) stays always in N (γ * , b). This is proved below by the mathematical induction. First, by the choice b we know 0 < b < 1/3, we know γ 0 ∈ N (γ * , r(b, δ)) ⊂ N (γ * , 1/3). Then by the triangle inequality and estimate (3.18) with b = 1/3 we can deduce
.., l. Indeed, we deduce from the triangle inequality, the estimate (3.18) for γ l ∈ N (γ * , b) and the estimate (3.20 
Surrogate functional technique
In each step of the L-M iteration we have to solve the minimization problem (3.8). Let us now derive its optimality system, i.e., J ′ (γ k+1 )ξ = 0 for any ξ ∈ L 2 (Γ i ). By direct computations, we have
where we have used the adjoint relation (3.5) . This is equivalent to the following equation:
So we have to solve this rather complicated linear system (whose discretized system is highly ill-conditioned) to get the solution γ k+1 at each iteration of (3.8), e.g., by some iterative method. This is still difficult and computationally very expensive.
Next, we shall make use of the surrogate functional technique to greatly simplify the solution to the minimization (3.8), resulting in an explicit solution at each iteration. The resultant algorithm is computationally much less expensive. The surrogate functional technique was studied in [3] for solving a linear inverse operator equation of the form Kh = f . We now construct a surrogate functional
where A can be any positive constant such that u
Next, we will simplify the expression (3.24). Using the adjoint relation (3.5), we can rewrite J s (γ, γ k ) as follows:
We can see that the last term above is independent of γ, so does not affect the minimization. Hence we will drop that term in the functional J s (γ, γ k ) and obtain
This is a simple quadratic minimization, and we can compute its minimizer exactly:
This motivates us with the following reconstruction algorithm for the Robin coefficient in (1.1), which is clearly much easier and computationally much less expensive than solving the minimization (3.8) directly. 
≤ ǫ, stop the iteration; otherwise set k := k + 1, go to Step 1.
Parabolic inverse Robin problem and its L-M solution 4.1 Tikhonov regularization for the parabolic inverse Robin problem
In this section we first formulate the Levenberg-Marquardt method for solving the nonlinear non-convex optimisation problems resulting from the least-squares formulation of the parabolic inverse Robin problem as stated in Section 1, incorporated with Tikhonov regularization to handle its ill-posedness and instability due to the presence of the noise in the observation data [11] . We assume the noise level in the observation data z δ of the true solution u to the parabolic system (1.2) is of order δ, namely
where γ * is the true Robin coefficient in the system (1.2). The parabolic inverse Robin problem is frequently transformed into the following stabilized minimization system with Tikhonov regularization:
where β is the regularization parameter. The formulation (4.2) was shown to be stable in the sense that its minimizer depends continuously on the change of the noise in the data z δ [11] . For the subsequent analysis on the convergence of the Levenberg-Marquardt method for solving the optimisation (4.2), we shall frequently need the Fréchet derivative of the forward solution u(γ) of system (1.2). Let w := u ′ (γ)d be the Fréchet derivative at direction d, then w ∈ L 2 (0, T ; H 1 (Ω)) solves the following system:
Let u ′ (γ) * be the adjoint operator of the Fréchet derivative u ′ (γ), then it it easy to verify that w
) at a general direction p solves the following system:
The following lemma gives an important relation for our later analysis. Proof. For any ϕ, ψ ∈ L 2 (0, T ; H 1 (Ω)), we can readily derive the variational forms of (4.3) and (4.4):
By integrating by parts with respect to t in (4.7), we derive
Taking ϕ = w * in (4.6), ψ = w in (4.8) and noting that w * (x, T ) = w(x, 0) = 0, we can easily find that
Levenberg-Marquardt method and its convergence
The nonlinearity of the parabolic forward solution u(γ) of the system (1.2) makes the minimization (4.2) highly nonlinear and non-convex with respect to the Robin coefficient γ, as well as strongly unstable at discrete level with fine mesh sizes and time step sizes due to the severe ill-posedness of the inverse problem and the fact that noise is always present in the observation data. To alleviate these difficulties in numerical solutions, we propose to solve the minimization (4.2) by the Levenberg-Marquardt iteration:
Before our study of the convergence of the iteration (4.9), we establish some important auxiliary results.
Lemma 4.2. Let u(γ) be the forward operator of the system (1.2) and u(γ) ∈ L 2 (0, T ; L ∞ (Γ i )) for γ ∈ K, then there exist positive constantsL andc 1 such that the following estimates hold for any γ,γ ∈ K:
Proof. From the variational form of the system (1.2), we can easily see for any ϕ ∈ L 2 (0, T ;
Taking ϕ = u(γ) − u(γ) in (4.12) and integrating by parts with respect to t over [0, τ ] for τ ∈ [0, T ], then using the Cauchy-Schwarz inequality, we derive
Now a direct application of the Young's inequality gives
from which and the trace theorem, we obtain
To verify the estimate (4.11), we first have by taking ϕ = u ′ (γ)d in (4.6) and then following the same technique as we did for (4.10) that
Next, we take γ =γ and d = γ −γ in (4.6) to deduce
Subtracting (4.14) from (4.12) gives
Now applying the trace theorem, Lagrange mean value theorem and estimate (4.13), we can derive
where ξ is some element in K between γ andγ. ♯ Now we are ready to establish a quadratic rate on the convergence of the Levenberg-Marquardt method, under the following basic condition:
wherec 2 and b are two positive constants with b ∈ (0, 1). Assumption (4.15) is the frequently adopted basic condition to ensure the quadratic convergence of the Levenberg-Marquardt method for most direct nonlinear optimization problems [4] [15], so it is natural to bring it to the current nonlinear ill-posed parabolic inverse problem. The condition (4.15) may be viewed as a direct motivation of the local Lipschitz stability of the parabolic inverse Robin problems (see estimate (2.7) in Theorem 2.4). It is a well-known technical difficulty in a practical numerical realisation of any Tikhonov regularised optimisation system like the ones (4.2) and (4.9) to choose a reasonable and effective regularization parameter β or β k . The same as we did in Section 3.2, one of the important novelties of this work is our suggestion of a very simple and easy implementable choice of the parameter β k based on the rule:
And surprisingly, as we shall demonstrate below, this choice of the regularization parameter β k still ensures a quadratical convergence of the resulting Levenberg-Marquardt iteration (4.9). Considering the presence of the noise (see (4.1)), it is reasonable for us to terminate the L-M iteration (4.9) when its minimizer γ k is accurate enough in terms of the noise level, more specifically, we shall terminate the iteration if the following criterion is realised:
wherec 3 andc 4 are two constants given explicitly byc 3 = max{2c 1 + 2L + 1, 3} andc 4 = max{ 8c1 c2 + 1, 2}.
Proof. As γ k+1 is a minimizer in (4.9), we can derive by using the estimates (4.1), (4.10)-(4.11), the equality (4.16) and Cauchy-Schwarz inequality that
Again, using the minimizing property of γ k+1 in (4.9) and the estimates (4.1) and (4.11), we can deduce as follows:
As stated in (4.17), the iterative process (4.9) terminates if
Now the desired estimate (4.19) follows directly from (4.20) and the above two estimates. ♯ Lemma 4.4. Under the conditions (4.15), (4.16) and (4.17), let γ k and γ k+1 be two consequent iterates generated by the iteration (4.9) and satisfy that γ k , γ k+1 ∈ N (γ * , b), then Proof. By direct computing and triangle inequality it follows from (4.15), (4.11), (4.18) and (4.19) that
which leads to (4.21) directly. ♯ In order to establish the quadratic convergence of the L-M iteration, we now emphasise the dependence of all the constantsc 1 , · · · ,c 5 in our previous estimates on the radius b of the ball N (γ * , b). First, we can easily see that both constantsc 1 andc 3 in (4.11) and (4.18) are independent of b. But the constant c 2 in (4.15) depends on this radius b, so we will writec 2 (b) to emphasize this dependence. Similarly, we may also write the constantsc 4 andc 5 in the estimates (4.19) and (4.21) asc 4 (b) andc 5 (b).
We are now ready to establish our major convergence results in this work, the quadratic convergence and quadratic rate of convergence for the Levenberg-Marquardt iteration (4.9). For simplicity, we set ], then for any γ 0 ∈ N (γ * ,r(b, δ)), the sequence {γ k } generated by (3.8) stay always in N (γ * , b), and
Γi + δ).
Surrogate functional method
In each step of the L-M iteration we have to solve the minimization problem (4.9). Let us now derive its optimality system, i.e., J ′ (γ k+1 )ξ = 0 for any ξ ∈ L 2 (Γ i ). By direct computations, we have
where we have used the adjoint relation (4.5) . This is equivalent to the following equation:
So we have to solve this rather complicated linear system (whose discretized system is strongly illconditioned) to get the solution γ k+1 at each step of the iteration (4.9), e.g., by some iterative method. This is still difficult and computationally rather expensive.
Next, we shall make use of the surrogate functional technique in an attempt to greatly simplify the solution to the minimization (4.9), resulting in an explicit solution at each iteration. The resultant algorithm is computationally much less expensive. For the purpose, we construct an auxiliary surrogate functional J s (γ, γ k ) of J(γ) of the form:
where A is any positive constant such that
. Now we shall convert the functional J s (γ, γ k ) in (4.24) into a more explicit representation. Using the adjoint relation (4.5), we can rewrite J s (γ, γ k ) as follows:
We note that the last term in (4.25) is a constant, so it does not affect the minimization. Hence we will drop that term in the functional J s (γ, γ k ) and consider the following minimization:
This is a simple quadratic minimization, and it is easy to find its exact minimizer explicitly:
This motivates us with the following reconstruction algorithm for the Robin coefficient in (1.2), which is clearly much easier and computationally much less expensive than solving the minimization (4.9) directly.
Algorithm 4.1. Choose a tolerance parameter ǫ > 0 and an initial value γ 0 , set k := 0.
1. Compute γ k+1 :
Numerical experiments
In this section, we shall apply Algorithms 3.1 and 4.1 that were proposed in the previous Subsections 3.3 and 4.3 to identify the Robin coefficients in the elliptic and parabolic systems (1.1) and (1.2) respectively. We choose the domain Ω = (0, 1) × (0, 2) and triangulate it into N × M small squares of equal size and further divide each square through its diagonal into two triangles. This results in a finite element triangulation of domain Ω. All the elliptic problems involved in Algorithms 3.1 are solved by the continuous linear finite element method, while all the parabolic problems in Algorithm 4.1 are solved by the continuous linear finite element method in space and the backward difference scheme in time.
The parameters involved in Algorithms 3.1 and 4.1 are chosen as follows. The initial guesses are set to be identically equal to some constants, which as we see are rather poor initial guesses for all the test problems. The noisy data z δ is obtained by adding some uniform random noise to the exact data, i.e., z δ = u + δR u, where R is a uniform random function varying in the range [-1,1]. The errors are the relative L 2 -norm errors γ k − γ * / γ * , where γ * and γ k are the exact parameter and its numerical reconstruction by Algorithms 3.1 and 4.1 at the kth iteration respectively.
We start two numerical tests for the Robin coefficient reconstructions on the partial boundary Γ i = {(x, y); x = 1, 0 ≤ y ≤ 2} in the elliptic system (1.1), where we take a(x) = c(x) = 1 in Ω, the ambient temperature g = 2 + (cos(πy) + 1)γ(x) on Γ i , the heat flux h = 0 on Γ a , the source strength f = (π 2 + 1) cos(πy) + x 2 − 2 and the exact forward solution u = x 2 + cos(πy) in Ω. We set the noise level δ = 2%, the mesh N = 16 and M = 32, the tolerance parameter ǫ = 2 × 10 −3 and the constant A = 1.
Example 5.1. We take the exact Robin coefficient γ = 3 − sin( π 2 y) and the initial guess γ (0) = 2.
Example 5.2. We take the exact Robin coefficient γ = (y − 1) 2 + 2 on {(x, y) ∈ Γ i ; 0 ≤ y ≤ 1} and γ = −(y − 1) 2 + 2 on {(x, y) ∈ Γ i ; 1 ≤ y ≤ 2} and the initial guess γ (0) = 2. give respectively the exact and reconstructed Robin coefficients for Examples 5.1 and 5.2. We see from the figure that the numerical reconstructed Robin coefficients, with a 2% noise in the data and very bad constant initial guesses, appear to be quite satisfactory, in view of the severe ill-posedness of the inverse Robin problem. We can also clearly see that Algorithms 3.1 converges quite fast with less than 20 iterations.
Next, we demonstrate two numerical examples of reconstructing the Robin coefficient γ(x) on the partial boundary Γ i = {(x, y); x = 1, 0 ≤ y ≤ 2} in the parabolic system (1.2) with a(x) = 1. We take the ambient temperature g = (2 + (cos(πy) + 1)γ(x))t on Γ i × [0, T ], the heat flux h = 0 on Γ a × [0, T ], the source strength f = cos(πy) + x 2 + (π 2 cos(πy) − 2)t and the exact forward solution u = (x 2 + cos(πy))t in Ω × [0, T ]. We set the noise level δ = 2%, the mesh N = 16 and M = 32, the tolerance parameter ǫ = 5 × 10 −3 , the constant A = 1 and the terminal time T = 2.
Example 5.3. We take the exact Robin coefficient γ = −(y − 1) 2 + 2 and the initial guess γ (0) = 2.
Example 5.4. We take the exact Robin coefficient γ = 
Concluding remarks
We have justified in this work the uniqueness of the elliptic and parabolic Robin inverse problems. Then the Levenberg-Marquardt iterative method is formulated to solve the nonlinear Tikhonov regularized optimizations, which transform the original highly nonlinear and nonconvex minimizations into convex minimizations. We have established the quadratic convergence and the quadratic rate of convergence for the L-M iterations for the highly ill-posed nonlinear elliptic and parabolic Robin inverse problems. This appears to be the first time in literature to achieve the quadratic convergence and the quadratic rate of convergence for the L-M iterations rigorously for a highly nonlinear and ill-posed inverse problem, in combination with a simple and easily implementable choice rule of regularization parameters. The surrogate functional techniques have been applied to solve the convex minimizations at each L-M iteration, which lead to explicit expressions of the minimizers for both the elliptic and parabolic cases, resulting in two computationally very efficient solvers for the highly ill-posed nonlinear inverse problems. Numerical experiments have demonstrated the computational efficiency of the methods and their robustness against the noise in the observation data.
