With the growth and acceptance of the Internet 
Introduction
By using traffic analysis, it is possible to infer who is talking to whom over a public network. For example, in a packet switched network, packets have a header used for routing, and a payload that carries the data. The header, which must be visible to the network (and to observers of the network), reveals the source and destination of the packet. Even if the header were obscured in some way, the packet could still be tracked as it moves through the network. Encrypting the payload is similarly ineffective, because the goal of traffic analysis is to identify who is talking to whom and not (to identify directly) the content of that conversation.
The efficiencies of the public Internet are strong motivation for companies to use it, instead of private intranets. However, these companies may want to protect their interests. For example, a researcher using the World Wide Web (Web) may expect his particular focus to remain private, and inter-company collaborations should be confidential. Individuals may wish to protect their privacy as well. For example, the sending of e-mail should keep the identities of the sender and recipient hidden from observers. Also, a person shopping online may not want his visits tracked. Certainly someone spending anonymous e-cash would expect that the source of the e-cash be untraceable. The use of a packet switched public network should not require revealing who is talking to whom.
A purpose of traffic analysis is to reveal who is talking to whom. The mechanisms described here are designed to be resilient to traffic analysis i.e., to make it difficult for observers to learn identifying information about the connection. We present a novel approach to hide the senders and the receivers of messages. We use tokens for achieving anonymity. Routes are chosen and frames are scheduled to traverse these routes. Each frame is assigned a token and a node can send a message through a frame only if the token if free. The key advantage of the protocol is that it poses no bandwidth overhead when there is any traffic in the network, while posing minimal traffic when there is no traffic at all. We evaluate our protocol in terms of time complexity and communication complexity.
The remainder of this paper is organized as follows. Section 2 examines prior work in the areas of traffic analysis, privacy and anonymity; Section 3 defines the threat model for the system; Section 4 describes our protocol and its evaluation; Section 5 presents various enhancements and extensions; Section 6 presents some concluding remarks.
Related Work
In [5] , Chaum describes a way to enable one participant to anonymously broadcast a message (DCnet). If the message is destined to a specific user, it can be encrypted with the user's public key. Since the message is received by all parties, recipient anonymity is trivially maintained. Unfortunately, this method has several serious drawback, among which that potential of Denial of Service, a participant can deny services to others by constantly sending messages through the DC-net. Improvement of DoS [2] , [21] , [22] still suffer from efficiency problems.
Secure multi-party computations are a related problem that has received considerable attention [6] , [8] , [9] , [19] . A multi-party computation protocol can be used to hide participants' communication partners [17] . Multi-party computations that are secure in an asynchronous network are even more complex [4] .
In [4] , Chaum introduced the idea of the mix-net. Rackoff and Simon [17] define (and provide a proof of security for) a system that uses mix-nodes. Additional work has been done on mix-nets [7] , [11] , [12] , [13] , [14] , [15] . In general, mix-nodes introduce some latency because messages are delayed by the mix, which can be acceptable for applications such as e-mail but less so for applications such as web surfing. On a more practical side, several systems providing fast, anonymous, interactive communication have been implemented. The first one was the Anonymizer [1] from Anonymizer.com. This solution offers rather weak security (no log safeguarding and a single point of vulnerability).
Crowds [18] consists of a number of network nodes that are run by the users of the system. Web requests are randomly chained through a number of them before being forwarded to the web server hosting the requested data. Crowds is also vulnerable to passive traffic analysis.
Onion Routing [10] , [20] is another system that allows anonymous browsing. In this system, a user sends encrypted data to a network of so-called Onion Routers (essentially, these are real-time mixes). A trusted proxy chooses a series of these network nodes and opens a connection by sending a multiply encrypted data structure called an "onion" to the first of them. Each node removes one layer of encryption, which reveals parameters such as session keys, and forwards the encrypted remainder of the onion to the next network node. Once the connection is set up, an application specific proxy forwards HTTP data through the Onion Routing network to a responder proxy which establishes a connection with the web server the user wishes to use. The user's proxy multiply encrypts outgoing packets with the session keys it sent out in the setup phase; each node decrypts and forwards the packets, and encrypts and forwards packets that contain the server's response.
In spite of the similar design, Onion Routing cannot achieve the traffic analysis protection of an ideal mix-net due to the low-latency requirements [24] . The same is the case for the Freedom network as shown in [24] . In [16] , the mix-net concept is extended to allow for interactive use in the special setting of digital telephony, while retaining most of its security features.
Beimel and Dolev in [23] describe a design inspired by the operation of a city bus. The protocol assumes all communicating nodes have a unique public/private key pair and know the unique predetermined circular path of the bus. The protocol also assumes a global clock with a global pulse such that a message can be delivered from one node to its neighboring node in one clock pulse.
The System and Thread Models
We consider a network of n processors, denoted p1; : : : ; pn, connected by m communication links. We use the communication graph G(V;E) to represent our network, V is the set of processors and E is the set of communication links connecting the processors (that is n = |V| and m = |E|). We assume that G is connected. Processors communicate by sending and receiving messages.
Some processor, pi, called sender, may decide to communicate with another (not necessarily neighboring) processor pj , called receiver. Our objective is to hide the fact that pi communicates with pj . That is, we want to hide the identities of pi and pj. Furthermore, our protocol even hides the fact that a message was sent. A protocol that achieves these goals is called an anonymous message delivery protocol.
We consider two types of adversaries listening adversary and Byzantine adversary. The listening adversary, also known as a honest-but-curious adversary, can monitor all the communication links of the network. We do not allow the adversary to monitor the internal contents of any processor. This adversary is honest, i.e., it cannot change any messages, delete messages, add any messages, or change the state of any processor.
The Byzantine adversary is more powerful than the listening adversary. The Byzantine adversary can monitor all the communication links of the processors of the network (except the memory of the sender and the receiver). In addition, for some parameter t, it can monitor and control up to t processors in the network. The Byzantine adversary if able to see the internal contents of these processors and also can insert messages, delete messages, through these monitors or arbitrarily change messages that they receive (before forwarding the messages). That is, these processors can deviate from the pre-defined protocol.
We evaluate a solution by its time complexity, its communication complexity, and its buffer complexity: the time complexity is the worst case time required to transmit a message from a sender to a receiver, the communication complexity is the maximal number of messages that are sent simultaneously by the processors in the network, and the buffer complexity is the buffer size required for each processor to store incoming and outgoing messages in each time step.
A simple token base Scheme for anonymous Communications
In this section we describe our scheme to achieve anonymous routing using tokens. In Section 5, we present various extensions and enhancements to generalize the idea of this protocol.
Notation: Public and Private Keys:
We assume the presence of a Public Key Infrastructure. We denote the private and public keys of a node i as E i and D i . We denote the E(M, k) and D(M, k) to denote the encryption and decryption of message M with key k.
Network setup:
We initially fix a spanning tree in the graph. Next, using an Euler tour (which is nothing but a DFS tour) of the spanning tree in the graph, we define a ring.
Tokens and Frames:
At anytime there can be only one frame traversing through the ring 1 . The nodes use a token passing access mechanism to access a frame passing through the network. A node wishing to send data should first receive permission. When it gets control of the token, it may transmit data in that frame. Each frame is of fixed length and contains the status of the token itself. A token can be either in free status or occupied status. The format of the frame is as follows:
<E((Token||E(Frame Header ,E d )||E(Frame Data ,Ed)),E i )>
where E i is the public key of the node i, that is upstream neighbor of sender and E d is the public key of the destination.
The format of the Token is as follows:
< Redundancy predicate || Status > Redundancy predicate is used for checking the validity of the frame. For the frame to be verified successfully by node i, upon decryption the Redundancy predicate must be fulfilled. Status specifies if the token is occupied or free. If a token is free, a node can send data through that frame; else it cannot. The format of the Frame Header is as follows:
Again Redundancy predicate is used for checking the validity of E (Frame Header , E d ) .
The format of Frame Data is as follows:
<Data length || Data || Padding> Data length specifies the length of the total data in the packet. This is crucial when the amount of data needed to be sent is not enough to fill the whole frame. In that case, data to be sent is padded with some random number to meet the constraint that the size of the frame is of fixed length.
The Protocol
Whenever a node i receives a frame, it decrypts the frame using its private key D i and verifies the redundancy predicate. If the Redundancy predicate is not fulfilled, it reports an error to its downstream node (the node from which the frame was received). If the nodes were unable to recover the frame from the error, an error message is broadcasted and a new frame with a fresh token is generated. The claim process is detailed in Section 4.5. If the Redundancy predicate is fulfilled, then the following algorithm is executed. 1. If the node has no data to send, it just encrypts the resultant plain frame with its upstream node's public key and retransmits the packet on to the ring. Ed) ),E i )> using its upstream router's public key and transmits the packet on the ring. 3. If the status of the token is set to occupied, the node checks if the data in the frame is destined to itself by decrypting ( , )
Header d
E Frame E with its private key and checking if the Redundancy predicate is fulfilled. If the frame is addressed to node i, then it makes a copy of it. Then it encrypts the whole frame with the public key of its upstream node and transmits the frame on to the ring. Else, if the node is not the destination then the node just encrypts the whole frame with the public key of its upstream node and transmits the frame on to the ring. 4. Once the frame returns to the source, the source repeats the procedure as long as it has data to send. When it has no more data to send it sets the status field of the token to free, assigns the whole frame to some randomly generated data. Then it encrypts the token whole frame with its upstream router's public key and transmits the frame on the ring.
The claim process
Initially, when the ring is defined, a node is assigned an Active Monitor. One way of selecting an Active Monitor is to elect the node with highest MAC address as the Active Monitor. An Active Monitor, which potentially can be any station on the network, performs a variety of ring-maintenance functions. One of these functions is the removal of continuously circulating frames from the ring. When a sending device fails, its frame may continue to circle the ring. This can prevent other stations from transmitting their own frames and essentially can lock up the network. The active monitor can detect such frames, remove them from the ring, and generate a new token. Another function of the active monitor is to generate a fresh frame when an error is detected in the circulating frame as explained in section
Protocol Evaluation
The communication complexity of the protocol is one and buffer complexity O(size of frame). The time complexity between two nodes is the distance between the nodes in the communication graph.
The protocol is very robust against both listening and byzantine adversaries. A listening adversary can monitor all the communication links of the network. Still, he would not be able to figure out the sender and destination pair because at node the frame is decrypted and encrypted and the frame is kept fixed in terms of length, thus giving no information to the adversary if the node is transmitting data or not. And as each node (including destination) retransmits the packet on the ring, the identity of destination is concealed. Even a Byzantine adversary cannot figure out the source-destination pair unless he is able to capture either of those nodes.
The protocol does not need high buffer space and the time complexity is also very good. But, the communication complexity is just one, which implies that a node cannot send more than one frame worth of data at a time and only one node can be sending at a time.
Enhancements
In this section, we present enhancements to achieve more efficiency in terms of communication complexity. That is more than one node can be communicating at a time. Also, we present some schemes that prevent any node from using up a frame all the time and also to achieve fairness among the nodes. That is, each node gets a fair chance to transmit the data.
Multiple Frames
In order to enable several nodes to be communicating simultaneously, we introduce multiple frames in ring, with each frame having its own token. This improves the efficiency of the network and also enables multiple communications to occur simultaneously.
The number of frames traversing the ring can be constant and this number can be obtained based on the amount of traffic in the network. Though, this is a simple method, this does not accommodate bursty traffic. So, instead we dynamically introduce (remove) frames into (from) the ring based on the ongoing traffic.
The monitor keeps a history of the ratio of number of occupied frames to the number of free frames for past T seconds. When this average goes above a threshold value, the monitor introduces new frames in to the ring. Also, a node can make an explicit request to the monitor for new frames. To enable this we introduce a new field -have large data to send -in to the token. A node when retransmitting a frame sets this field to one and then encrypts the frame with its upstream router's public key and then transmits the frame. Once the monitor gets a frame, it checks if any node has a lot of data to send and if some node indeed has, it introduces new frames.
Whenever the ratio of number of occupied frames to the number of free frames goes below a threshold, the monitor removes some frames from the ring. This ensures that the frames are nit unnecessarily transmitted in the ring.
Priority
We define a priority system that allows stations with high priority to use the network more frequently. The priority is defined by the frame's priority and reservation fields in the token. New format of the token is as shown below:
< Redundancy predicate || Status || Priority ||
Reservation>
Each node in the ring is assigned a priority level. In order to seize a token a station must have priority, which equals or is higher than the priority field of the token. Only then the station can reserve the token for the next pass around the network. This way when a node frees the token, the node with highest priority gets to capture the token. Nodes must change the priority back to its previous value after their transmission has completed.
Conclusion
In this paper, we presented a protocol for anonymous communications that is based on tokens. One advantage of our protocols over previous works is that they are not based on statistical properties for the communication pattern. Another advantage is that they do not require that all the processors in the communication network are busy. Our protocol poses no bandwidth overhead when there is
