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Abstract
A diffusive predator-prey system with predator interference and Neumann
boundary conditions is considered in this paper. We derive some results on the
existence and nonexistence of nonconstant stationary solutions. It is shown that
there exist no nonconstant stationary solutions when the effect of the predator
interference is strong or the conversion rate of the predator is large, and non-
constant stationary solutions emerge when the diffusion rate of the predator is
large.
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1 Introduction
The interaction between the predator and prey is closely related with the functional
response of the predator, which refers to the per capita feeding rate of the predator
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upon its prey [3, 23]. In general, a diffusive predator-prey model takes the form [22]


∂u
∂t
= d1∆u+ ru
(
1−
u
k
)
− bp(u, v)v, x ∈ Ω, t > 0,
∂v
∂t
= d2∆v − dv + cp(u, v)v, x ∈ Ω, t > 0,
(1.1)
where u(x, t) and v(x, t) are the densities of the prey and predator at time t and location
x respectively, d1, d2, r, d, k, b and c are positive constants, and p(u, v) represents the
functional response of the predator. If p(u, v) depends only on u, then it is referred
to as the predator density-independent functional response. The predator density-
independent functional responses are generally classified into four Holling types: type
I-IV[14]. When p(u, v) is Holling type I functional response, that is,
p(u, v) =


u, u < 1/α,
1/α, u ≥ 1/α,
(1.2)
Seo and Kot [31] found that the kinetic system of model (1.1) possesses two limit
cycles and these cycles arise through global cyclic-fold bifurcations. When p(u, v) is
the following Holling type II functional response
p(u, v) =
u
1 + αu
, (1.3)
the ODE system of model (1.1) has been investigated extensively on the aspect of the
global stability and existence and uniqueness of a limit cycle [6, 15, 16, 17]. We refer to
[26, 35, 39] on the bifurcations of steady states and periodic solutions and the existence
and nonexistence of nonconstant steady states for PDE system with homogeneous
Neumann boundary conditions. For PDE system subject to homogeneous Dirichlet
boundary conditions, Zhou and Mu [43] gave the necessary and sufficient condition for
the existence of positive steady states of system (1.1). Moreover, other predator-prey
models with Holling type II functional response were studied in [5, 10, 11, 12, 13]. When
p(u, v) is Holling type III or IV functional response, the dynamics and spatiotemporal
patterns of system (1.1) were investigated in [25, 28, 33, 38, 44] and references therein.
The above mentioned Holling type functional responses can induce different dynam-
ical behaviors and spatiotemporal patterns, which can be used to explain the ecological
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complexity. However, these functional responses are all independent of the predator
density, which implies that the competition among predators for food occurs only in
the process of prey depletion [3]. This is not realistic sometimes and the predator in-
terference was investigated by many researchers. For example, when p(u, v) is Holling
type I functional response with predator interference, that is,
p(u, v) =


u
1 + βv
, u < 1/α,
1
α(1 + βv)
, u ≥ 1/α,
(1.4)
Seo and DeAngelis [30] studied the stability and bifurcations of equilibria for the kinetic
system of model (1.1). Here βv models the mutual interference among predators, and
if β = 0, Eq. (1.4) is reduced to Holling type I functional response. Similarly, the
following functional response can be derived from Holling type II functional response:
p(u, v) =
u
1 + αu+ βv
. (1.5)
This functional response is always referred to as the Beddington-DeAngelis (BD) func-
tional response, which was introduced by Beddington [2] and DeAngelis et al. [8]. The
dynamics of model (1.1) with BD functional response was investigated in [4, 30, 40].
Similarly, the following functional response, proposed by Bazykin [1] and Crowley and
Martin [7],
p(u, v) =
u
(1 + αu)(1 + βv)
(1.6)
also models the predator interference, which is referred to as the Crowley-Martin (CM)
functional response. For this functional response, Sambath et al. [29] studied the
stability and bifurcations of the positive equilibrium of system (1.1) when the positive
equilibrium is unique. Wang and Wu [36] studied a slightly different model, where the
growth rate of the predator is logistic type in the absence of prey, and obtained the
stability and multiplicity of the positive solutions when some parameters are large or
small. We remark that there are also many results on other predator-prey models with
CM functional response [18, 32, 37, 41, 42].
In this paper, we revisit model (1.1) with CM functional response and no flux
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boundary conditions, that is,


∂u
∂t
− d1∆u = ru
(
1−
u
k
)
−
buv
(1 + αu)(1 + βv)
, x ∈ Ω, t > 0,
∂v
∂t
− d2∆v = −dv +
cuv
(1 + αu)(1 + βv)
, x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ ( 6≡)0, v(x, 0) = v0(x) ≥ ( 6≡)0, x ∈ Ω,
(1.7)
where Ω is a bounded domain in RN (N ≤ 3) with a smooth boundary ∂Ω; u(x, t)
and v(x, t) stand for the densities of the prey and predator at time t and location
x respectively; r > 0 is the intrinsic growth rate of the prey; k > 0 is the carrying
capacity of the prey; d > 0 is the mortality rate of the predator; b, c > 0 measure the
interaction strength between the predator and prey; α > 0 measures the prey’s ability
to evade attack, and β > 0 measures the mutual interference between predators. By
using the following rescaling,
t˜ = rt, u˜ =
u
k
, v˜ =
bv
r
, α˜ = αk β˜ =
βr
b
, d˜ =
d
r
, c˜ =
ck
r
, d˜1 =
d1
r
, d˜2 =
d2
r
,
and dropping the tilde sign, system (1.7) can be simplified as follows:


∂u
∂t
− d1∆u = u (1− u)−
uv
(1 + αu)(1 + βv)
, x ∈ Ω, t > 0,
∂v
∂t
− d2∆v = −dv +
cuv
(1 + αu)(1 + βv)
, x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ ( 6≡)0, v(x, 0) = v0(x) ≥ ( 6≡)0, x ∈ Ω.
(1.8)
Here parameter c represents the conversion rate of the predator, all the parameters
are positive, and Ω is a bounded domain in RN (N ≤ 3) with a smooth boundary
∂Ω. The results in [29] are mainly derived under certain conditions where system (1.8)
has a unique constant positive equilibrium. However, there are two or three constant
positive equilibria of system (1.8) under certain conditions. The main purpose of this
paper is to understand the stationary solutions even when system (1.8) has more than
one constant positive equilibrium. The rest of the paper is organized as follows. In
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Section 2, we study the existence and global stability of constant positive equilibria
of system (1.8). In Section 3, we establish some existence and nonexistence results
on nonconstant steady states of system (1.8). Throughout this paper, N0 = N ∪ {0},
where N is the set of natural numbers, and
0 = µ0 < µ1 < µ2 < · · · < µj < · · · (1.9)
are the eigenvalues of operator −∆ in Ω with the homogeneous Neumann boundary
condition.
2 Equilibria and stability
In this section, we consider the existence and stability of constant positive equilibria
of system (1.8). One can easily check that (u, v) is a constant positive equilibrium of
system (1.8) if and only if u ∈ (0, 1) is a solution of the following equation
d(1 + αu)
βcu
= G(u), (2.1)
where
G(u) =
1
β
− (1− u)(1 + αu). (2.2)
In the following, we will give two lemmas on the relations between parameter c and
the solution u of Eq. (2.1). In fact, parameter c can be regarded as a function of u,
defined by
C(u) =
d(1 + αu)
βuG(u)
. (2.3)
Noticing that c is positive, we see that the domain of C(u) is
D (C(u)) = {u ∈ (0, 1) : G(u) > 0}. (2.4)
We first consider the case of α ≤ 1, where G(u) is strictly increasing.
Lemma 2.1. Assume that α ≤ 1.
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(i) If β ≤ 1, then D (C(u)) = (0, 1), where D (C(u)) is defined as in Eq. (2.4), and
C ′(u) < 0. Moreover,
lim
u→0+
C(u) =∞, and lim
u→1−
C(u) = d(1 + α).
(ii) If β > 1, then G(u) has a unique positive zero u∗, D (C(u)) = (u∗, 1), and
C ′(u) < 0 for u ∈ (u∗, 1). Moreover,
lim
u→u+
∗
C(u) =∞, and lim
u→1−
C(u) = d(1 + α).
Proof. We only prove part (ii), and part (i) can be proved similarly. Since β > 1,
we see that G(u) has a unique positive zero u∗ ∈ (0, 1), and G(u) > 0 if and only if
u ∈ (u∗, 1), which leads to D (C(u)) = (u∗, 1). Direct computation yields G
′(u) > 0
and
[
d(1 + αu)
βu
]
′
< 0 for u ∈ (u∗, 1), and hence C
′(u) < 0 for u ∈ (u∗, 1).
Then we consider the case of α > 1, which is more complicated than the above case
(see Fig. 1 for the sketch maps of function C(u) under different conditions).
Lemma 2.2. Assume that α > 1.
(i) If β ≥ 1, then G(u) has a unique positive zero u∗ satisfying u∗ ≥
α− 1
α
, and
C(u) satisfies the following properties.
(i1) D (C(u)) = (u∗, 1), and C
′(u) < 0 for u ∈ (u∗, 1).
(i2) limu→u+
∗
C(u) =∞, and limu→1− C(u) = d(1 + α).
(ii) If
4α
(1 + α)2
≤ β < 1, then G(u) has two positive zeros u1,∗ and u2,∗ satisfying
u1,∗ <
α− 1
2α
< u2,∗ for β >
4α
(1 + α)2
and u1,∗ = u2,∗ =
α− 1
2α
for β =
4α
(1 + α)2
,
and C(u) satisfies the following properties.
(ii1) D (C(u)) = (0, u1,∗) ∪ (u2,∗, 1).
(ii2) There exists u0 ∈ (0, u1,∗) such that C
′(u0) = 0, C
′(u) < 0 for u ∈ (0, u0) ∪
(u2,∗, 1), and C
′(u) > 0 for u ∈ (u0, u1,∗).
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u
*
d(1+α)
C(u)
u0 1(α−1)/2α uu1,* u2,*
C(u)
u0
C(u0)
1
d(1+α)
0 (α−1)/2α
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u1 u2
C(u1)
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u0 1(α−1)/3α
(α−1)/2α
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u
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0 1
Figure 1: Sketch maps of C(u) for α > 1. (Upper left) β ≥ 1; (Upper right)
4α
(1 + α)2
≤
β < 1; (Lower left) γ(α) ≤ β <
4α
(1 + α)2
; (Lower right) 0 < β < γ(α).
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(ii3) limu→0+ C(u) = limu→u−
1,∗
C(u) = limu→u+
2,∗
C(u) =∞, and limu→1− C(u) =
d(1 + α).
(iii) If γ(α) ≤ β <
4α
(1 + α)2
, where
γ(α) =
27α
(α− 1)2(α + 8) + 27α
, (2.5)
then G(u) has no zeros, and C(u) satisfies the following properties.
(iii1) D (C(u)) = (0, 1).
(iii2) There exist u1 and u2 such that C
′(u1) = C
′(u2) = 0, C
′(u) < 0 for u ∈
(0, u1) ∪ (u2, 1), and C
′(u) > 0 for u ∈ (u1, u2). Here u1 and u2 satisfy
u1 <
α− 1
3α
< u2 <
α− 1
2α
for β > γ(α) and u1 = u2 =
α− 1
3α
for β = γ(α).
(iii3) limu→0+ C(u) =∞, and limu→1− C(u) = d(1 + α).
(iv) If 0 < β < γ(α), where γ(α) is defined as in Eq. (2.5), then G(u) has no zeros,
and C(u) satisfies the following properties.
(iv1) D (C(u)) = (0, 1), and C
′(u) < 0 for u ∈ (0, 1).
(iv2) limu→0+ C(u) =∞, and limu→1− C(u) = d(1 + α).
Proof. Similarly to the arguments in the proof of Lemma 2.1, we can prove part (i).
In the following we only consider the case of β < 1. One checks that
C ′(u) =
dH(u)
βu2G2(u)
, (2.6)
where
H(u) = −2α2u3 + α(α− 4)u2 + 2(α− 1)u−
(
1
β
− 1
)
. (2.7)
Therefore, the sign of C(u) is determined by H(u). It is easily seen that
H(0) < 0, H(1) < 0, H
(
α− 1
2α
)
=
(α + 1)2
4α
−
1
β
,
H ′(u) has a unique positive zero
α− 1
3α
, and
H
(
α− 1
3α
)
> (<)0 if β > (<)γ(α).
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When β <
4α
(1 + α)2
, G(u) has no zeros, which implies that D (C(u)) = (0, 1). From
above analysis, we see that
(1) if γ(α) < β <
4α
(1 + α)2
, then C ′(u) has two positive zeros u1 and u2 satisfying
u1 <
α− 1
3α
< u2 <
α− 1
2α
, C ′(u) < 0 for u ∈ (0, u1) ∪ (u2, 1), and C
′(u) > 0 for
u ∈ (u1, u2);
(2) if β = γ(α), then C ′(u) has a unique positive zero
α− 1
3α
, and C ′(u) < 0 for
u ∈
(
0,
α− 1
3α
)⋃(α− 1
3α
, 1
)
;
(3) if β < γ(α), then C ′(u) has no positive zeros, and C ′(u) < 0 for u ∈ (0, 1).
Therefore, parts (iii) and (iv) are proved.
Finally, we consider the case of
4α
(1 + α)2
< β < 1. Then G(u) has two zeros u1,∗
and u2,∗ satisfying u1,∗ <
α− 1
2α
< u2,∗, which leads to D (C(u)) = (0, u1,∗) ∪ (u2,∗, 1).
Noticing that G′(u) > 0 and
[
d(1 + αu)
βu
]′
< 0 for u ∈ (u2,∗, 1), we have C
′(u) < 0 for
u ∈ (u2,∗, 1). Because
H
(
α− 1
2α
)
=
(α + 1)2
4α
−
1
β
> 0,
and limu→0+ C(u) = limu→u−
1,∗
C(u) =∞, we obtain that there exists u0 ∈ (0, u1,∗) such
that C ′(u0) = 0, C
′(u) < 0 for u ∈ (0, u0), and C
′(u) > 0 for u ∈ (u0, u1,∗). Therefore,
conclusion (ii) is proved.
Remark 2.3. We remark that if α > 1 and β < 1, then
G(u) =
1
β
− 1
has a unique positive root uˇ =
α− 1
α
∈ D (C(u)) and C ′ (u) < 0 for u ∈ [uˇ, 1).
Moreover, we have G (uˇ) > G(u) for any u ∈ (0, uˇ), which leads to C (uˇ) < C(u) for
any u ∈ (0, uˇ). Hence, if
4α
(1 + α)2
≤ β < 1 (respectively, γ(α) < β <
4α
(1 + α)2
), then
C (u) < C(u0) (respectively, C (u) < C(u1)) for all u ∈ [uˇ, 1), where u0 and u1 are
defined as in Lemma 2.2.
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Then, by Lemmas 2.1 and 2.2 and Remark 2.3, we can derive the following results
on constant positive equilibria of system (1.8).
Theorem 2.4. System (1.8) has no constant positive equilibrium for c ∈ (0, d(1+α)],
and at least one constant positive equilibrium for c ∈ (d(1 + α),∞). Moreover,
(i) if α ≤ 1, or α > 1 but β ∈ (0, γ(α)]∪[1,∞) , where γ(α) is defined as in Eq. (2.5),
then system (1.8) has a unique constant positive equilibrium for c ∈ (d(1+α),∞).
(ii) if
α > 1 and
4α
(1 + α)2
≤ β < 1, (2.8)
then system (1.8) has a unique constant positive equilibrium for c ∈ (d(1 +
α), c(u0)), two constant positive equilibria for c = c(u0), and three constant posi-
tive equilibria for c > c(u0), where u0 is defined as in Lemma 2.2.
(ii) if
α > 1 and γ(α) < β <
4α
(1 + α)2
, (2.9)
then system (1.8) has a unique constant positive equilibrium for c ∈ (d(1 +
α), c(u1)) ∪ (c(u2),∞), two constant positive equilibria for c = c(u1), c(u2), and
three constant positive equilibria for c ∈ (c(u1), c(u2)), where u1 and u2 are defined
as in Lemma 2.2.
Then, we consider the stability of constant positive equilibria. For the simplicity of
notations, we denote
φ1(u) =
u
1 + αu
, φ2(v) =
v
1 + βv
,
ψ1(u) = (1− u)(1 + αu), ψ2(v) = −d(1 + βv),
(2.10)
and
G(u) =

 φ1(u) (ψ1(u)− φ2(v))
φ2(v) (ψ2(v) + cφ1(u))

 for u = (u, v). (2.11)
Let u˜ = (u˜, v˜) be the positive equilibrium of system (1.8). Then, the stability of u˜ is
associated with the following eigenvalue problem
D∆u+Gu(u˜)u = µu, (2.12)
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where
D =

 d1 0
0 d2

 , Gu(u˜) =

 φ1(u˜)ψ′1(u˜) −φ1(u˜)φ′2(v˜)
cφ2(v˜)φ
′
1(u˜) −dβφ2(v˜)

 , (2.13)
and u˜ is locally asymptotically stable if all the eigenvalues of problem (2.12) have
negative real parts. We remark that u in Eq. (2.12) should be replaced by uT actually,
and here we still use u for simplicity. In fact, µ is an eigenvalue of problem (2.12)
if and only if µ is an eigenvalue of matrix Qj(u˜) = −µjD + Gu(u˜) for some j ∈ N0,
where {µj}
∞
j=0 is defined as in Eq. (1.9). Then, we obtain a sequence of characteristic
equations
λ2 − Tr Qj(u˜)λ+Det Qj(u˜) = 0, j ∈ N0, (2.14)
where
Tr Qj(u˜) = −(d1 + d2)µj + φ1(u˜)ψ
′
1(u˜)− dβφ2(v˜),
Det Qj(u˜) = d1d2µ
2
j + (dβφ2(v˜)d1 − d2φ1(u˜)ψ
′
1(u˜))µj +Det Gu(u˜),
Det Gu(u˜) = Det Q0(u˜) = φ1(u˜)φ2(v˜) (−dβψ
′
1(u˜) + cφ
′
1(u˜)φ
′
2(v˜)) .
(2.15)
Hence, u˜ is locally asymptotically stable if Tr Qj(u˜) < 0 and Det Qj(u˜) > 0 for all
j ∈ N0. To analyze the stability of constant positive equilibria of system (1.8), we first
give the following result for further application.
Lemma 2.5. Let u˜ = (u˜, v˜) be a constant positive equilibrium of system (1.8). Then
Det Gu(u˜) has the same sign as −C
′(u˜).
Proof. From Eqs. (2.1) and (2.2), we see that
C(u)G(u) = C(u)
(
1
β
− ψ1(u)
)
=
d
βφ1(u)
,
where G(u) is defined as in Eq. (2.2), and φ1 and ψ1 are defined as in Eq. (2.10). Then
C ′(u˜)G(u˜) = C(u˜)ψ′1(u˜)−
dφ′1(u˜)
βφ21(u˜)
.
Noticing that C(u˜)φ1(u˜) = d(1 + βv˜), we have
C ′(u˜) =
(1 + βv˜)
βφ1(u˜)G(u˜)
[
dβψ′1(u˜)−
dφ′1(u˜)
φ1(u˜)(1 + βv˜)
]
.
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An easy calculation implies that
Det Gu(u˜) = φ1(u˜)φ2(v˜)
[
−dβψ′1(u˜) +
dφ′1(u˜)
φ1(u˜)(1 + βv˜)
]
.
This completes the proof.
Then, by virtue of Lemma 2.5, we obtain some partial results on the stability of
the constant positive equilibria of system (1.8) in the following.
Theorem 2.6. Let u˜ = (u˜, v˜) be a constant positive equilibrium of system (1.8). If
ψ′1(u˜) < 0 and C
′(u˜) < 0, then u˜ is locally asymptotically stable.
Proof. Since ψ′1(u˜) < 0 and C
′(u˜) < 0, we see that Tr Qj(u˜) < 0 < 0 and Det Qj(u˜) >
0 for all j ∈ N0. This complete the proof.
Finally, under certain conditions, we derive the following results on the global sta-
bility of the constant equilibrium.
Theorem 2.7. (i) Assume that
c < d(1 + α). (2.16)
Then equilibrium (1, 0) is globally attractive.
(ii) Assume that one of the following is satisfied:
α ≤ 1 and c > d(1 + α), (2.17)
α > 1, β ≥ 1 and c > d(1 + α), or (2.18)
α > 1, β < 1 and c ∈
(
d(1 + α), C
(
α− 1
α
)]
. (2.19)
Then system (1.8) has a unique constant positive equilibrium u˜ = (u˜, v˜), which
is globally asymptotically stable.
Proof. Part (i) can be easily deduced by the comparison principle. Therefore, we omit
the proof of part (i) and just prove part (ii). By virtue of Remark 2.3 and Theorem
2.4, we see that if one of Eqs. (2.17)-(2.19) is satisfied, then system (1.8) has a unique
constant positive equilibrium u˜ = (u˜, v˜). Set
V (u(x, t), v(x, t)) = c
∫
Ω
∫ u
u˜
φ1(ξ)− φ1(u˜)
φ1(ξ)
dx+
∫
Ω
∫ v
v˜
φ2(η)− φ2(v˜)
φ2(η)
dx, (2.20)
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where φ1 and φ2 are defined as in (2.10). Then
Vt(u(x, t), v(x, t)) =c
∫
Ω
(u− u˜) (ψ1(u)− ψ1(u˜))
(1 + αu)(1 + αu˜)
dx− dβ
∫
Ω
(v − v˜)2
(1 + βv)(1 + βv˜)
dx
−d1cφ1(u˜)
∫
Ω
φ′1(u)
[φ1(u)]2
|∇u|2dx− d2φ2(v˜)
∫
Ω
φ′2(v)
[φ2(v)]2
|∇v|2dx,
where ψ1 is also defined as in (2.10). If Eq. (2.17) is satisfied, then ψ
′
1(u) < 0 for u > 0,
which implies that
(u− u˜) (ψ1(u)− ψ1(u˜)) ≤ 0 for any u > 0, (2.21)
and equality holds if and only if u = u˜. By Remark 2.3 and Theorem 2.4, we obtain
that if Eq. (2.18) or (2.19) is satisfied, then u˜ ≥
α− 1
α
. This also leads to (2.21), and
equality holds if and only if u = u˜. Then u˜ is globally attractive. A direct computation
yields ψ′1(u˜) < 0 and C
′(u˜) < 0, which implies that u˜ is locally asymptotically stable
from Theorem 2.6. Therefore, u˜ is globally asymptotically stable.
3 Stationary solutions
In this section, we will investigate the steady states of system (1.8), which satisfy

−d1∆u = u (1− u)−
uv
(1 + αu)(1 + βv)
, x ∈ Ω,
−d2∆v = −dv +
cuv
(1 + αu)(1 + βv)
, x ∈ Ω,
∂νu = ∂νv = 0, x ∈ ∂Ω,
(3.1)
and establish results on the existence and nonexistence of nonconstant positive steady
states. From above Theorem 2.7, we see that if one of Eqs. (2.16)-(2.19) is satisfied,
then all the solutions of system (1.8), regardless of the initial data, converge to a
constant steady state as time goes to infinity. Therefore, we only need to consider the
case that
α > 1, β < 1 and c > C
(
α− 1
α
)
. (3.2)
Throughout this section, we always assume that α > 1 and β < 1 unless otherwise
specified.
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3.1 The nonexistence
In this subsection, we mainly study positive steady states of system (1.8) when c is
large. Suppose that (u, v) satisfies Eq. (3.1). Let w = cu, z = v/c and ρ = 1/c. Then
(w, v) satisfies


−d1∆w = w (1− ρw)−
wv
(1 + αρw)(1 + βv)
, x ∈ Ω,
−d2∆v = −dv +
wv
(1 + αρw)(1 + βv)
, x ∈ Ω,
∂νw = ∂νv = 0, x ∈ ∂Ω,
(3.3)
and (u, z) satisfies


−d1∆u = u (1− u)−
uz
(1 + u)(ρ+ βz)
, x ∈ Ω,
−d2∆z = −dz +
uz
(1 + u)(ρ+ βz)
, x ∈ Ω,
∂νu = ∂νz = 0, x ∈ ∂Ω.
(3.4)
Therefore, the existence/nonexistence of positive solutions of system (3.1) for large
c is equivalent to that of system (3.3) or (3.4) for small ρ. The method used here
is motivated by [26]. For later applications, we cite the following three well-known
results. The first is from [19, 26].
Lemma 3.1. Assume that Ω is a bounded Lipschitz domain in RN , d is a nonnegative
constant, and z ∈ W 1,2(Ω) is a non-negative weak solution of the following inequalities


−∆z + dz ≥ 0, x ∈ Ω,
∂νz ≤ 0, x ∈ ∂Ω.
Then, there is a positive constant C, which is determined only by d and Ω, such that
∫
Ω
zdx ≤ C inf
x∈Ω
z.
Then, we cite a Harnack inequality from [20, 27].
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Lemma 3.2. Assume that Ω is a bounded Lipschitz domain in RN , c(x) ∈ Lq(Ω)
for some q > N/2, and z ∈ W 1,2(Ω) is a non-negative weak solution of the following
problem 

∆z + c(x)z = 0, x ∈ Ω,
∂νz = 0, x ∈ ∂Ω.
Then, there is a positive constant C, which is determined only by ‖c(x)‖q, q, and Ω,
such that
sup
x∈Ω
z ≤ C inf
x∈Ω
z.
Finally, we cite a maximum principle from [21].
Lemma 3.3. Assume that Ω is a bounded smooth domain in RN , g ∈ C(Ω× R), and
z ∈ C2(Ω) ∩ C1(Ω) satisfies the following inequalities


∆z + g(x, z) ≥ 0, x ∈ Ω,
∂νz ≤ 0, x ∈ ∂Ω.
If z(x0) = maxx∈Ω z, then g(x0, z(x0)) ≥ 0.
It follows from Theorem 2.4 that if
α > 1 and 0 < β <
4α
(α+ 1)2
, (case I) (3.5)
then system (3.1) has only one constant positive solution for sufficiently large c, and if
α > 1 and
4α
(α + 1)2
< β < 1, (case II) (3.6)
then system (3.1) has three constant positive solutions for sufficiently large c. There-
fore, the following discussion is divided into two cases. By using Lemmas 3.1-3.3, we
first give two results on a priori estimates for positive solutions of system (3.1).
Lemma 3.4. Let (ui(x), vi(x)) be a positive solution of system (3.1) for c = ci, where
i = 1, 2, · · · , and limi→∞ ci = ∞. Assume that one of the following assumptions is
satisfied:
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(i) α and β satisfy Eq. (3.5).
(ii) α and β satisfy Eq. (3.6), and ui(x)→ 0 in C(Ω) as i→∞.
Then, there exists a subsequence {ik}
∞
k=1 such that (cikuik(x), vik(x))→ (w˜(x), v˜(x)) in
C2(Ω) as k →∞, where (w˜(x), v˜(x)) is a positive solution of system (3.3) for ρ = 0.
Proof. First, we derive the existence of the upper bounds for {ciui} and {vi}. Let
wi = ciui and ρi = 1/ci. Then (wi, vi) satisfies

−d1∆wi = wi (1− ρiwi)−
wivi
(1 + αρiwi)(1 + βvi)
, x ∈ Ω,
−d2∆vi = −dvi +
wivi
(1 + αρiwi)(1 + βvi)
, x ∈ Ω,
∂νwi = ∂νvi = 0, x ∈ ∂Ω.
(3.7)
Thanks to Lemma 3.1, there is a positive constant C0 such that∫
Ω
vidx ≤ C0 inf
x∈Ω
vi for all i ≥ 1. (3.8)
We claim that there exists C1 > 0 such that∫
Ω
vidx ≤ C1 for all i ≥ 1. (3.9)
Suppose that it is not true. Then there exists a subsequence {in}
∞
n=1 such that
limn→∞ in = ∞ and limn→∞
∫
Ω
vindx = ∞, which implies that vin → ∞ uniformly
on Ω as n→∞ from Eq. (3.8). By virtue of Lemma 3.3, we have
sup
x∈Ω
ui ≤ 1 for all i ≥ 1.
If assumption (i) is satisfied, then, for sufficiently large n,
−d1∆win =
win
1 + αuin
[
(1− uin)(1 + αuin)−
vin
1 + βvin
]
≤
1
2
[
(α + 1)2
4α
−
1
β
]
win
1 + α
,
which implies that win ≤ 0 for sufficiently large n. If assumption (ii) is satisfied, then,
for sufficiently large n,
−d1∆win =
win
1 + αuin
[
(1− uin)(1 + αuin)−
vin
1 + βvin
]
≤
1
2
(
1−
1
β
)
win,
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which also leads to win ≤ 0 for sufficiently large n. Therefore, the contradiction is
arrived for both cases, and Eq. (3.9) holds. By the second equation of (3.7), we have
|Ω|
1 + α
inf
x∈Ω
wi ≤
∫
Ω
wi
1 + αui
dx ≤ d
∫
Ω
(1 + βvi)dx for all i ≥ 1. (3.10)
Because ∥∥∥∥1− ui − vi(1 + αui)(1 + βvi)
∥∥∥∥
∞
≤ 2 +
1
β
for all i ≥ 1,
by Lemma 3.2, we see that there exists a positive constant C2 such that
sup
x∈Ω
wi ≤ C2 inf
x∈Ω
wi for all i ≥ 1. (3.11)
It follows from Eqs. (3.9)-(3.11) that there exists a positive constant C3 such that
sup
x∈Ω
wi ≤ C3 for all i ≥ 1, (3.12)
which yields
∥∥∥∥−d+ wi(1 + αui)(1 + βvi)
∥∥∥∥
∞
≤ d+ C3 for all i ≥ 1.
Again, from Lemma 3.2, we obtain that there exists a positive constant C4 such that
sup
x∈Ω
vi ≤ C4 inf
x∈Ω
vi for all i ≥ 1. (3.13)
By virtue of Eqs. (3.9) and (3.13), we see that there exists a positive constant C5 such
that
sup
x∈Ω
vi ≤ C5 for all i ≥ 1. (3.14)
Then, we find the lower bounds for {wi} and {vi}. We first claim that there exists
a positive constant C6 such that
inf
x∈Ω
wi ≥ C6 for all i ≥ 1. (3.15)
Suppose Eq. (3.15) does not holds. Then there exists a subsequence {im}
∞
m=1 such
that limm→∞ im = ∞ and limm→∞ infx∈Ωwim = 0. By Eq. (3.11), we have wim → 0
uniformly on Ω as m→∞. Hence, for sufficiently large m,
∫
Ω
vim
[
d−
wim
(1 + αuim)(1 + βvim)
]
dx > 0,
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which is a contradiction. Hence Eq. (3.15) holds. Then, we claim that there exists a
positive constant C7 such that
inf
x∈Ω
vi ≥ C7 for all i ≥ 1. (3.16)
Suppose that Eq. (3.16) does not hold. Then, there exists a subsequence {ij}
∞
j=1 such
that limj→∞ ij =∞ and limj→∞ infx∈Ω vij = 0, which leads to vij → 0 uniformly on Ω
as j → ∞ from Eq. (3.13). Noticing that {wi} is bounded, we have, for sufficiently
large j, ∫
Ω
wij
[
1− ρijwij +
vij
(1 + αuij)(1 + βvij)
]
dx > 0,
which is a contradiction. Therefore, Eq. (3.16) holds.
Finally, we give the asymptotic behavior of {wi} and {vi}. From above analysis, we
see that both {wi} and {vi} are bounded. Then, due to the L
p theory, we obtain that
{wi} and {vi} are bounded in W
2,p(Ω) for any p > N . It follows from the embedding
theorem that {wi} and {vi} are precompact in C
1(Ω). Then, there exists a subsequence
{ik}
∞
k=1 and (w˜(x), v˜(x)) ∈ C
1(Ω)× C1(Ω) such that
(cuik , vik) = (wik , vik)→ (w˜(x), v˜(x)) in C
1(Ω)× C1(Ω) as k →∞,
where w˜(x) and z˜(x) are positive from Eqs. (3.15) and (3.16). Note that
wik =[−d1∆+ I]
−1
[
wik + wik
(
1− ρikwik −
zik
(1 + ρikwik)(1 + βvik)
)]
,
vik =[−d2∆+ I]
−1
[
vik + vik
(
−d+
wik
(1 + ρikwik)(1 + βvik)
)]
,
(3.17)
and limk→∞ ρikwik = 0 in C
1(Ω). Then, taking the limit of Eq. (3.17) as k → ∞ and
by the Schauder theorem, we see that (w˜(x), v˜(x)) is a positive solution of system (3.3)
for ρ = 0, and
(cuik , vik) = (wik , vik)→ (w˜(x), v˜(x)) in C
2(Ω)× C2(Ω) as k →∞,
The proof is complete.
Lemma 3.5. Let (ui(x), vi(x)) be a positive solution of system (3.1) for c = ci, where
i = 1, 2, · · · , and limi→∞ ci = ∞. Assume that α and β satisfy Eq. (3.6), and
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ui(x) → u˜(x) in C(Ω) as i → ∞, where u˜(x) > 0 for x ∈ Ω. Then there exists a
subsequence {ik}
∞
k=1 such that (uik(x), vik(x)/cik) → (u˜(x), z˜(x)) in C
2(Ω) as k → ∞,
where (u˜(x), z˜(x)) is a positive solution of system (3.4) for ρ = 0.
Proof. Let zi = vi/ci and ρi = 1/ci, and then (ui, zi) satisfies

−d1∆ui = ui (1− ui)−
uizi
(1 + ui)(ρi + βzi)
, x ∈ Ω,
−d2∆zi = −dzi +
uizi
(1 + ui)(ρi + βzi)
, x ∈ Ω,
∂νui = ∂νzi = 0, x ∈ ∂Ω.
(3.18)
It is deduced by Lemma 3.3 that
sup
x∈Ω
ui ≤ 1 for all i ≥ 1, (3.19)
which yields
sup
x∈Ω
zi ≤
1
dβ
for all i ≥ 1. (3.20)
Since ui(x)→ u˜(x) in C(Ω) as i→∞, we see that there exists a positive constant C1
such that
inf
x∈Ω
ui ≥ C1 for all i ≥ 1. (3.21)
Consequently, by the second equation of (3.18), we derive a positive constant C2 sat-
isfying
inf
x∈Ω
zi ≥ C2 for all i ≥ 1. (3.22)
Finally, we give the limit profile of {ui} and {zi}. Similarly to the arguments in the
proof of Lemma 3.4, we see that there exists a subsequence {ik}
∞
k=1 and (u˜(x), z˜(x)) ∈
C1(Ω)× C1(Ω) such that
(uik , vik/cik) = (uik , zik)→ (u˜(x), z˜(x)) in C
1(Ω)× C1(Ω) as k →∞,
where w˜(x) and z˜(x) are positive from Eqs. (3.21) and (3.22). Taking the limit of the
following equation
uik =[−d1∆+ I]
−1
[
uik + uik
(
1− uik −
zik
(1 + uik)(ρik + βzik)
)]
,
zik =[−d2∆+ I]
−1
[
zik + zik
(
−d+
uik
(1 + uik)(ρik + βzik)
)]
,
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as k → ∞, we see that (u˜(x), z˜(x)) is a positive solution of system (3.4) for ρ = 0.
This completes the proof.
Now, based on the above two lemmas, we establish the results concerning with the
nonexistence of nonconstant steady states for large c. We first consider the case that
α and β satisfy Eq. (3.5) (case I).
Theorem 3.6. Assume that
α > 1 and 0 < β <
4α
(α + 1)2
.
Then there exists a positive constant c∗ = c∗(d1, d2, α, β, d,Ω) such that, for c > c∗,
system (1.8) has a unique constant positive steady state and no nonconstant positive
steady states.
Proof. We argue indirectly and assume that there exists {ci}
∞
i=1 such that limi→∞ ci =
∞, and system (1.8) has a nonconstant positive steady state (ui(x), vi(x)) for any
c = ci. Then, owing to Lemma 3.4, there exists a subsequence {ik}
∞
k=1 such that
(cikuik(x), vik(x)) → (w˜(x), v˜(x)) in C
2(Ω) as k →∞, where (w˜(x), v˜(x)) is a positive
solution of system (3.3) for ρ = 0.
For ρ = 0, system (3.3) has a unique constant positive steady state
(wˆ, vˆ) =
(
d
1− β
,
1
1− β
)
.
Set
G(w, v) :=
∫
Ω
{
w − wˆ
w
[
d1∆w + w
(
1−
v
1 + βv
)]}
dx
+
∫
Ω
{
φ2(v)− φ2(vˆ)
φ2(v)
[d2∆v + φ2(v) (−d − dβv + w)]
}
dx,
where φ2(v) is defined as in Eq. (2.10). Through a direct calculation, we see that if
(w, v) satisfies system (3.3) for ρ = 0, then
G(w, v) =− d1wˆ
∫
Ω
|∇w|2
w2
dx− d2φ2(vˆ)
∫
Ω
φ′2(v)
[φ2(v)]2
|∇v|2dx
−dβ
∫
Ω
(v − vˆ)2
(1 + βv)(1 + βvˆ)
dx.
(3.23)
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Then, (w˜(x), v˜(x)) ≡ (wˆ, vˆ), and consequently,
(cikuik(x), vik(x))→ (wˆ, vˆ) in C
2(Ω),
as k →∞.
By the careful calculation, we can see that all the eigenvalues of (wˆ, vˆ) are negative
for the corresponding parabolic equation of system (3.3) when ρ = 0. Then, taking
advantage of the implicit theorem, there exists ρ0 > 0 such that, for ρ < ρ0, system
(3.3) has a unique solution in the neighborhood of (wˆ, vˆ) in C1(Ω), and this solution is
constant and locally asymptotically stable for the corresponding parabolic equation. It
follows that (uik(x), vik(x)) is constant for sufficiently large k, which is a contradiction.
The proof is complete.
Then, we consider the case that α and β satisfy Eq. (3.6) (case II).
Theorem 3.7. Assume that
α > 1,
4α
(α + 1)2
< β < 1 and d1 > 1/µ1,
where µ1 is defined as in Eq. (1.9). Then there exists a positive constant c∗ =
c∗(d1, d2, α, β, d,Ω) such that, for c > c∗, system (1.8) has three constant positive steady
states and no nonconstant positive steady states.
Proof. Suppose on the contrary that there exists {ci}
∞
i=1 such that limi→∞ ci =∞, and
system (1.8) has a nonconstant positive steady state (ui(x), vi(x)) for any c = ci. By
the arguments similar to [9], we first show that there exists a subsequence {ik}
∞
k=1 such
that
Case 1: uik(x)→ 0 in C
1(Ω) or
Case 2: uik(x)→ u˜(x) in C
1(Ω), where u˜(x) > 0 for x ∈ Ω,
as k →∞. Denote
fi(x) = 1− ui(x)−
vi(x)
(1 + αui(x))(1 + βvi(x))
.
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Since supx∈Ω ui ≤ 1 for all i ≥ 1, we have ‖fi(x)‖∞ ≤ 2 + 1/β for all i ≥ 1. It follows
from the Lp theory that {ui} is bounded in W
2,p(Ω) for any p > N . Consequently, by
the embedding theorem, {ui} is precompact in C
1(Ω). Then, there exists a subsequence
{ik}
∞
k=1 such that uik(x) → u˜(x) in C
1(Ω) and fik(x) → f(x) weakly in L
2(Ω) as
k → ∞. We note that ‖f(x)‖∞ ≤ 2 + 1/β since each fi has this property. Therefore,
u˜ is a weak solution of the following equation


−d1∆u = f(x)u, x ∈ Ω,
∂νu = 0, x ∈ ∂Ω.
(3.24)
Noticing that f(x) ∈ L∞(Ω), we have u˜(x) ≡ 0 or u˜(x) > 0 for x ∈ Ω. Then the
following discussion is divided into two case.
Case 1: uik(x) → 0 in C
1(Ω) as k → ∞. We denote uik by ui for convenience. It
follows from Lemma 3.4 that there exists a subsequence {in}
∞
n=1 such that
(cinuin(x), vin(x))→ (w˜(x), v˜(x))
in C2(Ω) as n→∞, where (w˜(x), v˜(x)) is a positive solution of system (3.3) for ρ = 0.
By the arguments similar to Theorem 3.6, we see that (w˜(x), v˜(x)) ≡
(
d
1− β
,
1
1− β
)
,
and (cinuin(x), vin(x)) is constant for sufficiently large n, which is a contradiction.
Case 2: uik(x) → u˜(x) in C
1(Ω) as k → ∞, where u˜(x) > 0 for x ∈ Ω. We also
denote uik by ui for convenience. Due to Lemma 3.5, there exists a subsequence {in}
∞
n=1
such that (uin(x), vin(x)/cin)→ (u˜(x), z˜(x)) in C
2(Ω) as n→∞, where (u˜(x), z˜(x)) is
a positive solution of (3.4) for ρ = 0. Then, we consider the steady states of system
(3.4) for ρ = 0, which satisfy


−d1∆u = u (1− u)−
u
β(1 + αu)
, x ∈ Ω,
−d2∆z = −dz +
u
β(1 + αu)
, x ∈ Ω,
∂νu = ∂νz = 0, x ∈ ∂Ω.
(3.25)
Clearly, Eq. (3.25) has two constant positive steady states, denoted by (uˆ1, zˆ1) and
(uˆ2, zˆ2). Denote u =
1
|Ω|
∫
Ω
udx. Then, multiplying the first equation of (3.25) by
22
u− u, and integrating the result over Ω, we have
d1
∫
Ω
|∇(u− u)|2dx
=
∫
Ω
(u− u)
(
u (1− u)−
u
β(1 + αu)
− u (1− u) +
u
β(1 + αu)
)
dx
≤
∫
Ω
(u− u)2dx.
This, combined with the Poincare´ inequality, yields
d1µ1
∫
Ω
(u− u)2dx ≤ d1
∫
Ω
|∇(u− u)|2dx ≤
∫
Ω
(u− u)2dx.
Noticing that d1 > 1/µ, we have u(x) ≡ u, and hence u˜(x) ≡ uˆ1 or u˜(x) ≡ uˆ2, which
implies that (uin(x), vin(x)/cin) → (uˆ1, zˆ1) or (uˆ2, zˆ2) in C
2(Ω) as n → ∞. By the
careful calculation, we obtain that zero is not the eigenvalue of the linearized problem
for Eq. (3.25) with respect to (uˆi, zˆi) for i = 1, 2. By the implicit theorem, we see
that, for each i = 1, 2, there exists ρi > 0 such that system (3.4) has a unique positive
solution in the neighborhood of (uˆi, zˆi) in C
1(Ω) for ρ < ρi. Therefore, (uik(x), vik(x))
is constant for sufficiently large k, which is a contradiction.
At the end of this section, we show the nonexistence of nonconstant positive steady
states when diffusion rates d1 and d2 are large. This result will be used in the next
section, and the arguments are similar to [24, 34].
Theorem 3.8. There exists a positive constant d∗ = d∗(α, β, c, d,Ω) such that system
(3.1) has no nonconstant positive solutions for d1, d2 ≥ d∗.
Proof. Let (u, v) be a positive solution of system (3.1), and denote
u =
1
|Ω|
∫
Ω
udx, v =
1
|Ω|
∫
Ω
vdx.
By Lemma 3.3, we have 0 < u ≤ 1 for x ∈ Ω, which leads to 0 < u ≤ 1. Noticing
that c
∫
Ω
u(1− u)dx = d
∫
Ω
vdx, we have v ≤
c
d
. Then, multiplying the first equation
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of system (3.1) by u− u, and integrating the result over Ω, we have
d1
∫
Ω
|∇(u− u)|2dx
=
∫
Ω
(u− u)[u(1− u)− u(1− u)]dx
−
∫
Ω
(u− u)
[
uv
(1 + αu)(1 + βv)
−
u v
(1 + αu)(1 + βv)
]
dx
≤
∫
Ω
(u− u)2dx−
∫
Ω
u(u− u)(v − v)
(1 + αu)(1 + βv)(1 + βv)
dx+
∫
Ω
αu v(u− u)2
(1 + αu)(1 + αu)(1 + βv)
dx
≤
(
3
2
+
cα
d
)∫
Ω
(u− u)2dx+
1
2
∫
Ω
(v − v)2dx.
Similarly, multiplying the second equation of system (3.1) by v − v, and integrating
the result over Ω, we get
d2
∫
Ω
|∇(v − v)|2dx
=
∫
Ω
(v − v)
[
−dv + dv +
cuv
(1 + αu)(1 + βv)
−
cu v
(1 + αu)(1 + βv)
]
dx
≤
c
1 + α
∫
Ω
(v − v)2dx+
∫
Ω
cv(v − v)(u− u)
(1 + αu)(1 + βv)(1 + αu)
dx
≤
(
c
1 + α
+
c2
2d
)∫
Ω
(v − v)2dx+
c2
2d
∫
Ω
(u− u)2dx.
Denote
A =
3
2
+
cα
d
+
c2
2d
, and B =
c
1 + α
+
c2
2d
+
1
2
.
Then, due to the Poincare´ inequality, we have
d1
∫
Ω
|∇(u− u)|2dx+ d2
∫
Ω
|∇(v − v)|2dx
≤
A
µ1
∫
Ω
|∇(u− u)|2dx+
B
µ1
∫
Ω
|∇(v − v)|2dx.
(3.26)
Therefore, if min{d1, d2} >
1
µ1
max{A,B}, then
∇(u− u) = ∇(v − v) ≡ 0,
which implies that u and v are both constants.
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3.2 The existence
In this subsection, we shall use the Leray-Schauder degree theory to investigate the
existence of nonconstant positive solutions of system (3.1). Recall that we assume
α > 1 and β < 1 throughout the whole section. The arguments here are motivated
by [24, 25]. First we derive a priori upper and lower bounds for positive solutions of
system (3.1).
Lemma 3.9. Assume that c > d(1 + α). Let d1 ≤ d1 ≤ d1 and d2 ≥ d2, where d1, d1
and d2 are positive constants, and (u(x), v(x)) be a positive solution of system (3.1).
Then, there exist two positive constants C = C(d1, d1, d2, d, α, β, c) and C = C(β, c, d)
such that
C ≤ inf
x∈Ω
u(x) ≤ sup
x∈Ω
u(x) ≤ C, and C ≤ inf
x∈Ω
v(x) ≤ sup
x∈Ω
v(x) ≤ C,
for all d1 ∈ [d1, d1] and d2 ≥ d2.
Proof. By Lemma 3.3, we have 0 < u ≤ 1 for x ∈ Ω. Consequently, −d1∆u ≤ −dv +
c/β, and hence supx∈Ω v(x) ≤ c/dβ from Lemma 3.3. Let C(β, c, d) = max{1, c/dβ}.
Then we have
sup
x∈Ω
u(x), sup
x∈Ω
v(x) ≤ C, (3.27)
which leads to
1
d1
∥∥∥∥1− u− v(1 + αu)(1 + βv)
∥∥∥∥
∞
≤
2 + C
d1
for all d1 ∈ [d1, d1],
1
d2
∥∥∥∥−d + u(1 + αu)(1 + βv)
∥∥∥∥
∞
≤
d+ C
d2
for all d2 ≥ d2.
Then it follows from Lemma 3.2 that there exists a positive constant C1 such that
sup
x∈Ω
u(x) ≤ C1 inf
x∈Ω
u(x) and sup
x∈Ω
v(x) ≤ C1 inf
x∈Ω
v(x), (3.28)
for all d1 ∈ [d1, d1] and d2 ≥ d2. Now, we derive the lower bounds for u and v. In fact,
we claim that there exists a positive constant C(d1, d1, d2, d, α, β, c) such that
inf
x∈Ω
u(x), inf
x∈Ω
v(x) ≥ C,
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for all d1 ∈ [d1, d1] and d2 ≥ d2. If it is not true, then there exists a sequence
{(d
(i)
1 , d
(i)
2 )}
∞
i=1 such that the corresponding solution (ui(x), vi(x)) for d1 = d
(i)
1 and
d2 = d
(i)
2 satisfies
lim
i→∞
inf
x∈Ω
ui(x) = 0 or lim
i→∞
inf
x∈Ω
vi(x) = 0.
We first consider the case that limi→∞ infx∈Ω ui(x) = 0. By virtue of Eq. (3.28), we
have limi→∞ ui(x) = 0 in C(Ω), which implies that
∫
Ω
vi
[
d−
cui
(1 + αui)(1 + βvi)
]
dx > 0 for sufficiently large i.
This is a contradiction. Then we consider the case that limi→∞ infx∈Ω vi(x) = 0. Again,
by Eq. (3.28), we have limi→∞ vi(x) = 0 in C(Ω). Due to the L
p theory and em-
bedding theorem, there exists a subsequence {ik}
∞
k=1 such that limk→∞ dik = d0 and
limk→∞ uik(x) = 1 in C
1(Ω). From the second Equation of (3.1), we get
∫
Ω
cuik
1 + αuik
dx ≤
∫
Ω
d(1 + vik)dx.
Taking the limit of the above equation as k →∞, we have
c
1 + α
≤ d, which contradicts
with c > d(1 + α). This completes the proof.
As in [24], Define
X = {u = (u, v) ∈ C1(Ω)× C1(Ω) : ∂νu = ∂νv = 0 on ∂Ω}.
As in Eq. (2.12), here we still use u instead of uT for simplicity. Then system (3.1) is
equivalent to 

−D∆u = G(u), x ∈ Ω,
∂νu = 0, x ∈ ∂Ω,
or
F (d1, d2,u) = u− (I −∆)
−1{D−1G(u) + u} = 0 on X, (3.29)
where D and G(u) are defined as in (2.13), (I −∆)−1 is the inverse of I −∆ with the
homogeneous Neumann boundary condition, and 0 = (u(x), v(x)) ≡ (0, 0) ∈ X. Let
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ui = (ui, vi) (i = 1, · · · , n) be solutions of system (3.1), where n = 1, 2 or 3 under
different conditions. As in [24], we also define
Hi(d1, d2, λ) := d1d2λ
2 + (dβφ2(vi)d1 − d2φ1(ui)ψ
′
1(ui))λ+Det Gu(ui),
where Gu(·) is defined as in Eq. (2.15), and φi (i = 1, 2) and ψ1 are defined in Eq.
(2.10). Actually,
Hi(d1, d2, µj) = Det Qj(ui),
where Det Qj(·) is defined as in Eq. (2.15). For any fixed d1, α, β, c, d, if d2 is
sufficiently large, then Hi(d1, d2, λ) = 0 has two real roots
λ−i (d1, d2) =
−P +
√
P 2 − 4d1d2Det Gu(ui)
2d1d2
,
λ+i (d1, d2) =
−P −
√
P 2 − 4d1d2Det Gu(ui)
2d1d2
,
where
P = dβφ2(vi)d1 − d2φ1(ui)ψ
′
1(ui).
Set
E = {µi : i ∈ N0},
Bi(d1, d2) = {λ ≥ 0 : λ
−
i (d1, d2) < λ < λ
+
i (d1, d2)}.
(3.30)
It follows from Lemma 5.2 of [24] that, if Hi(d1, d2, µj) 6= 0 for all j ∈ N0, then
index (F (d1, d2, ·),ui) = (−1)
γi , (3.31)
where
γi =


∑
µj∈Bi∩E
m(µj) Bi ∩ E 6= ∅,
0 Bi ∩ E = ∅,
(3.32)
m(µj) is the multiplicity of µj , and F (d1, d2, ·) is defined as in Eq. (3.29). Similar to
Section 3.1, the following discussion is also divided into two cases: case I and case II,
which are defined as in Eqs. (3.5) and (3.6). We first consider case II, and system (1.8)
may have three constant positive equilibria in this case.
27
Theorem 3.10. Assume that
α > 1,
4α
(α + 1)2
< β < 1 and c > C(u0),
where u0 is defined as in Lemma 2.2. Then the following two statements are true.
(i) System (3.1) has three constant positive solutions ui = (ui, vi) (i = 1, 2, 3) satis-
fying u1 < u2 <
α− 1
2α
< u3.
(ii) If φ1(u1)ψ
′
1(u1)/d1 ∈ (µp, µp+1) and φ1(u2)ψ
′
1(u2)/d1 ∈ (µq, µq+1) for some p ≥ 1
and q ≥ 1, where φ1 and ψ1 are defined as in Eq. (2.10), and
∑p
i=1m(µi) +∑q
i=1m(µi) is odd, then there exists a positive constant dˆ2 = dˆ2(d1, α, β, d, c) such
that system (3.1) has at least one nonconstant positive solution for any d > dˆ2.
Proof. Due to Lemma 2.2, Theorems 2.4 and 2.5, we see that system (3.1) has three
positive constant solutions ui = (ui, vi) (i = 1, 2, 3) satisfying u1 < u2 <
α− 1
2α
< u3,
and
Det Gu(u2) < 0, Det Gu(ui) > 0 for i = 1, 3,
ψ′1(u3) < 0, ψ
′
1(ui) > 0 for i = 1, 2.
Therefore,
lim
d2→∞
λ+i (d1, d2) = φ1(ui)ψ
′
1(ui)/d1 > 0, lim
d2→∞
λ−i (d1, d2) = 0, for i = 1, 2. (3.33)
Because φ1(u1)ψ
′
1(u1)/d1 ∈ (µp, µp+1) and φ1(u2)ψ
′
1(u2)/d1 ∈ (µq, µq+1), by virtue of
Eq. (3.33), we see that there exists dˆ2 = dˆ2(d1, α, β, d, c) such that, for all d2 > dˆ2,
0 < λ−1 (d1, d2) < µ1, µp < λ
+
1 (d1, d2) < µp+1,
λ−2 (d1, d2) < 0, µq < λ
+
2 (d1, d2) < µq+1.
(3.34)
It follows from Theorem 3.8 that there exists d∗(α, β, c, d,Ω) such that, for all d1, d2 >
d∗, system (3.1) has no nonconstant positive steady states. We choose d˜1 > d∗ satisfies
φ1(ui)ψ
′
1(ui)/d˜1 < µ1 for i = 1, 2,
and hence we can choose d˜2 > d∗ satisfies
0 < λ−1 (d˜1, d˜2) < λ
+
1 (d˜1, d˜2) < µ1, λ
−
2 (d˜1, d˜2) < 0 < λ
+
2 (d˜1, d˜2) < µ1. (3.35)
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Then we claim that system (3.1) has at least one nonconstant positive steady states
for all d2 > dˆ2. If this is not true, then there exists d2 > dˆ2 such that system (3.1) has
no nonconstant positive steady states. As in Theorem 5.7 of [24], we also define
D(t) =

 td1 + (1− t)d˜1 0
0 td2 + (1− t)d˜2

 , t ∈ [0, 1], (3.36)
and
Φ(u, t) = u− (I −∆)−1{D−1(t)G(u) + u} = 0 on X. (3.37)
Then,
Φ(u, 1) = F (d1, d2,u) and Φ(u, 0) = F (d˜1, d˜2,u).
By virtue of Eqs. (3.34) and (3.35), we have
index(Φ(·, 1),u1) = index(F (d1, d2, ·),u1) = (−1)
∑p
i=1m(µi),
index(Φ(·, 1),u2) = index(F (d1, d2, ·),u2) = (−1)
∑q
i=1m(µi)+1,
index(Φ(·, 0),u1) = index(F (d˜1, d˜2, ·),u1) = 1,
index(Φ(·, 0),u2) = index(F (d˜1, d˜2, ·),u2) = −1.
(3.38)
Moreover, noticing that Det Gu(u3) > 0 and ψ
′
1(u3) < 0, we have Hi(d1, d2, λ) > 0 for
all λ ≥ 0 and d1, d2 > 0, which leads to
index(Φ(·, 1),u3) = index(F (d1, d2, ·),u3) = 1,
index(Φ(·, 0),u3) = index(F (d˜1, d˜2, ·),u3) = 1.
(3.39)
It follows from Theorem 3.9 that there exist two positive constants C and C such that,
for all 0 ≤ t ≤ 1, the positive solution (u(x), v(x)) of system (3.9) satisfies
1
2C
< u(x), v(x) < 2C.
Here C and C are independent of d2, and depend on d1, d˜1, d˜2, dˆ2, α, β, d and c. Define
M = {u = (u, v) ∈ X :
1
2C
< u(x), v(x) < 2C}.
Then Φ(u, t) 6= 0 for all u ∈ ∂M and t ∈ [0, 1], and by the Leray-Schauder degree
theory, we have
deg(Φ(·, 0),M, 0) = deg(Φ(·, 1),M, 0).
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Then, taking advantage of Eqs. (3.38) and (3.39), we obtain that
deg(Φ(·, 1),M, 0)
=index(Φ(·, 1),u1) + index(Φ(·, 1),u2) + index(Φ(·, 1),u3)
=(−1)
∑p
i=1m(µi) + (−1)
∑q
i=1m(µi)+1 + 1 = 3 or − 1,
deg(Φ(·, 0),M, 0)
=index(Φ(·, 0),u1) + index(Φ(·, 0),u2) + index(Φ(·, 0),u3) = 1,
which is a contradiction. This completes the proof.
Similarly, we can derive the following three results for case I. Here we omit the
proof.
Theorem 3.11. Assume that
α > 1, γ(α) < β <
4α
(α + 1)2
, and c > C(u2),
where γ(α) and u2 are defined as in Lemma 2.2. Then the following two statements
are true.
(i) System (3.1) has a unique constant positive solution u1 = (u1, v1) satisfying
u1 <
α− 1
2α
.
(ii) If φ1(u1)ψ
′
1(u1)/d1 ∈ (µp, µp+1) for some p ≥ 1, where φ1 and ψ1 are defined
as in Eq. (2.10), and
∑p
i=1m(µi) is odd, then there exists a positive constant
dˆ2 = dˆ2(d1, α, β, d, c) such that system (3.1) has at least one nonconstant positive
solution for any d > dˆ2.
Theorem 3.12. Assume that
α > 1, γ(α) < β <
4α
(α+ 1)2
, and max
{
C(u1), C
(
α− 1
2α
)}
< c < C(u2),
where γ(α), u1 and u2 are defined as in Lemma 2.2. Then the following two statements
are true.
(i) System (3.1) has three positive constant solutions ui = (ui, vi) (i = 1, 2, 3) satis-
fying u1 < u2 < u3 <
α− 1
2α
.
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(ii) If
φ1(u1)ψ
′
1(u1)/d1 ∈ (µp, µp+1),
φ1(u2)ψ
′
1(u2)/d1 ∈ (µq, µq+1),
φ1(u3)ψ
′
1(u3)/d1 ∈ (µr, µr+1),
for some p ≥ 1, q ≥ 1 and r ≥ 1, where φ1 and ψ1 are defined as in Eq. (2.10),
and
p∑
i=1
m(µi) +
q∑
i=1
m(µi) +
r∑
i=1
m(µi)
is odd, then there exists a positive constant dˆ2 = dˆ2(d1, α, β, d, c) such that system
(3.1) has at least one nonconstant positive solution for any d > dˆ2.
Theorem 3.13. Assume that
α > 1, β < γ(α), and c > C
(
α− 1
2α
)
,
where γ(α) are defined as in Lemma 2.2. Then the following two statements are true.
(i) System (3.1) has a unique constant solution u1 = (u1, v1) satisfying u1 <
α− 1
2α
.
(ii) If φ1(u1)ψ
′
1(u1)/d1 ∈ (µp, µp+1) for some p ≥ 1, where φ1 and ψ1 are defined
as in Eq. (2.10), and
∑p
i=1m(µi) is odd, then there exists a positive constant
dˆ2 = dˆ2(d1, α, β, d, c) such that system (3.1) has at least one nonconstant positive
solution for any d > dˆ2.
4 Conclusions
This paper mainly deals with the effects of the predator inference β and conversion
rate of the predator c on a diffusive predator-prey model. we see that if the conversion
rate is small, or the predator inference is strong, then the dynamics of system (1.8)
is simple, and all the solutions, regardless of the initial dates, converge to a constant
steady state as time goes to infinity. However, if the predator inference is neither strong
nor weak, then system (1.8) may have multiple constant positive equilibria and hence
31
the dynamics is complex. We also find that there exist no nonconstant positive steady
states when the conversion rate of the predator is large, and nonconstant positive
steady states emerge when the diffusion rate of the predator is large.
We also remark that the results and methods used here cannot only be applied to
CM functional response, but also for other functional responses with predator inter-
ference. For example, we can similarly obtain that, the following predator-prey model
with BD functional response,


∂u
∂t
− d1∆u = ru
(
1−
u
k
)
−
buv
1 + αu+ βv
, x ∈ Ω, t > 0,
∂v
∂t
− d2∆v = −dv +
cuv
1 + αu+ βv
, x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
(4.1)
has no nonconstant positive steady states when the conversion rate of the predator is
large.
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