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Abstract
In this thesis, we explore two aspects of modern theoretical physics: scattering
amplitudes in gravitational theories and entanglement entropy & complexity in
quantum field theory.
In part one, we utilise modern scattering amplitude techniques to efficiently
calculate the deflection angle of both light and gravity due to the presence of
a massive body. We find this to be in complete agreement with the prediction
by General relativity. We then construct the scattering amplitudes of massive
gravitons to probe the so-called van Dam-Veltman-Zakharov (vDVZ) discontinuity
in a purely on-shell manner, which we again find to be in agreement with the usual
result. Additionally, we provide a clear physical picture as to the source of the
discontinuity that is often obscured by the usual formulation.
In part two, we compare three different measures of complexity for a free bosonic
QFT: circuit complexity, Fubini-Study complexity, and complexity from the
covariance matrix. We show that circuit complexity is the most sensitive of the
three, being the only measure able to distinguish between particular physically
distinct time-evolved states.
Finally, we compute the entanglement entropy, entanglement spectrum, and
complexity for various phases of a topological insulator (described in this case
by the Su-Schrieffer-Heeger (SSH) model), showing which physical features of the
system each quantity captures as it transitions between conformal, topological
and massive phases. We show that under certain circumstances, the complexity
saturates later than the entanglement entropy, which contradicts the expectation
from back hole interiors and AdS/CFT.
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Introduction
“It may seem difficult at first, but everything is difficult at first.”
– Miyamoto Musashi, The Book of Five Rings
In this thesis, we will explore two apparently distinct areas of contemporary
physics: scattering amplitudes and quantum complexity. Both of these can be
defined in the context of quantum mechanics and quantum field theory, and there
is tantalising circumstantial evidence that both may ultimately be essential to our
understanding of quantum gravity.
Quantum field theory can be thought of as a natural consequence of the
composition of three elements: quantum mechanics, Lorentz invariance and the
cluster decomposition theorem [7]. Roughly speaking, the cluster decomposition
theorem demands that the S-matrix is local, meaning that it doesn’t depend
on information about distant regions of the universe1. It seems natural then to
formulate theories using local Lagrangians, which ensures that locality is manifest
every step of the way. However, this is not a priori a requirement, and in fact
discards the possibility that locality may be emergent and not fundamental.
Relaxing the requirement that locality is manifest at every step has lead to some
impressive advances for both scattering amplitudes and (holographic) complexity,
which in turn has resulted a flurry of intense activity in both fields over the last
few years.
Throwing classical intuition out of a non-local window has some surprising benefits,
allowing both scattering amplitudes, entanglement entropy and complexity to be
described geometrically, revealing a deep structure that was previously obscured.
It is precisely this structure that we shall exploit in this thesis, using it to calculate
interesting quantities in both gravitational and quantum field theories.
1Entanglement is allowed under the cluster decomposition theorem, since it can’t affect the
probabilities of measuring any particular outcome, i.e. the scattering amplitudes
Part I
Scattering Amplitudes
II
Introduction to Part I
“On Mondays, Wednesdays, and Fridays we use the wave theory; on
Tuesdays, Thursdays, and Saturdays we think in streams of flying energy
quanta or corpuscles.”
– William Henry Bragg; quoted in Dictionary of Scientific Quotations
Quantum field theory (QFT) seeks to provide a qualitative explanation of
fundamental physics by describing the world as a set of interacting fields. However,
what we can actually measure are particles, which as any field theorist will tell you
are nothing more than the excitations of some particular quantised classical field.
We distinguish these fields via Wigner’s classification [8, 9], which tells us that
quantum fields are classified according to their spin (and additionally their mass),
conveniently deducible from irreducible representations of the Poincaré group. It
is this feature of quantum field theory that has led to something of a revolution in
the calculation of scattering amplitudes over the last two decades.
The traditional Feynman diagram approach to computing amplitudes from a path
integral makes the intuitive notions of locality and unitarity manifest at each step
of a calculation. This comes at a hefty price, however, in the form of both gauge and
field redefinition redundancies. These redundancies have historically been useful
tools in their own right, but from a computational perspective, they introduce a
lot of unwelcome complexity that the final answer typically does not share [10–13].
Additionally, choosing these specific quantities to be manifest often leads to the
obfuscation of interesting symmetries that may exist, and indeed many have since
been discovered or conjectured [14–17].
The modern scattering amplitude program, initiated by an observation made by
Parke and Taylor in the 1980s [10], favours a different approach to computing
amplitudes by demanding that locality and unitarity are manifest in the final
result, but not necessarily at every intermediate step. One key goal of the
program is to construct amplitudes directly from physical principles without the
self-indulgent requirement of classical intuition.
The main philosophy is that the S-matrix should be constructible from an ansatz,
specifically one that can be fixed from physical principles alone. Rather than
4considering Feynman diagrams, we consider pure functions of the physical data
only and demand that they satisfy the physical requirements: locality, in the
form of poles that come from local interactions (i.e. from propagators and none
from, say, delta functions [7]) and unitarity in the form of factorization around
those poles. Combining these requirements with the standard tools of dimensional
analysis and Lorentz invariance, we will see that we can get a very long way
indeed.
III
Amplitudes Review
“Nobody ever reads a paper in which someone has done an experiment
involving photons with a footnote that says ’this experiment was done
using the Coulomb gauge’.”
– Sidney Coleman
3.0.1 What are scattering amplitudes?
Scattering amplitudes are the main quantity of interest in perturbative Quantum
Field Theory (QFT). In its initial formulation, the scattering amplitude was simply
the answer to a particular question: given some interaction (a “scattering event”),
what is the probability of a certain outcome? However, it has since been realised
that scattering amplitudes themselves contain a much richer structure, and may
well be able to answer a lot more than the question that brought them into being.
Before surveying the landscape and diving head-first into the jargon of scattering
amplitudes in QFT, lets take a moment to look at classical scattering.
3.0.2 Classical scattering
We will consider an idealised scattering experiment, where we have some precise
beam of particles with known momentum ~p fired into a potential V (r) localized
around a scattering centre S. The particles originate at asymptotic infinity (~r →
−∞) and are later measured at asymptotic infinity (~r → +∞). The particles
scatter off at some angle θ, with the distance b known as the impact parameter ,
the distance from the scattering centre to the path the incident beam would have
taken if it were not for the potential. The scattering angle θ depends on the impact
parameter and can be determined by noting that the number of particles scattered
per unit time through θ + dθ is equal to the number of incident particles through
b+ db (see fig. 3.1).
6Figure 3.1: Classical Scattering
Let’s consider an incident flux of particles j, through an imaginary surface of area
pib2, all eventually scattered off a target into the solid angle Ω. The detector on
the other side of the target registers N particle detections per unit time at some
solid angle Ω. Infinitesimally, we find
NdΩ = 2piN sin θdθ = 2pijbdb, (3.0.1)
which is to say we have assumed that the number of particles scattered per unit
time through θ and θ+dθ is equal to the number of incident particles per unit time
through b and b+ db. This allows us to define the differential cross section
dσ
dΩ
≡ N
j
=
b
sin θ
∣∣∣∣dbdθ
∣∣∣∣ . (3.0.2)
The differential cross section is a ratio between the area dσ that the particle
passes through on its way to the target, and the angle dΩ that it passes through
afterwards. For this reason, it has units of area.
Knowing the differential cross section allows you to calculate scattering angles, i.e.
the likely angle that a particular projectile might have scattered from a potential
V (r). Typically, you will derive a formula relating the scattering angle θ and the
impact parameter b, both measurable quantities.
We won’t delve into classical scattering any more here, since it’s not too relevant
for what’s coming next, but we will keep the idea in mind for future sections.
3.0.3 Scattering Amplitudes
In quantum mechanics, we will consider plane waves scattering off some target in
exactly the same way as we did in fig. 3.1. However, we now have to deal with
7probabilities, since that’s the only relevant information we can obtain from some
given wave function.
Considering a plane wave scattering from a target, we can approximate the
outgoing wave as spherical. A plane wave traveling in the positive z direction has
wavefunction ψ(z) = Aeikz, where k =
√
2mE and A is the amplitude. Assuming a
simple potential that is proportional to 1/r, the outgoing spherical wave must fall
off in the same manner, meaning that if we include our scattering object in the
system, we have a wavefunction of the form
ψ(r, θ, φ) = A
(
eikz + f(θ, φ)
eikr
r
)
, (3.0.3)
where f(θ, φ) is the scattering amplitude.
It should be clear from this expression that if there is no scattering, then f(θ, φ) = 0
and the plane wave continues on its original trajectory. Any non-trivial scattering
is then completely encapsulated by the function f(θ, φ).
Consider plane waves travelling in the +z direction at a speed v, towards a target.
The probability that they will pass through an area dσ in time dt is given by
dPin = |ψplane|2dV = |A|2v dt dσ. (3.0.4)
Similarly, the probability of finding it having scattered at an angle θ, i.e. in an
area v dtr2 dΩ is given by
dPout = |ψspherical|2dV = |Af |
2
r2
v dtr2 dΩ. (3.0.5)
Making the assumption that the probabilities for each event are the same, i.e.
dPin = dPout, then we find that
dσ
dΩ
= |f(θ, φ)|2, (3.0.6)
meaning the scattering amplitude is nothing but the square root of the differential
cross section. Scattering amplitudes are exactly what we can compute in quantum
field theories and it is something that can be reliably measured by experiment.
3.0.4 Asymptotic States and The S Matrix
Consider a scattering event between two particles, in a theory with arbitrarily
complicated interactions. After an interaction takes place, we know that each
8particle will eventually behave like a free particle, assuming that the potential of
each particle falls off quickly as we approach infinity, i.e. V (r)→ 0 as r →∞.
If we only care about the interaction (and not what happened before or afterwards),
we might as well take r = ∞, which is to say that the particles originated at
past infinity and evolved to future infinity with some complicated interaction in
between. When we say infinity here, we really mean the boundary of 4D Minkowski
space1, best imagined via the Penrose diagram given in figure 3.2.
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Figure 3.2: Penrose Diagram for Minkowski Spacetime
States that live at this boundary are called asymptotic states, and we say that
initial states live in the infinite past at I− while final states live in the infinite
future at I+. Our particle emitters and detectors therefore live on I− and I+
respectively, and particle experimenters only ever have to deal with free theories.
In a QFT, multi-particle states are created out of the vacuum via the creation
operator a†~P1(t), which creates a particle with momentum
~P1 at a time t. An n
1That said, we can define analogues of the S matrix and asymptotic states for other (often
asymptotically flat) spacetimes.
9particle state is given by
|P1, P2, ..., Pn〉 = a†P1a
†
P1
...a†Pn |0〉 . (3.0.7)
We can then define asymptotic states that live on I± as
|±;P1, P2, ..., Pn〉 = a†P1(±∞)a
†
P1
(±∞)...a†Pn(±∞) |0〉 , (3.0.8)
and choosing − is an in free state and + an out free state.
Since we are only considering a free theory, we can use what we know about free
theories: they evolve via the unitary time evolution operator U = eiHt. When we
evaluate this operator in the limit of t = ±∞, we give it a new name – the S
matrix (S for scattering), defined as
Sfi ≡ 〈ψf |ψi〉free free = limti→−∞ limtf→+∞ 〈ψf |e
−iH(ti−tf )|ψi〉 (3.0.9)
= 〈ψf |S|ψi〉 . (3.0.10)
Formally, in flat space, the S-matrix is an operator that acts on irreducible unitary
representations of the Poincaré group, and if you know its elements, you know
everything about the scattering event. Most importantly, we say that the S matrix
maps asymptotic in states to asymptotic out states, schematically
|ψf 〉 = S |ψi〉 . (3.0.11)
In a quantum field theory, asymptotic states live in a Fock space F± defined on
I±.
The S matrix has some noteworthy properties, for example the vacuum states |0〉
and one particle states |ϕ〉 are invariant under the S matrix
S |0〉 = |0〉 , 〈ϕin|S|ϕin〉 = 〈ϕout|ϕin〉 = 〈ϕin|ϕin〉 = 1. (3.0.12)
Since the S matrix must also describe the case where nothing is scattered (S is
then a unit matrix), we normally define the transition matrix
Sfi = δfi + iTfi. (3.0.13)
The S matrix ought to be translation invariant, meaning we require that its
behaviour under translation operators is
〈ψf |S|ψi〉 = 〈ψf |e−ipf ·xSe−ipi·x|ψi〉 = e−i(pf−pi)·x 〈ψf |S|ψi〉 . (3.0.14)
10
This is only true if momentum conservation holds, therefore scattering amplitudes
A are defined as matrix elements of T with an overall momentum-conserving delta
function stripped out
〈ψf |S − δ|ψi〉 = i 〈ψf |T |ψi〉 = i(2pi)DδD(Pi − Pf )A(p1, ..., pm; q1, ..., qn), (3.0.15)
where the A represents the scattering amplitude for a m −→ n scattering event
and D is the dimension of spacetime.
It will be useful later on to know the mass-dimension of the scattering amplitude
A, so we shall derive it here.
One particle states are normalised as
〈p′, x′|p, x〉 = (2pi)D−12E × δ(D−1)(~p− ~p′)δxx′ , (3.0.16)
and from eq. 3.0.15 we note that
[AN ] = [Tfi]− [δ(D)(Pi − Pf )]. (3.0.17)
Given the normalisation in eq. 3.0.16, and the fact that [δ(J)(f)] = [f ]−J , we can
see that an N = n+m particle matrix must have dimension
[Tfi] =
N
2
(2−D), (3.0.18)
where [|p, x〉] = 2−D
2
. Then, we find that a scattering amplitude with N external
legs has mass dimension
[AN ] = N
2
(2−D) +D. (3.0.19)
In four dimensions, this is then
[AN ] = 4−N. (3.0.20)
3.0.5 Unitarity
Since we defined the S matrix as the limit of a unitary transformation, we should
of course expect it to be unitary. It turns out that the unitary nature of the S
matrix places interesting constraints on generic amplitudes.
Unitarity means that
1 = SS† = S†S =⇒ T − T † = iTT †. (3.0.21)
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Writing the transition operator in this way, we find that we can write
〈f |T − T †|i〉 = 〈f |T |i〉 − 〈f |T †|i〉 ≡ Tfi − T ∗if . (3.0.22)
We can insert a complete set of states, to find that
i 〈f |TT †|i〉 = i
∑
q
∫
dq 〈f |T |q〉 〈q|T †|i〉 ≡
∫
dqTfqT
∗
iq. (3.0.23)
We can use this relation along with the definition of a scattering amplitude to
derive a result known as the generalised optical theorem
Afi −A∗if = i
∫
dµAfµA∗iµ, (3.0.24)
where
∫
dµ ≡ (2pi)4∑µ ∫ dµδ4(∑ p) and the summation and integration is over all
final states, helicities and integrals over intermediate on-shell states.
This equation must be satisfied by any on-shell amplitudes in order for the theory
to be unitary and for probability conserved.
Taking i = f , we obtain the optical theorem
=(Aii) = 1
2
∫
dµ |Aiµ|2. (3.0.25)
This relates the imaginary part of the scattering amplitude to its square modulus,
meaning the imaginary part must be related to the cross section we discussed
earlier.
More importantly, it relates orders in perturbation theory: at order λ2 in the
coupling, we see that we must have at least some agreement between both loop
and square of tree level amplitudes, meaning that in principle we can determine
the imaginary part of loop amplitudes using trees. We can see this by expanding
T in the coupling constant
T = λT tree + λ2T 1-loop + λ3T 2-loop + · · · . (3.0.26)
Plugging this into eq. 3.0.21 and comparing orders of coupling constant, we see
that we must have
T tree = T tree†, − i(T 1-loop − T 1-loop†) = (T tree)2. (3.0.27)
An important consequence of this is that if second order trees exist so must second
order loops : a classical field theory without loops violates the optical theorem and
therefore violates unitarity.
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Within amplitudes, imaginary terms are found in the internal propagators. We
can write the imaginary part of the free massive scalar propagator as
=
(
1
p2 +m2 + i
)
=
1
2i
(
1
p2 +m2 + i
− 1
p2 +m2 − i
)
=
−
(p2 +m2)2 + 2
. (3.0.28)
This vanishes for  −→ 0, however not in the case of the propagator being on shell
where p2 = −m2. Integrating this equation wrt p implies that the imaginary part
must go like
=
(
1
p2 +m2 + i
)
= −piδ(p2 +m2). (3.0.29)
This is interesting because it says that the propagator is real unless it goes
on-shell. Additionally, this also means that the imaginary part of loop amplitudes
correspond to internal lines going on shell.
Using the same trick as before, we can see that the propagator in eq, 3.0.28 actually
decomposes into two distinct objects: one representing the positive energy flow and
one negative - essentially describing the propagation of a particle either from x to
y or from y to x. We can see this by writing the propagator in the form
DF (p) =
i
p2 +m2 + i
=
i
2Ep
(
1
p0 + Ep + i
− 1
p0 − Ep − i
)
. (3.0.30)
We only want to consider positive energy contributions to the propagator, due to
an argument from causality (see [18] for an elegant derivation from the largest
time equation), and thus we find that we need to replace our propagator with
i
p2 +m2 + i
−→ 2piiθ(p0)δ(p2 +m2). (3.0.31)
As a direct result of unitarity, we can therefore replace an internal line with a delta
function (bring it on-shell), and split it into a product of tree amplitudes - these
are known as cut conditions or Cutkosky’s rule. In equation form, this is
2=
(
A1-loopfi
)
= −iDiscs
(
A1-loopfi
)
=
∫
dµ Atreefµ Atreeµi , (3.0.32)
and we define the discontinuity of a function as
Discs (F (s)) ≡ lim
−→0
[F (s± i)− F (s∓ i)] . (3.0.33)
By making the two above equal, we are assuming that Afi is positive and satisfies
the Schwarz reflection principle, meaning that the discontinuity is localized to the
imaginary piece of Afi only. The discontinuity of a function gives the value of the
discontinuity of F as the variable s crosses a branch cut located on the real axis, i.e.
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we move from one Riemann sheet to another and evaluate the function at points
nearby the cut on either side. Essentially, discontinuities can be thought of as
the residues of a given amplitude when integrating over two complex propagators
as they go on-shell on the complex plane. If there is no branch cut, or if F is
independent of s, then the DiscsF = 0. Discontinuities of this type occur exactly
when we put the propagator on-shell [19,20]. We will see later on that this is very
useful for computing loop integrals.
3.0.6 Gauge Theories
We will now review the properties of gauge theories in order to introduce some
important concepts.
The Lagrangian for a Yang-Mills gauge theory is
L = −1
4
Tr (FµνF µν) , (3.0.34)
where F aµν = ∂µAaν − ∂νAaµ − ig[Aµ, Aν ]a and Aµ ≡ AaµT a.
Aµ is a matrix valued gauge field, with gauge group G = SU(N), meaning we have
N different colours in our theory. The indices µ, ν are spacetime indices, while the
index a labels the adjoint representation of SU(N), which has N2 − 1 generators,
thus a = 1, 2, ...N2 − 1.
We choose the generators of SU(N) to be normalised such that Tr
(
T aT b
)
= δab and
[T a, T b] = ifabcT c, where the trace is over the fundamental representation. Given
these two equations, we define the structure constants via
ifabc = Tr
(
[T a, T b]T c
)
, (3.0.35)
and in order to read off the Feynman rules, we are forced to choose and fix a gauge.
The path integral for our theory is
Z =
∫
DAaµ(x) exp
(
− i
4
∫
d4x Tr (FµνF µν)
)
, (3.0.36)
which is over all field configurations - including those related by gauge
transformations. As Sidney Coleman one said, no one has ever read a paper
with the footnote ’in this experiment we used the Feynman gauge’, so we had
better make sure our gauge redundancy is removed if we want sensible results - in
other words, we had better fix a gauge. The standard way to do this is via the
Fadeev-Popov method, meaning we add a term to the action to eat up the gauge
freedom to ensure our path integral does not over count field configurations.
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The gauge we will choose is the Gervais-Neveu gauge, which after adding the
gauge-fixing term Lagrangian, results in
LGF = Tr
(
−1
2
∂µAν∂µAν − i
√
2g∂µAνAνAµ +
1
4
g2AµAνAµAν
)
. (3.0.37)
This gauge choice is particularly useful for a number of reasons. Firstly, it
doesn’t introduce any unphysical degrees of freedom ("ghosts"), and secondly,
it greatly simplifies computing tree-level amplitudes. As an interesting aside, we
find that in this particular gauge the off-shell three-gluon vertex double copies to
the three-graviton vertex, meaning that we can write it as [21]
V
µ1ν1,µ2ν2,µ3ν3
graviton ∼ V µ1µ2µ3gluon V µ1µ2µ3gluon . (3.0.38)
Before actually writing down the Feynman rules of the theory, we will define some
conventions so that in what follows we can in some sense ignore contributions from
colour factors until after we have calculated an amplitude, by stripping away the
colour information by convention [22–24].
Ignoring any kinematic contributions, 3-vertices are proportional to the structure
constants
a
b
c ∝ fabc = Tr (T aT bT c)−Tr (T aT cT b) . (3.0.39)
For SU(N), there is a Jacobi relation of the form
[T a, [T b, T c]] + [T b, [T c, T a]] + [T c, [T a, T b]] = 0 (3.0.40)
Which then provides a relation for the structure constants2
fabef
ecd + fadef
ebc + facef
edb = 0, (3.0.41)
where the label e indicates the ‘internal’ colour that must be summed over.
We can now compile the products of traces into single traces, using the
completeness relation of SU(N). To derive this, we note that we can use the
generators T a, plus a unit matrix, as the basis for any hermitian matrix H, which
can then be written
H = αI + βaT
a, (3.0.42)
with α and βa constants to be determined. We then take the trace of H, using the
fact that Tr (T a) = 0, and then the trace of T aH,
Tr (H) = αN, Tr (T aH) = βa. (3.0.43)
2Note that we will rediscover this equation in a particularly elegant way later in section 4.1.2
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Plugging this in, we find
H lk = H
i
j
[
1
N
δji δ
l
k + (T
a)ji (T
a)lk
]
= δliδ
j
kH
i
j. (3.0.44)
Since this is valid for arbitrary H, we find the Fierz identity
(T a) ji (T
a) lk = δ
l
i δ
j
k −
1
N
δ ji δ
l
k , (3.0.45)
and the general definition of the trace
Tr (T a1T a2 · · ·T an) = (T a1)ij1(T a2)
j1
j2
(T a3)
j2
j3
· · · (T an)jn−1i . (3.0.46)
Taking the large N limit, we find3,
Tr (T a1T a2 · · ·T c)Tr (T cT b1T b2 · · · ) = Tr (T a1T a2 · · ·T b1T b2 · · · ) . (3.0.47)
As an example, consider the s channel 4-pt, which yields, eventually
fa1a2bf ba3a4 ∝ Tr ([T a1 , T a2 ]T b)Tr ([T a3 , T a4 ]T b) (3.0.48)
= Tr ([T a1 , T a2 ][T a3 , T a4 ]) +O( 1
N
), (3.0.49)
with the u, t channels found by permutation. For n objects inside any given single
trace, there can be only (n−1)! unique traces (the minus one coming from the fact
that the trace is cyclic). We can use this object as a basis, the so called colour
ordered basis. We do this be expressing the full amplitude in terms of partial
amplitudes multiplied by single trace colour factors. As an added bonus, all our
partial amplitudes will be gauge invariant.
This boils down to is the following equation
Afull,treen = gn−2
∑
perms σ
An[1σ(2...n)]Tr
(
T a1T σ(a2...T an)
)
, (3.0.50)
and An is the gauge invariant partial amplitude or colour ordered amplitude.
For example for a 4-gluon amplitude, this would read:
A4 = g2(A4[1234]Tr (T a1T a2T a3T a4) + perms of (234)). (3.0.51)
However, we said that the colour ordered basis has (n− 1)! elements, which seems
to be over-complete. This is indeed true, and in fact not all the elements are
unique, since the partial amplitudes An satisfy a number of relations
3The fact that single traces factorise is important for the consistency of tree level amplitudes,
however you might complain that it appears to be spoiled by the 1/N term in this case. It turns
out, however, that the 1/N piece always vanishes for tree level amplitudes in Yang-Mills, due to
a dual Ward identity or U(1) decoupling identity in eq. 3.0.52.
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· They are cyclic: An[12 · · ·n] = An[2 · · ·n1].
· They are reflection invariant (up to a sign)
An[12 · · ·n] = (−1)nAn[n · · · 21].
· They satisfy the U(1) decoupling identity
An[123 · · ·n] +An[213 · · ·n] +An[231 · · ·n] + · · ·+An[23 · · · 1n] = . (3.0.52)
· They only depend on kinematics
The first two properties follow directly from the properties of the trace.
To derive the U(1) decoupling identity, we decide to exchange one of the legs in
our amplitude for a photon (from U(1)) rather than a gluon. We do this because
the partial amplitudes for photons and gluons are the same, but their generators
are not. We also know that photons don’t couple to gluons, so by replacing just
one leg, we know that the total amplitude must equal zero.
Technically, this amounts to setting one of the generators (T a2 in our example) to
the identity I, to get
An = gn−2
∑
perms σ
An[1σ(2...n)] Tr
(
T a1T σ(a2...T an)
)∣∣∣
Ta2−→I
= 0. (3.0.53)
For example the 4pts
A4 = g2
[
A4[1234]Tr (T a1T a3T a4 + T a1T a4T a3) +A4[1324]Tr (T a1T a3T a4 + T a1T a4T a3) +
(3.0.54)
A4[1342]Tr (T a1T a3T a4 + T a1T a4T a3)
]
(3.0.55)
= g2Tr (T a1T a3T a4 + T a1T a4T a3) (A4[1234] +A4[1324] +A4[1342]) = 0. (3.0.56)
Having discussed the structure of pure Yang Mills amplitudes - at least at tree
level - lets see how to bootstrap4 them using modern techniques.
4The concept of bootstrapping refers to the idea that we can simply construct objects using
only physical symmetries and not by overly involved calculation.
IV
Modern Amplitude Techniques
“The most merciful thing in the world, I think, is the inability of the
human mind to correlate all its contents.”
– H. P. Lovecraft, The Call of Cthulhu
In this chapter we will introduce some modern techniques for calculating scattering
amplitudes, before moving
4.1 The Spinor Helicity Formalism
This section closely follows the treatment found in [25], [26] and [27], and which
we refer the interested reader for further details.
We begin in four spacetime dimensions with the familiar Lorentz group of rotations
and boosts, that can be mapped to the group of 2×2 matrices with complex entries
and unit determinant, prescribed by the relationship
SO(1, 3) ' SL(2,C). (4.1.1)
This innocuous observation allows us to decompose any Lorentz four vector, P µ,
into a bi-spinor, a 2× 2 matrix with two indices from SL(2,C), i.e.
P µ ∈ SO(1, 3) −→ Pab˙ = Pµ(σµ)ab˙ ∈ SL(2,C). (4.1.2)
This mapping is defined through the set of matrices (σµ)ab˙, which consists of the
identity 1ab˙ and the usual Pauli matrices of quantum mechanics,
(σµ)ab˙ = (1, σ
i)ab˙. (4.1.3)
Notice that since the Lorentz indices in (4.1.2) are summed over, we have effectively
traded one spacetime index for two matrix indices with the undotted index
corresponds to the row label and the dotted one to the column label. In this
language, the invariant square PµP µ of the vector P µ is given by the determinant
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of the bi-spinor Pab˙. For null vectors, this means that the 2× 2 matrix Pab˙ can be
written as the product of two-component spinors since,
det(Pab˙) = 0 ⇐⇒ Pab˙ = −λaλ˜b˙. (4.1.4)
These objects are complex columns known asWeyl spinors, and they will provide
the basic building blocks for what follows. They will obviously depend on the real
vector P µ, and have components:
λa =
√P 0 + P 3P 1 + iP 2√
P 0 + P 3
 , λ˜a˙ =
√P 0 + P 3P 1 − iP 2√
P 0 + P 3
 . (4.1.5)
Notice that for a real vector, these associated spinors are complex conjugates of
one another. This is no longer the case if the components of P µ are complex.
Instead of using Eq. (4.1.2), the mapping between Lorentz vectors and bi-spinors
may alternatively be defined through
P a˙b ≡ Pµ(σ¯µ)a˙b, (4.1.6)
where now
(σ¯µ)a˙b = (1,−σi)a˙b. (4.1.7)
Technically speaking, this furnishes another representation of the bi-spinors.
However, these two representations can be linked with the completely
antisymmetric Levi-Civita symbols ab and ab defined as 12 = −21 = 21 = −12 =
1, with all the other components zero. Specifically since,
(σ¯µ)a˙b = bca˙d˙(σµ)cd˙ . (4.1.8)
it follows that the bi-spinors Pab˙ and P a˙b are not independent quantities. Raising
and lowering spinor indices is also naturally defined for Weyl spinors so that, if
P a˙b = −λ˜a˙λb,
λa = abλ
b, λ˜a˙ = a˙b˙λ˜
b˙. (4.1.9)
4.1.1 Square and angle bra-ket notation
To circumvent a proliferation of unwieldy dotted and undotted indices, we will now
introduce a simple and intuitive modern notation for our two-component spinors.
Let’s consider the Lorentz 4-momentum pµ for definiteness sake and carry out the
split into Weyl spinors above. then associated to this vector, we will have the
spinors1
1We find the following mnemonics helpful: (bra)ket ↔ (anti-) spinor and (square) angle ↔
(positive) negative helicity.
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• λa = |p]a ≡ |p] A positive helicity spinor
• λ˜a˙ = |p〉a˙ ≡ |p〉 A negative helicity spinor
• λa = [p|a ≡ [p| A positive helicity anti-spinor
• λ˜a˙ = 〈p|a˙ ≡ 〈p| A negative helicity anti-spinor
All of the angle and square spinors commute with one another, and the operations
of raising and lowering indices defined in Eq. (4.1.9) now take the form,
[p|a = ab|p]b |p〉a˙ = a˙b˙ 〈p|b˙ . (4.1.10)
In words, the Levi-Civita symbol converts a spinor into an anti-spinor while
preserving its helicity. Moreover, for real momenta pµ, complex conjugation
changes spinors into anti-spinors and flips their helicities since, as can be checked
explicitly,
[p|a = (|p〉a˙)∗, 〈p|a˙ = (|p]a)∗. (4.1.11)
The four-momentum of some particle in our new notation is again the product of
two spinors of opposite helicity,
pab˙ = − |p]a 〈p|b˙ , pa˙b = − |p〉a˙ [p|b . (4.1.12)
Using the explicit expression for the momentum spinors, it is interesting to note
that acting on either of them with the original bispinor pab˙ gives us zero; for
instance,
pab˙ |p〉b˙ = pab˙b˙c˙ 〈p|c˙ (4.1.13)
=
√
2E
(
− sin2(θ/2) sin(θ/2) cos(θ/2) e−iϕ
sin(θ/2) cos(θ/2)eiϕ − cos2(θ/2)
)(
0 1
−1 0
)(
sin(θ/2)
− cos(θ/2) e−iϕ
)
(4.1.14)
=
(
− sin2(θ/2) cos(θ/2) e−iϕ + sin2(θ/2) cos(θ/2) e−iϕ
cos2(θ/2) sin(θ/2)− cos2(θ/2) sin(θ/2)
)
= 0. (4.1.15)
This is one form of the massless Weyl equation, which is the two-component
spinor equivalent of the massless Dirac equation. This equation is satisfied by all
the momentum spinors introduced above, and will be extremely useful in order to
deal with scattering amplitudes. To conclude this example, we will summarise the
form of the Weyl equation for the different momentum spinors,
pab˙ |p〉b˙ = 0, 〈p|a˙ pa˙b = 0, [p|apab˙ = 0, pa˙b[p|b = 0. (4.1.16)
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Continuing on with our discussion of the bra-ket notation, it is worth highlighting
several other relevant properties of spinors that are captured by this notation. The
first of these is the angle spinor bra-ket and square spinor bra-ket which, for two
lightlike vectors pµ and qµ, are defined as
〈pq〉 = 〈p|a˙ |q〉a˙ = −〈qp 〉 , [p q] = [p|a |q]a = −[q p] . (4.1.17)
The antisymmetry of the bra-kets follows from the Levi-Civita symbols that are
used to raise and lower spinor indices. For the same reason, all other combinations
of bra-kets e.g. 〈pq] vanish. These new spinor-helicity variables satisfy a
number of remarkable identities, many of which have been enumerated in detail
in, for example, appendix A of [25]. While we will not recount all of them here,
it will be useful for our purposes to elaborate on one or two. The first of these is
that two null vectors pµ and qµ satisfy
(p+ q)2 = 2p · q = 〈pq〉 [pq] . (4.1.18)
The second is the re-formulation of momentum conservation in spinor-helicity
variables. If all the external particles (corresponding to external lines in the
Feynman diagram) are massless, then starting from momentum conservation∑
i pi = 0 and multiplying both sides from the left and right with 〈q| and |k]
respectively gives
0 = 〈q|
n∑
i=1
pi|k]
=
n∑
i=1
〈q|pi|k]
=
n∑
i=1
〈q|a˙ pa˙bi |k]b
=
n∑
i=1
〈q|a˙ (− |pi〉a˙ [pi|b) |k]b
= −
n∑
i=1
〈qi〉 [ik]. (4.1.19)
In the last equality, we have introduced the shorthand notation which replaces
the internal momenta pi with i, so that pi = − |i〉 [i|. This notation will be used
frequently in what follows. Eq. (4.1.19) leads to a new definition of momentum
conservation, valid for any q and k,
n∑
i=1
〈qi〉 [ik] = 0. (4.1.20)
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The final quantity that requires introduction is the polarization vector, since
we are going to be dealing with massless particles that have spin. According to
Wigner, particles with spin s are represented by tensors with s Lorentz indices [8].
Wigner showed that if s > 0, each particle has 2s+ 1 degrees of freedom on shell:
we call these polarization states. Polarization states are described by vectors with
s indices, which you might think leads to D = 4 different polarizations, however
only three polarizations are independent.
For massless particles, requiring gauge invariance knocks out another, and we end
up with two polarizations in the end. What this boils down to is that massless
spin-1 particles have polarization vectors λµ have to satisfy
λi · Pi = 0, λi · λi = 0, λ∗i = −λi , λi · −λ
′
i = −δλλ
′ (4.1.21)
Where λi,µ ≡ (Pi, λ)µ and λ is the helicity of the particle.
Following the conventions laid out in [25], we find that a convenient choice of
polarization vectors is
+p,µ = −
〈q| γµ|p]√
2 〈qp〉 , 
−
p,µ = −
〈p| γµ|q]√
2[qp]
, (4.1.22)
respectively.
For massive spin-1 objects, there is one extra polarization - since including a
mass breaks gauge invariance. This additional polarization is a scalar mode,
corresponding to λ = 0. We will return to the case of massive polarization modes
later in this thesis.
Let’s unpack the massless case objects. The γ-matrices satisfy the
anticommutation relations {γµ, γν} = −2ηµν and can be realized in terms of the
Pauli matrices as
γµ =
(
0 (σµ)ab˙
(σ¯µ)
a˙b
0
)
. (4.1.23)
The polarization vector is a function of the momentum p and an arbitrary reference
momentum q, which is an auxiliary variable in that it does not correspond to any
physical quantity. Its presence reflects a gauge freedom in the formalism; we
are free to shift the polarization vectors by an arbitrary constant multiple of the
momentum p without changing the on-shell amplitude2, An. We can freely choose
q to be whatever we like, however it is often useful to make q equal to one of the
external momenta pi when actually trying to calculate amplitudes. It is important
2Technically, this is encoded in the Ward identity, pµAµn = 0.
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that the final form of the amplitude does not depend on this choice of momentum,
however. In practice, the choice does tend to matter and making clever choices
can often immensely simplify calculations.
At tree level (i.e. without quantum corrections), there are only two ingredients
that are needed in order to calculate anything we might want: 3-point amplitudes,
which represent interactions of three particles, and 2-point functions (Green’s
functions or propagators), which represent a single particle propagating between
two spacetime points.
To derive the n-point amplitudes that encode the scattering of n particles we would
need to start from the action of the theory and derive the Feynman rules. For
many theories like Einstein gravity, these often result in a hideous mess of many
terms and a plethora of indices, even though the on-shell final expression is often
ludicrously simple by comparison (for example, the 3pt vertex in general relativity
contains 171 terms, many of which cancel to give a beautifully simple result). The
origin of this complication is the requirement that locality and unitarity as manifest
as possible in the calculation (introducing the notion of virtual particles), the price
of which is often the introduction of unphysical (gauge) redundancies and the
obfuscation of often useful symmetries. An alternative and much simpler approach
is to use the symmetries of the problem, along with some physical principles, to
constrain the possible final answers without a virtual particle ever being seen. The
key demands that we will make of any well behaved amplitude is that the final
answer is local (no poles other than 1/p2), that it is Lorentz invariant and that it
has the correct mass dimensions. As we will see, these principles alone will take
us extremely far.
4.1.2 Little group scaling
The requirement that amplitudes be Lorentz invariant means that they ought to
come packaged as Lorentz scalars, typically functions only of the Mandelstam
invariants. In addition to this, amplitudes with spin also need to be entirely
covariant under the little group, a subgroup of some group that leaves a particular
state invariant. Specifically, if the group G acts on a space M in which m ∈ M is
some fixed element and H ⊂ G is a subgroup that acts on m leaving it invariant
then H is called a little group of G.
For our purposes, the group of interest will be the Poincaré group of spatial
rotations, boosts and spacetime translations in four dimensions. This group acts
on the space of 4-vectors xµ. If xµ is a timelike vector then the little group is the
SO(3) ' SU(2) subgroup of the Poincaré group in the 3-space orthogonal to xµ.
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On the other hand, if xµ is spacelike or null, the little group will be SO(2, 1) or
SO(2) ' U(1) respectively.
In introducing the spinor helicity formalism, we used the central notion of a null
vector being represented as a momentum bi-spinor, pab˙ = −|p]a 〈p|b˙. For real
momenta, if we take t to be a complex phase then it is clear that scaling the
individual spinors
|p〉 → t |p〉 , |p]→ t−1|p], (4.1.24)
keeps the momentum bi-spinor invariant. For complex momenta, any complex
number t will do as the little group scale factor. Physically, only external momenta
scale under the little group; vertices and internal lines do not.
Individual spinors have helicity h = ± 1
2
, and so they scale as t−2h under a little
group scaling. Additionally, spin 1 bosons also scale as t−2h (you can convince
yourself of this by scaling the polarisation vectors), meaning that under a little
group transformation, any amplitude transforms as
A[1, 2, 3...]
λi→tλi−→ t−2hiA[1, 2, 3...] (4.1.25)
Under any little group transformation of particle i.
Suppose we have two incoming massless particles with momenta p1 and p2
that interact to produce a single massless particle with momentum p3. To
state clearly the following argument we will briefly permit these momenta to
be complex (more details about complex extensions will be given in section
4.2.1). Energy-momentum conservation demands that p1 + p2 + p3 = 0, and that
(p1 + p2)
2 = p23 = 0. In spinor helicity notation, this means that 〈12〉 [12] = 0. Since
the momenta p1 and p2 are complex, the quantities 〈12〉 and [12] are independent.
Let’s suppose further that [12] is zero in order to make the product zero. In that
case, we must also have 〈12〉 [23] = 〈1| (p1 + p3) |3〉 = 0, so [23] = 0 and similarly for
[13]. We see then that all square brackets are vanish if even one of them is zero.
We could well have taken 〈12〉 = 0 instead, but we would have simply found the
same thing; all angle brackets vanish and our amplitude only depends on square
brackets.
In short, this means that 3-point functions of massless particles with complex
momenta can only depend on either angle brackets or square brackets, but not
both.
A corollary of this result is that 3-point amplitudes for massless particles with real
momenta must actually vanish on-shell in 4 dimensions. Indeed, Eq. 〈12〉 [12] = 0
implies that both 〈12〉 and [12] have to be identically zero, and something similar
can be shown to occur with the remaining brackets. That we have chosen complex
momenta to construct non-vanishing 3-point functions may seem daft at the
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moment, but it will become clear in the next section. Let us also mention that
there are, in principle, many ways to construct non-vanishing 3-point functions
by relaxing the on-shell constraints, i.e. instead of continuing the external
momenta from real to complex values, we could well consider relaxing momentum
conservation instead.
Now, here’s the kicker: all massless 3-particle amplitudes are completely fixed by
little group scaling. The reasoning is as simple as solving three algebraic equations
which can be found in [25]. We will content ourselves to quote the result. The
amplitudes for three massless particles with momenta and helicity (pi, hi) (for i =
1, 2, 3) are given by
A3(1
h12h23h3) = C
〈12〉
h3−h1−h2 〈13〉h2−h1−h3 〈23〉h1−h2−h3
[12]h1+h2−h3 [13]h1+h3−h2 [23]h2+h3−h1
(4.1.26)
Since we are now working with complex momenta, we had better ensure that when
making our momenta real our amplitude smoothly goes to zero. This means that
we had better be able to take 〈ij〉 −→  and [ij] −→  smoothly. We find that
A3(1
h12h23h3) = C
〈12〉
h3−h1−h2 〈13〉h2−h1−h3 〈23〉h1−h2−h3 −→ −(h1+h2+h3)
[12]h1+h2−h3 [13]h1+h3−h2 [23]h2+h3−h1 −→ h1+h2+h3
(4.1.27)
Which means we choose the angle brackets when h1 + h2 + h3 < 0 and the square
brackets otherwise.
The constants in the above expressions are usually fixed by expanding the
Lagrangian for the theory and identifying the coupling constants in the appropriate
interaction term. If we know the couplings, or rather if we know their dimensions,
then we can utilise an important fact about scattering amplitudes that we derived
in eq. 3.0.20, which restated in words is
An n-particle amplitude in d = 4 must have mass-dimension
4− n.
Surprisingly, this means that massless three point amplitudes are entirely fixed by
little group scaling and dimensional analysis, up to a constant C.
Coupling Constants
Given the rule above, we know that three point amplitudes mass have mass
dimension 1, which means that we can also determine the mass dimension of the
coupling C as well. However, the properties of the coupling is in turn determined
by other physical principles as well, and is a function of the choice of particles
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and their helicities. We will label the coupling Cabc, where a, c, b labels the particle
type. For example, integer spin-s particles have only four possible amplitudes
A3(1
−
a , 2
−
b , 3
+
c ) = Cabc
(
〈12〉3
〈23〉 〈31〉
)s
A3(1
+
a , 2
+
b , 3
−
c ) = Cabc
(
[12]3
[23][31]
)s
(4.1.28)
(4.1.29)
and
A3(1
−
a , 2
−
b , 3
−
c ) = Cabc (〈12〉 〈23〉 〈31〉)s , A3(1+a , 2+b , 3+c ) = Cabc ([12][23][31])s
(4.1.30)
Assuming that the coupling is real and that the first two amplitudes are related
by complex conjugation fixes the two couplings to be the same in each pair. We
also see immediately by dimensional analysis that [Cabc] = m1−|
∑
i
hi|, meaning a
minimal coupling of dimension 0 for spin-1 particles and −1 for spin-2.
If we take s = 1 for the moment, we see immediately that Cabc has to be
anti-symmetric in its indices, since the amplitude must be be equal under boson
exchange. Since the amplitude picks up a minus sign, the coupling had better
cancel it. It was shown in [28] that by considering the fact that four particle
amplitudes must factorise into three particle amplitudes on-shell, the coupling
constants must satisfy a Jacobi-relation∑
I
CabICIcd + CadICIcb + CacICIdb = 0 (4.1.31)
This means that interacting spin-1 particles must be described by not only
kinematical data, but by data coming from the adjoint representation of some
group: spin-1 particles must be described by a Yang-Mills theory.
For spin-2, the couplings need to be symmetric in all its indices since the amplitude
piece remains positive under boson exchange. By constructing the four-point
amplitudes in N = 1 supergravity, it is shown in [28] that all couplings between
spin-2 and spin ≥ 1 must be identical, a result that is very nearly the equivalence
principle, which we will return to later in this thesis.
4.1.3 Massive Particle Amplitudes
So far, we have discussed spinor representations of massless particles, but we can
also represent massive particles in a similar way. Before we delve into spinors, let’s
just think about regular massive momenta. For a particle with massive momentum
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P µ, where we now have P 2 = m2, we can decompose it into twomassless momentum
vectors via [29]
Pµ = kµ +
P 2
2q · kqµ , (4.1.32)
where P is a massive vector and k and q are lightlike vectors. While kµ is a unique
lightlike vector, qµ can be freely chosen provided q · k 6= 0 and q · P 6= 0. In effect,
this gives a representation of massive vectors as massless ones, which can then be
represented by spinors. Schematically we can write this as
Pmassive = λλ˜+ αηη˜ . (4.1.33)
It will prove more convenient, however, to follow the methods presented in [30].
In this formalism we would instead demand a decomposition
Pαα˙ = λ
I
αλ˜α˙I . (4.1.34)
Here I = 1, 2 is an SL(2) index that transforms under the SU(2) subgroup for real,
Lorentzian momenta as
λIα −→W IJλJα . (4.1.35)
Where the I, J indices are raised and lowered with IJ . In this new language, the
equivalent of the Dirac equation reads
Pαα˙λ
αI = −mλ˜Iα˙, Pαα˙λ˜α˙I = mλIα . (4.1.36)
Conversion between dotted and undotted indices can, if desired, be facilitated by
the operator
(Ji)
α
α˙ =
(Pi)
α
α˙
m
. (4.1.37)
Key to this formulation of the problem is Wigner’s “little group" that governs
the kinematics of particle scattering. For massless particles, the kinematical
on-shell constraints are trivialized through the introduction of little group-adapted
vaiables like spinor-helicity, twistor or momentum-twistor variables. This is turn
allows for one to side-step quantum fields and all their subtlties and work directly
with the concept of a particle. Since the little group for massive particles is
SU(2), amplitudes must be constructed by working with objects that transform
appropriately under SU(2). Specifically, these are symmetric tensors with 2S
indices, where S is the magnitude of the total spin of the particle. In what follows,
we will choose to express these amplutudes in a purely chiral basis, meaning that
the constructed objects are indexed by α1α2 · · ·α2S, using the operator we just
defined.
Summarising the results of [30], a general strategy for constructing 3-point
amplitudes is as follows:
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• For each massless leg, assign a helicity hi.
• For each massive leg of spin S, assign 2S spinor indices, α1α2 · · ·α2S
• Using physical variables with spinor indices (λα, Pαα˙ etc) and the conversion
operator defined above, construct a basis of SL(2)
• Write down every possible unique, maximally symmetric object with 2S
indices in the newly constructed basis to get the stripped amplitude
M{α1α2···α2S1},{β1β2···β2S2},{γ1γ2···γ2S3}
.
• Contract each massive leg i with 2S massive spinors λIi to find the final
amplitude, which should now be labelled with helicities h and SL(2) indices
I, J,K....
M I1I2...I2S,hi,hj ... = (λ1)
I1α1 · · · (λ1)I2S1α2S1 · · · (λ3)J1γ1 · · · (λ1)J2S3γ2S3
×M{α1α2···α2S1},{β1β2···β2S2},{γ1γ2···γ2S3}. (4.1.38)
In order to determine the amplitude for any one particular helicity configuration
then, we simply project it out by contracting this stripped amplitude with the
appropriate combination of chiral spinors and select the appropriate SL(2) indices.
This is essentially because the massive spinors can be expresses in a basis that is
aligned and anti-aligned with the direction of the spinor, i.e.
λI = λζ−I + ηζ+I , (4.1.39)
with ζ+I =
(
1
0
)
and ζ−I =
(
0
1
)
.
In this basis, the negative and positive helicity components are selected by I = 1
and I = 2 respectively.
For a massive particle with momentum Pk, we can choose the convention that
〈kηk〉 [kηk] = m2k and therefore that [kηk] = 〈kηk〉 = mk. For massless particles,
contractions of like spinors are zero, [ii] = 〈ii〉 = 0, but for massive particles (using
bold notation) this is no longer true
[kIkJ ] = 〈kIkJ〉 =

m I > J
−m I < J
0 I = J
(4.1.40)
We also note the useful identity 〈i|PkPk |j〉 = −〈j|PkPk |i〉 = m2k 〈ij〉, which can
easily be proved using the Schouten identity.
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4.1.4 High energy limit
In what follows, we will need to take the high energy limit of particular massive
amplitudes. Naively, it would seem like this should be implemented by sending
η −→ 0 in eq. 4.1.33. This is, however, too naive. In general such amplitudes
contain terms of the form 〈ηi〉
m
and so in the limit η,m −→ 0, are indeterminate. To
circumvent this, a more sensible alternative is presented in [30], where
|η〉 −→ m |η¯〉 , |η] −→ m|η¯] , (4.1.41)
and, should either case arise explicitly, 〈λη¯〉 and [λη¯] are set to unity, before taking
the m −→ 0 limit.
4.2 Recursion Relations
4.2.1 Complex shifts and poles
An arbitrary n-point scattering amplitude is a function of the (real) external
momenta of the interacting particles. Typically, amplitudes contain the following
momentum dependence in the denominator, coming from the propagators
representing virtual particles
1
P 2abc···
=
1
(pa + pb + pc + · · · )2 . (4.2.1)
Here a, b, c, ... are indices labelling different external momenta. In the cases we will
consider explicitly, only two momenta will enter in this kind of expressions, so for
simplicity we will just consider internal momenta of the form Pab (in any case there
is no difference in the following treatment, so this is just a notational issue).
The reason we focus our attention on this feature is that an amplitude containing
a dependence like Eq. (4.2.1) would become singular if we enforce the internal
momentum Pab of the corresponding virtual particle to be on-shell, namely P 2ab = 0.
In the standard approach to quantum field theory, virtual particles are off-shell;
putting the virtual particles on-shell would imply constraints on the external
particles. Let us consider an amplitude with propagator contribution q = P12,
which becomes on-shell only if p1 · p2 = 0, namely if the incoming and outgoing
photons are orthogonal. For other values of the angle between the two photons,
the momentum of the virtual particle cannot be on-shell.
However, there is a way to enforce the on-shell nature of the internal momentum
Pab, at the price of considering complex momenta. The complex extension of
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the momenta of the virtual particle is denoted by Pˆab in order to highlight the
difference with real momenta Pab. In order to be more explicit, let us also write
Pˆab = Pab+∆Pab, and demand that this quantity goes on-shell precisely due to this
complex extension. Due to the additional freedom associated with the introduction
of the complex piece ∆Pab, it is possible to do so without imposing constraints on
the real momenta of external particles, but rather by fixing the value of the complex
part of the internal momenta. In other words, ∆Pab is fixed in order to guarantee
that Pˆab is on-shell. Provided the scattering amplitudes are analytic functions, this
procedure turns the scattering amplitude into a meromorphic function - analytic
everywhere except at some isolated poles, namely the places in which the complex
momentum Pˆab goes on-shell. Even if this is hardly apparent at this point of the
discussion, as discussed below this permits us to exploit the powerful methods of
complex analysis in order to obtain n-point amplitudes in an efficient way.
There are in principle many ways of extending the real external momenta to
complex quantities. We will deal explicitly with complex extensions of the
momenta of two given particles, i and j, being pˆi and pˆj the corresponding complex
momenta. The particular complex extension described below is chosen so as to
guarantee certain properties: (i) conservation of all the external momenta, (ii) that
both pˆi and pˆj are null vectors, and (iii) that the complex poles associated with
propagators are simple poles. These are satisfied by the complex shift
pˆi = pi + zη, pˆj = pj − zη, (4.2.2)
where z ∈ C and the vector η has to satisfy certain conditions, namely η · pi =
η · pj = η2 = 0. Both conditions (i) and (ii) above guarantee that we can deal
with scattering amplitudes of the shifted momenta in the same way as scattering
amplitudes of real momenta; we will elaborate later in this section on the meaning
of (iii). Hence under this shift, we extend the amplitude An to a function Aˆn(z)
with non-trivial dependence on the complex variable z.
The simplest scenario is that in which both particles i and j are massless particles
(dealing with massive particles is explained in section 4.2.4). Then, we can write
both orthogonality conditions as
η · pi = 1
2
〈ηi〉 [ηi] = 0, η · pj = 1
2
〈ηj〉 [ηj] = 0. (4.2.3)
As two spinors are orthogonal if and only if they are proportional, there are two
solutions to the equations above. Fixing the arbitrary proportionality constants
to unity, one such solution to this system of equations is
|η] = |j], |η〉 = |i〉 . (4.2.4)
The only other solution is physically equivalent under the exchange of particles i
and j and multiplication of the complex variable z by a (−1) factor.
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Decomposing all the elements in Eq. (4.2.2) in terms of spinors, and using Eq.
(4.2.4), the complex shift above is given in spinor-helicity notation by
|ˆi] = |i] + z|j], |jˆ] = |j], |ˆi〉 = |i〉 , |jˆ〉 = |j〉 − z |i〉 . (4.2.5)
This is called a [i, j〉-shift. Note that for complex momenta, angle and square
brackets are no longer related by complex conjugation, but rather are independent
quantities. It is important to keep in mind this feature in order to properly
understand the equation above. Indeed, it is the complex nature of the extension
of external momenta which permits to write the shift (4.2.2) in such a simple way
in terms of spinor-helicity variables.
Now let us come back to the discussion about the shifted internal momenta Pˆab.
If we choose the particles a and b to be the particles i and j, from Eq. (4.2.2) is
easy to see that Pˆab = Pab and the internal momentum is not shifted. Hence let us
consider a = i and b 6= j. Then, using the equations above,
Pˆ 2ib = (pi + pb + zη)
2 = P 2ib + 2z Pib · η = 0. (4.2.6)
As stated above, it is now straightforward to see that we can choose the complex
part of the shifted momenta, or in other words the value of z, in order to ensure
the on-shell nature of Pˆib. This value is given by
zib ≡ z|Pˆ2
ib
=0 =
−P 2ib
2Pib · η . (4.2.7)
Most importantly, the shifted n-point amplitude Aˆn(z) obtained shifting the
momenta of particles i and j presents a simple pole at z = zib; namely, a singularity
that behaves as (z − zib)−1:
1
Pˆ 2ib
=
1
P 2ib + 2z Pib · η
=
1
2Pib · η
1
z − zib = −
zib
P 2ib
1
z − zib . (4.2.8)
The most relevant quantity associated to each pole of a given complex function
is its residue, which is the finite value obtained when removing the singularity of
the function by a suitable multiplicative factor. The residue of the complexified
n-point amplitude can be evaluated using the standard definition of the residue of
a simple pole:
Resz=zibAˆn(z) = limz→zib
(z − zib)Aˆn(z). (4.2.9)
The rules that permit the evaluation of the residue in a simple way will be discussed
in the next section.
In order to illustrate the relevance of poles for the evaluation of the physical n-point
amplitude An, let us consider the slightly modified complex function f(z) = Aˆn(z)/z
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instead of Aˆn(z). For general external momenta the other poles of the function, of
the form given in Eq. (4.2.7), are away from z = 0. Hence Aˆn(z)/z has a single
pole at z = 0, being the corresponding residue
Resz=0f(z) = lim
z→0
zf(z) = Aˆn(0) = An. (4.2.10)
This equation is not particularly useful by itself, as it just relates two different
quantities, the n- point amplitude An and its complex extension Aˆn(z), none of
which are known in advance, but will need to be obtained. However, as we discuss
in the next section, Cauchy’s residue theorem permit to combine Eqs. (4.2.9) and
(4.2.10) in a way which, together with the simple rules that permit to evaluate the
residue in Eq. (4.2.9), leads to a useful expression for An that can be applied in a
variety of situations.
4.2.2 The residue theorem and BCFW recursion
The poles of the complex function f(z) = Aˆn(z)/z described above can be related
using Cauchy’s residue theorem. This is one of the basics theorems in complex
analysis which applies to meromorphic functions, namely complex functions which
are differentiable (in the complex sense) everywhere but at its poles. Cauchy’s
residue theorem states that the integral of a complex function along a given closed
curve that does not meet any of its poles equals the residues enclosed by the curve,
up to a 2pii factor.
Let us consider a closed curve γ which encloses all the poles of the function f(z);
for instance, a circle with radius R →∞. Then Cauchy’s residue theorem implies
that
Bn =
1
2pii
∮
γ
dz f(z) = Resz=0
Aˆn(z)
z
+
∑
zib
Resz=zib
Aˆn(z)
z
, (4.2.11)
where we have defined the “boundary term" Bn as the integral over the curve γ
(the reason behind this notation will become clear in the next section).
What should now be obvious given our previous discussion is that the residue at
z = 0 yields back An, which now permits us to write the physical n-point amplitude
as
An = −
∑
zib
Resz=zib
Aˆn(z)
z
+Bn. (4.2.12)
Admittedly, this equation may not seem specially useful in its current version. A
first simplification stems from the fact that the boundary term vanishes in a large
number of situations if the particles i and j being shifted are adequately chosen.
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We will discuss this in the next section; for the moment, let us put Bn = 0 in the
previous equation.
Then the n-point amplitude An is determined entirely by the residues of Aˆn(z)/z at
the z = zib poles. The second simplification arises from the fact that each of these
residues can be written as a product of on-shell lower-point amplitudes evaluated
with complex momenta. In order to understand this feature, let us recall that the
residue for a given pole z = zib comes from a Feynman diagram with two particles i
and b 6= j on one side of the propagator. The momentum flowing in the propagator,
Pˆib = pˆi + pb, becomes on-shell at the pole z = zib. When the momentum flowing
in the propagator becomes on-shell, the amplitude represented by this complex
Feynman diagram factorizes, so that
Resz=zib
Aˆn(z)
z
= −iAL(zib) 1
P 2ib
AR(zib). (4.2.13)
Here AL(zib) is the on-shell amplitude for the particles i, b 6= j and the one in the
propagator, and AR(zib) the on-shell amplitude for the particle in the propagator
and the remaining particles in the n-point amplitude.
It is not our aim to prove this factorization property here, but we can illustrate
that it is reasonable using a fairly general example. Let us consider an n-particle
interaction mediated by a virtual fermion with spin 1/2, with arbitrary external
particles. Then any non-zero complex amplitude associated with a given shifted
Feynman diagram would have the structure
g(z) = −i〈Xˆ|Pˆib|Yˆ ]
Pˆ 2ib
. (4.2.14)
Here |Xˆ〉 and |Yˆ ] depend on the particular kinds of external particles being
considered (note that these spinors are shifted). Taking into account that the pole
in z = zib appears due to the denominator, due to Eq. (4.2.8), it is straightforward
to check that the residue of the quantity above divided by z is given by
Resz=zib
g(z)
z
=
i
P 2ib
〈Xˆ|Pˆib|Yˆ ] = −i〈XˆPˆib〉 1
P 2ib
[PˆibYˆ ]. (4.2.15)
In the last equation we have exploited the property that, when Pˆib is on-shell, it
can be written in terms of spinors as Pˆib = −|Pˆib〉[Pˆib| − |Pˆib]〈Pˆib|. But Eq. (4.2.15)
displays the structure of Eq. (4.2.13): 〈XˆPˆib〉 is the on-shell amplitude for the
particles to the left of the propagator and the spin-1/2 fermion, while [PˆibYˆ ] is the
corresponding quantity for the particles on the other side of the propagator. These
on-shell amplitudes necessarily involve less than n particles, and are evaluated in
the particular values of the complex momenta determined by the condition z = zib.
4.2 Recursion Relations 33
Remarkably, this factorization property holds in general. Hence we can write each
residue in the left-hand side of Eq. (4.2.12) as in Eq. (4.2.13), so that the An
amplitude is given by
An = i
∑
zib
∑
h
AL(zib)
1
P 2ib
AR(zib). (4.2.16)
This equation contains an additional sum over h, the index corresponding to the
helicity of the internal particle. In the example given above with an internal
spin-1/2 fermion this sum was implicit, through the use of the relation Pˆib =
−|Pˆib〉[Pˆib| − |Pˆib]〈Pˆib|, though one of the contributions were identically zero.
Eq. (4.2.16) condenses the content of the celebrated BCFW recursion relations
[31–33]. In general, this equation implies that a given n-point amplitude can be
written as a sum of products of lower-point amplitudes, where the sum has to
be taken on arrangements of external particles that guarantee that the internal
momenta are shifted, as well as on the helicity of internal particles. Knowing what
we do about little group scaling and 3-point kinematics, we can now break down
any complicated amplitude of n particles into products of 3-point amplitudes which
are themselves easily calculated.
As an example at this stage, lets consider the colour-ordered gluon 4-pt, with two
particles of negative helicity and two of positive. We will do an [1, 2〉 shift, meaning
we have
A4[1
−, 2−, 3+, 4+] =
∑
h=±
A3[1ˆ
−, Pˆ h, 4+, ]
1
P 2
A3[−Pˆ−h, 2ˆ−, 3+] (4.2.17)
= A3[1ˆ
−, Pˆ−, 4+, ]
1
P 2
A3[−Pˆ+, 2ˆ−, 3+] (4.2.18)
= C2
〈1Pˆ 〉3
〈Pˆ4〉 〈41〉
1
〈2ˆ3〉 [23]
[Pˆ3]3
[23][3P ]
(4.2.19)
After some algebra and simplifications, we find that this simplifies to
A4[1
−, 2−, 3+, 4+] = C2
〈12〉4
〈12〉 〈23〉 〈34〉 〈41〉 (4.2.20)
We will thoroughly illustrate this concept further in examples associated with
particular processes of astrophysical significance.
4.2.3 Showing shift-validity
The simplicity of the recursion relations in Eq. (4.2.16) above rests on the
assumption that the boundary term vanishes, Bn = 0. Using the definition of
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this quantity in Eq. (4.2.11), namely
Bn =
1
2pii
∮
γ
dz f(z), (4.2.21)
and considering a contour that goes to infinity, this is equivalent to lim|z|→∞ zf(z) =
0. In terms of the complex amplitude Aˆn(z), this condition translates into
lim
|z|→∞
Aˆ(z) = 0. (4.2.22)
Hence in order to ensure that usage of the recursion relations is justified, it is
necessary to ensure that the complex extension of the n-point amplitude that
we want to evaluate decays to zero in the limit of complex infinity. Not every
imaginable shift choosing arbitrary particles i and j would verify this constraint;
the combinations of shifted particles that satisfy this condition are known as “valid”
shifts.
There is no general rule to follow in order to show that a given shift is valid, but
different situations require different approaches. The general strategy is to show
that Eq. (4.2.22) is satisfied by looking for a bound on the leading behavior of Aˆ(z)
at complex infinity, namely |Aˆ(z)| ≤ k|z|−α for some real constant k and positive
real exponent α > 0.
The simplest bound that can be obtained follows from the behavior
of all individual Feynman diagrams that contribute to a given
amplitude. The evaluation of a given n-point amplitude using on-shell
recursion relations represents a more effective determination of all the
contributions to a given process coming from different Feynman diagrams.
However, at the end of the day the results of both evaluations have to be the
same. In particular, the leading behavior with z of complex n-point amplitude
Aˆ(z) has to be the same as the leading behavior of the sum of all individual
Feynman diagrams contributing to the complex amplitude. Hence an upper
bound to the asymptotic behavior of Aˆ(z) at complex infinity can be obtained
as the leading contribution from the dominant individual Feynman diagram at
large |z|. This is an upper bound due to the fact that when summing all the
contributions coming from the different Feynman diagrams, cancellations of the
apparent leading term in z can take place.
What makes this bound useful is that it is straightforward to compute. Feynman
diagrams are a product of different elements: external legs, interaction vertices,
and propagators. It is not difficult to obtain the leading behavior with z of each
of these elements, and then take their product in order to obtain the leading
behavior with z for a given Feynman diagram. For instance, let us consider an
[i, j〉-shift where the helicities of the shifted particles are (hi, hj) = (−1,+1). Due to
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Eq. (4.2.8), the internal propagator 1/Pˆ 2ib behaves as z−1. Individual polarization
vectors are given in Eq. (4.1.22) and, for the chosen shift, also lead to a z−1
dependence; for instance,
µ+(pˆj; q) = −
〈q| γµ|j]√
2 〈qjˆ〉 . (4.2.23)
Note that, for the same helicities of external particles, the alternative [j, i〉-shift
leads to a leading behavior linear in z instead. Hence it is important to choose
properly the shift in order to use this method to show its validity. Lastly, the
behavior of interaction vertices depends on the particular theory being considered.
With all these ingredients, it is possible to extract the leading behavior with
z of individual Feynman diagrams, hence obtaining a bound to the asymptotic
behavior of a given (complex) n-point amplitude Aˆn(z). This method works in
a large number of situations, provided a wise choice of shift is made. This will
be illustrated through the examples presented in the main body of the paper.
However, it may occur that this bound is not tight enough to show that at least
one shift for a given n-point amplitude is valid. In these situations, the only
systematic way to proceed is to consider shifts of more than two particles, which
may improve the leading behavior with z of individual Feynman diagrams [33,34].
If this does not work there is no general rule to apply, though it is customary
to refine the bounds coming from the leading behavior of individual Feynman
diagrams by checking for potential cancellations of the apparent leading terms in
z.
4.2.4 BCFW with massive particles
The BCFW relations for two shifted particles can be easily extended to include
a massive particle (shifting two massive particles forbids solving explicitly for the
shift in terms of spinor-helicity variables [35, 36]). As in the massless case, we
introduce a null vector ηµ and consider the shift of the external momenta
pˆi = pi + zη, pˆj = pj − zη. (4.2.24)
However, let us now assume that the particle j is massive. This makes the
determination of ηµ slightly different, as the orthogonality relation η · pj now takes
a different form. Since ηµ is still null, we can decompose ηa˙b as
ηa˙b = −|η〉a˙[η|b. (4.2.25)
This null vector has to be orthogonal to pi and pj. The first of these conditions is
the same as in the purely massless case, namely the first condition in Eq. (4.2.3):
η · pi = 1
2
〈ηi〉[ηi] = 0. (4.2.26)
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This requires either |η〉a˙ = |i〉a˙ or [η|b = [i|b. Let us consider explictitly the first
solution, that corresponds to the analogue of the [i, j〉-shift (the discussion in the
alternative case is completely parallel).
On the other hand, the second orthogonality condition is now written as
η · pj = 1
2
[η|b(pj)ba˙|η〉a˙ = 1
2
[η|b(pj)ba˙|i〉a˙ = 0. (4.2.27)
If the particle j was massless, we could use the decomposition of pj in terms of
spinors to obtain the second orthogonality condition in Eq. (4.2.3). In any case,
for j massive it is still possible to solve explicitly Eq. (4.2.27) as
[η|b = bc(pj)ca˙|i〉a˙. (4.2.28)
In summary, the equivalent of Eq. (4.2.5) is now given by
|ˆi] = |i] + zpj|i〉, |ˆi〉 = |i〉, pˆa˙bj = pa˙bj − z|i〉a˙bc(pj)cb˙|i〉b˙. (4.2.29)
The rest of the discussion is parallel to the massless case, but taking into account
that for internal particles with mass mib, poles arise for the values z = zib that
make Pˆ 2ib = −m2ib. The equivalent of Eq. (4.2.16) is now given by
An = i
∑
zib
∑
h
AL(zib)
1
P 2ib +m
2
ib
AR(zib), (4.2.30)
where mib is the mass of the internal particle for the partition in which the particles
labelled by i and b are on the same side of the propagator.
4.3 Loops
So far, we have only dealt with tree-level amplitudes, however we must also consider
internal lines that form closed loops. This, too, has a modern formulation using
the same basic principles of the amplitudes program. We will restrict ourselves to
discussing the efficient calculation of one-loop amplitudes, although by now many
sophisticated techniques to compute higher loop contributions in many theories.
We will discuss the method of generalised unitarity [37–41], a technique to build
loops from trees using unitarity, as presented in section 3.0.5.
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4.3.1 Loop Amplitude Representations
For a generic QFT, amplitudes of n external particles and L internal loops take
the general form3
A
(L)
n,j [N ] =
∑
Diags
∫ L∏
l=1
dDk
(2pi)D︸ ︷︷ ︸
Loop Integral
× N (p, k, )∏
j Dj(p
2, k2,m2)︸ ︷︷ ︸
Loop Integrand
. (4.3.1)
The loop integral is performed over all internal momenta k, and it is this that is
the source of most divergences in quantum field theory. The loop integrand, by
contrast, is just some rational function of momenta, both internal and external,
and polarization vectors (tensors). We can always rewrite this loop amplitude
using Feynman parameterisation
1
D1D2D3 · · ·Ds =
∫ 1
0
da1da2 · · · das (s− 1)!δ(1−
∑
ai)
(a1D1 + a2D2 + · · ·+ asDs)s (4.3.2)
=
1
(2pi)D
∫ 1
0
dη
(a1D1 + a2D2 + · · ·+ asDs)s (4.3.3)
=
1
(2pi)D
∫ 1
0
dη
Ds . (4.3.4)
Writing it in this way, we note that D is a second order polynomial in the loop
momenta k. We can eliminate any terms that are linear in k by a change of
variables, namely k′ = k + δ, where δ is some constant function of the external
momentum.
Considering a one loop amplitude, we can now write it as
An =
∫
dDk′dη
(2pi)D
N (p, k′, )
(k′2 −∆(m, p))s , (4.3.5)
where ∆ could be a function of external momenta, feynman parameters and particle
mass, and is independant of loop momenta. It is clear then, that for any scalar
integral, we can write it in the form
An =
∫
dDkdη
(2pi)D
1
(k2 −∆(m, p))s . (4.3.6)
For s = 1, 2 and D = 4, it’s obvious that these integrals diverge by simple power
counting - either quadratically or logarithmically. We need to regulate these (UV
or IR) divergences, and we choose to do so via dimensional regularisation [42],
3We omit factors of i and trust that the reader can imagine when these might be needed.
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i.e. we choose D = 4 − 2. Although there are many regularisation schemes to
choose from, each with their own merits and drawbacks, we select dimensional
regularisation due to the fact that it doesn’t spoil S-matrix unitarity, since it
preserves the ward identities by ensuring translation invariance of the amplitudes.
After a Wick rotation where k0 −→ ik0E, we can write a one-loop scalar integral as
I(s,∆) =
∫
dDkE
(k2E + ∆)
s
, (4.3.7)
and we will omit the parameter integration for the time being. It is convenient to
write the propagator using the Schwinger proper time representation
1
(k2E + ∆)
s
=
1
Γ(s)
∫ ∞
0
dτ τ s−1e−τ(k
2
E+∆), (4.3.8)
where Γ(z) is the Gamma function, with simple poles at z = 0,−1,−2, ... and
obeying zΓ(z) = Γ(z + 1) for z a complex number. Computing I then becomes
I(s,∆) =
∫
dDkE
1
Γ(s)
∫ ∞
0
dτ τ s−1e−τ(k
2
E+∆) (4.3.9)
=
piD/2
Γ(s)
∫
dτ τ s−1−D/2e−τ∆ (4.3.10)
=
piD/2
Γ(s)
∆D/2−sΓ(s−D/2). (4.3.11)
Knowing the pole structure of the Gamma function, we see that these integrals are
divergent exactly when s−D/2 = 0,−1,−2.... To be able to control this divergence,
and analyse it properly, we take D −→ 4− 2 to find
I(s,∆) =
pi2−
Γ(s)
∆2−s−Γ(s− 2 + ). (4.3.12)
Considering the tadpole diagram where s = 1 (two external legs, one propagator)
and ∆ = m2, we find
I(1,m2) = pi2(m2)1−Γ(− 1). (4.3.13)
We notice something interesting: in dimensional regularization, the tadpole
diagram vanishes for massless particles.
Let’s consider the bubble diagram with s = 2. We will consider particles with the
same mass m and write the propagators in Feynman paraterisation as∫
dDk
(k2 −m2)[(k + p)2 −m2] =
∫ ∫ 1
0
dDkda
[(k + ap)2 + a(1− a)p2]2 . (4.3.14)
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We are free to change variables via a shift to k′ = k + ap, meaning we find ∆ =
m2 − a(1− a)p2 and∫
dDk
(k2 −m2)[(k + p)2 −m2] =
∫ 1
0
I[2,m2 − a(1− a)p2]da (4.3.15)
= pi2−Γ()
∫ 1
0
1
(m2 − a(1− a)p2)da. (4.3.16)
The remaining integrand has two branch cut singularities along the positive and
negative real axis for p2 > 2m2
a± =
1
2
(
1±
√
1− 4m
2
p2
)
(4.3.17)
If we were to allow complex values of momentum, then we can turn this into a
contour integral and use the Cauchy principal value to compute the discontinuity
across the branch cut, giving us the amplitude up to an analytic piece. However,
we saw in section 3.0.5 that the value of this discontinuity is given by putting the
propagator on shell and using Cutkosky’s rules, which we derived in eq 3.0.32.
This means that instead of computing the loop directly, we can can simply cut
two of the propagators in the loop and compute two tree amplitudes.
4.3.2 One-loop amplitudes from unitarity cuts
As discussed in detail in appendix A, any n-point one-loop integral with arbitrary
tensorial structure in the numerator can be written as a linear combination of
scalar boxes, bubbles, triangles, and tadpoles, along with a rational piece
In =
∑
j4
c4I
(j4)
4 +
∑
j3
c3I
(j3)
3 +
∑
j2
c2I
(j2)
2 +
∑
j1
c1I
(j1)
1 +R+O(), (4.3.18)
with I(jn =
∫
dη I(n,∆), j refers to the various distributions of the different n legs
and R is a rational function of mandelstam variables left over from dimensional
regularisation. The coefficients cj are also rational functions of mandelstam
variables.
The logic of this approach is to try and determine the ci coefficients by comparing
the discontinuity of the loop diagram on one side with the discontinuity of the
on-shell cut amplitudes on the other, according to the prescription given to us
by Cutkosky in eq. 3.0.32. It is important to first discuss the drawbacks of
this method. For starters, we can only calculate contributions that actually
have discontinuities: the rational term R and the tadpole diagrams have no such
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discontinuities and therefore this method is blind to their existence. Thankfully,
we showed that using dimensional regularization the tadpole is absent, and it can
be shown for some theories (especially supersymmetric theories) that the rational
term is also often absent. The fundamental equation we will consider is
Discc
(
A1-loopfi
)
= i
∫
dµ Atreefµ Atreeµi
=
∑
j4
c4DisccI(j4)4 +
∑
j3
c3DisccI(j3)3 +
∑
j2
c2DisccI(j2)2 , (4.3.19)
where Discc means we are considering the discontinuity that arises from cutting
channel c, where the propagators corresponding to channel c are put on-shell.
The idea is then to isolate specific coefficients by making tactical choices about
which channels to cut. The best way to see how this works is by example, and we
will choose to calculate the first loop correction to the four-gluon amplitude we
computed in section 4.2.2, namely A4[1−, 2−, 3+, 4+].
First, we know that we can express the amplitude as
A
(1)
4 [1
−, 2−, 3+, 4+] = c4I4 +
∑
j3
c3I
(j3)
3 +
∑
j2
c2I
(j2)
2 +R+O(). (4.3.20)
We now choose compute the s-channel cut (discontinuity) of this amplitude
DiscsA(1)4 [1−, 2−, 3+, 4+] = −
∑
hi=±
∫
dµ A[1−, 2−, kh11 , k
h2
2 ]A[3
+, 4+,−k−h22 ,−k−h11 ]
= −
∫
dµ A[1−, 2−, k+1 , k
+
2 ]A[3
+, 4+,−k−2 ,−k−1 ]
= c4DiscsI4 +
∑
j3
c3DiscsI(j3)3 +
∑
j2
c2DiscsI(j2)2 , (4.3.21)
and we can reuse our result from eq. 4.2.20 to find that this becomes
−
∫
dµ A[1−, 2−, k+1 , k
+
2 ]A[3
+, 4+,−k−2 ,−k−1 ] = (4.3.22)
= −
∫
dµ
〈12〉4
〈12〉 〈2k1〉 〈k1k2〉 〈k21〉
〈k1k2〉4
〈k1k2〉 〈k13〉 〈34〉 〈4k2〉 (4.3.23)
=
∫
dµ
〈12〉4
〈12〉 〈23〉 〈34〉 〈41〉
〈k1k2〉2 〈23〉 〈41〉
〈k13〉 〈4k2〉 〈2k1〉 〈k21〉 (4.3.24)
= A4[1
−, 2−, 3+, 4+]
∫
dµ
st
〈k21〉 [1k2] 〈k13〉 [3k1] . (4.3.25)
Here, we have simplified the integrand by multiplying by 1 = [3k1][1k2]
[1k2][3k1]
and noting
that k1 + k2 = p3 + p4 = −p1 − p2.
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We can now compare integrands with the scalar integrals (both come with the
same integral measures dµ), and we find that c4 = A4[1−, 2−, 3+, 4+]st with the
other ci<4 undetermined. Our answer for the s channel cut is then
A
(1)
4 [1
−, 2−, 3+, 4+] = stA4[1
−, 2−, 3+, 4+]I4 + triangles + bubbles +R. (4.3.26)
Where the triangles and bubbles don’t have discontinuities in the s channel. To
compute the triangles and bubbles, one would now need to do the t channel cut
in much the same way. However, computing the t channel cut depends on the
theory of interest, specifically its particle content and amount of supersymmetry.
For N = 4 super Yang Mills for example, the triangles, bubbles and rational pieces
all vanish. As theories with supersymmetry are beyond the scope of this thesis,
we will not comment further on this derivation, however the interested reader
may consult [25, 27, 43–48] for further details. Included in these accounts are
useful generalisation of these methods, i.e. where one performs unphysical cuts
not determined by unitarity, and yet obtains the same results in easier ways.
V
Deflection by Gravitation: a Modern
Perspective
“A huge mountain might be scaled by strong men only after many centuries
of failed attempts, but a few decades later grandmothers will be strolling
up it for tea and then wandering back afterward to see where they left
their glasses.”
– Terry Pratchett, Masquerade
In this chapter, we apply the techniques outlined above to derive two classical
result from General Relativity: the bending of both an electromagnetic and a
gravitational wave around a massive object.
5.1 Light Bending by Gravity
The phenomenon of light bending around a massive body via Gravitation remains
one of the greatest tests of General Relativity (GR) to date. While Newtonian
gravity also predicts light bending by Gravitation, Einstein pointed out that this
result was incorrect by a factor of 2, with the correct result being derived via GR
in 1915.
In this section, we will derive this result directly from the amplitude formalism,
without any notion of the Einstein-Hilbert action, diffeomorphism symmetry or
bending space: only the postulate that gravity must act via spin two fields.
Evaluation of the scattering amplitude
We consider the gravitational force between a massive, spinless object (such as a
non-rotating star) and a massless photon. Diagrammatically, this looks like
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1∓1
40
2±1
30
=
1∓1
40
2±1
30
+2
−2
+
1∓1
40
2±1
30
−2
+2
(5.1.1)
Notice that we are not explicitly including symmetrization with respect to identical
particles. Following our conventions, we imagine this as particles 1 and 4 incoming,
exchanging a graviton and then outgoing with momentum 2 and 3. Particles 3 and
4 are massive, with on-shell condition p23 = p24 = −m2.
Following our discussion on the BCFW relations, the goal in this section is to
evaluate the 4-point amplitude depicted in Fig. 6.1.7 from the knowledge of the
relevant 3-point (sub-)amplitudes. Let us therefore start by calculating the two
3-point amplitudes associated with this diagram. The first one is given by:
1∓1
2±1
P±212
(1)
(5.1.2)
Recall that P12 = p1 + p2. Since this first diagram involves only massless particles,
we can use little group scaling to calculate the associated 3-point amplitude.
From all the possible helicity choices, we can now show that in order to evaluate
the light-bending angle it is only necessary to consider these in which h1 and h2
are different. Amplitudes such that h1 = h2 describe a change of helicity of the
photon, due to its gravitational interaction with the massive scalar field. This
process is not allowed in GR, as can be easily seen using dimensional analysis.
We observe that the Ricci scalar R has mass dimension 2, since it contains two
derivatives of the dimensionless field hµν. The coupling constant κ must then have
mass dimension −1, so that the total mass dimension of 2R/κ2 is 4 as required
(to ensure that the action is dimensionless). The angle and square brackets have
mass dimension 1, since each corresponds to some (possibly complex) momentum.
As explained at the end of section 4.1.2, we require that any amplitude involving
n external legs hass mass dimension 4 − n in 4 dimensions, thus we require that
[A] = 1.
Let us consider for instance the helicity configuration (h1, h2, h3) = (−1,−1,+2).
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Little group scaling tells us that the amplitude A3(1−12−2P+212 ) is either given by
− κ
2
〈12〉4
〈1P12〉2 〈2P12〉2
(5.1.3)
or
− κ
2
[1P12]
2[2P12]
2
[12]4
. (5.1.4)
It is straightforward to see that neither of these expressions have the correct
dimensionality. This means that this helicity choice does not contribute to the
scattering amplitude. A similar argument applies to the choices (h1, h2, h3) =
(+1,+1,−2), (+1,+1,+2) and (−1,−1,−2).
These leave us with only two possibilities. For instance, for the choice (h1, h2, h3) =
(+1,−1,−2), one has
A3(1
+12−1P−212 ) = −
κ
2
〈2P12〉4
〈12〉2 . (5.1.5)
As discussed in section 4.1.2, arguments based in little group scaling leave freedom
to consider either the square bracket version or the angle bracket version of a given
3-point amplitude. However, here is where dimensional analysis enters into play.
The amplitude in Eq. (5.1.6) below satisfies this requirement, as it has dimension
1. On the other hand, the angle bracket version of A(1−12+1P+212 ), as determined
by little group scaling, would be proportional to κ〈12〉2〈2P12〉4, which clearly does
not display the correct dimensions, and therefore can be discarded.
Making parallel arguments, the remaining choice of helicities, (h1, h2, h3) =
(−1,+1,+2), leads to
A3(1
−12+1P+212 ) = −
κ
2
[2P12]
4
[12]2
. (5.1.6)
The next 3-point amplitude that we have to evaluate is diagrammatically
represented by
30
40
−P∓12
(2)
(5.1.7)
Note that we are exploiting the fact that, due to momentum conservation, P12 =
−p3− p4. To evaluate this diagram we cannot resort to little group scaling, as two
of the legs are massive. Hence we have to use the relevant vertex, obtained as part
of the Feynman rules of the theory:
V µν(3040) =
−iκ
2
[
pµ3p
ν
4 + p
ν
3p
µ
4 − ηµν(p3 · p4 −m2)
]
. (5.1.8)
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We dot this with our chosen polarization vectors, in this case ±(−P12)µ±(−P12)ν,
to find the two possible 3-point amplitudes:
A3((−P12)−23040) = −iκ
2
[
2(p3 · −)(p4 · −)
]
=
−iκ 〈P12| p3|q] 〈P12| p4|q]
2[qP12]2
, (5.1.9)
and
A3((−P12)+23040) = −iκ
2
[
2(p3 · +)(p4 · +)
]
=
−iκ 〈q| p3|P12] 〈q| p4|P12]
2 〈qP12〉2
. (5.1.10)
In these equations, we have used |−p〉 = −|p〉 and |−p] = +|p] (see [25] for instance).
It is a good moment to introduce a particular manipulation involving spinors and
momenta that will be used often below (most of the times, implicitly). Let us take
for instance the piece 〈P12|p4|q] in Eq. (5.1.9). Due to momentum conservation,
p4 = P34 − p3 = −P12 − p3, so that
〈P12|p4|q] = −〈P12|P12|q]− 〈P12|p3|q] = −〈P12|p3|q]. (5.1.11)
The term 〈P12|P12|q] is identically zero using the relevant form of the Weyl equation
in Eq. (4.1.16), as 〈P12|P12 = 0. This permits to simplify the form of the
3-point amplitude (5.1.9). This is one of the manipulations that permits huge
simplifications of scattering amplitudes.
Hence we have determined the relevant 3-point amplitudes to be used. In the
following let us focus in the case (h1, h2) = (+1,−1). The steps to be followed for
the complementary case (h1, h2) = (−1,+1) are identical but, most importantly,
this other case can be obtained straightforwardly by exchanging the particles 1
and 2 in the final expression of A4(1+12−13040). The next step is choosing the
momentum that we wish to make complex, which we will take to be the adjacent
momenta 2 and 3, that is, choosing one massive and one massless. In principle,
the choice of shift is dictated by the requirement of being valid (in the sense
defined in section 4.2.3). However, in this particular example it is not possible
to show that any of the possible two-particle shifts is valid. For instance, for the
choice we are going to follow below, namely a [2, 3〉-shift, the leading behavior of
individual Feynman diagrams is as follows. Each interaction vertex contributes
a factor of z, since each numerator depends on at least one shifted momenta.
The propagator contributes a factor of 1/z, and the shifted polarization vector
µ−(p2) will contribute a factor of 1/z (recall Eq. (4.1.22)). This means that in
total, our z-dependence is actually z0, which means in principle there could be a
boundary contribution to this process. However, we can justify using this shift by
implementing an “auxiliary” shift, as described in [35,49]. We will not go through
the details here as it involves introducing additional technical machinery, but we
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have checked that using a three-particle shift as an auxiliary shift permits to show
that the shift we are using is valid. In the example of the next section, we will
show explicitly the validity of the corresponding two-particle shift.
To apply the [2, 3〉-shift to this case we just have to particularize the general
discussion in section 4.2.4 to i = 2 and j = 3 in the present discussion. Eq.
(4.2.29) leads to
pˆab˙2 = |2〉a [2ˆ|b˙ = |2〉a [2|b˙ + z |2〉a (〈2| /p3)b˙,
pˆab˙3 = p
ab˙
3 − z |2〉a (〈2| /p3)b˙. (5.1.12)
For simplicity, we will mostly write these as
pˆ2 = |2〉 [2|+ z |2〉 [η|, pˆ3 = p3 − z |2〉 [η|, (5.1.13)
where
|η] = p3|2〉. (5.1.14)
For this choice of shifted particles, there is only one possible arrangements of the
particles: 2ˆ and 4 on one side (e.g., left) of the shifted propagator, and 1 and 3ˆ
on the other side (that is, on the right). The application of the recursion relations
(4.2.16) lead therefore to
A4(1
+12−13040) =
i
P 212
A3(1
+12ˆ−1Pˆ−212 )A3((−Pˆ12)+23ˆ040)
+
i
P 212
A3(1
+12ˆ−1Pˆ+212 )A3((−Pˆ12)−23ˆ040), (5.1.15)
where shifted momenta are evaluated on z = z12 that guarantees that the shifted
momentum in the propagator, Pˆ12 = p1 + pˆ2, is on-shell. Taking into account Eq.
(4.1.18), this means that
Pˆ 212 = 2p1 · pˆ2 = 〈12〉 [12ˆ] = 〈12〉 ([12] + z12[1|p3|2〉) = 0 (5.1.16)
or, equivalently,
[12ˆ] = [12] + z12[1|p3|2〉 = 0, (5.1.17)
which permits to obtain
z12 = − [12]
[1|p3|2〉 . (5.1.18)
Eqs. (5.1.15) and (5.1.18), together with the 3-point amplitudes evaluated just
above, are all we need to obtain the 4-point amplitude. For this, the only necessary
step is writing the 3-point amplitudes in terms of the shifted momenta. Let us
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start with the first line of Eq. (5.1.15). This term contains the following 3-point
amplitude:
A3(1
+12ˆ−1Pˆ+212 ) = −
κ
2
[1Pˆ12]
4
[12ˆ]2
= −κ
2
[12ˆ]2 〈12〉4
〈1Pˆ12〉
4 = 0. (5.1.19)
To write the second identity we have multiplied by 〈1Pˆ12〉4/〈1Pˆ12〉4. That the
quantity above vanishes follows then from Eq. (5.1.17). This means that the first
term in Eq. (5.1.15) does not contribute to the amplitude.
Let us consider the only remaining contribution, namely the second line in Eq.
(5.1.15). The two 3-point amplitudes involved are
A(1+12ˆ−1Pˆ−212 ) = −
κ
2
〈2Pˆ12〉
4
〈12〉2 (5.1.20)
and
A((−Pˆ12)+23ˆ040) = −iκ
2
〈q| pˆ3|Pˆ12] 〈q| p4|Pˆ12]
〈qPˆ12〉
2 =
iκ
2
〈q| p4|Pˆ12]2
〈qPˆ12〉
2 , (5.1.21)
where we have used pˆ3 = −p4 − Pˆ12.
Hence the full 4-point amplitude is given by
A4(1
+12−13040) = A(1+12ˆ−1Pˆ−212 )
i
P 212
A((−Pˆ12)+23ˆ040)
=
−κ
2
〈2Pˆ12〉
4
〈12〉2
 i
P 212
(
iκ 〈q| p4|Pˆ12]2
2 〈qPˆ12〉
2
)
=
κ2
4
1
P 212
〈q| p4|Pˆ12]2 〈2Pˆ12〉
4
〈12〉2 〈qPˆ12〉2
. (5.1.22)
This expression can be simplified using
〈q| p4|Pˆ12] 〈P122〉 = −〈q| p4|1] 〈12〉 , (5.1.23)
leading to the following closed form of the amplitude:
A4(1
+12−13040) =
κ2
4
〈q| p4|1]2
P 212
〈2Pˆ12〉
2
〈qPˆ12〉2
. (5.1.24)
This expression is written in terms of the arbitrary reference bispinor 〈q|. To
evaluate the cross-section, it is necessary to obtain the modulus (in the complex
sense) of Eq. (5.1.24). It can be show explicitly that, in this step, the dependence
in this arbitrary reference spinor drops off, which means that physical results do
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not depende on this choice (physical results are gauge invariance). Hence, for the
sake of simplicity, we can simplify the expression above if we take 〈q| = 〈2|, which
leads to the simpler expression
A4(1
+12−13040) =
κ2
4
〈2| p4|1]2
P 212
. (5.1.25)
Evaluation of the cross-section
Eq. (5.1.25) is not enough to extract the physics of scattering events. It is necessary
to compute the modulus of this (generally complex) quantity, in order to obtain the
cross-section. Also in this procedure, spinor-helicity variables will be transformed
to momentum (or Mandelstam) variables in order to make easier the interpretation
of the result.
First of all, using the rule 〈2| p4|1]† = 〈1| p4|2], the modulus of A4(1+12−13040) can
be written as
|A4(1+12−13040)|2 = κ
4
16
(〈2| p4|1] 〈1| p4|2])2
P 412
. (5.1.26)
For the next step, it is instructive to make the spinor indices explicit, in order to
show that the spinors in the numerator constitute the trace of four momentum
vectors:
(〈2| p4|1] 〈1| p4|2])2
= (〈2|a˙ (p4)a˙b|1]b 〈1|c˙ (p4)c˙d|2]d)2
= ((p4)
a˙b|1]b 〈1|c˙ (p4)c˙d|2]d 〈2|a˙)2
= ((p4)
a˙b(p1)bc˙(p4)
c˙d(p2)da˙)
2. (5.1.27)
Hence we recognise that the square object in the numerator of Eq. (5.1.26) is none
other than a trace. Hence the modulus of the scattering amplitude can be written
purely in terms of momentum vectors as
|A4(1+12−13040)|2 = κ
4
16
(Tr− (p4p1p4p2))2
P 412
. (5.1.28)
We have recognised this as the negative trace due to the ordering of indices,
recalling that in the equation above, momenta are bispinors given by pa˙b ≡ pµ(σ¯µ)a˙b.
Dealing with this kind of expression is facilitated by the properties of the trace
of Pauli matrices. These properties are well-known and can be found in many
sources [50, 51]. For instance, in our case we can use
Tr−
(
σµσνσρσλ
)
= 2(ηµνηρλ − ηµρηνλ + ηµληρν − iµνρλ). (5.1.29)
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When evaluating traces of slashed momenta, this becomes:
Tr± (p4p1p4p2)
= 2
[
(p4 · p1)(p4 · p2)− (p4 · p4)(p1 · p2) + (p4 · p2)(p1 · p4)± iµνρλ(p4)µ(p1)ν(p4)ρ(p2)λ
]
.
(5.1.30)
Since two of the momentum vectors are the same within the trace, the
antisymmetric component of this is zero, namely µνρλ(p4)µ(p1)ν(p4)ρ(p2)λ = 0, and
we are left with the simpler result
|A4(1+12−13040)|2 = κ
4
8
[(p4 · p1)(p4 · p2)− (p4 · p4)(p1 · p2) + (p4 · p2)(p1 · p4)]2
P 412
=
κ4
8
[2(p1 · p4)(p2 · p4) +m2(p1 · p2)]2
(p1 + p2)4
. (5.1.31)
In the second equation we have used the on-shell condition p4 = −m2 to simplify
one of the three terms, and notice that the remaining two ones are indeed the
same.
We can now write this in terms of Mandelstam invariants, defined as
s12 = −(p1 + p2)2 = −2p1 · p2,
s13 = −(p1 + p3)2 = m2 − 2p1 · p3,
s14 = −(p1 + p4)2 = m2 − 2p1 · p4. (5.1.32)
The second identities above can be used by just using the on-shell conditions on
the different momenta (both massless and massive). These invariants satisfy
s12 + s13 + s14 = −2m2. (5.1.33)
In terms of Mandelstam variables, the modulus of the amplitude reads
|A4(1+12−13040)|2 = κ
4
16
[s13s14 +m
2(s12 + s13 + s14) +m
4]
2
s212
=
κ4
16
(s13s14 −m4)2
s212
.
(5.1.34)
We have used Eq. (5.1.33) to write the second identity above. This last expression
of the modulus of the amplitude is manifestly invariant under the exchange of
particles 3 and 4.
We are now interested in calculating the cross-section of this interaction. We
choose again the centre of mass frame, in which the cross-section is given by the
formula:
dσ
dΩ
=
1
64pi2s14
|A4(1+12−13040)|2. (5.1.35)
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In the low energy limit, we imagine that the photon’s energy as small compared
with the scalar mass m. This leads to the following simplified expressions of the
Mandelstam invariants:
s12 ' ~P 2 = 4E2 sin2(θ/2),
s13 ' m2 − 2mE − 4E2 sin2(θ/2),
s14 ' (m+ E)2 ' m2 + 2mE. (5.1.36)
Furthermore, if we take the scattering angle to be small, then sin(θ/2) ' θ/2.
Under all the simplifications, we can write the cross-section in this limit as
dσ
dΩ
=
1
64pi2s14
|A4(1+12−13040)|2 =κ
4
16
[
4m2E2 + 4m2E2 sin2(θ/2)
]2
1024pi2m2E4 sin4(θ/2)
(5.1.37)
' κ
4m2
1024pi2
(
sin2(θ/2) + 1
sin2(θ/2)
)2
' κ
4m2
64pi2θ4
, (5.1.38)
where we have used that m + 2E ' m and sin2(θ/2)  1. We can now recall that
κ2 = 32piG to find that:
dσ
dΩ
=
16G2m2
θ4
. (5.1.39)
This result exactly matches the result obtained via Feynman diagrams. Hence we
have finished our evaluation of the cross-section using on-shell methods.
To compare this with the more familiar result from general relativity, we need
to relate the cross-section to the impact parameter b, the perpendicular offset
of the incoming photons. Some elementary geometry shows that σ = pib2, or,
infinitesimally,
b db = − dσ
dΩ
sin θdθ. (5.1.40)
The scattering angle can be found by integrating this equation, using eq. (3.0.2)
in the small angle approximation∫
b db =
b2
2
= −
∫
dσ
dΩ
θdθ =
8G2m2
θ2
, (5.1.41)
where the integration constant can be set to zero by comparing to the flat space
(m = 0) case. Physically, we expect the maximum deflection angle θD when the
photon just grazes the surface of the lens where b = R0 and
θD =
4Gm
R0
. (5.1.42)
This is nothing but the classical result for the gravitational light-bending angle
obtained in general relativity if we make the natural identification between the
mass of the scalar m and the Schwarzschild mass M .
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5.2 Gravitational Wave Bending by Gravity
In this section, we will show that calculating the same process for a gravitational
wave, rather than electromagnetic, is really no more difficult. This is not the case in
traditional Quantum Field Theory, where typically Feynman diagrams containing
gravitons are orders of magnitude more difficult to compute.
Evaluation of the scattering amplitude
Instead of considering a light ray passing close to a massive object, we could
instead imagine a gravitational wave. This corresponds to replacing the external
photons with external gravitons. Using traditional quantum field theory methods
(i.e. Feynman rules), the 3-graviton vertex is a nightmare inducing 6 index tensor
dependant on the three momenta. Thankfully for us, we can happily just use little
group scaling to derive the 3-point primitives trivially using Eq. (4.1.27).
The scattering amplitude that we want to obtain can be represented
diagramatically by
1∓2
40
2±2
30
(5.2.1)
If expanded in terms of Feynman diagrams, this amplitude contains different
processes allowed by the interactions in the Lagrangian. However, we can omit
this step in the calculation using the BCFW recursion relations.
There is an important difference between this amplitude and the amplitude
involving external photons. For the case of photon scattering, scattering
amplitudes with helicity configuration (h1, h2) = (±1,±1) for the two photons
were identically zero. However, this is not true with gravitons, namely scattering
amplitudes with helicity configuration (h1, h2) = (±2,±2) do not vanish. In physical
terms, this is due to the fact that a graviton can be absorbed by the scalar and be
ejected at some later time, potentially with a different helicity (this process is not
allowed for photons, at least for matter that is electrically neutral). However, the
physical process we are interested in is the change of angle of a gravitational wave,
the wavelength of which is much smaller than the distance to the source of the
gravitational field (represente by the scalar field). In this process, the helicity of
the wave cannot change. This is the reason why we focus in the following in helicity
configurations (h1, h2) = (∓2,±2) for external gravitons, as the corresponding
amplitudes contain the information about the physical process of interest. The
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remaining amplitudes would be important to describe other processes, such as the
interaction of gravitatonal waves and matter in the early universe, but discussing
this phenomenon is out of the scope of this paper.
Hence let us focus on the helicity configuration (h1, h2) = (−2,+2), namely we
want to evaluate the scattering amplitude A4(1−22+23040). The other helicity
configuration can be obtained just by exchanging the two gravitons. The simplest
shift we can imagine making is the one where we consider shifting only the two
massless gravitons, with external momenta p1 and p2. In this case, it is possible
to show using the leading behavior of Feynman diagrams that the shift [1, 2〉-shift
is valid for the chosen helicity configuration. Note that we are shifting massless
particles (contrary to what we did in the photon case), so the expression of the
shift in terms of spinor-helicity variables is simple, and is given by Eq. (4.2.5) with
i = 1 and j = 2, namely
|1ˆ] = |1] + z|2], |2ˆ〉 = |2〉 − z |1〉 . (5.2.2)
Counting the leading z-dependence from this Feynman diagram, we find that each
vertex contributes a factor z, the propagator contributes z−1 and the contribution
from the each product of polarization vectors is z−2. This is sketched in the
following figure:
z−1
z−2 z−2
z z (5.2.3)
This means that the total diagram has leading dependence z−3, to that the shift
is valid as explained in section 4.2.3.
Note that for this shift there are only two possible arrangements of particles that
lead to poles, and therefore will contribute to the scattering amplitude as evaluated
using BCFW. These two contributions are represented diagrammatically by
1−2
40
2+2
30
=
1ˆ−2
40
Pˆ14 2ˆ+2
30
+
1ˆ−2
30
Pˆ13 2ˆ+2
40
(5.2.4)
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Let us calculate the contributions corresponding to these diagrams using Eq.
(4.2.16):
A4(1
−22+23040) = A3(1ˆ
−240Pˆ 014)
i
P 214 +m
2
A3(2ˆ
+230(−Pˆ14)0)
+A3(1ˆ
−230Pˆ 013)
i
P 213 +m
2
A3(2ˆ
+240(−Pˆ13)0). (5.2.5)
First of all, let us notice that the only 3-point amplitudes that we need involve
two scalar particles and a graviton. These were evaluated in Eqs. (5.1.9) and
(5.1.10). Hence now it is just a matter of using these expressions and simplifying
the answer.
Let us consider the product of 3-point amplitudes in the first line of Eq. (5.2.5).
This is given by
A3(1ˆ
−240Pˆ 014)A3(2ˆ
+230(−Pˆ14)0) = −κ
2
4
〈1|p4|q]2〈g|p3|2]2
[q1ˆ]2〈g2ˆ〉2 . (5.2.6)
In this expressions, both |q] and |g〉 can be fixed by choosing a particular gauge
(physical results will be independent of this choice). The choice that leads to the
simplest result is
|q] = |2], |g〉 = |1〉, (5.2.7)
which permits to write
A3(1ˆ
−240Pˆ 014)A3(2ˆ
+230(−Pˆ14)0) = −κ
2
4
〈1|p4|2]2〈1|p3|2]2
〈12〉2[12]2 = −
κ2
4
〈1|p4|2]4
〈12〉2[12]2 . (5.2.8)
Following the same procedure with the second term in Eq. (5.2.5), we have
A4(1
−22+23040) = − iκ
2
4
〈1| p4|2]4
〈12〉2 [12]2
(
1
P 213 +m
2
+
1
P 214 +m
2
)
(5.2.9)
= − iκ
2
4
〈1| p4|2]4
〈12〉2 [12]2
(
1
2p1 · p3 +
1
2p1 · p4
)
(5.2.10)
= − iκ
2
4
〈1| p4|2]4
〈12〉2 [12]2
( −2p1 · p2
4(p1 · p3)(p1 · p4)
)
(5.2.11)
=
iκ2
16
〈1| p4|2]4
〈12〉 [12]
(
1
(p2 · p3)(p2 · p4)
)
. (5.2.12)
Evaluation of the cross-section
As we have done in all the previous examples, we have to obtain the modulus of
Eq. (5.2.12) in order to extract its physical implications. Proceeding as we did in
the photon case and converting to Mandelstam variables, we find that
|A4(1−22+23040)|2 = |A4(1−12+13040)|2f(s12, s13, s14)2, (5.2.13)
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where we have defined the following function of the Mandelstam invariants:
f(s12, s13, s14) = 1− m
2s12
(s13 +m2)(s14 +m2)
. (5.2.14)
Eq. (5.2.13) implies that the cross-section for external gravitons is proportional
to the cross-section for external photons, with proportionality factor given in Eq.
(5.2.14). In general relativity, we expect that these two cross-sections should be
the same in the geometric optics limit (in which both massless particles follow null
geodesics).
Indeed, considering the same approximations as we in the photon case (small
deflection angles and large gravitational mass), we find that the function
f(s, t, u)2 ' 1:
f(s12, s13, s14) ' 1− 2mE sin
2 (θ/2)
2mE + 4E2 sin2 (θ/2)
' 1. (5.2.15)
Again, in this approximation E  m and sin2(θ/2)  1. Therefore, we can
conclude that the cross-section, and hence the scattering angle, for gravitational
and electromagnetic waves is the same in the geometric optics limit. This is in
exact agreement with GR.
VI
The vDVZ Discontinuity: a Modern
Amplitude Perspective
“There’s a certain irrationality to any work in gravitation, so it’s hard to
explain why you do any of it.”
– Richard Feynman, Quantum theory of gravitation, 1963
The idea that the graviton, the quantum of gravity, may have a small but
non-vanishing mass is one that has been around since Fierz and Pauli’s original
work on massive spin-2 field theory. Phenomenologically, there is much appeal to
a theory in which General Relativity is modified in this way at large distances,
not the least of which is a possible explanation of the current acceleration of the
Universe that does not invoke any dark energy. Unfortunately, massive gravity
also suffers from a range of pathologies that, at least historically, have severely
constrained its viability. These include the presence of the Boulware-Deser ghost
and a discontinuity with General Relativity (GR) as the graviton mass is sent
to zero. While we will have nothing to contribute to the discussion of ghosts, it
will be the so-called vDVZ discontinuity [52, 53] that will form the basis for this
chapter.
The inability of the massive theory to smoothly reduce to GR in the limit that the
mass of the graviton is taken to zero famously manifests in a gravitational lensing
angle only three quarters of the observed value. Physically, this is understood
by observing that a massive spin-2 field propagated three additional degrees of
freedom than its massless counterpart. These are repackaged as a vector and a
scalar, and it is found that the scalar couples to the trace of the stress-energy tensor
of any matter coupled to the massive gravity, providing an additional force. In
order to reconcile this with the classical Newtonian potential, the gravitational
coupling must be rescaled to three quarters its value in the Einstein theory.
However, since the gravitational lensing of light is blind to the scalar (its stress
energy tensor being traceless), this results in a proportionally smaller lensing angle
than that computed in GR. In the interests of pedagogy, let’s unpack the details
of this argument.
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Giving the graviton mass breaks the full diffeomorphism invariance of GR. This
can be reintroduced via the Stückelberg procedure, but at the expense of the
introduction of several new fields. Starting from an action with explicitly broken
diffeomorphism symmetry, and involving only a single dynamical field hµν,
S[h] =
∫
d4x
√−g
(
2
κ2
R− m
2
h
2
(
hµνh
µν − h2)) , (6.0.1)
we then demand that diffeomorphism symmetry is restored by transforming hµν
by a Stückelberg field (scaled by the graviton mass for convenience) that encodes
the transformation
δhµν =
1
mh
(∂µAν + ∂νAµ) . (6.0.2)
The result is the new action
S[A, h] =
∫
d4x
√−g
(
2
κ2
R− m
2
h
2
(
hµνh
µν − h2)− 1
2
FµνF
µν − 2mh(hµν∂µAν − h∂µAµ)
)
.
(6.0.3)
Subsequently, demanding the gauge invariance of the vector field requires the
introduction of another Stückelberg field, this time a scalar, via the transformation
δAµ =
1
mh
∂µpi , (6.0.4)
and results in the action
S[A, h, pi] =
∫
d4x
√−g
(
2
κ2
R− m
2
h
2
(hµνh
µν − h2)− 1
2
FµνF
µν − 2mh(hµν∂µAν − h∂µAµ)
−2(hµν∂µ∂νpi − h∂2pi)
)
. (6.0.5)
The massive graviton can be coupled to a source T µν through a source term
κhµνT
µν, whose variation (after integration by parts) is
δ (hµνT
µν) =
2pi
m2h
∂µ∂νT
µν − 2Aν
mh
∂µT
µν . (6.0.6)
Assuming stress-energy conservation (i.e. ∂νT µν = 0), this variation is zero,
resulting in the diffeomorphism invariant sourced theory with action
S[A, h, pi] =
∫
d4x
√−g
(
2
κ2
R− m
2
h
2
(
hµνh
µν − h2)− 1
2
FµνF
µν − 2mh(hµν∂µAν − h∂µAµ)
− 2(hµν∂µ∂νpi − h∂2pi) + κhµνT µν
)
. (6.0.7)
Currently, the hµν tensor still represents all 5 modes of the graviton, but it can be
explicitly decomposed it into the spin-2 and spin-0 modes in an effort to understand
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what happens to the kinetically mixed scalar-tensor modes1. To this end, let’s
make a canonical transformation of the form
hµν = h¯µν + χηµν , (6.0.8)
where h¯ is the tensor mode and χ the scalar. To linear order, the massless spin-2
part transforms as∫
d4x
√−g 2
κ2
R −→
∫
d4x
√−g 2
κ2
R¯+ 2
(
∂µχ∂
µh¯− ∂µχ∂ν h¯µν + 3
2
∂µχ∂
µχ
)
, (6.0.9)
so that defining χ = pi and with a little more manipulation, the action becomes
S[A, h¯, χ] =
∫
d4x
√−g
(
2
κ2
R¯− m
2
h
2
(
h¯µν h¯
µν − h¯2)− 1
2
FµνF
µν − 2mh(h¯µν∂µAν − h¯∂µAµ)
+ κh¯µνT
µν + 3χ(∂2 + 2m2h)χ+ 3(m
2
hh¯χ+ 2mχ∂µA
µ) + κχT
)
.
(6.0.10)
Now that all of the degrees of freedom are accounted for, we can send mh −→ 0
smoothly. In this limit, we find2
S[A, h¯, χ] −→
∫
d4x
√−g
(
2
κ2
R¯− 1
2
FµνF
µν + κh¯µνT
µν − 1
2
∂µχ∂
µχ+
√
1
6
κχT
)
.
(6.0.11)
We recognise this as a theory containing an interacting massless scalar field
(with a canonical kinetic term), an interacting massless spin-2 graviton and a
free spin-1 field. Importantly, the scalar graviton couples to the trace of the
stress energy tensor, so that any matter with a traceless stress energy tensor
will not feel the effects of the scalar graviton. Of course, the canonical example
of such matter is the photon of the electromagnetic interaction and a direct
consequence of the above is that, if massive gravity and GR are to agree on
their nonrelativistic Newtonian potential, then the bending angle of gravitationally
lensed light must be qualitatively different between the two. Viewed as a scattering
process, gravitational lensing corresponds to the Feynman diagram,
1∓1
40
2±1
30
=
∑
s ,
1∓1
40
2±1
30
−s
s
(6.0.12)
1We will not consider the spin one mode, since the spin one Stuckelberg field is free
2For the terms ∝ 1m∂µTµν , which we have ignored, we have assumed that ∂µTµν −→ 0 faster
than m −→ 0.
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where the sum is taken over the two tensor, two vector and one scalar polarization
modes of the massive graviton. In this note, we will consider the above scattering
process using the BCFW recursion relations, without resorting to the necessity of
Lagrangians, polarization vectors or gauges and show that the vDVZ discontinuity
exists at the level of the amplitudes, regardless of the underlying off-shell theory.
6.0.1 Calculation of 3-point amplitudes
Let’s begin by considering the 3-point function for two massive scalars and a spin-2
massive graviton. Since all the scattering particles are massive, the (chiral) SL(2)
space is spanned by the tensors
P1αβ˙(P2)
β˙
β ≡ Pαβ, εαβ , (6.0.13)
which will form the basis for the amplitude. Moreover, since gravity couples
universally with coupling
√
G ∼ κ, and any 3-point function must have
mass-dimension 1, the form of the amplitude can be read off from these building
blocks essentially by dimensional analysis. The necessary completely symmetric
building blocks with 2S = 4 indices constructed from these tensors are
P{α1α2Pα3α4} + P{α1α2εα3α4} + ε{α1α2εα3α4} (6.0.14)
The associated stripped amplitude is then simply
M{α1α2α3α4} = κ
(
P{α1α2Pα3α4} + P{α1α2εα3α4} + ε{α1α2εα3α4}
)
. (6.0.15)
At this point, we could well express each amplitude with all of the IJKL indices
lavishly decorating each piece, but since symmeterisation of the spinor indices
translates directly into symmeterisation of the SL(2) indices, this will not be
necessary. We will adopt the notation set out in [30], and represent massive spinors
in bold. We will also suppress the SL(2) indices, in the knowledge that they can
always be reinstated in an unambiguous way (they are simply attached to all
particles with spin and completely symmetrized). Weighting each term by the
graviton mass to give the correct mass dimension, the full amplitude is then given
by
M{IJKL} = M{α1α2α3α4}λ
Iα1
3 λ
Jα2
3 λ
Kα3
3 λ
Lα4
3
= κ
([12] 〈13〉 〈23〉)2
6m4h
+ κ
[12] 〈13〉 〈23〉 〈33〉
4m2h
+
κ
2
〈33〉2 , (6.0.16)
where the numerical coefficients reflect the number of equivalent ways we can order
I, J,K,L in each term.
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Unfortunately, this form of the amplitude does not lend itself to a direct application
of the BCFW relations since we are unable to find a shift that is valid for all
possible choices of helicity. Instead, we will need to extract the individual helicity
components (in some limit where the helicity is well defined) and calculate the
amplitudes for each helicity individually. This corresponds to making particular
choices of I, J,K,L. It should be noted that this is entirely equivalent to contracting
the stripped amplitude with an appropriate number of polarization vectors (or
tensors). In the language of massive spinor-helicities, these are
−αβ =
λαλβ
m
, 0αβ =
λαηβ + ηαλβ
2m
, +αβ =
ηαηβ
m
. (6.0.17)
That said, as card-carrying disciples of the “on-shell" philosophy, we would prefer
to work without the need for polarization vectors whatsoever. From the amplitude
6.0.16, the h = −2 helicity is obtained by setting I = J = K = L = 1. Choosing
λ13 = |a〉 and λ23 = |b〉 then, this part of the amplitude reads
M1111 = κ
[12]2 〈1a〉2 〈2a〉2
m4h
= κ
〈a2〉2 [2|P1 |a〉2
m4h
= κ
〈a|P2|b]2
m2h
. (6.0.18)
Similarly, the choice of J = 2 and I = K = L = 1 yields the spin one contribution,
M{1211} =
κ[12]2
3m4h
(
〈1a〉2 〈2b〉 〈2a〉+ 〈1b〉 〈2a〉2 〈1a〉
)
+
κ
4m2h
〈a|P1P2 |a〉
= −κ
3
(〈a|P1|b]
[ab]2
(〈b|P1|b]− 〈a|P1|a])
)
− κ
4
〈a|P1|b]
= − κ
12
〈a|P1|b]
(
4 (〈b|P1|b]− 〈a|P1|a])
[ab]2
+ 3
)
=
κ
12
〈a|P1|b]
(
8 (P1 · (Pa − Pb))
m2h
− 3
)
. (6.0.19)
Pb can be eliminated through momentum conservation
P1 · (Pa − Pb) = 2P1 · Pa + 1
2
m2h . (6.0.20)
Consequently,
M{1211} =
κ
12
〈a|P1|b]
(
16P1 · Pa +m2h
m2h
)
. (6.0.21)
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Finally, the scalar mode contribution can be extracted by considering the I = L = 1
and J = K = 2 case
M{1212} = κ
[12]2
3m4h
(
〈1a〉2 〈2b〉2 + 〈1a〉 〈1b〉 〈2a〉 〈2b〉+ 〈1b〉2 〈2a〉2
)
+ κ
[12] 〈ab〉 (〈1a〉 〈2b〉+ 〈1b〉 〈2a〉)
2m2h
+ κ 〈ab〉2
= κ
[12]2 (〈1a〉 〈2b〉+ 〈1b〉 〈2a〉)2 − [12]2 〈1a〉 〈1b〉 〈2a〉 〈2b〉
3m4h
+ κ
[12] 〈ab〉 (〈1a〉 〈2b〉+ 〈1b〉 〈2a〉)
2m2h
+
κ
2
〈ab〉2
= κ
(〈a|P1|a]− 〈b|P1|b])2
3m2h
− κ 〈a|P1P2 |a〉 〈b|P1P2 |b〉
3m4h
+ κ
〈a|P1|a]− 〈b|P1|b]
2
+
κ
2
m2h
= κ
(〈a|P1|a]− 〈b|P1|b])2
3m2h
+ κ
Tr+ (P1PbP1Pa)
3m2h
+ κ
〈a|P1|a]− 〈b|P1|b]
2
+
κ
2
m2h .
(6.0.22)
The trace term can be evaluated using 6.0.20, the identities
Tr+
(
σµσνσρσλ
)
= 2(ηµνηρλ − ηµρηνλ + ηµληρν + iµνρλ)
Tr−
(
σµσνσρσλ
)
= 2(ηµνηρλ − ηµρηνλ + ηµληρν − iµνρλ) ,
and the fact that 〈a|P1|a] = 2P1 · Pa to get,
M{1212} = κ
(〈a|P1|a]− 〈b|P1|b])2
3m2h
+ κ
4(P1 · Pb)(P1 · Pa)− 2m2φm2h
3m2h
+ κ
〈a|P1|a]− 〈b|P1|b]
2
+
κ
2
m2h
= κ
4
(
2P1 · Pa + 12m2h
)2
3m2h
+ κ
4(P1 · Pa)(P1 · Pa + 12m2h)− 2m2φm2h
3m2h
+ κ
4P1 · Pa +m2h
2
+
κ
2
m2h .
(6.0.23)
As a second example that we will need shortly, we consider two photons interacting
with a massive spin-2 graviton. In this case, the entire amplitude is conveniently
determined by the helicities of the massless legs, and is given by [30,54]
M
h1,h2
{α1,...,α2S} =
g
m2S+h1+h2−1−[g]
(
λ
S+h2−h1
1 λ
S+h1−h2
2
)
{α1,...,α2S}
[12]S+h1+h2 , (6.0.24)
where [g] is the dimension of the coupling. This is then used to construct the
associated 3-point function as
M1,−1,{IJKL} = M1,−1{α1,...,α2S}λ
Iα1
3 λ
Jα2
3 λ
Kα3
3 λ
Lα4
3 = κ
〈32〉4
〈12〉2 . (6.0.25)
Note here that the only non-zero components of this amplitude are those that
correspond to pure spin-2, i.e. those with I = J = K = L. This is because we
implicitly demand that the powers of un-contracted spinors in a given amplitude
be positive, i.e. S + h2 − h1 > 0 and S + h1 − h2 > 0. This in turn translates into
the condition |h| > S/2 for a non-vanishing amplitude3. In field theory, this is
3Cases where h1 6= −h2 results in the final amplitude being zero as a result of Bose symmetry
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equivalent to the statement that the spin-1 contribution is automatically zero due
to the Landau-Yang theorem4, and that the photon does not couple to the scalar
mode of the graviton in pure gravity since its stress-energy tensor is traceless. This
is exactly what we found was the source of the discontinuity in the more familiar
Lagrangian formulation with the introduction of Stückleberg fields.
6.1 Four-point functions from BCFW
Having derived the individual helicity components of the 3pt amplitudes, the
4-point amplitudes can now be computed. We could simply stitch these together
using what we know about factorisation, however it is enlightening (although
technically unnecessary) to again use the BCFW relations [31, 32], using the
formula
An = i
∑
zib
∑
h
AL(zib)
1
P 2ib −m2ib
AR(zib), . (6.1.1)
In order to see the vDVZ discontinuity, we will need to calculate two sets of
amplitudes: one that couples to the scalar mode of the graviton and one that
does not. We choose to calculate the photon-scalar amplitude in one case, and the
scalar-scalar amplitude in the other, with both mediated by a massive graviton.
6.1.1 Photon-Scalar Amplitude
Following [3], we shift momenta 2, 3 and consider the diagram
1∓1
40
2±1
30
=
∑
s
1∓1
40
2±1
30
−s
s
(6.1.2)
4By way of self-containedness, we recall here that the Landau-Yang theorem essentially says
that, on-shell, a massive spin-1 particle cannot decay into two photons.
6.1 Four-point functions from BCFW 62
Now from eq. 6.1.1, there are five terms that can contribute to the amplitude
A4[1
+, 2−, 3, 4] = A[1+, 2ˆ−, Pˆ−2h ]
1
P 2h −m2h
A[−Pˆ+2h , 3ˆ, 4]
+A[1+, 2ˆ−, Pˆ+2h ]
1
P 2h −m2h
A[−Pˆ−2h , 3ˆ, 4]
+A[1+, 2ˆ−, Pˆ−1h ]
1
P 2h −m2h
A[−Pˆ+1h , 3ˆ, 4]
+A[1+, 2ˆ−, Pˆ+1h ]
1
P 2h −m2h
A[−Pˆ−1h , 3ˆ, 4]
+A[1+, 2ˆ−, Pˆ 0h ]
1
P 2h −m2h
A[−Pˆ 0h , 3ˆ, 4]
= A[1+, 2ˆ−, Pˆ−2h ]
1
P 2h −m2h
A[−Pˆ+2h , 3ˆ, 4] , (6.1.3)
with the opposite helicity 3-point function determined by complex conjugation.
As a result, the full amplitude is
A4 =
(
κ
〈2a〉4
〈12〉2
)
× 1
P 2h −m2h
×
(
κ
〈b|P3|a]2
m2h
)
. (6.1.4)
In this form5, we can recover the massless amplitude by taking mh −→ 0 and
a −→ Ph. Using the fact6 that [12] 〈2a〉 = [1b] 〈ab〉 = mh[1b], we find
A4 =
(
κ
〈2a〉4
〈12〉2
)
× 1
P 2h −m2h
×
(
κ
[1|PbP3|a]2
[1b]2 〈ab〉2
)
=
(
κ
〈2a〉4
〈12〉2
)
× 1
P 2h −m2h
×
(
κ
[1|(Pa + P2)P3|a]2
[1b]2m2h
)
=
(
κ
〈2a〉4
〈12〉2
)
× 1
P 2h −m2h
×
(
κ
[12]2 〈2|P3|a]2
[1b]2m2h
)
mh−→0−→ κ
2
P 2h
〈2Ph〉2 〈2|P3|Ph]2
〈12〉2
= κ2
〈2|P3|1]2
P 2h
. (6.1.5)
In order to have this agree with eq. 5.1.25, we rescale κ −→ κ˜ = κ
2
to find
A4 =
κ˜2
4
〈2|P3|1]2
P 2h
, (6.1.6)
5The positive helicity-2 graviton piece does not contribute. See, for example, eq.4.19 of [3]
for a detailed discussion of this point.
6Using momentum conservation −Ph = P1 +P2, we can use the spinor representation to write
this as |1] 〈1| + |2] 〈2| = −|a] 〈a| − |b] 〈b|, then contract with [1| from the left and |a〉 from the
right.
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in the mh −→ 0 limit. This rescaling of the coupling corresponds to the choice of
normalisation used in the Einstein-Hilbert action.
6.1.2 Scalar-Scalar Amplitude
Next, we consider the 2 −→ 2 scattering of massive scalars in massive gravity. For
simplicity, we will take both scalars to have the same mass mφ and the massive
graviton to again have mass mh. Again, we will compute the 4-point amplitude
using BCFW with momenta 1 and 3 shifted, as coded in the diagram
1
4
2
3
=
∑
s
1
4
2
3
−s
s
(6.1.7)
To decompose the massive shifted lines into massless ones, we write
P1 = k1 + xk3, P3 = k3 + xk1 , (6.1.8)
where k2i = 0 and x = −
m2φ
2k1·k3 . With this in mind, it is clear that the on-shell
condition P 2i = m2φ holds. Subsequently, the vectors are continued to complex
values by writing
Pˆ1(z) = P1 + zη, Pˆ3(z) = P3 − zη , (6.1.9)
with η · P1 = η · P3 = 0 and η2 = 0. An obvious choice, given our decomposition, is
η = |1〉 [3|. Again, there are five terms that contribute to the amplitude in (6.1.1),
A4[1, 2, 3, 4] = A[1, 2ˆ, Pˆ
−2
h ]
1
P2
h
−m2
h
A[−Pˆ+2h , 3ˆ, 4]
+A[1, 2ˆ, Pˆ+2h ]
1
P2
h
−m2
h
A[−Pˆ−2h , 3ˆ, 4]
+A[1, 2ˆ, Pˆ−1h ]
1
P2
h
−m2
h
A[−Pˆ+1h , 3ˆ, 4]
+A[1, 2ˆ, Pˆ+1h ]
1
P2
h
−m2
h
A[−Pˆ−1h , 3ˆ, 4]
+A[1, 2ˆ, Pˆ 0h ]
1
P2
h
−m2
h
A[−Pˆ 0h , 3ˆ, 4] , (6.1.10)
and we will evaluate each contribution separately.
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Scalar Graviton Contribution
This is the last term in (6.1.10), the piece contributed by the scalar mode of the
graviton. This takes the form
κ2
(
2
3
)[
4
(
2P1 · Pa + 12m2h
)2
2m2h
+
4(P1 · Pa)(P1 · Pa + 12m2h)− 2m2φm2h
2m2h
+
3(4P1 · Pa +m2h)
4
+
3
4
m2h
]
× 1
P 2h −m2h
[
4
(
2P1 · Pa + 12m2h
)2
2m2h
+ κ
4(P1 · Pa)(P1 · Pa + 12m2h)− 2m2φm2h
2m2h
+
3(4P1 · Pa +m2h)
4
+
3
4
m2h
]
.
To understand the mh −→ 0 limit of this amplitude, we first note that
Pˆ1 ·Ph = −(Pˆ1 · Pˆ1 + Pˆ1 · Pˆ2) = −(m2φ+ Pˆ1 · Pˆ2) = −(m2φ+
1
2
m2h−m2φ) = −
m2h
2
, (6.1.11)
so that P1 · Ph −→ 0 as mh is taken to zero. Consequently,
A04[1, 2, 3, 4] =
4
3
κ2
m4φ
t
=
1
3
κ˜2
m4φ
t
, (6.1.12)
where, as usual, we have defined t = (P1 + P2)2. This also has virtue of having the
correct mass dimension and vanishes in the mφ = 0 limit, as expected.
Spin-1 Graviton Contribution
The spin-1 contribution to the full amplitude is
A(1)[1, 2, 3, 4] =
κ2
144
〈a|P1|b]
(
16P1 · Pa +m2h
m2h
)
× 1
P 2h +m
2
h
× 〈b|P3|a]
(
16P3 · Pa +m2h
m2h
)
=
κ2
144(P 2h +m
2
h)
〈a|P1|b] 〈b|P3|a]
(
16P1 · Pa +m2h
m2h
)(
16P3 · Pa +m2h
m2h
)
.
(6.1.13)
To find its massless limit, we again take Pa −→ Ph, |b〉 −→ mh |b〉, and |b] −→ mh|b]
to find
A
(1)
mh→0[1, 2, 3, 4] =
κ2m2h
144(P 2h +m
2
h)
〈Ph|P1|b] 〈b|P3|Ph]
(
16P1 · Ph +m2h
m2h
)(
16P3 · Ph +m2h
m2h
)
=
49κ2m2h
144(P 2h +m
2
h)
〈Ph|P1|b] 〈b|P3|Ph] mh−→0−→ 0 , (6.1.14)
as anticipated.
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Spin-2 Graviton Contribution
Finally, we evaluate the spin-2 part of the amplitude, given by
A(2)[1, 2, 3, 4] = A−+[1, 2, 3, 4] +A+−[1, 2, 3, 4]
= A[1, 2ˆ, Pˆ−2h ]
1
P 2h −m2h
A[−Pˆ+2h , 3ˆ, 4] +A[1, 2ˆ, Pˆ+2h ]
1
P 2h −m2h
A[−Pˆ−2h , 3ˆ, 4]
=
(
κ
〈b|P1|a]2
m2h
)
× 1
P 2h −m2h
×
(
κ
〈a|P3|b]2
m2h
)
+ a↔ b , (6.1.15)
where in the last line we have used the 3-point function calculated earlier.
Following the same mh −→ 0 procedure as in the spin zero case we find, with
some algebra, that the amplitude ultimately reduces to
A(2)[1, 2, 3, 4] =
κ2
t
(Tr+ (P1PaP3Pb)Tr− (P1PaP3Pb)
m2h
+
Tr+ (P3PaP1Pb)Tr− (P3PaP1Pb)
m2h
)
,
(6.1.16)
where, for example, Tr± (P1PaP3Pb) = 2(P1 · P3)(Pa · Pb) ± 2iµνρσP µ1 P νa P ρ3 P σb . The
antisymmetric piece can be evaluated by noting that µνρσP µ1 P νa P
ρ
3 P
σ
b =
√
det(G),
where G is the Gram matrix, whose determinant
det(G) =
∣∣∣∣∣∣∣∣∣
P 21 P1 · Pa P1 · P3 P1 · Pb
P1 · Ph P 2a Pa · P3 Pa · Pb
P1 · P3 Pa · P3 P 23 P3 · Pb
P1 · Pb Pa · Pb P3 · Pb P 2b
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
m2φ P1 · Pa P1 · P3 0
P1 · Pa 0 Pa · P3 12m2h
P1 · P3 Pa · P3 m2φ 0
0 1
2
m2h 0 0
∣∣∣∣∣∣∣∣∣
= m4h(−m4φ + (P1 · P3)2)
=
1
4
m4h
(
(s− 2m2φ)2 − 4m4φ
)
.
Substituting back into the trace gives
Tr± (P1PaP3Pb) = 2m2h
(
(P1 · P3)± i
2
√
(s− 2m2φ)2 − 4m4φ
)
. (6.1.17)
The second trace term is evaluated analogously and found to be the same, so that
the final expression for the amplitude is
A(2)[1, 2, 3, 4] = 2κ2
(s+ 2m2φ)
2 − 2m4φ
t
=
1
2
κ˜2
(s+ 2m2φ)
2 − 2m4φ
t
. (6.1.18)
Pulling this all together gives the full amplitude
A[1, 2, 3, 4] = A0[1, 2, 3, 4] +A(1)[1, 2, 3, 4] +A(2)[1, 2, 3, 4] , (6.1.19)
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whose massless limit is
Amh→0[1, 2, 3, 4] = A
0
mh→0[1, 2, 3, 4] +A
(2)
mh→0[1, 2, 3, 4] =
κ˜2
2t
[
(s+ 2m2φ)
2 − 2m4φ −
2
3
m4φ
]
.
(6.1.20)
The classical Newtonian potential (in fourier space) is recovered by first going to
the center-of-mass frame where,
t = −~q 2, s+ 2m2φ = 2m2φ + 4m2φ~p 2 + · · · (6.1.21)
If, in addition, we take κ˜2 = 32piG, the amplitude becomes
ACOMmh→0[1, 2, 3, 4] =
16piG
~q 2
[
4
3
m4φ + 16~p
2m4φ +O(~p 4)
]
. (6.1.22)
To find the classical potential, we use the relation [55]
TCOMfi =
ACOMfi
4E2
, (6.1.23)
where, if we write E = mφ + ~p
2
2mφ
+ · · · and take mφ  ~p 2,
TCOMfi =
16piGm2φ
~q 2
[
1
3
+ 4~p 2 +O(~p 4,m2φ)
]
. (6.1.24)
To first order, this is exactly 4
3
the classical Newtonian potential (in momentum
space):
TCOMfi (0) =
4
3
(
4piGm2φ
~q 2
)
. (6.1.25)
Then, by the standard arguments, these expressions can be reconciled by rescaling
the coupling G −→ 3
4
G. Of course, this comes with the cost that the light bending
angle derived from (6.1.6) will now be 3/4 of that predicted by general relativity,
manifesting the vDVZ discontinuity.
VII
Conclusion to Part I
In this part of the thesis, we have explored various gravitational phenomena
using the modern framework of scattering amplitudes. We have demonstrated
that scattering amplitudes provide a valuable tool to extract observable data from
(quantum) field theories and, in this thesis, we considered theories of gravity.
Considering gravity as a theory of massless spin-2 particles (gravitons), we showed
that, using only the on-shell physical data, it is possible to determine the deflection
angle of a light or gravitational wave as it passes a massive object, at least in the
small angle approximation. Additionally, using only our knowledge of the Poincaré
group, dimensional analysis and Newtonian gravity, we also showed that, should
you consider the graviton to have a non-vanishing mass, the Newtonian potential
between two scalars is modified in such a way that the massless limit only agrees
if one scales the graviton coupling. This results in the deflection angle of a light
being noticeably different from the experimentally observed value: the so-called
vDVZ discontinuity.
There are many interesting future directions that seem natural to consider as
a follow on from this work. Throughout this thesis, we have only worked to
linear order in hµν, however it is certainly of importance to understand higher
order amplitudes and their role in the Veinshtein mechanism. Since Veinshtein
screening is just one in a class of such screening mechanisms, we expect that
this could well shed some much needed light on a broad class of interesting
problems. Additionally, it would be interesting to consider discontinuities in the
supersymmetric counterpart of the massive graviton, the massive gravitino. Such a
discontinuity was discovered at the turn of the century by Deser and Waldron [56]
and, since higher spin particle scattering is treated in much the same way as for
scalars, vectors and gravitons, is likely that this problem may also be treated via
a direct construction of the amplitudes.
We have also worked exclusively in flat space, although there is some recent
progress to generalising spinor helicity techniques to curved spacetimes [57–60].
Should such techniques reach maturity, an on-shell analysis of vanishing-mass
discontinuities may provide valuable insight into the contraversy surrounding
whether or not the vDVZ discontinuity persists in Einstein spaces which satisfy
Rµν = Λgµν with non-vanshing cosmological constant Λ and m2h/Λ −→ 0 (see, for
example, [61,62] and references therin).
Part II
Entanglement Entropy & Complexity
VIII
Introduction to Part II
“I want to stand as close to the edge as I can without going over. Out on
the edge you see all kinds of things you can’t see from the center.”
– Kurt Vonnegut, Player Piano
We now switch gears entirely, shifting our focus to the subtleties of entanglement
entropy & circuit complexity in quantum field theories. Entanglement is the
distinguishing feature of quantum mechanics and, 80 years after its discovery,
still probably the most mysterious concept in nature. It was famously dubbed
by Einstein as spukhafte Fernwirkung (“spooky action at a distance”) following
the Einstein-Podolsky-Rosen gedanken experiments [63] and, disturbingly, has no
classical analogue around which to base our intuition. Despite being a formidable
concept to wrestle with, we now know a great deal more about entanglement [64],
such that it now is regarded as a fundamental resource in quantum information
theory, being the basis of quantum computing and quantum cryptography [65].
Classical systems share information only locally, whereas entanglement between
systems means that those systems share information non-locally and performing
a measurement on one system means extracting information about the other
instantaneously, even if the other system is spatially separated and causally
disconnected. Exactly how much information you will extract is given by the
entanglement entropy, a quantity that has uses far beyond what might be expected.
In the realm of quantum field theory, we define subsystems by considering distinct
spatial regions and probing the amount of entanglement that exists between them
[66–68]. Much of this has been motivated by the surprising result that a black hole’s
entropy is proportional to its horizon area and not its volume [69], prompting the
suggestion that the black hole entropy can be identified with (or is at least deeply
related to) the entanglement entropy [70, 71]. This seems reasonable due to the
fact that a black hole is a physical system with a natural casually disconnected
subsystem and entangling surface.
Recently, a wave of new activity has been initiated by the introduction of
holographic entanglement entropy, which, in the context of AdS/CFT, allows
one to calculate the entanglement entropy by minimising a surface in the dual
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AdS space [72, 73]. This has important implications for the nature of spacetime
and quantum gravity, suggesting that spacetime/gravity may emerge from the
underlying quantum entanglement structure [74–77].
A black hole is one of the simplest conceptual laboratories we know of in which
emergent spacetime is realised, and understanding exactly how this happens in
an important step towards understanding how spacetime emerges in general.
Motivated by this, in the context of the ER = EPR conjecture [78], it was
suggested that entanglement entropy was not enough to capture all aspects of
the growth of a black hole interior [79]. This was due to the observation that
the entanglement entropy saturates as a black hole thermalizes [80], whereas
the wormhole connecting two eternal AdS black holes increases long after
thermalization. In the spirit of the AdS/CFT conjecture, it was suggested that
the dual quantity to the black hole interior was the computational complexity
[79,81,82], an observable in the quantum field theory that could, according to the
conjecture, probe physics behind the black hole horizon.
This lead to two interesting proposals for holographic interpretations of this
quantity [81, 83, 84]. The first, dubbed complexity equals volume (the CV
conjecture), is that the holographic dual to complexity is the volume of a
maximal co-dimension-one bulk spacelike surface that emerges from the boundary
of AdS. The second, complexity equals action (the CA conjecture), posits that the
complexity is dual to the bulk action evaluated on the Wheeler-DeWitt (WDW)
patch. Both of these bulk quantities probe physics behind the horizon and grow
with time after the system has thermalized, and yet the boundary counterpart –
the computational complexity in a (conformal) quantum field theory – is not as
well defined, with an agreed definition still a work in progress [65, 79, 81–107]. If
the idea of complexity and black holes is to be fully grasped, it is essential that
we understand complexity in the context of general quantum field theories, which
is largely what this part of the thesis aims to explore.
IX
Entanglement Entropy & Complexity
Review
“People get a lot of confusion, because they keep trying to think of quantum
mechanics as classical mechanics”
– Sidney Coleman, Quantum Mechanics in Your Face
In this chapter, we review the basics of entanglement & complexity in quantum
field theories. For entanglement entropy in quantum field theory, there are many
good reviews available [68, 108–113] and we refer the interested reader there for a
more detailed treatment. For complexity in quantum field theories, there are no
reviews at the time of writing and to the best of the authors knowledge. For more
details, we refer the interested reader to [65,85–91].
9.1 Entanglement Entropy in Quantum Mechanics
9.1.1 Quantum States & Bi-partite Entanglment
A quantum mechanical system is described by a state vector |ψ〉 that is an element
of a Hilbert space H [114]. If the system is a composite of smaller systems, then
we can imagine considering only a specific subsystem A, whose compliment is then
A¯.
We can then decompose the systems Hilbert space into a product space, made up
of the Hilbert spaces of the subsystems1
H = HA ⊗HA¯. (9.1.1)
Let’s imagine that our total system is in some state |Ψ〉 ∈ H. Given this specific
state, what can we hope to know about the state of the subsystem A?
1It is not always the case that we can decompose the Hilbert space in this way in quantum
field theories, especially in gauge theories, however we will assume for now that we can.
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Product State Entangled State Mixed State
|Ψ〉AB = |ψ〉A ⊗ |φ〉B |Ψ〉AB 6= |ψ〉A ⊗ |φ〉B |Ψ〉 =
∑
i pi |ψi〉
Before we begin answering this question, it’s useful to note a few definitions.
A pure state is one in a definite quantum state (with probability one), meaning
we know exactly the state of our system.
A product state or separable state is one that can be written as a tensor
product of pure states, and an entangled state is a state that can not.
A mixed state is any state that is not a pure state, it could be for example a
sum of states with associated probabilities.
In general, a system could be in any one of an ensemble of orthogonal states
|ψi〉, each one associated with a probability pi, the probability of measuring that
particular state. If we measure the system over and over again using some operator
O, we will find that the system is in some average state. We call this the
expectation value of the operator O, and it is defined as
〈O〉 ≡
∑
i
pi 〈ψi|O|ψi〉 . (9.1.2)
We can write this expression in a new basis by using the projection operator∑
i |i〉 〈i| = 1, to find
〈O〉 =
∑
i
pi 〈ψi|O|ψi〉 (9.1.3)
=
∑
i
pi
∑
k,l
〈ψi |k〉 〈k| O |l〉 〈l|ψi〉 (9.1.4)
=
∑
k,l
〈k| O |l〉 〈l|
(∑
i
pi |ψi〉 〈ψi|
)
|k〉 (9.1.5)
=
∑
k
〈k| O
(∑
i
pi |ψi〉 〈ψi|
)
|k〉 (9.1.6)
= Tr (Oρ) , (9.1.7)
where we now define the operator in brackets as the density matrix operator
ρ =
∑
i
pi |ψi〉 〈ψi| . (9.1.8)
If you wanted to calculate the probability of finding your system in a specific
state |φ〉, then you act with the projection operator Pφ = |φ〉 〈φ|. Then, the
probability associated to finding the system in this state is simply pφ = Tr (Pφρ).
The density operator has the following properties:
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1. Tr (ρ) = 1
2. ρ† = ρ
3. ρ describes classical uncertainty
4. ρ is not always diagonal, but may be in some basis.
5. If a state is pure, its density matrix is ρ = |ψ〉 〈ψ|, and ρ2 = ρ. Such a density
matrix defines a pure state.
The entropy of a density matrix S(ρ) tells you exactly how mixed your system is,
or alternatively, how disordered.
Since this ought to be an intrinsic property of the system, we demand that this
measure be basis independent, i.e. S(U †ρU) = S(ρ), and S(ρ) = 0 for a pure state.
We also require that S(ρAB) = S(ρA) + S(ρB), since we can always create a density
matrix describing two decoupled systems via a tensor product.
A definition that fits the bill is the von-Neumann entropy
S(ρ) ≡ −Tr (ρ log ρ) , (9.1.9)
which in classical physics is simply S(ρ) ≡ −∑i pi log pi.
If you have entanglement between two elements of a composite system, you need
to be able to talk about the degrees of freedom of the individual subsystems
separately: you need a density matrix for each subsystem.
Knowing the full density matrix (or full system state, alternatively), you can simply
throw away the degrees of freedom you are not interested in by doing a partial
trace, defined as taking a trace of your full density matrix, but only over the
Hilbert space you wish to ignore. This is usually known as the reduced density
matrix, and is defined as
ρA ≡
∑
i
〈i|B (|ψAB〉 〈ψAB|) |i〉B = TrB (ρAB) . (9.1.10)
For entangled systems, the von-Neumann entropy becomes the entanglement
entropy, and is a measure of how entangled two subsystems are2. Alternatively,
we can relate this to the information entangled between two subsystems:
Entanglement entropy counts the number of entangled bits between A and B.
2Note however that the von Neumann entropy can also capture classical correlation and
doesn’t only measure entanglement. If the two systems are separated causally, i.e. by a Horizon,
then it does only measure the entanglement.
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Thermal states and Unitarity
Lets consider a system in a generic mixed state
ρ =
∑
i
pi |ψi〉 〈ψi| . (9.1.11)
Given enough time, such a system will always reach thermal equilibrium with it’s
surroundings, at which point the general mixed state becomes a thermal state,
meaning the individual probabilities pi are now proportional to the Boltzmann
factor
pi ∝ e−βEi . (9.1.12)
This happens by mutual particle exchange between the system and the
environment, maximising the thermodynamic entropy as it does so.
A pure state |ψ(t)〉pure that only undergoes unitary time evolution e−iHt |ψ(0)〉pure
will never reach a thermal state, however. This is because the Hamiltonian
maps pure states to pure states and interactions with another external system
are required to produce mixed states. This can easily be seen via the cyclic nature
of the trace and pure states.
9.1.2 Rényi Entropy
Having defined the entanglement entropy, we can now look at other interesting
measures of entropy. The first is a simple generalisation of the entanglement
known as Rényi entropy [115], defined as
Sn(ρ) =
1
1− n ln
(
N∑
i=1
pni
)
=
1
1− n ln (Tr (ρ
n)) . (9.1.13)
Importantly, we can recover the usual definition of entanglement entropy by taking
the limit n −→ 1
S(ρ) = lim
n−→1
Sn(ρ). (9.1.14)
This quantity is particularly useful because it doesn’t contain a logarithm of a
matrix and is often easier to calculate than the entanglement entropy. Indeed, we
shall see some explicit cases where computing the Rényi entropy is most convenient.
For now though, lets focus on its physical interpretation by considering a thermal
system with some notion of Boltzmann entropy.
For a system in a thermal state with initial temperature T0 = 1/β0, we know that
the density matrix looks like
ρ0 =
e−Hβ0
Z0
, (9.1.15)
9.1 Entanglement Entropy in Quantum Mechanics 75
with Z0 = Tr
(
e−Hβ0
)
. If we now plug this into the Renyí entropy formula, we find
that
Sn =
1
1− n ln
(
Tr
(
e−nHβ0
))
. (9.1.16)
Recalling the definition of the free energy F (T ) = −T lnZ(T ), we can identify n as
the being the amount the system drops in temperature, to a new temp T = T0/n
[116,117]. We then find
ST0/T =
1
1− T0/T ln
Tr
(
e−Hβ
)
Z
T0/T
0
(9.1.17)
=
1
1− T0/T ln
Z(T )
Z
T0/T
0
(9.1.18)
= −F (T )− F (T0)
T − T0 . (9.1.19)
Physically then, we interpret the Rényi entropy at n as being the work done by
the system as it goes into thermal equilibrium at a temperature T = T0/n (from a
temperature T0), divided by the change in temperature. In this way, we can also
directly relate the Boltzmann entropy with the Rényi entropy, considering that
the Boltzmann entropy is SBoltzmann = −∂F∂T . Thus, we find that the Rényi entropy
of a thermal system is
Sn =
n
n− 1
1
T0
∫ T0
T
Sth(T
′)dT ′. (9.1.20)
9.1.3 2 State Example
Let’s imagine the most simple situation we can: a pair of particles A and B with
spin created at the same time from some event, i.e. pair creation. Since the pair
was created together, and supposing that the total spin of the system before hand
was zero, we know that the angular momentum must be preserved and therefore
that each particle must have the opposite spin. We will also take the pair to be
separated by a vast distance, meaning there can not be any classical communication
between them during the time of the experiment. Most importantly, this means
we are excluding classical correlations between the two particles.
We also know that until we measure them, each particle does not yet have definite
spin, and therefore the total system is in a state
|Ψ〉AB =
1√
2
(|↑〉A |↓〉B + |↓〉A |↑〉B) =
1√
2
(|↑↓〉+ |↓↑〉) . (9.1.21)
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We observe that there must be some entanglement, since we can not write this
state as a product state.
The total information available to subsystem A is encapsulated in the density
matrix ρA, and similarly for B. The total system has density matrix ρAB, and we
define the subsystem density matrix as being the total system matrix with the
additional subsystem traced out:
ρA = TrB (ρAB) (9.1.22)
=
∑
i
〈i|B (|ψAB〉 〈ψAB|) |i〉B (9.1.23)
=
1
2
[〈↑|B (|↑↓〉+ |↓↑〉) (〈↑↓|+ 〈↓↑|) |↑〉B + 〈↓|B (|↑↓〉+ |↓↑〉) (〈↑↓|+ 〈↓↑|) |↓〉B]
(9.1.24)
=
1
2
[|↓〉 〈↓|+ |↑〉 〈↑|] (9.1.25)
=
1
2
I2×2. (9.1.26)
We see then that the density matrix for our subsystem is proportional to the
identity, which we say ismaximally mixed and thus the subsystem ismaximally
entangled3. We can also compute the entanglement entropy
S(ρA) = −Tr (ρA log ρA) = −Tr
(
1
2
log
1
2
)
= Tr
(
1
2
log 2
)
= log 2. (9.1.27)
For a system made up of such states (known as qubit states), we see then that
maximal entanglement would be SA = n log 2, where n is the number of qubits in
each subsystem. To find the number of entangled states, we use the formula
NA = e
SA . (9.1.28)
Finally, it is useful to note that when we split a system up into two components,
then the entanglement entropy of one component is equal to the entanglement
entropy of the other, provided that the full system is in a pure state
S(ρA) = S(ρA¯), ∀ρ = |ψ〉 〈ψ| . (9.1.29)
9.1.4 Properties of Entanglement Entropy
Entanglement entropy enjoys a number of well known properties, which we will
simply state without proof for brevity. Consider a system in a generic mixed
3Maximally mixed states are not in general maximally entangled. However if one finds that
the subsystem density matrix of a pure state is maximally mixed, then it is also maximally
entangled.
9.1 Entanglement Entropy in Quantum Mechanics 77
state ρAB, with entropy S(ρAB). Then, one finds that the Araki-Leib inequality
holds [118]
|S(ρA)− S(ρB)| ≤ S(ρAB). (9.1.30)
This tells us that mixed state entropy of A differs from that of B. We also find an
inequality
S(ρAB) ≤ S(ρA) + S(ρB), (9.1.31)
which tells us that entropy is sub-additive.
If we consider a system made up of three subsystems A,B,C, then we find a stronger
version of this, known as strong sub-additivity [65, 119–121]
S(ρAB) + S(ρBC) ≥ S(ρB) + S(ρABC) (9.1.32)
S(ρAB) + S(ρBC) ≥ S(ρA) + S(ρC), (9.1.33)
which in turn allows us to again define the concept of mutual information
I(A,B) = S(ρA) + S(ρB)− S(ρAB) ≥ 0. (9.1.34)
Roughly speaking, this quantity tells you how much information system A has
about system B and vice versa, since I(A,B) = I(B,A).
9.1.5 Relative & Average Entropy
One additional quantitiy which is often useful is the relative entropy [122,123] of
a system ρ with respect to a system σ (σ must describe states in the same Hilbert
space), defined as
S(ρ|σ) ≡
∑
k
ρk log
ρk
σk
= Tr (ρ log ρ− ρ log σ) ≥ 0. (9.1.35)
This quantity is always non-zero for ρ 6= σ and is zero only when the two systems
have the same density matrices. For the relative entropy of a subregion A that is
part of the full system C, the following holds
S(ρA|σA) ≤ S(ρC |σC), A ⊂ C. (9.1.36)
You should note that the relative entropy is not symmetric under ρ ←→ σ. The
relative entropy of systems ρ with respect to a thermal system σ is also an especially
interesting quantity. A system is thermal when its density matrix is
σ ∝ e−βH . (9.1.37)
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Then, the relative entropy is simply
S(ρ|σ) = Tr (ρ log ρ− ρ log σ) (9.1.38)
= −S(ρ) + β 〈H〉 . (9.1.39)
This is related to the first law of entanglement
δS = δ 〈H〉 . (9.1.40)
We will derive this by considering a variation of ρ at first order, to see what happens
to a system upon variation of the entanglement entropy
δS(ρ) = −δTr(ρ log ρ) (9.1.41)
= −Tr(δρ log ρ)− Tr(ρδ log ρ) (9.1.42)
= −Tr(δρ log ρ)− Tr(δρ). (9.1.43)
Motivated by the thermal system, we define our unperturbed density matrix in
terms of a new object: the entanglement Hamiltonian4
H = − log ρ ⇐⇒ ρ = e
−H
Tr (e−H) . (9.1.44)
This is not the Hamiltonian of our system, but rather an effective hamiltonian that
is defined as the log of the unperturbed density matrix. We can formally evolve
states via a unitary transformation
U(w) ' e−iHw ' ρiwA . (9.1.45)
In practice, the entanglement Hamiltonian is not easy to define. For some systems
(such as Rindler space, or a free fermion, as we will see later) the entanglement
Hamiltonian can be defined explicitly, however often it is highly non-local and
difficult to work with.
Having defined the entanglement Hamiltonian, our variation becomes
δS(ρ) = −Tr(δρ log ρ)− Tr(δρ) (9.1.46)
= −Tr(δρ log ρ) (9.1.47)
= Tr(δρH) (9.1.48)
= δ 〈H〉 . (9.1.49)
Taking ρ to be a thermal state, we see that this reduces exactly to the first law of
thermodynamics
ρ =
1
Z
e−βH . (9.1.50)
Thus, δS = β 〈H〉, or in other words, dE = TdS.
4This is often also called the modular Hamiltonian since it generates modular flow, however
we will simply call it the entanglement Hamiltonian.
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Average Entropy
Having defined the relative entropy, we now also define the notion of average
entropy. Lets imagine a system with Hilbert space of dimension mn to be in
some pure state. The average entropy of a subsystem of dimension m ≤ n is given
by [124]
Sm,n =
mn∑
k=n+1
1
k
− m− 1
2n
. (9.1.51)
In the situation where we have 1 m ≤ n, we find that the average entropy is
Sm,n ' lnm− m
2n
. (9.1.52)
Given this, and the fact that the maximum entropy of the subsystem is Sm,max =
lnm, we can define the average information
Im,n = Sm,max − Sm,n ' m
2n
. (9.1.53)
9.1.6 Purifications
Given a mixed state density matrix ρ, we can always find a larger pure state that
contains this mixed state, a process called purification.
For an ensemble {|ψAi 〉 , pi}, part of a Hilbert space HA, we can generate a pure
state by inputting an additional Hilbert space HB, provided dim(HA) = dim(HB).
Assuming this is satisfied, we can perform a schmidt decomposition, which
essentially allows us to express a vector as the inner product of two other vectors,
defined as
|Ψ〉 =
∑
i
λi |ψi〉 ⊗ |φi〉 ∈ HA ⊗HB, (9.1.54)
where λi ∈ R+ are known as the Schmidt coefficients with5 ∑i λ2i = 1. The states
{|ψi〉} and {|φi〉} are both orthonormal states in HA and HB respectively.
The Schmidt coefficients essentially classify each state, with λ1 = 1, λi = 0, ∀ i >
1 being a product state and all other states being entangled. The states are
maximally entangled if all the coefficients are equal.
If we consider a thermal state (i.e. a system in the canonical ensemble), we assume
that the system is in contact with a heat bath. The full system including heat bath
is described by a pure state, which we could obtain via a purification. However,
5To see this, consider that the density matrix in the Schmidt basis means that the probability
of a state |φa〉 being measured is pa = 〈φa|λλ†|φa〉, thus λ2 = probability.
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since we know that the heat bath must have the same entanglement entropy as
the system we want to consider, we may as well just make the heat bath a copy
of the system, i.e. choose our purification system to be the thermal system. This
means that our state will be:
|Ψ〉 = 1
Z
∑
i
e−βEi/2 |Ei〉 ⊗ |Ei〉 . (9.1.55)
This state is known as the thermofield double state, and is important in the
study of black holes and conformal field theories, especially in the context of
AdS/CFT.
9.2 Entanglement Entropy in Quantum Field Theory
So far, we have discussed entanglement in quantum mechanics, where the Hilbert
space of a given system is finite dimensional. In QFT, the Hilbert (or, Fock more
precisely) space is necessarily infinite dimensional6, meaning we can’t use the same
ideas as easily (we can’t localise states/particles in QFT). Our first instinct might
be to put this on a lattice, and indeed this will be our starting points, introducing
a short distance scale , such that i.e. 2-point correlators go like 1||d−2 for short
distances. This allows us to remove any UV states from the Hilbert space (since
this would require a shorter distance), meaning we can define a finite-dimensional
Hilbert space.
9.2.1 Density Operators as Path Integrals
In order to use the definitions of entanglement entropy, mutual information etc
introduced in the last section, we need to recall some connections between quantum
mechanics and quantum field theory.
The transition amplitude between two field configurations φi and φj is given by
the path integral
〈φj(t1)|e−iHt|φi(t0)〉 = N
∫ φ(t1)=φj
φ(t0)=φi
Dφ e−iS[φ], (9.2.1)
where a time dependent state is given by |Ψ〉 = |φ(t)〉 = eiHt |φ(0)〉.
6An explination for this is that we must demand that Tr ([x, p]) = 0 for any finite dimensional
operators x and p, since in finite dimensions they are trace-class operators and the trace of their
commutator must vanish. This is not realisible while respecting [x, p] = i ∗ ∞, thus we reason
that the Hilbert space must have infinite dimension.
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We can write7 the density matrix as ρ(τ) = e−Hτ , where τ is a parameter with the
dimension of (imaginary) time. Elements of the density matrix are given by
ρ(φi, φj, τ) = 〈φi|e−Hτ |φj〉 . (9.2.2)
We can split the density matrix up into small Euclidean time-intervals , meaning
we can use it to define a path integral, in complete analogy with the usual procedure
in QFT8, however now in Euclidean time τ . Alternatively, we can recognise that
eq. 9.2.2 and eq. 9.2.1 are simply related by a Wick rotation t −→ −iτ , meaning
we can write the density matrix as a Euclidean path integral
ρ(|φi〉 , 〈φj|) = N
∫ φ(β)=φj
φ(0)=φi
Dφ e−SE [φ]. (9.2.3)
For a (1+1)-d theory defined on a circle (i.e. on a line with φ(a) = φ(a+ 2pi)), then
we can visualise the thermal density matrix path integral as a cylinder, where the
end points represent the circular field configurations we are integrating between.
If we define the field configurations as being the same (i.e. a vacuum to vacuum
amplitude), then this naturally becomes a path integral over a torus.
For completeness, we also note that we can, by the convolution property, always
write the density matrix (and hence path integral) as
ρ(|φi〉 , 〈φj|) =
∫
dφn1 · · · dφnN ρ(|φi〉 , 〈φn1 |)ρ(|φn2〉 , 〈φn3 |) · · · ρ(|φnN 〉 , 〈φj|). (9.2.4)
9.2.2 The Replica Trick
Computing the entanglement entropy can often be a difficult task, and it is often
far easier to compute the Renyí entropy instead, which we recall is defined as
Sn = − 1
n− 1 logTr (ρ
n) . (9.2.5)
Having defined ρ in terms of path integrals, we might wonder what this quantity
is in a field theory. First, we construct Tr (ρn), which is given by
Tr (ρn) =
∫
[Dφ1Dφ2 · · · Dφn]A ρ[φ1, φ2]ρ[φ2, φ3] · · · ρ[φn−1, φn], (9.2.6)
7This follows from the fact that the density matrix satisfies dρdτ = −Hρ(τ) for imaginary time
evolution t −→ −iτ .
8For a full derivation, see i.e. [125,126]
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where it is understood that we are tracing out the degrees of freedom in A and
’gluing’ the degrees of freedom in A by a convolution. Let’s make this more precise
by considering the ground state of a 2D Euclidean QFT, which means evaluating
our path integral for infinite time in one direction9 t = −∞ to t = 0, with boundary
condition φ(x, 0) = φ1. For a field φ(x, t), this looks like
Φ0 = N
∫ φ(x,0)=φ1(x)
φ(x,−∞)
Dφ e−SE [φ], Φ∗0 = N∗
∫ φ(x,∞)=φ2(x)
φ(x,0)
Dφ e−SE [φ]. (9.2.7)
The states φ1 and φ2 are states now, that is at the time slice τ = 0. Each ‘now’
state was arrived at differently however: the state φ1 was arrived at from −∞,
while the conjugate state φ2 from +∞. Geometrically, we can imagine that the
ground state is the lower-half plane, with φ1 existing on the line τ = 0, while the
conjugate ground state is the upper half plane, as in figure 9.1.
Figure 9.1: The geometric representation of the ground state wave function, and
its conjugate.
From our definition of the density matrix, we can sew one of these together with
it’s complex conjugate to get the vacuum density matrix
ρ0 = |0〉 〈0| = Φ∗0(φ1)Φ0(φ2). (9.2.8)
We have necessarily sewn together one state with it’s entire history taken to infinity
and its complex conjugate - with its entire future projected.
In order to calculate the entanglement entropy, we need the reduced density matrix,
which - geometrically - means we need to consider the spatial region A ∈ x by
tracing out the compliment A¯, by sewing together all the points x ∈ A¯. This is
9To see why, consider a state evolving in time |ψ〉 = e−Hτ |0〉 - as τ −→∞, the leading piece
in an expansion around τ large is ∼ e−τE0 , therefore selecting the ground state.
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Figure 9.2: The geometric representation of the ground state density matrix: the
full plane with a branch cut at τ = 0, and the plane with a section of the τ = 0
line reduced to the a small segment A.
pictured in figure 9.2, and our reduced density matrix now looks like this10
ρA[φ1, φ2] =
∫ φ(x,0+)=φA1
φ(x,0−)=φA
2
Dφ e−SE [φ], (9.2.9)
where the 0± are there to remind us that we are approaching zero from ±∞ (from
above or below) respectively.
We see now exactly what eq. 9.2.6 does: it glues together each density matrix
along the entanglement cut Σ (by a convolution), dictated by A. For example,
taking n = 2 gives
ρ2A =
∫
Dφρ(1)A [φ1, φ′]ρ(2)A [φ′, φ2] ≡ Z2(A). (9.2.10)
This corresponds to identifying the different sides of the cuts along τ = 0 in density
matrix (1) with the sides of cuts in (2), geometrically visualised in fig. 9.3.
We can obviously repeat this procedure n times, identifying the bottom of each cut
with the top of the cut in the next plane. This method of cloning the system earns
it the title of replica trick [68,108,127]. Conveniently, this creates the replicated
manifold Rn, an n-sheeted Riemann surface. Evaluating the free path integral on
this manifold is equivalent to computing ρn, where it should be pointed out that
at the boundaries of the entangling region ∂A is typically singular. For example,
the interval we are considering contains two conical singularities at ∂A, meaning
any path that ’turns’ around these will pick up a phase (winding number). This
will be important for what follows.
10Another way to think of this reduced path integral is to consider the integrand as being
multiplied by a product of delta functions that localise the fields to those configurations which
lie within A, i.e.
∏
x∈A δ(φ(x)− φ2)δ(φ(x)− φ1).
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Figure 9.3: The identification of cuts in ρ2A
In practice, what you may wish to do is to map the action of the theory to the
new manifold, being careful to keep track of how the operators of the action
transform under said mapping. You can then evaluate the path integral there
(often perturbatively) and from it calculate the log and related Rényi entropy.
Since the entanglement entropy requires you to take a limit in n, in practice we will
need to analytically continue the expression Sn to make sure that we can take this
limit smoothly, since it is only defined for integer n in it’s current form, when to
take this limit n should now be real or complex number. This means analytically
continuing Zn to real n.
We label the path integral for this Zn(A), which is nothing more than the original
path integral but now evaluated on the n−replica surface - taking n −→ 1 gives
back the original path integral on the original surface.
We find then that the trace of the reduced density matrix is
Tr (ρnA) =
Zn(A)
Zn
, (9.2.11)
where Zn is the path integral evaluated on the entire replica surface, and the factor
1
Zn
is a normalisation to ensure that Tr (ρA) = 1. If we can calculate this trace, we
can use equation 9.1.13 to calculate the Rényi entropy
Sn =
1
1− n (lnZn(A)− n lnZ) . (9.2.12)
Alternatively, we can write lnTr (ρnA) = ln(
∑
i p
n
i ) and differentiate to find
− ∂
∂n
Tr (ρnA) = −
∑
i p
n
i ln(pi)∑
i p
n
i
. (9.2.13)
Which, in the limit of n −→ 1, gives the von Neumann entropy (since ∑i pi = 1).
In other words, we can write the von Neumann entropy as
SA = − lim
n→1
∂
∂n
(
Zn(A)
Zn
)
, (9.2.14)
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or alternatively
S = lim
n→1
(
1− n ∂
∂n
)
ln (Zn(A)) . (9.2.15)
9.2.3 Twist Fields
Twist fields are fields that are associated with some internal symmetry of a given
action. They are a way of capturing the behaviour of a symmetry transformation
on theory space as a field that lives on the target space. For our purposes, we will
consider twist fields as being associated with replica symmetries, specifically we
will encode in them the singularity structure of the replica surface [108–110,127].
One interpretation of the replica trick is that it makes n identical copies of a
field theory, including its background geometry. Specifically, the i’th copy of each
theory depends only on the field(s) Φi, which only exist on one layer of the Riemann
surface. The full Lagrangian density of the new n−replicated model is therefore
dependent on all of the fields {Φ1,Φ2, ...,Φn}, but in the following way:
L(n)[Φ1,Φ2, ...,Φn](z) = L[Φ1](z) + L[Φ2](z) + · · ·+ L[Φn](z). (9.2.16)
Since the replica trick demands that we identify n+ i = i, it’s obvious that taking
i → i + 1 must be a symmetry of the system (a cyclic permutation). If we
naively map our full n-CFT from Rn to C (the target space), then it is exactly
this symmetry that will be lost, and so we must introduce a way to recapture it:
the twist field.
Lets examine an interval A = [u, v] ∈ x as pictured in the figure below.
Figure 9.4: U-V Interval
The path integral of a 2D QFT (with Euclidean signature) on a Riemann surface
Rn in general looks like
ZRn =
∫
DΦ exp
(
−
∫
Rn
dxdτ L[Φ](x, τ)
)
. (9.2.17)
For the u, v-interval (the sheets are joined via the segment x ∈ [u, v], τ = 0),
provided we are taking n copies of the original field theory, we can rewrite our
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path integral as
ZRn,u,v =
∫
C(u,v)
n∏
i
DΦi exp
− ∫
C
dxdτ
n∑
j
L[Φj](x, τ)
 . (9.2.18)
Where C(u, v) are the conditions on the fields that restricts the path integral
(similar to eq. 9.2.9) to obey our demands, specifically
C(u, v) : Φi(x, 0+) = Φi+1(x, 0−), x ∈ [u, v]. (9.2.19)
With this condition in mind, let’s consider eq. 9.2.16. If we were on the top of
the segment x ∈ [u, v], the sum in this equation would be exactly the same as the
as if we were at the bottom, given the cyclic permutation invariance and the path
integral condition.
The Riemann surface we are considering is flat everywhere except at the (conically)
singular points at each end of the cuts. The curvature inside the cut is still zero,
because we can choose the cut however we like, provided we keep the end points
the same: the boundaries define the curvature.
Thought of another way, we can think of a general curve that connects points u
and v. Crossing this curve from −∞ shifts your field from Φi to Φi+1, while crossing
from +∞ shifts your field from Φi+1 to Φi. However, since we are free to make any
curve we like, we can only be sure that we have crossed a general curve after we
have traversed round the point at either edge.
What this means is that the theory with the cut can be thought of as a theory with
two insertions at either end of the cut: branch point twist fields. The property
of these particular twist fields is that they are local operators11 that mimic the
action of the twisted boundary conditions when they operate on the other fields.
They are defined via the cyclic permutations they enact, through the commutation
relations
Φi(z)T (w) = T (w)Φi+1(z), zi > wi (9.2.20)
Φi(z)T (w) = T (w)Φi(z), zi < wi (9.2.21)
Φi(z)T˜ (w) = T˜ (w)Φi−1(z), zi > wi (9.2.22)
Φi(z)T˜ (w) = T˜ (w)Φi(z), zi < wi (9.2.23)
(9.2.24)
with T and T˜ define opposite cyclic permutation transformations and we note that
we can identify T˜ = T †.
11They are local in some sense, but also non-local. Elaborate!
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The reason that these fields are interesting is because we can use them to redefine
our path integral in eq. 9.2.18, since the insertion of a twist operator is nothing
more than insisting on the restriction 9.2.19 and the linear form of the Lagrangian.
With that in mind, we can formally define the twist field via∫
C
DΦ exp (−S[Φ]) Tn(u, 0)T˜n(v, 0) O1 · · · On =
∫
C(u,v)
DΦ exp (−S[Φ])O1 · · · On,
(9.2.25)
where the subscript n reminds that there is a twist field inserted on each surface,
which we will suppress from now on.
Less formally, we can define the path integral of our theory in terms of a correlator
of these twist fields
ZRn,u,v ∝ 〈T (u, 0)T˜ (v, 0)〉L(n),C . (9.2.26)
Up to some irrelevant constant. Normalised correlation functions of operators
living on the ith copy of L on sheet i is given by
〈Oi(x, y) · · ·〉Rn,u,v =
〈T (u, 0)T˜ (v, 0)Oi(x, y) · · ·〉L(n),C
〈T (u, 0)T˜ (v, 0)〉L(n),C
. (9.2.27)
In short, twist fields are useful because they allow you to write correlation functions
of operators O on the replicated manifold in terms of correlation functions of O
with twist fields, but now on C.
Twist fields only appear because we map our original field theory on C, with
Lagrangian L, to an n-sheeted Riemann surface Rn. We can then evaluate our
new theory with Lagrangian L(n) back on C, provided we insert the twist fields
that correspond to the edges of the cuts.
In a conformal field theory, we can work out the scaling dimension of our twist fields
by taking the expectation value of the stress energy tensor on Rn and comparing
it with the OPE of the stress energy tensor with the twist fields on C, since these
two should now be equivalent.
Suppose our CFT lives on the complex w-plane, with stress tensor T (w). We need
to map this to Rn. To do this, we first conformally map our [u, v] interval to (0,∞)
via
w 7→ ζ = w − u
w − v . (9.2.28)
Now we have mapped the interval to the positive domain, we need n copies of it,
so we map back n copies of C via
z = ζ1/n =
(
w − u
w − v
)1/n
. (9.2.29)
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As is well known for a 2D CFT, T (w) is related to the transformed T (z) via
T (w) =
(
dz
dw
)2
T (z) +
c
12
{z, w} , (9.2.30)
where c is the central charge and {z, w} is the Schwartzian derivative (z′′′z′ −
3
2
z′′2)/z′2.
Taking the expectation value of this and considering the fact that 〈T (z)〉 = 0, we
find
〈T (w)〉 = c
12
{z, w} = c
24
[
(u− v)2
(w − u)2(w − v)2
](
n2 − 1
n2
)
. (9.2.31)
By definition, this must be equal to
〈T (w)〉 = 〈T (u, 0)T˜ (v, 0)T (w)〉L(n),C〈T (u, 0)T˜ (v, 0)〉L(n),C
. (9.2.32)
T and T˜ are primary fields, so the right hand side must satisfy the conformal ward
identity, meaning
〈T (u, 0)T˜ (v, 0)T (w)〉 =
(
∆n
(w − u)2 +
∆n
(w − v)2 +
1
w − u∂u +
1
w − v∂v
)
〈T (u, 0)T˜ (v, 0)〉 .
(9.2.33)
The two point function, since they are primary fields, is
〈T (u, 0)T˜ (v, 0)〉 = |v − u|−2(∆+∆). (9.2.34)
Plugging this in, we find
∆n = ∆n =
nc
24
(
1−
(
1
n
)2)
. (9.2.35)
Having derived this, we can work out the Rényi entropy of one interval of a 2D
conformal field theory. Let’s first assume that the length of our interval is L = |u−v|
with UV regulator .
Then, from eq. 9.2.34, we can write
ZRn,u,v = L
−4∆n . (9.2.36)
And therefore that
Tr
(
ρnu−v
)
= gn
L

c
6 (n−1/n)
. (9.2.37)
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Where gn is some n dependent constant and g1 = 1 by normalisation. Plugging
this into eq. 9.2.14, we find
Suv = −∂n
(
gn
L

c
6 (n−1/n)
)
n=1
(9.2.38)
=
[
cgn
6
(
L

) c
6 (n−1/n) (
1 +
1
n2
)
log
L

]
n=1
+ g′n
L

c
6 (n−1/n)∣∣∣∣
n=1
(9.2.39)
=
c
3
log
L

+ g′1. (9.2.40)
This is the famous universal entanglement entropy for a (1+1)-d CFT, originally
calculated in [68].
To briefly summarise the last two sections, we saw that we could calculate Tr (ρn)
via the replica trick, which ultimately means doing one of two things: either
computing the Euclidean partition function on the replicated manifold Rn, or
computing the partition function for n copies of the original QFT with twist fields
inserted into the correlation functions.
9.2.4 Geometric Entanglement Entropy
So far, we have mostly been concerned with finding the reduced density matrix in
order to calculate the entanglement entropy. Finding this is tricky, requiring us
to trace out all degrees of freedom that the vacuum state cannot access. When
we are concerned with a QFT, this amounts to tracing out all the degrees of
freedom outside a given region of interest, where the regions are separated by the
co-dimension 2 entangling surface Σ.
If we look at a particular time slice, say at t = 0, then we know what the degrees
of freedom accessible to an operator that lives on Σ: they are those degrees of
freedom that live inside the causal diamond D.
How then do we trace out degrees of freedom outside this causal diamond? One
way to do this is to bound the space with horizons at each edge of the causal
diamond [128]. In D = 2 Minkowski space, if we choose the semi-infinite half line
as our region of interest (seperated by a single point Σ at x = 0), then the causal
diamond is the right hand wedge, and we recognise that we can easily bound this
space by considering Rindler coordinates. Now let’s think about how this helps
us define the reduced density matrix. As we have seen, the density matrix can
be written directly in terms of the modular hamiltonian. However, only in rare
cases is this modular Hamiltonian local : in general, it is a non-local object that
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Figure 9.5: The Rindler wedge: the shaded area is the causal region of our chosen
sub-region A, the blue paths is the ’modular flow’, in this case translations by
boosts.
can’t be expressed in terms of operators that live on Σ. In the case of Rindler
space however, the Hamiltonian is local. Due to a theorem of Bisognano and
Wichmann [129], we find that the modular Hamiltonian in Rindler space is given
by
H = βK = β
∫
x>0,t=0
dD−2x xT00, (9.2.41)
where T00 is the tt component of the stress-energy tensor of the theory and β is
the inverse temperature, in this case the Unruh temperature T = 1/2pi.
The modular (or entanglement) Hamiltonian generates modular flow, which
basically just means it generates translations in some time parameter s that
preserves modular invariance. These flows take the form
U(s) = ρis = e−iHs. (9.2.42)
The benefit of all this is that our theory is now thermal, meaning it’s no
longer defined only at zero temperature and, as we will soon see, the thermal
entropy is the entanglement entropy. This is due to the fact that the coordinate
transformation to Rindler space is equivalent to a unitary transformation of the
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density matrix12, which leaves the entanglement entropy unaffected, since
〈O〉 = Tr (ρO) = Tr (ρU(s)OU(−s)) . (9.2.43)
This invariance is only true for local modular Hamiltonians, since this ensures that
any operator localised on Σ evolves to some operator again localised in D.
Working in lightcone coordinates defined via x± = x0±x1, we can go to conformally
flat Rindler space in any D via the transformation
x± = ze±η/R. (9.2.44)
This gives the line element
ds2 = dx+dx− +
D∑
i=2
(dxi)2 (9.2.45)
= − z
2
R2
dη2 + dz2 +
D∑
i=2
(dxi)2, (9.2.46)
and we can now identify the density matrix as being
ρR =
e−βHη
Z
, η ∼ η + 2piR. (9.2.47)
Lets consider the fact that we have selected only a special region, the semi infinite
positive half line, and that it would be nice to be able to select arbitrary geometric
intervals. We can use the fact that for a CFT, we can use conformal symmetry
to map specific regions of interest to the Rindler wedge, once again reducing
the problem of calculating the entanglement entropy to calculating the thermal
entropy.
9.2.5 Spherical Entangling Surfaces in D dimensions
To illustrate the last point, let’s now consider a spherical entangling surface of
dimension D− 2 and radius R, which we label Σ, following [128]. The coordinates
xµ of causal diamond D of such a region can be mapped to Rindler space via a
special conformal transformation and a translation, namely
xµ = 2R
Xµ − bµX2
1− 2b ·X + b2X2 +Rb
µ, (9.2.48)
12Recall that for any two spacetimesM andM related by a conformal transformation g(x) −→
Ω2g(x), the density matrix is related by ρM = UΩρMU
†
Ω.
9.2 Entanglement Entropy in Quantum Field Theory 92
Where bµ = (0,−1, 0, ...). Working in lightcone coordinates x± = r ± t, where
r =
√∑D−1
i=1 (x
i)2, we note that the causal diamond is given by{
x+ ≤ R} ∩ {x− ≤ R} . (9.2.49)
Focussing on a time slice of t = 0, we find that the conformal transformation in
these coordinates is
x±(s) = r(0)± t(s) = R (R+ x
±)− e∓2pis(R− x±)
(R+ x±) + e∓2pis(R− x±) . (9.2.50)
An infinitesimal modular transformation in s will then tell us what happens in
x±, i.e. what happens under a small application of H to the system. A short
calculation reveals
δx± = lim
t,s−→0
piR(R2 − r2)
R cosh(pis) + r sinh(pis)
δs = 2pi
(R2 − r2)
2R
δs. (9.2.51)
The modular Hamiltonian is then
HD = 2pi
∫
dD−1x
(R2 − r2)
2R
T00 + c
′. (9.2.52)
We have now found the modular Hamiltonian inside D, but it isn’t thermal. We will
now relate this modular hamiltonian with a thermal Hamiltonian by transforming
it to a new geometry H = R×HD−1, where H is hyperbolic space, the claim being
that on this geometry thermal entropy = entanglement entropy.
The first step is to note that we can easily transform from Rindler space to R×HD−1
at the expense of picking up a conformal factor Ω = z/R
ds2 = Ω2
(
−dτ 2 + R
2
z2
[
dz2 +
D∑
i=2
(dxi)2
])
. (9.2.53)
Now, we need to map D to H. Starting with D dimensional polar coordinates
ds2 = −dt2 + dr2 + r2dΩ2D−2. (9.2.54)
Our entangling surface Σ is again the r = R sphere on a t = 0 timeslice. We now
need to do a transformation to a set of restricted coordinates that only cover D,
which are conveniently given by
t = R
sinh(τ/R)
coshu+ cosh(τ/R)
, r = R
sinhu
coshu+ cosh(τ/R)
, (9.2.55)
and the metric above now becomes
ds2 = Ω2
(
−dτ 2 +R2[du2 + sinh2 u dΩ2D−2]
)
, (9.2.56)
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which is exactly the metric of R×HD−1. We note that the limits are exactly those
that cover D
τ −→ ±∞ =⇒ (t, r) −→ (±R, 0) (9.2.57)
u −→∞ =⇒ (t, r) −→ (0, R). (9.2.58)
Now that we have successfully mapped the geometries, we know that there is some
unitary transformation that must map the density matrix on D to the thermal
state on H, which has temperature T = 1
2piR
.
9.2.6 Example: Entanglement Entropy of a (1+1)-d CFT
Consider an interval on the real line of [−L
2
, L
2
], centered around x = 0. In D = 2,
the entangling surface (sphere) is just a single point.
We need to derive lightcone coordinates that cover the causal diamond of a t = 0
timeslice, by using equation 9.2.55 (choosing R = 1 for simplicity)
x± =
sinh τ ± sinhu
coshu+ cosh τ
(9.2.59)
=
sinh( τ±u
2
) cosh( τ∓u
2
)
cosh( τ±u
2
) cosh( τ∓u
2
)
(9.2.60)
=
L
2
tanh(
y±
2
), (9.2.61)
where we have rescaled our coordinates by L/2 to bound our specific interval and
defined
y± = τ ± u, τ ∼ τ + 2pii,
and we have made use of the trigonometric identities
sinhx± sinh y = 2 sinh x± y
2
cosh
x∓ y
2
, coshx+ cosh y = 2 cosh
x+ y
2
cosh
x− y
2
.
(9.2.62)
y± now covers only the causal diamond and our partial trace is already done in
these coordinates. Furthermore, states in y-space are thermal, given by
ρ(y±) = e−βHτ , (9.2.63)
where β = 2pi = T−1. In a 2D CFT, we can use the Cardy formula [130] to calculate
the thermal entropy, given by
S =
pic
3
RT. (9.2.64)
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Where R is the length of the interval in y-space at τ = 0 and R  T−1. R is then
given by
R = y+ − y−
∣∣∣∣
τ=0,x±=L/2
= 2y+ = 4 arctanh
(
2x+
L
) ∣∣∣∣
x+=L/2
=∞. (9.2.65)
This tells us that the entanglement entropy diverges. This is perfectly natural,
telling us that close to the boundary of the entangling surface the degrees of
freedom are very entangled, as we might expect. In order to combat this, we
introduce a UV regulator, which amounts to considering the interval [−L
2
+, L
2
−].
Now,
R = 4 arctanh
(
2
L
[
L
2
− 
]) ∣∣∣∣
−→0
= 2
(
ln[2− 2
L
]− ln[2
L
]
) ∣∣∣∣
−→0
= 2 ln(
L

). (9.2.66)
Plugging this in along with T = 1
2pi
, we find the universal result for a (1+1)-d CFT
S =
c
3
ln
(
L

)
. (9.2.67)
Which is exactly what we derived in eq. 9.2.40 using the replica trick and twist
fields.
9.2.7 The Entanglement Spectrum & Correlation
Matrices
We have seen how to obtain the entanglement entropy geometrically, and via
twist fields. We will now consider an alternative approach, namely deriving
entanglement entropy from the correlation matrix [131, 132], alternatively known
as the Nambu-Greens function at equal time, defined as
Cij = 〈ψ|c†icj|ψ〉 = Tr
(
ρc†icj
)
. (9.2.68)
Consider a system in a pure state defined by ρ = |ψ〉 〈ψ|. We can, as we did
in eq. 9.1.44, define our reduced density matrix of subsystem A in terms of the
entanglement hamiltonian HE
ρA = TrA (ρ) =
e−HE
ZA , (9.2.69)
where ZA = Tr (e−HE ).
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The entanglement spectrum is defined as the eigenvalues of this Hamiltonian,
and often contains deep information about the structure of entanglement for a
specific system, usually more than the entanglement entropy alone can provide.
We will consider a generic interacting fermionic system with Hamiltonian
H =
∑
i,j
c†ihi,jcj −
1
2
[
c†i∆i,jc
†
j + ci∆
†
i,jcj
]
(9.2.70)
=
1
2
∑
i,j
Ψ†ih
BdGΨj, (9.2.71)
where c†i (ci) is a creation (annihilation) operator for site i, and the Nambu spinor
Ψ and Bogoliubov-de Gennes (BdG) Hamiltonian hBdG are given by
ΨTi = (ci, c
†
i ), h
BdG =
(
hij −∆ij
−∆†ij −h∗ij
)
, (9.2.72)
and h is hermitian while ∆ is skew-symmetric, i.e. ∆T = −∆. We can diagnoloize
this Hamiltonian via a Bogoliubov transformation U (see appendix B), such that
ai =
∑
j Uijcj. When i, j ∈ A, the entanglement Hamiltonion must also have this
form [131], and we can write
HE = 1
2
∑
i,j∈A
Ψ†ih
BdG
A Ψj. (9.2.73)
With a sufficient choice of Uij, we can completely diagonalize this Hamiltonian,
finding
HE = 1
2
∑
i,j∈A
Ψ†iUh
BdG
A U
†Ψj (9.2.74)
=
∑
ij
∑
k
εk(Uikc
†
i )(U
†
jkci) (9.2.75)
=
∑
k
εka
†
kak, (9.2.76)
where εk are the Eigenvalues of the (reduced) BdG Hamiltonian in eq. 9.2.72. We
can now consider the correlation matrix in terms of these operators
CAij = Tr
(
ρAc
†
icj
)
(9.2.77)
=
Tr
(
e
∑
k
εka
†
k
ak
∑
lm U
†
liUjma
†
lam
)
Z (9.2.78)
=
∑
k
U †kiUjk
1 + ek
, (9.2.79)
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where we have used
Z = Tr
(
e
∑
k
εka
†
k
ak
)
=
∑
{nk}
〈n|e
∑
k
εka
†
k
ak |n〉 =
∏
α
(1 + e−εα). (9.2.80)
We see then that we can write the eigenvalues of the correlation matrix, which we
shall label ζk, in terms of eigenvalues of the entanglement Hamiltonian, εk, via
ζk =
1
1 + eεk
. (9.2.81)
This means that we can derive the the entanglement spectrum directly from the
correlation matrix simply by computing its eigenvalues. We can also write the
Rényi entropy in eq. 9.1.13 (and hence the entanglement entropy) in terms of
these eigenvalues
Sn(ρ) =
1
1− n lnTr (ρ
n) (9.2.82)
=
1
1− n lnTr (ρ
n) (9.2.83)
=
1
1− n ln
[∏
α
1 + e−nεα
(1 + e−εα)n
]
(9.2.84)
=
1
1− n
∑
α
[
ln(1 + e−nεα)− n ln(1 + e−εα)] . (9.2.85)
Inverting eq. 9.2.81, we find
εk = ln
[
1− ζk
ζk
]
, (9.2.86)
meaning we can write the Rényi entropy in terms of eigenvalues of the correlation
matrix
Sn =
1
1− n
∑
α
ln [ζnα + (1− ζα)n] . (9.2.87)
9.3 Quantum Circuits and Complexity
Classical circuits are constructed from paths and logic gates. The paths carry
information, while the gates manipulate the information. For a single bit, there is
only one possible gate: the NOT gate, which takes 0 −→ 1 and 1 −→ 0.
Now let’s consider a single qubit, described by the state
|ψ〉 = c0 |0〉+ c1 |1〉 , |c0|2 + |c1|2 = 1. (9.3.1)
We know what acts on these kinds of states: unitary operators. Therefore, we
reasonably conclude that the equivalent of a logic gate in quantum mechanics is a
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unitary operation. In fact, a quantum circuit is simply the idea of breaking down
some complicated unitary transformation into products of simpler transformations
that act on a few qubits at a time.
The equivalent of the NOT gate is given by
X ≡
(
0 1
1 0
)
, (9.3.2)
which again takes 0 −→ 1 and 1 −→ 0, but now acting on a quantum state. Unlike
for the classical bit, however, there are also other quantum gates that can act on
a single qubit, for example the Hadamard gate
H ≡ 1√
2
(
1 1
1 −1
)
. (9.3.3)
This is often thought of as the square root of the NOT gate, since applying it twice
is the equivalent of the NOT gate, since
H(c0 |0〉+ c1 |1〉) = 1√
2
(c0 + c1) |0〉+ 1√
2
(c0 − c1) |1〉 . (9.3.4)
We might ask the question of how many distinct gates we might need to
approximate any reasonable unitary operation, and the answer depends typically
on the number of qubits you operate on at a time. A set of gates that can be used
to generate almost any complicated unitary is called a universal gate set. We are
interested in computational complexity C(U), which we will define as being
the minimum number of one and two qubit gates required to exactly build some
complicated target state U |ψ〉 out of a simple reference state |ψ〉.
For an n-qubit state, U is a 2n×2n matrix, and it can be argued that for almost all
U , C(U) ≥ 4n [82]. We want to know what can be achieved with a finite number of
gates taken from some universal gate set (there isn’t a unique two-qubit universal
set).
For a unitary that acts on two-qubit states, the equivalent of the NOT gate is the
CNOT (controlled NOT), defined as mapping |ψ,ϕ〉 −→ |ψ,ψ ⊕ ϕ〉, where the ⊕
represents the operation XOR, which acts on a two-qubit, mapping |10〉 −→ |11〉
and |11〉 −→ |10〉. In effect, XOR flips the second qubit iff the first equals 1, or
alternatively, can be thought of as x⊕ y = x+ y mod 2.
The CNOT gate can be represented as a matrix
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (9.3.5)
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An example of the CNOT gate in action is
CNOT (c00 |00〉+ c01 |01〉+ c10 |10〉+ c11 |11〉) = c00 |00〉+ c01 |01〉+ c10 |11〉+ c11 |10〉 .
(9.3.6)
Other examples of gates are the Toffoli gate, mapping |ψ,ϕ, φ〉 −→ |ψ,ϕ, φ⊕ ψϕ〉
and the phase gate, given by
Rφ =
(
1 0
0 eiφ
)
, (9.3.7)
and the controlled phase gate
Λ(Rφ) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiφ
 . (9.3.8)
Using these example gates, we can construct universal sets. For example, {Toffoli,
H, Rφ} and {CNOT, G} are both universal sets [133] (where G is almost any 2× 2
unitary matrix, we wouldn’t for example include the unit matrix), as is {H, Λ(Rφ)}.
We note that, should we take G to be all one and two qubit gates, then the set
is exactly universal since, using these, any n-qubit unitary can be built exactly,
although we may need an exponentially large circuit to do so. We will then denote
any set of gates as universal if it can get us approximately close to the target state,
to within a tolerance of say , given by the trace distance from the target state
to the state that has been found, i.e. we want ‖ψ − ψtarget‖ ≤  or, equivalently,
d(U, V ) = ‖U − V ‖ ≤ .
An important result regarding universal sets is the Solovay-Kitaev theorem
[134], which states that given a universal set G and a target unitary U , the number
of times N that you need to apply transformations ∈ G to reach the target state
with tolerance  > 0 is given by N = O(logc(1/)), where c is a constant of order
1 ≤ c ≤ 2 that is determined by properties of the set G. Importantly, this tells us
that that there is an upper bound on the complexity, depending on the tolerence
we require. If we’re only considering single qubits, then G is some subset of SU(2)
(since any phase is irrelevant here). Suppose that our set G is closed under inverses,
meaning that if we include a gate g ∈ G, then g† ∈ G. Under this assumption, then
an important implication of the Solovay-Kitaev theorem is that any universal one
and two qubit gate set is as good as any other provided you only care about
a tolerance  [135]. In light of this, we will throughout the remainder of this
section not worry about which set of gates we have chosen, implicitly assuming
that we only really care about reaching any target state approximately. If we
require absolute precision, then we will simply choose G = SU(2n) for some n-qubit
operation.
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Schematically, we think of complexity as the number of elementary gates required
to approximate some unitary that takes us from some reference to some target
|0000000...0〉 Apply C(U) gates−−−−−−−−−−→ |1101001...1〉 . (9.3.9)
Or, as a quantum circuit
|0〉
U †
|1〉
|0〉 |0〉
|0〉 |1〉
. .
. .
|0〉 |1〉
=
|0〉 |1〉
|0〉 |0〉
|0〉 |1〉
. .
. .
|0〉 |1〉
(9.3.10)
Given the upper bound offered by Solovay-Kietaev, it seems like generic states
require exponentially large circuits to reach high accuracy. For a classical state,
using only basic operations, we can reach any other classical state with maximal
complexity of C(U) ≤ n, something which is of course no longer true with quantum
states. However, defining the complexity is straightforward: given a fixed number
of qubits, we simply pick a tolerance and universal set and count the number
of unitaries that approximate our target. We will see that things are not so
straightforward for quantum field theories.
9.4 Complexity in Quantum Field Theory
We have seen that defining complexity in quantum mechanics is relatively simple
due to the discrete nature of the degrees of freedom. In QFT, we no longer have
this luxury and a fully agreed definition of complexity in general QFT’s is still,
at the time of writing, outstanding. We will review some candidate definitions in
what follows, before finally comparing them in a systematic way to highlight their
benefits and pitfalls. Before doing so, we will motivate the use of complexity as a
way to distinguish states by highlighting the drawbacks of the canonical measure.
9.4.1 Fidelity as a measure of state distinguishability
Consider two states that are described by vectors in an n-dimensional Hilbert space
H. Any two vectors describe the same state if there is a non-zero complex number
z ∈ C that relates them: |ψ〉 = z |φ〉. This means that the distinct states in H form
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a complex projective space CPn = S2n+1/U(1). Given two pure states |ψ〉 and |φ〉,
the distance between them on CPn is the Fubini-Study distance dFS ∈ [0, pi/2], and
is defined in terms of the Fidelity function κ
cos2DFS = κ =
| 〈ψ|φ〉 |2
| 〈ψ|ψ〉 || 〈φ|φ〉 | . (9.4.1)
Assuming that the states are always normalised, we will adopt a simpler form of
κ by defining it as being a measure of overlap between a reference state |ψ〉 and a
target state |φ〉 = U |ψ〉
κ(|ψ〉 , U) = | 〈ψ|φ〉 |2 = | 〈ψ|U |ψ〉 |2. (9.4.2)
By considering coordinates x on CPn, we can derive the line element by considering
two infinitesimally close states, choosing φ = ψ(x+ δx). The infinitesimal distance
is then
√
ds2FS, such that
cos
√
ds2FS = | 〈ψ(x)|ψ(x+ δx)〉 |. (9.4.3)
Taylor expanding the infinitesimal state ψ(x + δx) = ψ(x) + ∂µψ(x)dxµ +
1
2
∂µ∂νψ(x)dx
µdxν + · · · leads to
cos
√
ds2FS = 1 +
1
2
(〈ψ(x)|∂µ∂νψ(x)〉+ 〈∂µψ(x)|ψ(x)〉 〈ψ(x)|∂νψ(x)〉) dxµdxν + · · ·
(9.4.4)
= 1− 1
2
ds2FS + · · · (9.4.5)
which gives
gµν = 〈∂µψ(x)|∂νψ(x)〉 − 〈∂µψ(x)|ψ(x)〉 〈ψ(x)|∂νψ(x)〉 , (9.4.6)
where we have used the definition of the inner product and 〈ψ(x)|∂µ∂νψ(x)〉 =
−〈∂µψ(x)|∂νψ(x)〉. In terms of this metric, the distance is of course given by
DFS =
∫
ds =
∫
dt
√
gµν x˙µx˙ν . (9.4.7)
We would like to compare this distance with the complexity distance, defined as
the minimum number of gates (given some universal set) needed to construct the
target state |φ〉 from the refernce state |ψ〉, represented by C(|ψ〉 , U).
Let’s consider a target state to be built from unitary operators A =
∏
U acting on
our reference states, i.e. |φ〉 = A |ψ〉. An important fact about the Fidelity is that
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it is insensitive to which of the target or reference state gets acted on with A. In
other words,
κ(|ψ0〉 , A |ψ0〉) = κ(A |ψ0〉 , |ψ0〉). (9.4.8)
Consider A =
∏N
n UnU
′
n, where Un and U ′n are different unitary operators. Assuming
none of the operators commute, there are 1 + N
2
distinct configurations we could
construct that would all have the same Fubini-Study distance and the same
Fidelity. For N = 1 for example, we could consider the distance between the states
|ψ〉 = U ′1 |ψ0〉 and |φ〉 = U1 |ψ0〉, or equivalently we could consider the distance
between |ψ〉 = |ψ0〉 and |φ〉 = U1U ′1 |ψ0〉, since the Fidelity is insensitive to the
choice. Let’s give a ridiculous example of exactly how much the Fubini-Study
distance fails to capture. Consider the two identical states
|ψ〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 , |φ〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 . (9.4.9)
The Fubini-Study distance between these states is zero, since the overlap is exactly
one. Let’s now consider adding just one qubit to the system - a |0〉 to the |ψ〉 state
and a |1〉 to the |φ〉 state, to give
|ψ′〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 ⊗ |0〉 , |φ′〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 ⊗ |1〉 . (9.4.10)
According to the Fubini-Study distance, these states are now as distinct as
possible13, despite the fact that they differ by only one qubit.
The complexity, however, is sensitive to this subtle difference in a much more
satisfying way. This is easy to see in the example above: in complexity terms, the
states |ψ′〉 and |φ′〉 are very close, differing by only a small number of gates that
flips one qubit (for the right choice of universal gates, a single gate will suffice).
In fact, complexity fits the bill nicely for being a metric on the space of states (or
equivalently unitaries). If we consider the space of unitaries to be SU(2n) (these
are the unitaries that could carry out operations on n-qubit states), then we find
that the complexity satisfies the following required properties
• Positivity: C ≥ 0
• Distinguishability: C(U, V ) = 0 iff U = V
• Symmetry: C(U, V ) = C(V,U)
• Triangle Inequality: C(U, V ) ≤ C(U,W ) + C(W,V )
The first two items are trivially satisfied by complexity, whereas the third is
satisfied by demanding that G is closed under inverses. To see that the triangle
inequality is also satisfied, we can consider composing two circuits. It is feasible
13Since their overlap is zero, the FS distance is pi/2, which corresponds to the furthest possible
distance in state space.
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that two composed circuits may have neighbouring gates that are one another’s
inverse, meaning the product will simplify to unity and the overall complexity will
reduce. There is no obvious way one could increase the number of gates simply
by composing circuits, therefore the triangle inequality must hold.
The metric that this defines on SU(2n) is a local right invariant Finsler metric [85],
which satisfies
C(U, V ) = C(UW,VW ), C(U, V ) 6= C(WU,WV ). (9.4.11)
Since the requirements are all satisfied for definition of complexity, it makes sense
to utilise the tools of differential geometry to study it and, if possible, extend the
definition to QFT.
9.4.2 Circuit Complexity á la Nielsen
We have seen that the circuit complexity captures a lot more than the ‘naïve’
geometric FS distance does, and that defining a metric based on complexity is
possible.
Our goal now is to use the tools of differential geometry to compute the minimum
number of elementary unitaries V required to take us from a reference state to a
target state, in this section following the construction of [85–87,136].
Consider a target state ψT defined via
|ψT 〉 = U |ψR〉 . (9.4.12)
Quantum mechanically, we saw that U could be written as a product of simple
two-qubit gates, but now that we’re dealing with fields we need a continuous
description of U , the obvious choice being the path-ordered exponential map
U =
←−P exp
[
−i
∫ 1
0
H(s)ds
]
. (9.4.13)
Here, the path ordering←−P is simply to ensure that we are building the circuit from
left to right as the ‘time’14 s increases and H(s) is the time-dependent Hamiltonian
that generates the evolution from reference to target. In [85], we are invited to
consider a continuous sequence of parametrised path-ordered exponentials, such
14We will call this parameter time, but really we mean a parameter that tracks ‘steps’ in a
quantum circuit as we move from left to right.
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that we are considering an one-parameter family of trajectories in the space of
unitary transformations
U(σ) =
←−P exp
[
−i
∫ σ
0
H(s)ds
]
, H(s) =
∑
I
Y I(s)OI , (9.4.14)
where now we expand H(s) into a basis of Hermitian generators OI such that any
arbitrary gate can be constructed, i.e. VI = exp [−iOI ], where  is some small
number that ensures we only produce a small change in the state.
The function Y (s)I is known as the control function which determines which gate
is being applied at which time. It is a tangent vector in the space of unitaries in a
frame bundle tangent to the trajectory U(σ), where the control function needs to
satisfy the σ-dependent Schrodinger equation
dU(σ)
dσ
= Y (σ)IOIU. (9.4.15)
We see then that a general strategy is to construct an effective quantum
Hamiltonian built only out of unitaries we choose, applied at a time we choose.
Given this set of definitions, our reference & target states are then conveniently
expressed as
|ψT 〉 = U(σ = 1) |ψR〉 . (9.4.16)
This gives us boundary conditions for our problem: U(σ = 0) = I, U(σ = 1) = U ,
taking us from the identity to our chosen unitary. Given boundary conditions, it
is natural to treat this as a variational calculus problem, meaning we need to find
the shortest path between U(σ = 0) = I and U(σ = 1). Doing so should correspond
to the complexity according to the motivation in the previous section.
To that end, we define a general distance functional associated to some particular
unitary
D[U ] =
∫ 1
0
ds F(U(s), Y I(s)), (9.4.17)
and F is known as the Finsler function or cost function, and ought to satisfy the
same requirements we demanded in section 9.4.1 [85,87], specifically
• Positivity: F ≥ 0, with F = 0 iff Y I = 0
• Continuity & Smoothness: F ∈ C∞
• Homogeneity: F (U, λY I) = λF (U, Y I)
• Triangle Inequality: F(U, Y I + Y I′) ≤ F(U, Y I) + F(U, Y I′),
where homogeneity is required in order to ensure that if we were to, for example,
halve the time of application but to double the intensity of H(s), the cost should
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remain the same. There is still a lot of freedom in choosing the exact cost
function F , and different choices have important implications, especially where
the Complexity = Action and Complexity = Volume conjectures are concerned
[81,87,137].
One choice, corresponding to a Riemannian geometry, is the simple distance
function, defined by
D(U) =
∫ 1
0
dσ
√
GIJY I(σ)Y J(σ), (9.4.18)
where GIJ is a metric that can be chosen to favour (or penalise) particular velocities
Y I , however in general we will choose the flat Euclidean metric, meaning every
velocity is equally favoured.
When you have made a particular choice of distance function, then a theorem due
to Nielsen [85] states that, roughly speaking, the minimum of this curve is equal
to the complexity15. Whichever choice we make, the complexity is then found by
minimising the distance function D with respect to σ, better known as finding a
geodesic, or simply solving the Euler-Lagrange equations for the cost function F .
In order to make this problem tractable, we will usually adopt a specific set
of (hermitian) operators OI . Typically, this limits us to a local patch on the
state manifold, meaning we can only reach specific target states with our effective
Hamiltonian. To simplify problems further, we can choose a set of operators that
are closed under some lie algebra g, allowing us to utilise group-theoretic tools
in our calculations. In practice, this just means we choose operators that satisfy
[OI ,OJ ] = if KIJ OK . This is particularly useful because circuits can now be thought
of as trajectories in the group manifold G, with geodesics in G obviously being the
smallest circuits and corresponding to the complexity. We will return to this point
at the end of this section.
Let’s take a step back and look at the big picture. We want to build the most
efficient quantum circuit that takes us from a reference state to a target state,
and we know that circuits built from a typical Hamiltonian are inefficient. We
therefore choose a set of simple operations OI and build an effective Hamiltonian,
one that depends on a parameter which we can vary, changing the efficiency of the
Hamiltonian. If we choose a simple set of operations that forms a closed algebra,
we have a natural group structure on which we can vary our parameter and find
the most efficient possible effective Hamiltonian with which to build our circuit.
In [87], they computed the complexity for the coupled harmonic oscillator (a simple
Gaussian state), and used the natural operators in the problem, xi and pi, to define
15There are quite a few technical caveats to this claim, mostly related to ensuring we are in a
local coordinate patch on the manifold to ensure the distance function is well defined. The full
details can be found in [85], but are largely unimportant for our discussion.
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a basis of gates VI
H = eix0p0 , Ja = e
ix0pa , Ka = e
ixap0 , (9.4.19)
Qab = e
ixapb , Qaa = e
i
2 (xapa+paxa) = e/2eixapa . (9.4.20)
Here, x0 and p0 are simply numbers, whereas xa and pb are the usual operators
whose commutation relations are [xa, pb] = iδab. The gates act on Gaussian states
ψ(x1, x2) as follows
• H initiates a global phase change Hψ(x1, x2) = eix0p0ψ(x1, x2)
• Ja a shift of xa by a number x0, J1ψ(x1, x2) = ψ(x1 + x0, x2)
• Ka initiates a local phase change K1ψ(x1, x2) = eix1p0ψ(x1, x2), or a shift of
pa by a constant
• Qab, a 6= b entangles by shifting xb by xa, i.e. Q12ψ(x1, x2) = ψ(x1, x2 + x1)
• Qaa rescales xa by e, Q11ψ(x1, x2) = e/2ψ(ex1, x2).
By keeping  small, we ensure that acting with any of these gates produces nothing
but a very small change to the wavefunction. In general, these gates may not be
enough to take you from a reference to a target state, but by inspection you can
extend this set of gates as required. Knowing the target state, one works with the
minimal set of gates that can implement the unitary required.
The generators OI = Oab = ixapb + 12δab naturally form a closed algebra, in this
particular case gl(2, R). Therefore, for a Gaussian state the unitary operator can
be written
U(σ) =
−→P exp
i ∫ σ
0
ds
∑
a,b
Y ab(s)Oab
 . (9.4.21)
The complexity is now defined as the length of a geodesic trajectory from the
identity to U(σ = 1). Choosing the Riemannian distance measure, the complexity
for a Gaussian state is then given by
C = Dmin = min

∫ 1
0
ds
√ ∑
a,b,c,d
Gab,cdY ab(s)Y cd(s)
 . (9.4.22)
There can be multiple such geodesics (for example in [87] they find a one-parameter
family), and in this case the complexity is defined as the shortest geodesic.
In order to actually solve eq. 9.4.22, we need to compute the tangent vectors
Y I , which are given implicitly in terms of the generators O and the unitary in
eq. 9.4.15. Knowing the form of the operators O, we could solve this for Y , but
one could forsee situations where inverting the operators to solve this might be a
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cumbersome undertaking. However, if our operators form a closed algebra then we
can simply choose an (invertible) matrix representation of the operators instead,
i.e. we can choose OI → Oab ∈ GL(2, R) in the case of Gaussian states and we can
simply to write out Y ab(s) as
Y ab(s) = Tr
(
dU(s)
ds
U−1(s)Oab
)
. (9.4.23)
This is an example of where the group theoretic approach is extremely useful, since
it means that the physical character of the generators is unimportant: we merely
need to identify the Lie algebra g that they belong to and the treat circuits as
trajectories in the group manifold G, using whichever representation of the group
is most convenient. The trick here is to choose the simplest basis of matrices
that correspond to the operators O such that we can construct the unitary circuit.
With this defined, we have reduced the problem of computing the complexity to
minimizing the action
D =
∫ 1
0
ds
√
δIJTr
(
dU(s)
ds
U−1(s)OI
)
Tr
(
dU(s)
ds
U−1(s)OJ
)
=
∫ 1
0
ds
√
gIJ x˙I x˙J .
(9.4.24)
From this, we can read off the line element that defines the right invariant metric
ds2 = δIJTr
(
dUU−1OI)Tr (dUU−1OJ) . (9.4.25)
If we now choose an explicit parameterisation for U (one that reflects the
relevant group structure), then we can identify the underlying geometry and,
after identifying the relevant boundary conditions, construct the geodesic that
corresponds to the complexity.
Factorizable Gaussian States
Let’s now consider a specific type of state, namely a factorizable Gaussian state in
normal coordinates. We will consider both the reference state |ψR〉 and the target
state |ψT 〉 to be of this form
|ψR〉 = N exp
[
−ω0(x
2
+ + x
2
−)
2
]
, |ψT 〉 = N˜ exp
[
−ω+x
2
+ + ω−x
2
−
2
]
. (9.4.26)
We will focus on two oscillators, although the generalisation to N oscillators follows
automatically from the factorization properties.
We could now pick the gates from eq. 9.4.20 that we need to get from one state to
the other, noting that we only require the scaling gates provided ωi ∈ R. However,
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as we are going to be using matrix representations, it makes more sense to first
rewrite the wavefunctions in terms of matrices
|ψR〉 = Ns=0 exp
[
−va ·Aab(s = 0) · vb
2
]
, |ψT 〉 = Ns=1 exp
[
−va ·Aab(s = 1) · vb
2
]
,
(9.4.27)
where v = {x+, x−}, A(s = 0) = ω01 and A(s = 1) = diag {ω+, ω−}. The unitaries
will now act, in the form in eq. 9.4.14, as
A(s = 1) = U(s)A(s = 0)UT (s) (9.4.28)
GL(N,R) has N2 generators {OI}, however the geometry defined by this full set
of generators will have too many degrees of freedom (coming from the directions
that correspond to, for example, the entangling gates, which we know could only
increase the complexity since there is no entanglement of the normal modes16 in
the final state). For a general element of GL(N,R), we can perform an Iwasawa
decomposition, writing it in terms of the product of an orthogonal matrix, a
diagonal matrix, and an upper triangular matrix (G = KAN). We could then
simply throw away the non-diagonal matrices K,N , knowing that they can only
unnecessarily increase the complexity. For GL(2,R), this is even more trivial since
we know that a basis of generators is
M++ =
(
1 0
0 0
)
, M+− =
(
0 1
0 0
)
, M−+ =
(
0 0
1 0
)
, M−− =
(
0 0
0 1
)
. (9.4.29)
We can see that we only require those generators with all off-diagonal components
zero, meaning we can discard two of them and write
U(s) = exp [α+(s)M++ + α−(s)M−−] , (9.4.30)
with α± ∈ R. Plugging this into eq. 9.4.25, we find the geometry is simply a flat
two-dimensional plane with metric
ds2 = dα2+ + dα
2
−. (9.4.31)
This picks out a specific subspace in the broader geometry of the GL(2,R) group,
as first noted in [87]. Geodesics are trivially obtained in this spacetime, and are
of the form
α±(s) = α±(s = 1)s+ α±(s = 0). (9.4.32)
We need to find boundary conditions now, and we do so by acting with the unitary
on the reference wavefunction to find
A(s = 1) = U(s)A(s = 0)UT (s) = diag
{
e2α+ω0, e
2α−ω0,
}
= diag {ω+, ω−} . (9.4.33)
16This doesn’t imply that there is no entanglement in the positions or momenta, just none in
the normal modes.
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We find then that the boundary conditions are
α±(s = 0) = 0, α±(s = 1) =
1
2
log
ω±
ω0
. (9.4.34)
The complexity is given by
C[U ] =
∫ 1
0
ds
√
gIJ x˙I x˙J =
∫ 1
0
ds
√
gIJ
dαI
ds
dαJ
ds
(9.4.35)
=
1
2
√(
log
ω+
ω0
)2
+
(
log
ω−
ω0
)2
. (9.4.36)
9.4.3 Fubini-Study Complexity
Instead of considering complexity as corresponding to a geometric distance on the
space of unitaries, we could consider distance on the space of states – using the
Fubini-Study metric we derived in eq. 9.4.6. We discussed in section 9.4.1 why
the naïve Fubini-Study distance fails to capture the subtle distinctions between
states. We call this measure “naïve” since it doesn’t take into account exactly
how one gets between the reference and target states: generic geodesics on CPn
can pass through any intermediate states, perhaps those that might require an
absurdly vast number of two-qubit operations to reach. However, we could restrict
ourselves to curves which only pass through states with low complexity, or rather
curves corresponding to a specific set of generators O, a procedure first presented
in [88].
In the last subsection, we related reference and target states via unitary
transformations, and computed the complexity associated to some particular
unitary by tracing out a geodesic in the space of unitaries. However, using the
Fubini-Study approach we instead parametrize the state itself, which in practice
means casting the target state into coherent state form (an eigenstate of the
lowering operator a−). As in the previous section, it is advantageous to construct
the coherent state group-theoretically, which in this case is described eloquently
by Perelomov [138,139] and Gilmore [140].
In this thesis, we will consider bosonic (fermionic) coherent states that are elements
of SU(1, 1) (SU(2)), which transform under the group action as discussed in
appendix B. As before, the complexity corresponds to geodesics in the geometry
prescribed by SU(1, 1) (SU(2)), which we find by varying the state parameters and
defining our reference and target states via the geometric boundary conditions.
We again consider a path-ordered exponential unitary as in eq. 9.4.14, now
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generated by Oµ ∈ su(1, 1) or su(2), meaning a generic state can be defined via
|ψ(σ)〉 =←−P exp
[
−i
∫ σ
0
H(s)ds
]
|ψR〉 , H(s) = λ˙µ(s)Oµ(σ). (9.4.37)
The general procedure is to write the reference and target states as generic SU(1, 1)
or SU(2) coherent states17 as in eq. B.0.19
SU(1, 1) : |ψ(σ)〉 = eα+(σ)K++α−(σ)K−+ω(σ)K0 |ψ0〉 = U(σ) |ψ0〉 , (9.4.38)
SU(2) : |ψ(σ)〉 = eα+(σ)S++α−(σ)S−+ω(σ)Sz |ψ0〉 = U(σ) |ψ0〉 , (9.4.39)
where we parameterise the coefficients that determine the state by σ.
In this section we will focus on SU(1, 1), however as we will seen in chapter 11, the
procedure for SU(2) follows directly.
Using the identity in eq. B.0.20, together with the fact that K− annihilates ψ0 (see
eq. B.0.16) and that K0 |ψ0〉 = a |ψ0〉 with a a constant, we can recast a generic
SU(1, 1) state as
|ψ(σ)〉 = N (σ)eγ+(σ)K+ |ψ0〉 , (9.4.40)
where N (σ) = ea ln γ0 and choosing the generators in eq. B.0.16 we find that a = 1
2
.
This is a generic state for a single mode, however we wish to consider N modes,
and thus we will need to consider an N mode state. For our ground state we have
|ψ0〉 =
N−1∏
k=0
|k,−k〉 , (9.4.41)
and a generic state is then built out of this
|ψ(σ)〉 =
N−1∏
k=0
Nk(σ)eγ
+
k
(σ)K+
k |k,−k〉 . (9.4.42)
Since these generators only permit specific operations (corresponding to gates from
some set, i.e. eq 9.4.20), paths on state space parameterised by σ will only take
you to the target via relatively simple states. Ultimately, this requires that we
choose the Fubini-Study cost function18
F = 〈∂σψ|∂σψ〉 − 〈∂σψ|ψ〉 〈ψ|∂σψ〉 . (9.4.43)
17There are coherent states associated with other Lie algebras, however for our purposes we
won’t consider them, even though their construction ought to follow in the same manner.
18This is nothing but the Fubini-Study metric where we have demanded that the path depends
on our parameter σ
9.4 Complexity in Quantum Field Theory 110
We can derive this if we consider the state above in eq. 9.4.42, however we will
supress the k indices until the end of the derivation
∂σ |ψ(σ)〉 =
(
γ0
′
(σ) + 2γ0(σ)γ+
′
(σ)K+
)
2
√
γ0(σ)
eγ
+(σ)K+ |ψ0〉 (9.4.44)
=
[
1
2
γ0
′
(σ)
γ0(σ)
+ γ+
′
(σ)K+
]
|ψ(σ)〉 , (9.4.45)
which leads to
〈ψ(σ)|∂σ|ψ(σ)〉 = γ
0′(σ)
2γ0(σ)
+ γ+
′
(σ) 〈K+〉 . (9.4.46)
In order to compute the expectation value 〈K+〉 = 〈ψ(σ)|K+|ψ(σ)〉, we need to
consider the effect of unitary transformations on the generators Ki. We could
consider the conjugation of a single generator gKig−1, however it is simpler to
consider a matrix operation of the form
U(σ)†KiU(σ) = MijK
j (9.4.47)
Meaning we can write
〈ψ(σ)|K+|ψ(σ)〉 = M+j 〈ψ0|Kj|ψ0〉 (9.4.48)
=
1
2
M+0, (9.4.49)
where we have used 〈ψ0|K+|ψ0〉 = 〈ψ0|K−|ψ0〉 = 0. This leads to
〈ψ(σ)|∂σ|ψ(σ)〉 = 1
2
[
γ0
′
(σ)
γ0(σ)
+ γ+
′
(σ)M+0
]
, (9.4.50)
where we still need to work out M+0. Squaring this, we find
| 〈ψ(σ)|∂σ|ψ(σ)〉 |2 = 1
4
[
γ0
′
(σ)∗
γ0(σ)∗
+ γ+
′
(σ)∗M−0
] [
γ0
′
(σ)
γ0(σ)
+ γ+
′
(σ)M+0
]
, (9.4.51)
The first piece of eq. 9.4.43 is calculated analogously, with
〈∂σψ|∂σψ〉 = 〈ψ|
[
1
2
γ0
′
(σ)∗
γ0(σ)∗
+ γ+
′
(σ)∗K+∗
] [
1
2
γ0
′
(σ)
γ0(σ)
+ γ+
′
(σ)K+
]
|ψ〉 (9.4.52)
=
1
4
[
γ0
′
(σ)∗
γ0(σ)∗
+ γ+
′
(σ)∗M−0
] [
γ0
′
(σ)
γ0(σ)
+ γ+
′
(σ)M+0
]
+ |γ+′ |2 〈ψ(σ)|K+∗K+|ψ(σ)〉
(9.4.53)
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Plugging this into eq. 9.4.43, we find
F = |γ+′ |2 〈ψ(σ)|K−K+|ψ(σ)〉 (9.4.54)
= |γ+′ |2N−iN+j 〈ψ0|KiKj|ψ0〉 (9.4.55)
= |γ+′ |2N−−N++, (9.4.56)
where we have used 〈ψ0|K−K−|ψ0〉 = 〈ψ0|K+K+|ψ0〉 = 0. One can show that we
can write N−−N++ as [98]
N−−N++ =
1
|γ0|2 , (9.4.57)
and using eq. B.0.25, restoring the index k, we can write the final result – the
Fubini-Study line element
ds =
N−1∑
k
ds2k =
N−1∑
k
|dγ+k |2
(1− |γ+k |2)2
. (9.4.58)
We can use this to define the distance on CPn
DFS =
√√√√N−1∑
k
s2k, (9.4.59)
and the distance for a given k is
sk =
∫ 1
0
dσ
1
1− |γ+k (σ)|2
∣∣∣∣∣dγ+k (σ)dσ
∣∣∣∣∣ . (9.4.60)
With this distance in mind, we define the complexity as the minimal length of this
curve as determined by the γ+(σ), i.e.
C = min
γ+(σ)
{DFS} (9.4.61)
We need to introduce a σ-dependent paramaterisation of γ+ in order to compute
the geometry on which to derive the complexity geodesic. Knowing that |γk,σ| ≤ 1
by unitarity, we choose
γ+k (σ) = |γk| exp(i φk(σ)) , |γk| = tanh
(θk(σ)
2
)
. (9.4.62)
Plugging this in to eq. 9.4.60 then gives a simple hyperbolic geometry H2
ds2 =
1
4
N−1∑
k=0
(dθ2k + sinh(θk)
2dφ2k). (9.4.63)
Our goal having derived this metric is to simply compute the geodesic having
identified suitible boundary conditions. We will see this is action repeatedly over
the next two chapters.
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9.4.4 Covariance Matrix Complexity
The physical content of a generic Gaussian state can be completely characterized
not only its wavefunction, but also by its covariance matrix. This alternative
representation of an N -dimensional system comes from describing it directly
on 2N -dimensional phase space R2N [141–145], with canonical coordinates ξ =
[x1, p1, x2, p2..., xN , pN ] ∈ R2N .
The two point function of any generic quantum state may be written as
〈ψ|ξaξb|ψ〉 = 1
2
〈ψ| {ξa, ξb}+ [ξa, ξb]|ψ〉 = Ga,b + iΩa,b, (9.4.64)
where ξa is a (dimensionless) operator on phase-space and Ωa,b is the symplectic
form. For bosonic states, Ωa,b is completely fixed by the canonical commutation
relations to be
Ωa,b =
(
0 1
−1 0
)
, (9.4.65)
and is in some sense trivial, simply encoding the commutation relations. For
a fermionic system, the opposite is true, and Ga,b = δa,b is trivial, whereas Ω
characterizes the fermionic Gaussian states.
In this formalism, the Robertson–Schrödinger uncertainty principle demands that
Ga,b + iΩa,b ≥ 0, where Ga,b is a real, positive definite symmetric matrix known as
the covariance matrix.
For a pure bosonic (fermionic) Gaussian state with mean(s) 〈ψ|ξa|ψ〉 = 0, the state
is entirely characterized by Ga,b (Ωa,b), where
Ga,b =
1
2
〈ψ| {ξa, ξb} |ψ〉 , iΩa,b = 1
2
〈ψ| [ξa, ξb] |ψ〉 . (9.4.66)
Under these circumstances, the objects Ga,b and Ωa,b are simply the correlation
matrices discussed in section 9.2.7, meaning we can use the correlation matrix and
covariance matrix interchangeably when the situation allows.
For a mixed bosonic (fermionic) Gaussian state with Tr (ρξa) = 0, we have
Ga,b = Tr
(
ρ
{
ξa, ξb
})
, iΩa,b = Tr
(
ρ
[
ξa, ξb
])
. (9.4.67)
Since this is simply the two-point function, Wicks theorem tells us that we can
use it to construct any higher point functions we need. In order to compute the
complexity, we consider the transformation from a reference covariance matrix to
a target, taking the unitary doing the transformations to be the same as in the
previous sections
GT = U
†(σ)GTU(σ), U(σ) =
←−P exp
[
−i
∫ σ
0
K(s)ds
]
, K(s) =
∑
I
Y I(s)KI
(9.4.68)
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The complexity is then given as before
C(U) =
∫
ds
√∑
I
|Y I(s)|2 (9.4.69)
Where we have again assumed the same penalty factor for each gate, i.e. GIJ = δIJ .
Given a particular parameterisation of U(σ), one can derive the (right invariant)
line element from eq. 9.4.68, determine the boundary conditions and use the
methods of differential geometry to determine the complexity, as in the previous
two sections.
Let’s consider the state
ψ(x) =
(
a
pi
)1/4
exp
(
−1
2
(a+ ib)x2
)
. (9.4.70)
We can easily compute the two point functions of this state, for example
〈ψ|{ξ1, ξ1}|ψ〉 = 2 〈ψ|x2|ψ〉 = 2
√
a
pi
∫
dxx2e−ax
2
= 2
√
a
pi
∂
∂a
∫
dxe−ax
2
=
1
a
, (9.4.71)
〈ψ|{ξ1, ξ2}|ψ〉 = 〈ψ|x∂x + ∂xx|ψ〉 = −i+
√
a
pi
∫
dxe−
1
2 (a−ib)x
2
x∂xe
− 12 (a+ib)x
2
= −i− 2i
√
a
pi
(a+ ib)
∫
dxx2e−2ax
2
= −i(1− a+ ib
a
) = − b
a
. (9.4.72)
This results in the covariance matrix
G =
(
1
a
− b
a
− b
a
a2+b2
a2
.
)
(9.4.73)
In order to compute the transformation that takes you between reference and
target states, we will consider a general symplectic transformation of SP (2N,R),
which acts on the covariance matrices as discussed in appendix B. Specifically,
Ga,b(σ) =
1
2
〈ψ(σ)| {ξa, ξb} |ψ(σ)〉 (9.4.74)
=
1
2
〈ψ(0)|eiσK {ξa, ξb} e−iσK |ψ(0)〉 (9.4.75)
=
1
2
U(σ)acU(σ)
b
d 〈ψ(0)|
{
ξc, ξd
} |ψ(0)〉 (9.4.76)
= U(σ)acU(σ)
b
dG
cd(0). (9.4.77)
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Given this, we find then that the general evolution of the covariance matrix
GT = UGRU
T . (9.4.78)
Suppose we wanted to compute the complexity for the reference and target states
given by eq. 9.4.26. The covariance matrix representations of these states would
be given by
GR =

1
ω0
0 0 0
0 ω0 0 0
0 0 1
ω0
0
0 0 0 ω0
 , GT =

1
ω+
0 0 0
0 ω+ 0 0
0 0 1
ω− 0
0 0 0 ω−
 . (9.4.79)
As in the case of the state representation, we see that the covariance matrices
trivially factorize in this (normal mode) basis
GR = G
0
R ⊕G0R, GT = G+T ⊕G−T . (9.4.80)
This allows us to work with a single 2× 2 matrix (since both reference and target
are diagonal), noting that any geometry or complexity that we derive will now have
to be a sum over both ± modes, or more generally over k blocks each corresponding
to a pair {xk, pk}, i.e.
ds2 =
∑
k
ds2k, C =
∑
k
Ck. (9.4.81)
We see then that we only need to consider a single mode at a time, meaning we
can consider the reference and target covariance matrices
G0R =
(
1
ω0
0
0 ω0
)
, G±T =
(
1
ω± 0
0 ω±
)
. (9.4.82)
To make computations easier, it is advantageous to change basis using a squeezing
operator, i.e.
G˜0R = SG
0
RS
T , G˜±T = SG
±
T S
T , S =
(√
ω0 0
0 1√
ω0
)
. (9.4.83)
This results in
G˜0R = 1, G˜
±
T =
( ω0
ω± 0
0
ω±
ω0
)
. (9.4.84)
In order to actually compute the complexity, we need to find the geodesic that
takes us from
G˜±T (σ) = U(σ)
T G˜0RU(σ). (9.4.85)
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As before, we could decide to consider only the submanifold generated by the
scaling gate, since adding any off-diagonal terms during intermediate steps will
always increase the complexity, because both reference and target are diagonal.
However, it is instructive to derive the full geometry and see how this subspace
emerges, and so we will consider the full general parameterisation of U ∈ SP (2,R)
U±(φ, ρ, θ) =
(
cosφ± cosh ρ± − sin θ± sinh ρ± − sinφ± cosh ρ± + cos θ± sinh ρ±
sinφ± cosh ρ± + cos θ± sinh ρ± cosφ± cosh ρ± + sin θ± sinh ρ±
)
.
(9.4.86)
Plugging this into eq. 9.4.85 and defining β± ≡ φ± + θ±, we find that we need to
solve the system(
cosh(2ρ±)− sin(β±) sinh(2ρ±) cos(β±) sinh(2ρ±)
cos(β±) sinh(2ρ±) cosh(2ρ) + sin(β±) sinh(2ρ±)
)
=
( ω0
ω± 0
0
ω±
ω0
)
.
(9.4.87)
A particular solutions is
ρ±(σ = 1) =
1
2
log
(
ω±
ω0
)
, ρ(σ = 1)± = 0, β± = φ± + θ± =
pi
2
. (9.4.88)
We can of course use eq. 9.4.86 along with eq. 9.4.68 to derive the full geometry
(assuming now that ρ, θ, φ all depend on s), i.e. we take
ds2k = δIJTr
(
dUk
ds
U−1k K
I
)
Tr
(
dUk
ds
U−1k K
J
)
(9.4.89)
= dρ2k + cosh(2ρk) sinh
2 ρkdθ
2
k − sinh2(2ρ)dθkdφk + cosh2 ρk cosh(2ρk)dφ2k (9.4.90)
Where k = ± and
KI =
[(
1 0
0 −1
)
,
(
0 0
−√2 0
)
,
(
0
√
2
0 0
)]T
(9.4.91)
The full geometry is then given by
ds2 =
∑
k
ds2k (9.4.92)
In the case of the particular solution derived, we see that θk and φk are constant,
and as such the full geometry is reduced simply to flat space, as before
ds2 = dρ2+ + dρ
2
− (9.4.93)
Geodesics are again trivial
ρk(σ) = ρk(σ = 1)σ + ρk(σ = 0) =
1
2
log
(
ωk
ω0
)
σ (9.4.94)
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The complexity is then given by
C(U) =
∫ 1
0
dσ
√
gij
dρi
dσ
dρj
dσ
=
1
2
√
log
(
ω+
ω0
)2
+ log
(
ω−
ω0
)2
(9.4.95)
We will see more general examples, with less trivial geometries, in the next two
chapters.
X
Time Evolution of Complexity: A
Critique of Three Methods
“One of the symptoms of an approaching nervous breakdown is the belief
that one’s work is terribly important.”
– Bertrand Russell, The Conquest of Happiness
In the previous chapter we discussed three different proposals for computing
the complexity in a generic quantum field theory. A natural place to begin
investigations into the growth of complexity in quantum field theories is to look
at the simplest possible examples of dynamical theories. In [92, 94], the growth
of complexity was studied for a quenched free scalar field, a simple example of a
field theory with controlled evolution. This was then compared with the growth
of entanglement entropy, and it was shown in [94] that the complexity does indeed
probe features that the entanglement entropy cannot. In this chapter, we will
compare the three proposals we discussed by considering a simple model of a free
scalar field. We will compare two different information theoretic measures with
which to explore each method: the fidelity introduced in section 9.4.1, and the
Loschmidt echo, a closely related quantity. Strictly speaking, the Loschmidt echo
is a special case of the fidelity, defined as the fidelity between a reference state
〈ψ| and a target state that has been forward and then backward evolved in time.
One begins with a reference state |ψ0〉, forward evolves with a Hamiltonian H1,
backwards evolves with a different Hamiltonian H ′1 (typically a slightly perturbed
Hamiltonian H1, although in the case of complexity we can consider an arbitrary
different Hamiltonian) to find the reference and target states
|ψ0〉 , |ψ2〉 = eiH′1te−iH1t |ψ0〉 . (10.0.1)
The Loschmidt echo is defined as
FLE = |〈ψ0|ψ2〉| . (10.0.2)
This overlap can be thought of as the CP1 distance between two states, defined
by a reference state and a product of simple unitaries. The overlap distance does
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not, however, uniquely correspond to any one particular set of evolutions, but
to at least1 (n
2
+ 1) possible ways of acting with n (for n even) unitaries. For
example, one of the states is obtained from forward evolving a reference state
|ψ0〉 in time (|ψ1〉 = exp(−iH1t)|ψ0〉), with the other again a state that we get
by forward evolving the same reference state with slightly different Hamiltonian
(|ψ˜1〉 = exp(−iH ′1)|ψ0〉). Abusing the nomenclature slightly, we will call this specific
form of overlap between these two wave functions simply the fidelity
F˜ = |〈ψ˜1|ψ1〉|. (10.0.3)
As we know from section 9.4.1, these two quantities have the same value, making
it insensitive to the specific details of the evolution, which only depends on the the
Hamiltonians H1 and H ′1 and the reference state |ψ0〉 [146]. However, the different
overlaps contain important physical information about the underlying system, and
as such the central question addressed in this chapter is, “Is there any difference
between FLE and F˜?"
Our central result is that the complexity can distinguish the difference between
FLE and F˜ , but as we will see, not all measures of complexity are equal.
10.1 The Model and Quench Protocol
In order to investigate the differences between the two, we will compute the
complexity – using all three methods – for a simple free bosonic field theory defined
on a lattice and described by the Hamiltonian
H(q, qˆ, q′) =
1
2
∑
l
[
p2l + q
2 x2l + qˆ q
′ xl+1xl
]
. (10.1.1)
Where we have set the lattice spacing to unity. The Hamiltonian is parameterized
by {q, qˆ, q′}, making the theory very general and allowing one to explore various
interesting phenomena and a natural testing ground for our procedure.
We can diagonalise this Hamiltonian in the normal way, by expanding it in fourier
modes
xl =
1√
N
∑
k
e−i
2pik l
N x˜k , pl =
1√
N
∑
k
e−i
2pik l
N p˜k , (10.1.2)
where 0 ≤ k ≤ (N − 1) with N being the total number of (lattice) sites. Plugging
1We assume that none of the unitaries commute.
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this in, we find
H(q, qˆ, q′) =
1
2N
N−1∑
l=0
∑
k,k′
e−i
2pil
N
(k+k′)
[
p˜kp˜k′ + q
2x˜kx˜k′ + qˆq
′e
−i2pik
N x˜kx˜k′
]
(10.1.3)
=
1
2N
∑
k,−k′
N−1∑
l=0
e−i
2pil
N
(k−k′)
[
p˜kp˜−k′ + (q
2 + qˆq′e
−i2pik
N )x˜kx˜−k′
]
(10.1.4)
=
1
2
∑
k
[
p˜kp˜−k + ω
2
kx˜kx˜−k
]
. (10.1.5)
Where we have used the orthogonality condition
∑N−1
l=0 e
−i 2pil
N
(k−k′) = Nδk,k′ and
defined ω2 = q2 + qˆq′ cos
(
2pik
N
)
. Introducing the creation and annihilation operators
x˜k =
1√
2ωk
(
ak + a
†
−k
)
, p˜k =
1
i
√
ωk
2
(
ak − a†−k
)
. (10.1.6)
We rewrite the Hamiltonian in its standard diagonal form
H(q, qˆ, q′) =
∑
k
ωk
(
a†kak + 1/2
)
, (10.1.7)
We are interested in studying quenches in the above model, employing the protocol
H = H(q, qˆ, q′) for t ≤ 0 (10.1.8a)
H = H1(q1, qˆ1, q
′
1) for t > 0 , (10.1.8b)
where (q, qˆ, q′) and (q1, qˆ1, q′1) are different. For t ≤ 0, we prepare the system in the
ground state of H(q, qˆ, q′); then we evolve the state by U1(t) = exp[−iH1(q1, qˆ1, q′1) t].
In what follows, we will consider the evolution of the complexity following the
quench, treating the t ≤ 0 state as the reference and t > 0 as the target. To do so,
we first need to compute the reference and (time-evolved) target wavefunctions.
To compute the ground state of 10.1.8a, we consider
ψ0(x˜k) =
N−1∏
k=0
Nk(t = 0) exp
(
− 1
2
ωk x˜
2
k
)
, (10.1.9)
where Nk(t = 0) =
(
ωk
pi
)1/4
.
We are interested in finding the position representation of the target time evolved
state
|ψ(t)〉 = e−iH1(q,qˆ,q′)t |ψ0〉 , (10.1.10)
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for t > 0. This is easily computed via
ψ(x˜k, t) = 〈xk|ψ(t)〉
= 〈x˜k| e−iH1t |ψ0〉
=
∫
dx˜′k 〈x˜k| e−iH1t |x˜′k〉 〈x˜′k|ψ0〉
=
N−1∏
k=0
Nk(t = 0)
∫
dx˜′k K(x˜k, t|x˜′k, 0) exp
(
− 1
2
ωk x˜
′2
k
)
(10.1.11)
where
K(x˜k, t|x˜′k, 0) =
√
ω1,k
2pii sin(ω1,k t)
exp
( i ω1,k
2 sin(ω1,k t)
[
((x˜k)
2 + (x˜′k)
2) cos(ω1,k t)
]
−2 x˜k x˜′k
)
.
(10.1.12)
Using the identity ∫
dxe−ax
2+bx =
√
pi
a
e
b2
4a , (10.1.13)
we can compute the Gaussian integral(s) to obtain
ψ(x˜k, t) =
N−1∏
k=0
Nk(t) exp
(
− 1
2
Ωkx˜
2
k
)
, (10.1.14)
where
Ωk = ω1,k
[ω1,k − i ωk cot(ω1,k t)
ωk − i ω1,k cot(ω1,k t)
]
, (10.1.15)
Nk =
(ωk
pi
)1/4√ 1
ωk − i ω1,k cot(ω1,k t)
√
ω1,k
i sin(ω1,k t)
. (10.1.16)
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With the reference and target states in hand, let’s begin by computing the
complexity for this model using the first method introduced in section 9.4. For
this method, it’s useful to write the state in matrix form
ψτ=1(x˜, t) = N τ=1(t) exp
[
−1
2
(
va.A
τ=1
ab .vb
)]
, (10.2.1)
where v = {x˜0, · · · x˜N−1} and Aτ=1 is an N ×N diagonal matrix
Aτ=1 = diag{Ω0, · · · ,Ωk}. (10.2.2)
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Also we take the reference as (in the same basis v)
Aτ=0 = diag{ωr, · · · , ωr}. (10.2.3)
As these are both diagonal, we have a similar situation to the one in section 9.4.2,
except now ωr can in general be complex. Hence, similarly as before, U˜(τ) will
take the form
U˜(τ) = exp
(
N−1∑
k=0
αk(τ)Mdiagk
)
, (10.2.4)
where the {αk(τ)} are complex, and the {Mdiagk } are the N diagonal generators of
GL(N, R), analogous to M++ and M−− in eq. 9.4.29 in the N = 2 case. As before,
we obtain a flat metric
ds2 =
N=1∑
k=0
((dαk,1)2 + (dαk,2)2) , (10.2.5)
where the superscripts 1 and 2 denote the real and imaginary part of αk,
respectively. It follows the geodesic is simply a straight line of the form
αjk(τ) = α
j
k(τ = 1) τ + α
j
k(τ = 0) (10.2.6)
for each value of k (j = 1, 2); using the boundary conditions, one obtains
α1k(τ = 0) = α
2
k(τ = 0) = 0,
α1k(τ = 1) =
1
2
log
|Ωk|
|ωr| , α
2
k(τ = 1) =
1
2
arctan
<(ωr)=(Ωk)−<(Ωk)=(ωr)
<(ωr)<(Ωk) + =(Ωk)=(ωr)
(10.2.7)
for each k, where the real and imaginary parts of Ωk are
<(Ωk) =
ω21,kωk
sin(ω1,k t)2(ω2k + ω
2
1,k cot(ω1,k t)
2)
,
=(Ωk) =
ω1,k(ω
2
1,k − ω2k) sin(2ω1,k t)
2 sin(ω1,k t)2(ω2k + ω
2
1,k cot(ω1,k t)
2)
.
(10.2.8)
Then the complexity is given by
C(U˜) =
∫ 1
0
ds
√
gijx˙ix˙j , (10.2.9)
where gij denote the components of the metric eq. 10.2.5, and the xi’s are
coordinates associated with this metric. Finally, one obtains
C(U˜) = 1
2
√√√√N−1∑
k=0
[(
log
|Ωk|
|ωr|
)2
+
(
arctan
<(ωr)=(Ωk)−<(Ωk)=(ωr)
<(ωr)<(Ωk) + =(Ωk)=(ωr)
)2]
. (10.2.10)
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Choosing the reference as the ground state of H(q, q′) at t = 0, we see that ωr will
be ωk, as defined in eq. 10.1.7, giving
C(U˜) = 1
2
√√√√N−1∑
k=0
[(
log
|Ωk|
ωk
)2
+
(
arctan
=( Ωk)
<(Ωk)
)2]
. (10.2.11)
This expression is similar to the one derived in the two-oscillator case, and in fact
we see that we can recover this complexity by simply taking N = 2 and Ωk ∈ R.
10.3 Quench Complexity from Fubini-Study
In this section, we will calculate the complexity using the Fubini-Study approach.
This follows section 9.4.3, where we write the eigenoperators of H1 (the
Hamiltonian for t > 0) in terms of the eigenoperators of H (the Hamiltonian
for t ≤ 0), as discussed in detail in appendix B. As per eq. 10.1.6, we have2
for H(q, qˆ, q′) :
(
x˜k
p˜k
)
=
1√
2ωk
(
1 1
−i ωk i ωk
)(
ak
a†−k
)
,
for H1(q1, qˆ1, q′1) :
(
x˜k
p˜k
)
=
1√
2ω1,k
(
1 1
−i ω1,k i ω1,k
)(
a1,k
a†1,−k
)
;
(10.3.1)
from which we can obtain the Bogoliubov transformation relating (a1,k, a†1,−k) to
(ak, a
†
−k) (
a1,k
a†1,−k
)
=
(
Uk Vk
Vk Uk
)(
ak
a†−k
)
, (10.3.2)
where
Uk = ω1,k + ωk
2
√
ω1,kωk
, Vk = ω1,k − ωk
2
√
ω1,kωk
,
and |Uk|2 − |Vk|2 = 1.
This allows us to write the Hamiltonian in terms of SU(1, 1) generators and
Bogoliubov coefficients
H1(q1, qˆ, q
′
1) =
N−1∑
k=0
ω1,k[(U2k + V2k)K0k + UkVkK+k + UkVkK−k ], (10.3.3)
where the generators Ki satisfy the SU(1, 1) algebra eq. B.0.15 and are defined in
eq. B.0.16.
2Note that ω1,k and ωk are functions of (q1, qˆ1, q′1) and (q, qˆ, q′), respectively.
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We again take the ground state of H(q, qˆ, q′) as our reference state, given by
|ψ0〉 =
N−1∏
k=0
|k,−k〉 , (10.3.4)
where |k,−k〉 denotes the Fock vacuum for modes k and (−k). We are interested
in the complexity of the time-evolved state
|ψ1(t)〉 = U1(t)|ψ0(t = 0)〉. (10.3.5)
To evaluate this, we choose the generic SU(1, 1) coherent state as in eq. 9.4.42, i.e.
we choose the state
|ψ1(t)〉 =
N−1∏
k=0
Nk(t) exp(γ+1,k(t) a†ka†−k)|k,−k > , (10.3.6)
where the γ′s are defined in eq. B.0.21 and are in this case
γ+1,k =
(α+1,k
µ1,k
)( sinh(µ1,k)
cosh(µ1,k)− β1,k2µ1,k sinh(µ1,k)
)
, µ21,k =
β21,k
4
− α+1,kα−1,k , (10.3.7)
with
β1,k = −i t ω1,k (U2k + V2k) , α+1,k = α−1,k = −i t ω1,k UkVk .
In this (Fubini-Study) approach, the complexity geodesic distance between the
reference and target states follows from eq. 9.4.59, and the complexity is
CFS =
√√√√N−1∑
k=0
C2k , (10.3.8)
where Ck is the geodesic distance for a particular k.
Choosing again the parameterisation
γk,σ = |γk| exp(i φk) , |γk| = tanh
(θk
2
)
; (10.3.9)
we again find H2
ds2 =
1
4
N−1∑
k=0
(dθ2k + sinh(θk)
2dφ2k). (10.3.10)
Considering two points (θ1,k, φ1,k) and (θ2,k, φ2,k), the complexity (eq. 10.3.8) takes
the form
CFS = 1
2
√√√√N−1∑
k=0
(
arccosh
[
cosh(θ1,k) cosh(θ2,k)− sinh(θ1,k) sinh(θ2,k) cos(φ1,k − φ2,k)
])2
.
(10.3.11)
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For reference and target states given by eqs. 10.3.4 and 10.3.6, respectively, θ1,k = 0
and θ2,k = 2 arctanh |γ1,k| with γ1,k defined in eq. 10.3.7, the complexity takes the
form
CFS =
√√√√N−1∑
k=0
(arctanh |γ1,k|)2. (10.3.12)
10.4 Quench Complexity from the Covariance Matrix
We will now compute the complexity again, this time using the covariance matrix
approach. The derivation essentially follows section 9.4.4, however we must now
consider N modes and the possibility of complex frequencies. The reference and
target covariance matrix G, in this case, takes the form
G =

(Gk=0)2×2 · · · 0
... . . . . . .
0 · · · (Gk=N−1)2×2
 , (10.4.1)
For each value of k, the matrix G factorizes further into 2 × 2 symmetric blocks,
each one enjoying a one-to-one corresponds with the canonical pair {x˜k, p˜k}. There
will therefore be 2N of the 2×2 blocks, and the matrix G is of rank (2N ×2N) and
symmetric. For our target state in eq. 10.1.14, each of the (2 × 2) matrices takes
the form
Gτ=1 ,k2×2 =
 1<(Ωk) −=(Ωk)<(Ωk)
−=(Ωk)<(Ωk)
|Ωk|2
<(Ωk)
 , (10.4.2)
also for the reference state in eq. 10.2.3 we have
Gτ=0 ,k2×2 =
 1<(ωr) −=(ωr)<(ωr)
−=(ωr)<(ωr)
|ωr |2
<(ωr)
 . (10.4.3)
We can again change basis via a squeezing operator
G˜τ=1 ,k = S ·Gτ=1 ,k · ST , G˜τ=0 ,k = S ·Gτ=0 ,k · ST , (10.4.4)
with
S =
1√<(ωr)(=(ωr)2 + (<(ωr)− 1)2)
(
|ωr|2 −<(ωr) =(ωr)
=(ωr) 1−<(ωr)
)
, (10.4.5)
such that G˜τ=0 ,k = I as before, and the target state becomes
|Ω|2=(ω)2+(|ω|2−<(ω))(|ω|2−2=(ω)=(Ω)−<(ω))
(|ω|2−2<(ω)+1)<(ω)<(Ω)
=(ω(|ω|2+Ω(Ω∗−2ω∗)))+=(Ω(ω∗−Ω∗)ω−ω+Ω)<(ω)
(|ω|2−2<(ω)+1)<(ω)<(Ω)
=(ω(|ω|2+Ω(Ω∗−2ω∗)))+=(Ω(ω∗−Ω∗)ω−ω+Ω)<(ω)
(|ω|2−2<(ω)+1)<(ω)<(Ω)
|Ω|2(<(ω)−1)2+=(ω)=(ω+2Ω(<(ω)−1))
(|ω|2−2<(ω)+1)<(ω)<(Ω)

(10.4.6)
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Proceeding as before, we identify U(τ) as an element of SP (2N,R) = SP (2,R) ⊗
SP (2,R) ⊗ · · · ⊗ SP (2,R) (since the covariance matrices are block diagonal), and
we can again use the parameterisation in eq. 9.4.86, now for modes k. Since
everything is block diagonal, we can simply compute things for one block and
generalise.
For each block we have,
U˜k(τ) =
(
cosφk(τ) cosh ρk(τ)− sin θk(τ) sinh ρk(τ) − sinφk(τ) cosh ρk(τ) + cos θk(τ) sinh ρk(τ)
sinφk(τ) cosh ρk(τ) + cos θk(τ) sinh ρk(τ) cosφk(τ) cosh ρk(τ) + sin θk(τ) sinh ρk(τ)
)
.
(10.4.7)
Next, we set the boundary conditions
G˜τ=1 ,k = U˜k(τ = 1) · G˜τ=0 ,k · (U˜k(τ = 1))T . (10.4.8)
Plugging in U(τ) and defining βk ≡ φk + θk, we can take the trace of both sides
here to isolate ρ, meaning we need to solve
|ωk|2 + |Ωk|2 + 2i=(Ωk)(ωk −<(ωk))
2<(ωk)<(Ωk) = cosh(2ρk(τ = 1)). (10.4.9)
To isolate β, we divide the difference between the diagonal components of eq.
10.4.7 with the sum of the off-diagonal components to find
tanβk(τ = 1) =
G˜τ=1, k11 − G˜τ=1, k22
2 G˜τ=1, k12
(10.4.10)
{cosh 2ρk(τ = 1), tan(βk(τ = 1)} = {<(ωr)
2 + <(Ωk)2 + (=(ωr)−=(Ωk))2
2<(ωr)<(Ωk) ,
G˜τ=1, k11 − G˜τ=1, k22
2 G˜τ=1, k12
},
(10.4.11)
where G˜τ=1, kij denote various components of the matrix G˜τ=1, k.
Considering the boundary conditions for the reference state, in this case described
by a unit matrix, we find
{ρk(τ = 0), θk(τ = 0) + φk(τ = 0)} = {0, ck}. (10.4.12)
where ck is an arbitrary constant. For simplicity we will choose
φk(τ = 1) = φk(τ = 0) = 0 and θk(τ = 1) = θk(τ = 0) = ck = arctan
(
G˜τ=1, k11 − G˜τ=1, k22
2 G˜τ=1, k12
)
.
Given this form of U˜k(τ) we can write down the metric as before, but now for k
modes, i.e.
ds2k = dρ
2
k + cosh(2ρk) cosh
2 ρk dφ
2
k + cosh(2ρk) sinh
2 ρk dθ
2
k − sinh(2ρk)2 dφkdθk.
(10.4.13)
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The total complexity is defined as,
C(U˜) =
∫ 1
0
ds
√√√√N−1∑
k=0
gkijx˙
i
kx˙
j
k, (10.4.14)
where gkij denote the components of the metric for each k and xi’s are coordinates
associated with this metric for each value of k. The simplest solution for the
geodesic is again a straight line on this geometry [87].
ρk(τ) = ρk(τ = 1) τ, θk(τ) = θk(τ = 0), φk(τ) = 0. (10.4.15)
So finally we get ,
C(U˜) =
√√√√N−1∑
k=0
ρk(τ = 1)2 =
1
2
√√√√N−1∑
k=0
(
arccosh
(<(ωr)2 + <(Ωk)2 + (=(ωr)−=(Ωk))2
2<(ωr)<(Ωk)
)2)
.
(10.4.16)
Choosing the reference state as the ground state of eq. 10.1.8a, this gives simply
C(U˜) = 1
2
√√√√N−1∑
k=0
(
arccosh
(
ω2k + |Ωk|2
2ωk <(Ωk)
)2)
. (10.4.17)
10.5 A Complexity Comparison: The Loschmidt Echo vs
the Fidelity
Having derived the complexity for our quench model, we now turn to their
comparison. As discussed at the begining of this chapter, we will compare the
advantages and disadvantages of each method by comparing the Loschmidt Echo
with the Fidelity.
The Loschmidt echo (LE) is considered as a measure of the sensitivity of a system in
some quantum mechanical state to perturbations by some operator. As mentioned
earlier, the LE is defined as [147,148]3
FLE(t) = |〈ψ0| exp(iH ′1t) exp(−iH1t)|ψ0〉|. (10.5.1)
One essentially forward evolves the state by some Hamiltonian, and backward
evolves by some different Hamiltonian, taking the overlap with the initial state:
the Loschmidt echo quantifies the ‘irreversibility’ in a quantum system.
3For a more comprehensive review of the application of the Loschmidt echo, interested readers
are referred to the thesis [149].
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In our case, we will take |ψ0〉 as the ground state of the Hamiltonian at t = 0
(eq. 10.1.8a), which is defined in eq. 10.3.4. The Hamiltonian H1 (defined in eq.
10.1.8b) is a function of (q1, qˆ, q′1)., and we will take H ′1 to be of the form eq. 10.1.7,
but with different values of (q, qˆ, q′), say (q2, qˆ2, q′2). We define
|ψ2〉 = exp(iH ′1t) exp(−iH1t)|ψ0〉. (10.5.2)
Then rewrite eq. 10.5.1 as,
FLE(t) = |〈ψ0|ψ2〉|. (10.5.3)
We can view eq. 10.5.1 is a different way. We define the following,
|ψ1〉 = exp(−iH1t)|ψ0〉, |ψ˜1〉 = exp(−iH ′1t)|ψ0〉 (10.5.4)
In terms of these we can rewrite eq. 10.5.1 in the following way,
F˜(t) = |〈ψ˜1|ψ1〉|. (10.5.5)
We termed this as Fidelity. Basically here we have defined the overlap of two
wave functions evolved from the same initial state but with different Hamiltonian.
Quantum mechanically, defined as distances on CP1 determined by the usual
Fubini-Study metric, eqs. 10.5.1 and 10.5.5 are equivalent.
In order to compare complexities, we will consider the complexity associated with
both of these. In terms of the overlap, we will use the ‘bra’ as the reference state
and ‘ket’ as the target state. Explicitly, for the Loschmidt echo we will compute
the complexity of ψ2 with respect to ψ0, whereas for fidelity we will compute the
complexity of ψ1 with respect to ψ˜1. Although the overlap of states – eqs. 10.5.1
and 10.5.5 – are the same, we find that the circuit complexity (using the wave
function, as done in section 10.2) differs. On the other hand, complexities coming
from either Fubini-Study method (section 10.3) and the covariance matrix method
(section 10.4) are the same. For each method, we will now compute the complexity
of the Loschmidt echo, CLE, and the complexity of Fidelity, CF . For comparison,
we will plot the complexity for a specific set of parameters
{q2 = 5, q21 = 20, q22 = 29, qˆ = qˆ1 = qˆ2 = 2, q′ = 2, q′1 = 8, q′2 = −10}. (10.5.6)
10.5.1 LE vs F: Nielsen Complexity
To compute the complexity for the Fidelity from the wavefunction, we will need
to use eq. 10.2.10, and define the state ψ˜1 following eq. 10.1.14
ψ˜1(x˜k, t) = N (t) exp
[
−
∑N−1
k=0 Ω1,k x˜
2
k
2
]
, (10.5.7)
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where N (t) is the normalization and
Ω1,k = ω2,k
[ω2,k − i ωk cot(ω2,k t)
ωk − i ω2,k cot(ω2,k t)
]
. (10.5.8)
Here, ω2,k is associated with H2 and ω22,k = q22 + qˆ2q′2 cos( 2pi kN ). Now in eq. 10.1.14,
we simply need to replace ωr by Ω1,k.
To compute the Loschmidt echo, we will need the state
ψ2(x˜k, t) =
N−1∏
k=0
Nˆk(t) exp
[
−1
2
Ωˆkx˜
2
k
]
, (10.5.9)
where
Ωˆk =
[
i ω2,k cotω2,kt+
ω22,k
sin2 ω2,kt(Ωk + iω2,k cotω2,kt)
]
(10.5.10)
and Nˆk(t) is the normalization factor so that the inner-product of the wave function
with itself remains one.
Plugging these in, we find
CLE(U˜) = 1
2
√√√√[N−1∑
k=0
(
log
|Ωˆk|
ωk
)2
+
(
arctan
=(Ωˆk)
<(Ωˆk)
)2]
, (10.5.11)
CF(U˜) = 1
2
√√√√N−1∑
k=0
[(
log
|Ωk|
|Ω1,k|
)2
+
(
arctan
<(Ω1,k)=(Ωk)−<(Ωk)=(Ω1,k)
<(Ω1,k)<(Ωk) + =(Ωk)=(Ω1,k)
)2]
,
(10.5.12)
where, Ωk and Ω1,k are defined in eqs. 10.1.15 and 10.5.8 respectively. To compare
the two, we can plot them for the parameters in eq. 10.5.6. From fig. 10.1 it is
evident that the two complexities are quite different, at least when derived using
the circuit complexity method. Moreover, the complexity related to the Loschmidt
Echo is larger than the complexity for the Fidelity.
|〈ψ0|ψ2〉| = |〈ψ˜1|ψ1〉| (10.5.13)
C(ψ2, ψ0) > C(ψ1, ψ˜1) (10.5.14)
Therefore, although the closeness of states between (ψ0 and ψ2) is same as the
closeness between (ψ˜1 and ψ1), the complexity of ψ2 with respect to ψ0 is larger
than the complexity of ψ1 with respect to ψ˜1, implying that it is a much better
measure of state distinguishability.
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Figure 10.1: LE vs F Test for Circuit Complexity
10.5.2 LE vs F: Fubini-Study Complexity
We will now repeat this test, but using the Fubini-Study complexity. We again
start with the state defined in eq. 10.3.6, this time acting with exp(iH ′1 t), and we
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can again use the SU(1, 1) decomposition, explicitly
exp(iH ′1 t) = exp(γ
+
2,kτ
+
k ) exp((ln γ
0
2,k)τ
z
k ) exp(γ
−
2,kτ
−
k ),
γ02,k =
(
cosh(µ2,k)− β2,k
2µ2,k
sinh(µ2,k)
)−2
, γ±2,k =
(α±2,k
µ2,k
)( sinh(µ2,k)
cosh(µ2,k)− β2,k2 Ω2,k sinh(µ2,k)
)
,
Ω22,k =
β22,k
4
− α+2,kα−2,k, β2,k = i t ω2,k (U˜2k + V˜2k), α+2,k = α−2,k = i t ω1,k U˜kV˜k,
U˜k = ω2,k + ωk
2
√
ω2,kωk
, V˜k = ω2,k − ωk
2
√
ω2,kωk
.
(10.5.15)
Given this we need to evaluate
|ψ2〉 =
∏
k=0
Nk(t) exp(γ+2,kK+k ) exp((ln γ02,k)K0k) exp(γ−2,kK−k ) exp(γ+1,k(t) a†ka†−k)|k,−k > .
(10.5.16)
Repeating the procedure from section 10.3, we can write this as
|ψ2〉 =
∏
k=0
N˜k(t) exp(γˆk τ+k )|k,−k〉 (10.5.17)
where
γˆk = γ
+
2,k +
γ+1,kγ
0
2,k
1− γ+1,kγ−2,k
. (10.5.18)
To compute the complexity for this case, we can simply use the formula in eq.
10.3.12 and replace γ1,k by γˆk as mentioned in eq. 10.5.18.
This gives
CLE(U˜) =
√√√√N−1∑
k=0
(arctanh |γˆk|)2, (10.5.19)
CF (U˜) = 1
2
√√√√N−1∑
k=0
(
arccosh
[
cosh(θ1,k) cosh(θ2,k)− sinh(θ1,k) sinh(θ2,k)<
(γ1,k
γ2,k
|γ2,k|
|γ1,k|
)])2
,
(10.5.20)
where θ1,k = 2 arctanh |γ1,k|, θ2,k = 2 arctanh |γ2,k| and γ1,k and γˆk are defined in eqs.
10.3.7 and 10.5.18 respectively.
From fig. 10.2, we immediately see that the Fubini-Study approach cannot
distinguish between the two complexities, unlike the complexity derived from
Nielsen’s method.
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Figure 10.2: LE vs F Test for for Fubini-Study
10.5.3 LE vs F: Covariance Matrix Complexity
This is the simplest to modify, since we can simply use the general formula for the
complexity given in eq. 10.4.16, where we just replace ωr = Ω1,k. We immediately
find that
CLE(U˜) = 1
2
√√√√N−1∑
k=0
(
arccosh
(
ω2k + |Ωˆk|2
2 ωk<(Ωˆk)
))2
, (10.5.21)
CF(U˜) = 1
2
√√√√N−1∑
k=0
(
arccosh
(<(Ω1,k)2 + <(Ωk)2 + (=(Ω1,k)−=(Ωk))2
2<(Ω1,k),<(Ωk)
)2)
, (10.5.22)
where, Ωk and Ω1,k are defined in eq. 10.1.15 and 10.5.8 respectively.
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Figure 10.3: LE vs F Test for Covariance Matrix Method (Section (3.3))
Just like the Fubini-Study approach, we observe in fig. 10.3 that the covariance
matrix method also cannot distinguish between the two complexities. They overlap
with each other completely and again this behaviour is independent of the values
of the parameters and N.
10.6 A general statement on complexity
We have seen then that only circuit complexity derived á la Nielsen can distinguish
between the Loschmidt echo and the Fidelity, and therefore one could argue
that it is a better measure of complexity. However, we only looked at a single
forward-backward evolution, and we might wonder if there is a more generic
statement to be made. We can imagine doing n forward-backward evolutions
(n even), meaning there would be n
2
+ 1 ways to write the overlap, for example for
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n = 2 the state would be
|ψ4(x˜k, t)〉 = eiH′2te−iH2teiH′1te−iH1t|ψ0〉 (10.6.1)
with corresponding overlaps
〈ψ4|ψ0〉 = 〈ψ1|ψ3〉 = 〈ψ˜2|ψ2〉, (10.6.2)
and the analogue of Loschmidt echo as
FLE = 〈ψ4|ψ0〉 (10.6.3)
where
|ψ3(x˜k, t)〉 = e−iH2teiH′1te−iH1t|ψ0〉, |ψ1(x˜k, t)〉 = e−iH′2t|ψ0〉
|ψ2(x˜k, t)〉 = eiH′1te−iH1t|ψ0〉, |ψ˜2(x˜k, t)〉 = eiH2te−iH′2t|ψ0〉 (10.6.4)
We will label 〈ψ1|ψ3〉 as Fidelity F1 and 〈ψ˜2|ψ2〉 as Fidelity F2.
After performing the appropriate number of evolutions, we compute the
corresponding complexities. The result is that the complexity for the LE is
always larger than complexity computed for any combinations of intermediate
states corresponding to Fidelity. This result can be written as
C(ψ4,ψ0)LE (U˜) > C(ψ3,ψ1)F1 (U˜) > C
(ψ2,ψ˜2)
F2
(U˜) (10.6.5)
The superscripts denote the pair of wave functions for which we compute the
complexity. Now we can perform the same operations for arbitrary number
of Hamiltonians, leading to arbitrary number of evolutions for the state.
Interestingly, we find that the complexity corresponding to Loschmidt echo is
always larger than any possible fidelity. Moreover, for different fidelities, the
number of evolutions performed on reference state dictates the magnitude of
their complexities. While we do not offer a proof (although we have numerically
checked up to n = 4) we make the following conjecture
Acting on a fixed reference state, the overlap with the largest number of evolutions
always corresponds to the highest complexity.
C(ψn,ψ0)LE (U˜) > C(ψn−1,ψ1)F1 (U˜) > C
(ψn−2,ψ2)
F2
(U˜) > ..... > C(ψn/2,ψ˜n/2)Fn (U˜). (10.6.6)
This result tells us which pair of states will have the smallest complexity for a given
set of Hamiltonians. Moreover, it gives us an upper bound on the complexity for
a given overlap evolved with a fixed number of Hamiltonians.
XI
Complexity in a Topological System
“The loveliest melodies are not too sublime to be expressed by notes.”
– W. Somerset Maugham, A Writers Notebook 1902
In this chapter, we consider the complexity and entanglement following a quench
in a one-dimensional topological system, namely the Su-Schrieffer-Heeger (SSH)
model. As in the last chapter, we will compare the evolution of the complexity
using both Nielsen’s approach and the Fubini-Study approach. Unlike before,
however, we will now also compare these with both the fidelity with measures of
entanglement. This is interesting since, in the holographic setting, it has been
suggested that the complexity saturates a bound1 later than the entanglement
entropy, especially where considering black hole interiors and the volume of
wormholes. It is this feature of complexity/entanglement that we would like to
explore in this chapter.
Our medium of investigation will be the one dimensional topological insulator,
described by the SSH model, which has a number of interesting features that
we will probe using both complexity and entanglement. The system has a
non-trivial phase diagram, exhibiting a c = 1 CFT at a critical point, along with
topological and trivial phases. It is natural, then, for us to explore the sensitivity
of the complexity to such phase transitions and to compare with the sensitivity
of the entanglement entropy. Additionally, we will also investigate revivals in
the evolution of complexity, a phenomena which is routinely observed in the
entanglement and conjectured to occur in the complexity [79, 82] on long enough
timescales. In addition to this, we will explore whether or not the complexity is
sensitive to the topological order.
11.1 The Su-Schrieffer-Heeger Model
The Su-Schrieffer-Heeger (SSH) model was first introduced in 1979 to understand
the electronic properties of poly-acetylene [151], and has recently been realized
1It has been suggested [137] that complexity ought to saturate the Lloyd bound [150], however
this has been shown to be violated in many contexts [96]
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experimentally in cold atom systems [152–155]. The SSH model is a chirally
symmetric topological model given by Hamiltonian
Hˆ =
∑
l
[
t
(
a†l bl + b
†
lal
)
+ t′
(
a†l+1bl + b
†
lal+1
)]
, (11.1.1)
where al (bl) destroys a fermion on site-l of sublattice-A (sublattice-B), and t (t′)
is the intracell (intercell) tunneling matrix element (see fig. 11.1). The topological
properties are determined by (t, t′). For |t| < |t′| (|t| > |t′|), the system is a
topological (topologically trivial) insulator; |t| = |t′| is a quantum critical point
(QCP), described by a c = 1 CFT.
Figure 11.1: The Su-Schreiffer-Heeger model – a one-dimensional system with
A and B sublattices; electrons can tunnel between nearest-neighbor sites with
intracell (intercell) tunneling amplitude t (t′).
In what follows, we work in the Neveu-Schwarz sector. The system is readily
analyzed in momentum space. By expanding the fermion operators in Fourier
modes [k = (2pi/N)(m+ 1/2) with 1 ≤ m ≤ N ]
al =
1√
N
∑
k
eikla˜k and bl =
1√
N
∑
k
eiklb˜k , (11.1.2)
we get
Hˆ =
∑
k
(a˜†k, b˜
†
k)
(
0 t+ t′e−ik
t+ t′eik 0
)(
a˜k
b˜k
)
. (11.1.3)
In this form, eq. 11.1.3 is diagonalized by a Bogoliubov transformation, as discussed
in appendix B, and the diagonal Hamiltonian is
HˆF =
∑
k
Ek
(
α†kαk − β†kβk
)
, (11.1.4)
where Ek =
√|∆k|2, where ∆ = t + t′eik and {αk, βk} are related to the {a˜k, b˜k} by
the Bogoliubov transformation(
a˜k
b˜k
)
=
(
uk −v∗k
vk u
∗
k
)(
αk
βk
)
. (11.1.5)
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In eq. 11.1.5,
uk =
√
1
2
, vk = exp(−iθk)
√
1
2
(11.1.6)
with the phase defined via ∆k = |∆k| exp(iθk). Physically, αk (βk) destroys a fermion
of momentum-k in the conduction (valence) band.
In the last chapter, we considered a quantum quench of a bosonic theory in order
to study the evolution of complexity. We considered SU(1, 1) coherent states and
described pre- and post-quench states in terms of eigenoperators of the different
Hamiltonians. In this case, we are considering a fermionic model, and as such we
will now need to consider SU(2) coherent states.
We consider the following quench
t < 0 : Hˆ = Hˆ<(t<, t
′
<) , t > 0 : Hˆ = Hˆ>(t>, t
′
>) . (11.1.7)
More generally, we consider
t < 0 : Hˆ< =
∑
k
Ψ†k
(
ξ<k ∆
<
k
(∆<k )
∗ −ξ<k
)
Ψk ; t > 0 : Hˆ> =
∑
k
Ψ†k
(
ξ>k ∆
>
k
(∆>k )
∗ −ξ>k
)
Ψk .
(11.1.8)
Let {α<k, β<k} ({α>k, β>k}) be eigenoperators of Hˆ< (Hˆ>):
(
a˜k
b˜k
)
=
(
u<k −v∗<k
v<k u
∗
<k
)(
α<k
β<k
)
−→ Hˆ< =
∑
k
E<k
(
α†<kα<k − β†<kβ<k
)
, (11.1.9)(
a˜k
b˜k
)
=
(
u>k −v∗>k
v>k u
∗
>k
)(
α>k
β>k
)
−→ Hˆ> =
∑
k
E>k
(
α†>kα>k − β†>kβ>k
)
.
(11.1.10)
The {α>k, β>k} are related to the {α<k, β<k} by the unitary transformation
(
α>k
β>k
)
=
(
Uk −V∗k
Vk U∗k
)(
α<k
β<k
)
(11.1.11)
where
Uk = u∗>ku<k + v∗>kv<k , Vk = u∗>kv<k − v∗>ku<k . (11.1.12)
Then, Hˆ> can be written in terms of the eigenoperators of Hˆ< as
Hˆ> =
∑
k
2E>k
[(| Uk |2 − | Vk |2) τ zk − U∗kV∗kτ+k − UkVkτ−k ] , (11.1.13)
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where
τ−k = β
†
<kα<k , τ
+
k = α
†
<kβ<k , τ
z
k = (α
†
<kα<k − β†<kβ<k)/2 (11.1.14)
obey an SU(2) algebra.
We can then construct an SU(2) state as our reference state |ψR〉, which we
wish to be the ground state of Hˆ<. We then define the target state |ψT 〉 as the
state obtained by evolution with Hˆ>, |ψT 〉 = exp(−itHˆ>)|ψR〉. More explicitly, let
{α<k, β<k} denote the destruction operators of Hˆ<. The initial state is given by
|ψR〉 =
∏
k
β†<k|0〉 , (11.1.15)
where |0〉 is the Fock vacuum as before. In order to construct the target state,
we need to employ the SU(2) decomposition, which is thankfully identical to eq.
B.0.20, but with the generators Ki replaced with those of SU(2). First, we write
the time-evolution operator as a general SU(2) state
Uˆ(t) =
∏
k
exp
(
ωkτ
z
k + α
+
k τ
+
k + α
−
k τ
−
k
)
, (11.1.16)
where
{ωk = −it2E>k
(| Uk |2 − | Vk |2) , α+k = it2E>k U∗kV∗k , α−k = it2E>k UkVk} . (11.1.17)
Then, utilizing the decomposition in eq. B.0.20 and proceeding as in the last
chapter, we write final state as
|ψT 〉 =
∏
k
1√
1 + |γ¯+k (t)|2
(
β†<k + γ¯
+
k (t) α
†
<k
)
|0〉 . (11.1.18)
11.2 Complexity in the SSH model
We will now compute the complexity associated with reaching the target state
(eq. 11.1.18) from the reference state (eq. 11.1.15). We will begin by computing
the complexity from the correlation matrix as discussed in section 9.4.4, meaning
we use
Cˆk(t) = 〈ψ(t)|ΨkΨ†k|ψ(t)〉 , (11.2.1)
where ΨTk = (a˜k, b˜k).
Explicitly, one obtains
Ck(t) =
(
|uk(t)|2 uk(t)v∗k(t)
vk(t)u
∗
k(t) |vk(t)|2
)
, (11.2.2)
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where(
uk(t)
vk(t)
)
= exp(−itH>)
(
u<k
v<k
)
with H> =
(
ξ>k ∆
>
k
(∆>k )
∗ −ξ>k
)
. (11.2.3)
Using eq. 11.2.3 and eq. 11.2.2, we can define the reference and target correlation
matrices
Ck(s = 0) =
(
|uk,<|2 uk,<v∗k,<
vk,<u
∗
k,< |vk,<|2
)
, (11.2.4)
We proceed as before, and consider evolving the initial covariance matrix Cˆk by
the unitary operator U˜k,
C˜k(s) ≡ U˜k(s)Cˆk(t = 0)U˜ †k(s) , (11.2.5)
with the boundary condition C˜k(s = 1) = Cˆk(t) i.e. at s = 1 we recover the final
correlation matrix. We parameterize U˜k in the usual way
U˜k(s) = P exp
[
−
∑
I
∫ 1
0
ds Y Ik (s)MI
]
, (11.2.6)
where the {MI} are SU(2) generators in this case.
This means that we can parameterise U˜k as
U˜k(s) =
(
cos ρk(s) exp[iφk(s)] −i sin ρk(s) exp[−iχk(s)]
−i sin ρk(s) exp[iχk(s)] cos ρk(s) exp[−iφk(s)]
)
. (11.2.7)
Repeating the procedure in section 9.4.4, one obtains the (right-invariant) metric
ds2 =
∑
k
[
dρ2k + cos
2(ρk)dφ
2
k + sin
2(ρk)dχ
2
k
]
. (11.2.8)
To derive the boundary conditions, we again apply the squeezing operator
S =
 1 −u<v<
1
v∗<
u∗<
 , (11.2.9)
to find that
C˜(s = 0) = S · C(s = 0) · S−1 =
(
0 0
0 |u<|2 + |v<|2
)
=
(
0 0
0 1
)
, (11.2.10)
The target state is defined via
C˜T = S · CT (s = 1) · S−1, (11.2.11)
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and we can derive the boundary conditions via
C¯i,j = U˜k(s) · Ck(s = 0) · U˜ †k(s) =
(
sin2(ρk) −iei(βk) cos(ρk) sin(ρk)
ie−i(βk) cos(ρk) sin(ρk) cos2(ρk)
)
,
(11.2.12)
where βk = φk − χk.
Setting this equal to eq. 11.2.11 gives the final boundary conditions and setting
it equal to eq. 11.2.10 the initial. We can isolate the ρ coordinate by taking
C¯22 − C¯11 = cos(2ρk), and the β coordinate by taking <(C¯12)=(C¯12) = − tan(βk).
For the SSH model, using eqs. 11.1.6, 11.2.3, 11.2.2 and 11.2.11, we find the
following boundary conditions
ρk(s = 0) = 0, ρk(s = 1) =
1
2
arccos
[
sin2(E>k t) cos(2θ
>
k − 2θ<k ) + cos2(E>k t)
]
(11.2.13)
βk(s = 0) = ck, βk(s = 1) = arctan [cot(E
>
k t) sec(θ
>
k − θ<k )] (11.2.14)
The simplest solution for the geodesic is, as before,
ρk(s) = ρk(s = 1)s, χk(s) = χ
0
k , φk(s) = 0. (11.2.15)
Then the complexity is given by
C[{U˜k}] = 1
2
√∑
k
(
arccos
[
sin2(E>k t) cos(2θ
>
k − 2θ<k ) + cos2(E>k t)
])2
. (11.2.16)
As in the last chapter, we will be interested in comparing the results for the
circuit complexity obtained with the covariance matrix method with that obtained
from the Fubini-Study method. In section 9.4.3, we derived the Fubini-Study line
element for SU(1, 1) coherent states (eq. 9.4.52). We are now dealing with SU(2)
coherent states, and the derivation essentially follows in exactly the same way,
with the SU(1, 1) generators replaced with the SU(2) generators. As should be
expected (by analytic continuation), the two line elements differ only by a minus
sign, giving the SU(2) Fubini-Study line element
ds2 =
∑
k
|dγ¯+k |2(
1 + |γ¯+k |2
)2 . (11.2.17)
We recognize each individual term in eq. 11.2.17 a the line element of a two-sphere
S2 (in the CP 1 representation), which again we should expect by analytic
continuation, given the that we found H2 in the previous case.
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The full state manifold is then S2 × S2 × · · · × S2. Writing γ¯+k = |γ¯+k | exp(iφk) with
|γ¯+k | = tan θk/2, one obtains the line element in the spherical coordinates
ds2 =
∑
k
1
4
(
dθ2k + sin
2 θk dφ
2
k
)
. (11.2.18)
We define a metric on the state manifold as [156]
s =
√∑
k
s2k , (11.2.19)
where
sk =
∫ t
0
dt′
1
1 + |γ¯+k |2
∣∣∣∣∣dγ¯+kdt′
∣∣∣∣∣ (11.2.20)
is a (natural) metric on S2.
The geodesics are, analagously with the last chapter, given by
Ck = 1
2
arccos [cos θ1,k cos θ2,k + sin θ1,k sin θ2,k cos(φ1,k − φ2,k)] , (11.2.21)
where (θ1,k, φ1,k) ((θ2,k, φ2,k)) are the spherical coordinates of the initial (final) point.
The reference and target states are given by eqs. 11.1.15 and 11.1.18 respectively.
Recalling that we parameterise |zk| = tan θk/2, we have the boundary conditions
that θ1,k = 0, θ2,k = 2 arctan |γ¯+k |. Plugging this into eq. 11.2.21 then gives
Ck = arctan |γ¯+k | . (11.2.22)
For the full state manifold, S2 × S2 × · · · × S2, we again define the metric
s =
√∑
k
s2k . (11.2.23)
The complexity is then given by
C =
√∑
k
C2k =
√∑
k
arctan |γ¯+k | . (11.2.24)
11.3 Entanglement Entropy, Spectrum and Complexity
We will now, for concreteness, consider specific quenches of the model, namely:
(1) topological ↔ non-topological
(2) non-topological ↔ critical
(3) topological ↔ critical.
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Where each phase is given by the following parameters:
(1) topological – (t=0.2, t′=1)
(2) non-topological – (t=1, t′=0.2)
(3) critical – (t=1, t′=1).
We will compute the entanglement entropy and entanglement spectrum using the
correlation matrix method described in section 9.2.7, specifically we will write the
entanglement entropy as a function of the eigenvalues of the correlation matrix in
eq. 11.2.2.
We partition the system into two subsystems A and B and consider the correlation
matrix restricted to subsystem-A, CˆA(t), whose elements are (m,n ∈ A)
CˆAmn(t) =
1
N
∑
k
exp[ik(m− n)] Cˆk(t) . (11.3.1)
We denote the eigenvalues of CˆA(t) by {λn}, the set of which constitutes the
entanglement spectrum. By taking the α −→ 1 limit of the Renyi entropy defined
in eq. 9.2.87, we find the entanglement entropy as a function of the eigenvalues
S = −
∑
[λn lnλn + (1− λn) ln(1− λn)] . (11.3.2)
We can plot the entanglement entropy for the various quenches under
consideration.
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Figure 11.2: Entanglement entropy as a function of time – results are shown
for system sizes of N=1000, N=1500, N=2000 and entanglement partitions of
length l=100, l=150, l=200, respectively. Quenching from (a) the critical point
to a massive phase (b) a massive phase to the critical point (c) between massive
phases. Insets: Entanglement entropy vs time scaled by the partition size, S(t)/l
vs t/l.
Fig. 11.2 shows the results for the time-dependent entanglement entropy, shown
for quenches from
(a) the critical point to a massive phase
(b) a massive phase to the critical point
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(c) between massive phases.
In all of the quenches, the entanglement entropy first grows linearly before
saturating. At later times, we observe revivals due to the finite system size.
Furthermore, we see that the amplitude is larger when quenching between massive
phases when compared with quenching to/from the critical point. The (pseudo-)
period of the revivals is larger when quenching to a massive phase when compared
with quenching to the critical point.
As shown in the insets, by working with scaled variables, namely S/l vs. t/l, the
results collapse onto universal curves.
While the results for the quenches have similar features, there are quantitative
differences. In particular, when the initial phase is the topological phase,
the entropy is a small fraction larger, since the topological phase has greater
entanglement.
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Figure 11.3: Entanglement spectrum as a function of time – results are shown
for a system size of N=1500 and an entanglement partition of l=150. Quenching
from (a) the non-topological to the topological phase (b) the topological to the
non-topological phase.
To further characterize the properties of this system, the entanglement spectrum
is shown in fig. 11.3. Fig. 11.3a (fig. 11.3b) shows the entanglement spectrum for a
quench from the non-topological (topological) to the topological (non-topological)
phase. This shows very distinctly the differences in the quenches. In particular,
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the topological phase has “zero-modes” in the entanglement spectrum, namely
states where λn ' 1/2, and when one starts initially in the topological phase, the
zero-mode stays pinned [157]. These modes are due to the edge states that are
present in the topological phase (and absent otherwise) [132,158].
We now compare these findings with those from complexity. To get some intuition
for how the complexity arises, we will plot the evolution of the target state upon
quenching from the non-topological phase to the critical point for several values
of k (see fig. 11.4 below).
As discussed above, eq. 11.1.18 describes a trajectory on S2 for each k.
Figure 11.4: Motion on the Bloch sphere upon quenching from the non-topological
phase to the critical point: (a) m = 470 (b) m = 505 (c) m = 870. The system
size is N=1000.
We see that Hamiltonian evolution gives rise to a variety of behaviors. Depending
on the values of k, the evolution can be close to the geodesic for some values
of k (figs. 11.4a and b), while it can be rather distant for other values of k
(fig. 11.4c). Hence, for some values of k the path from Hamiltonian evolution
gives the complexity, while for other values of k the contribution to the complexity
comes from a very different path. We only considered one particular phase here,
but all other phases give rise to similar behaviour.
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Figure 11.5: The circuit complexity for a system of length N=1500. Quenching (a)
from a massive phase to the critical point (b) to a massive phase. Insets: Negative
logarithm of the fidelity: − lnF12.
The evolution of the complexity is shown in Figs. 11.5 and 11.6. Figs. 11.5 shows
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results for the covariance matrix complexity, while Figs. 11.6 shows results from
the Fubini-Study line element. In both, figure (a) shows quenches from the massive
phases to the critical point, while figure (b) shows quenches to a massive phase.
For all quenches, the complexity grows extremely rapidly and then saturates, with
some oscillations about the saturation value.
When quenching to the critical point, distinct revivals appear in the complexity,
similar to what occurs in the entanglement entropy; when quenching to a massive
phase, revivals also occur, but they are more pronounced when quenching between
massive phases.
To better understand these results, the insets of fig. 11.5 show results for the
negative logarithm of the fidelity: − lnF12.
This quantity behaves similarly to the complexity, and gives insight into the
behavior of the complexity and, in particular, its rapid growth and saturation.
This arises because the target state becomes orthogonal to the reference state
rapidly.
Note also that revivals appear in the fidelity when quenching to the critical
point [159, 160]. However, we see that the signature in the complexity is more
pronounced.
Fig. 11.6 shows the complexity obtained from the Fubini-Study method. This
measure of complexity (like the fidelity) can clearly identify the different types
of quenches. On the other hand, it appears the circuit complexity, just like
entanglement entropy, can only distinguish quenches between the critical point
and a massive phase from the quenches between the massive phases.
It is not surprising that the circuit complexity and the entanglement entropy
behave similarly, while the Fubini-Study complexity and fidelity behave similarly.
Both the circuit complexity and entanglement entropy are derived from the
correlation matrix, while the Fubini-Study complexity essentially follows from the
fidelity. However, it is not immediately clear why the Fubini-Study approach
provides a more sensitive measure of complexity than the covariance matrix
approach.
For the SSH model, we saw that the complexity saturated much more rapidly than
the entanglement entropy. This is contrary to expectation of what happens in the
black hole scenario, where the complexity is expected to saturate exponentially
slower than the entanglement entropy [79,82].
Furthermore, there are additional sources of entanglement introduced after the
system becomes topologically non-trivial, coming from the entanglement at the
boundary. The complexity, however, appears to be much less (or not at
all, depending the measure used) sensitive to this topological phase transition.
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Figure 11.6: The complexity from the Fubini-Study line element for a system of
length N=1500. Quenching (a) from a massive phase to the critical point (b) to a
massive phase.
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However, as we saw, the evolution of entanglement entropy is only fractionally
different when compared to the system with no boundary entanglement, so
this does not explain why the entanglement entropy saturates much later than
complexity. In fact, the rapid saturation of the complexity is tied to the rapid decay
of the fidelity, namely because the final state becomes orthogonal to the initial
state very rapidly, apparently much quicker than the entanglement in the system
can build, which scales with area. In the context of AdS/CFT this may seem
surprising, since the reason complexity is of interest there is due to the fact that
complexity saturates later than the entanglement entropy (in fact, exponentially
slower), in order to explain e.g. the growth of extremal surfaces of eternal black
holes. On the QFT side, however, the complexity need only continue to evolve
after the saturation of entanglement entropy in systems which thermalize: one
might guess that in systems that exhibit many-body localization, for example, the
complexity could saturate faster.
Another interesting observation is the signature of revivals in the complexity. This
is specifically interesting, since the complexity is much less demanding to compute
than the entanglement entropy, yet the complexity captures similar information
such as revivals and information about different topological transitions. This
makes the complexity an appealing quantitiy with which to probe quantum phase
transitions.
Finally, we highlight potential drawback of complexity in systems with topological
order. The topological order of a system can be characterized using the
entanglement entropy [161] or the entanglement spectrum [162]. For the SSH
model, the topological order is attained from the nontrivial topology of its Hilbert
space [163,164], and in general, topological orders are readily probed on a manifold
with a boundary. The complexity is a property of the system’s entire wave
function [94], and yet it does not give information about the topological order:
the complexity appears to be a less sensitive probe than the entanglement under
some circumstances.
XII
Conclusion to Part II
In this part of the thesis, we explored various aspects of compuational complexity
in quantum field theories and entanglement. Utilising group theoretic methods,
we contrasted multiple different measures of complexity in quantum field theories,
comparing them using the evolution of states, specifically various incarnations of
the Loschmidt echo. We found that the complexity constructed directly from the
wave function (following Nielsen’s approach [85, 87]) was the most sensitive to
certain physical effects, at least when compared with the complexity as derived
from the Fubini-Study line element or the covariance matrix.
We also showed that, contrary to the expectation from AdS/CFT (and the
bahaviour of black hole interiors) [79,82], there are situations where the complexity
saturates before the entanglement entropy. Additionally, we showed that the
complexity is sensitive to revivals, and in fact can detect the same revivals as the
entanglement entropy. However, we also showed that there are situations where
the entanglement entropy/spectrum is able to capture physical effects that the
complexity is blind to; in our example, the topological order.
There are many natural follow ups to this work. Given our observation that the
complexity saturates very quickly in the SSH model, it is important to understand
the issue of time scales, namely the relation between the equilibration time and the
time for the complexity to saturate. Additionally, it was observed in [97,165] that
locality has an important role in the saturation rates of complexity, and it would
be interesting to understand this relationship in a controllable manner, perhaps
learning something about gravity in the process. In order to better understand
the relationship between complexity in quantum field theories and holography, it
is important to extend the definitions of complexity to interacting field theories,
with some recent work in this direction being [93].
The Loschmidt echo is closely related to the out of time order correlation function
(the OTOC) and as such it might be interesting to evaluate CLE(t) for chaotic
theories, in the hope that we can understand its relation to chaos and perhaps
even find an expression for the Lyapunov exponent in terms of the complexity.
Part III
Appendix
I
Passarino-Veltman Integral
Reduction
Due to a result by Passarino and Veltman [166], any one-loop integral with
arbitrary tensorial structure in the numerator can be written in terms of scalar
one-loop integrals Ij [37, 167,168]
In =
∑
j4
c4I
(j4)
4 +
∑
j3
c3I
(j3)
3 +
∑
j2
c2I
(j2)
2 +
∑
j1
c1I
(j1)
1 +R+O() (A.0.1)
Where I(jn =
∫
dη I(n,∆), j refers to the various distributions of the different n legs
and R is a rational function of mandelstam variables left over from dimensional
regularisation. The coefficients cj are also rational functions of mandelstam
variables. Diagrammatically, for four external particles, this looks like
In = c2 + c3 + c4
We note that the one-loop scalar integrals are given by
Ij =
∫
dDk
(2pi)D
1∏
j Dj
, Dj = (k + qj)
2 −∆2j + i (A.0.2)
Where qi is the region momentum, the sum of the external momentum flowing into
the propagator from a connected vertex, qi =
∑i
j pj, i.e. q1 = p1, q2 = p1 + p2....
It is useful to note that we can write any external momentum in terms of region
momentum, since pi = qi − qi−1.
The reduction of tensor numerators to scalars is known as Passarino-Veltman
reduction [166], and it essentially follows directly from Lorentz invariance and
momentum conservation. This is because we known that the result of any tensor
integration must be proportional to some known tensorial object in the problem,
objects we can use as a basis for doing loop computations.
Any one-loop tensor integral has the form
Cµν···ρ =
∫
dDk
(2pi)D
kµkν · · · kρ∏
j Dj(p
2, k2,m2)
= A(1)n [k
µkν · · · kρ] (A.0.3)
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Where the j, the number of propagators D in the denominator, can be at most
equal to the number of external legs n. We want to motivate the idea that, in
agreement with eq. A.0.1, we can represent such an integral as∫
dDk
(2pi)D
kµkν · · · kρ∏
j Dj(p
2, k2,m2)
=
∑
j≤D
∫
dDk
(2pi)D
1∏
j Dj(p
2, k2,m2)
(A.0.4)
Let’s consider a general rank one integral
Cµ =
∫
dDk
(2pi)D
kµ
[k2 −∆][(k + qi)2 −∆j] · · · [(k + qn)2 −∆n] (A.0.5)
The only rank one tensor that this can be proportional to is the momentum pµi
Cµ =
n−1∑
i
Cn;i(p)p
µ
i (A.0.6)
Contracting this with pj, we find
C · pj =
∫
dDk
(2pi)D
k · pj
[k2 −∆][(k + qi)2 −∆j] · · · [(k + qn)2 −∆n] =
n−1∑
i
Cn;i(p)G
ij (A.0.7)
Where Gij = pi · pj is known as the Gram matrix. Rewriting everything in terms
of region momentum using pj = qj − qj−1, we can rewrite the numerator as
2k · pj =
(
[(k + qj)
2 −∆j]− [(k + qj−1)2 −∆j−1] + ∆j −∆j−1 − q2j − q2j−1
)
= Dj −Dj−1 + ∆j −∆j−1 − q2j − q2j−1 (A.0.8)
The Dj & Dj−1 factors cancel a propagator each, meaning we can write
n−1∑
i
Cn;i(p)G
ij =
1
2
[
A
(1)
n−1,j −A(1)n−1,j−1 + (∆j −∆j−1 − q2j + q2j−1)A(1)n
]
= Rjn (A.0.9)
This is a linear system involving an (n − 1, j) degree matrix, simply solved by
inverting the matrix and reading off the coefficients Cn;i. Doing so means we
have successfully reduced our tensor integral to scalars. However, we see that the
coefficients necessarily depend on the inverse of the Gram matrix: we require that
detG 6= 0. This means that care must be taken when n > D, due to the fact that
in D dimensions there can be at most D linearly independent vectors. Therefore,
when expanding into a basis we only need ever consider at most D vectors, even
for n > D. This is the reason we only consider a basis of D scalar integrals.
For simplicity, lets consider a rank-one three-point one-loop function, i.e.
Cµ =
∫
dDk
(2pi)D
kµ
D1D2D3
= C3;1p
µ
1 + C3;2p
µ
2 (A.0.10)
VContracting both with p1 and p2, we find
G
(
C3;1
C3;2
)
=
(
R3;1
R3;2
)
=⇒
(
C3;1
C3;2
)
= G−1
(
R3;1
R3;2
)
(A.0.11)
Where the Gram matrix in this case is given by
G =
(
m21 p1 · p2
p1 · p2 m22
)
, G−1 =
1
m21m
2
2 − (p1 · p2)2
(
m22 −p1 · p2
−p1 · p2 m21
)
(A.0.12)
We can now simply read off the coefficients Cn;i.
We can of course use this procedure for higher-rank one-loop integrals. Lets
consider the three-point one-loop function again
Cµν =
∫
dDk
(2pi)D
kµkν
D1D2D3
(A.0.13)
This must be equal to a rank two tensor, the only choices being gµν and pµi pνj ,
meaning
Cµν = C2;00g
µν +
∑
ij
C2;ijp
µ
i p
ν
j (A.0.14)
We can solve for C2;ij by contracting these objects with our known tensors. We
could, for example, contract this object with gµν or pi,µpj,ν but it should be obvious
that this unnecessary if we have already worked out the vector integral case. For a
tensor integral of any order, one may simply contract with a single momentum or
single metric tensor in order to reduce the rank of the integral to that of a known
integral.
Contracting with pµ, for example, we find
Cµνpµ = [C2;0 + C2;1m
2]pν (A.0.15)
=
∫
dDk
(2pi)D
(k · p)kν
k2(k + p)2
(A.0.16)
=
1
2
∫
dDk
(2pi)D
kν [(k + p)2 − k2 −m2]
k2(k + p)2
(A.0.17)
=
1
2
∫
dDk
(2pi)D
kν
k2
− 1
2
∫
dDk
(2pi)D
kν
(k + p)2
− m
2
2
∫
dDk
(2pi)D
kν
k2(k + p)2
(A.0.18)
We now have everything in terms of vector integrals, which we already solved
above. For a generic rank r tensor integral, this procedure can simply be iterated
as many times as is required until the integral is in a known form.
II
Bogoliubov Transformations,
SU(1,1) and SP(2N, R)
In this appendix, we give a short overview of the Bogoliubov transformations and
the groups SU(1, 1) and SP (2N,R), mainly following [139, 169, 170]. Consider a
scalar field theory with Lagrangian and equations of motion
L(x) = 1
2
(
∂µφ∂
µφ+m2φ2
)
, (∂2 −m2)φ = 0. (B.0.1)
This has a canonical solution
φ(x, t) =
∫
dd−1p√
2ωp
[
ape
ip·x−iωt + a†pe
−(ip·x−iωt)
]
, (B.0.2)
where ω =
√
p2 +m2.
In general, however, we are free to choose any basis of positive frequency modes
{f, f?}, where in this case we have chosen specifically a plane wave
fp =
1√
2ωp
eip·x−iωt. (B.0.3)
Generically, we want to choose modes that are orthonormal with respect to the
Klien-Gordon inner product
(f, f ′) = −i
∫
dd−1x
(
ff˙ ′
? − f˙f ′?
)
, (fp, fp′) = δ(p− p′). (B.0.4)
We can expand our scalar field in this basis
φ =
∑
p
(
apfp + a
†
pf
?
p
)
. (B.0.5)
The commutation relations for the creation and annihilation operators is
[ap, a
†
p′ ] = δ(p− p′), [ap, ap′ ] = [a†p, a†p′ ] = 0, (B.0.6)
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and the vacuum state is defined as the state annihilated by the annihilation
operator
ap |0〉 = 0. (B.0.7)
However, it is important to note that we could have expanded our field in a different
basis, and the operators obtained in that case will not, in general, annihilate the
same vacuum: the vacuum is not unique.
Let’s imagine a state which, at time t ≤ 0, is in the ground state of some
Hamiltonian H1. At time t > 0, the parameters of the system change and the
state’s time evolution is now described by a different Hamiltonian H2, meaning it
is no longer in the ground state of H1. Our system to be described by operators xˆ
and pˆ, which can be written in terms of the creation and annihilation operators in
the usual way. However, each Hamiltonian H1 and H2 have different creation and
annihilation operators, and xˆ and pˆ can be written in terms of both, meaning
xˆ =
1√
2ω1
(a+ a†) =
1√
2ω2
(b+ b†), pˆ =
√
ω1
2
(a− a†) =
√
ω2
2
(b− b†). (B.0.8)
Essentially this reflects the basis change in eq. B.0.5, and from this we can derive
the famous Bogoliubov transformations.
The Bogoliubov transformations are linear relations among operators, given by(
bp
b†p
)
=
(
Up Vp
V∗p U∗p
)(
ap
a†p
)
. (B.0.9)
We require that b, b† satisfy the same commutation relations as a, a†, i.e.
[bp, b
†
p′ ] = δ(p− p′), [bp, bp′ ] = [b†p, b†p′ ] = 0. (B.0.10)
This places the requirement that the determinant of the Bogoliubov matrix is
unity, i.e. that
|Up|2 − |Vp|2 = 1
In the case of the system above, we find that
Up = ω1 + ω2
2
√
ω1ω2
, Vp = ω1 − ω2
2
√
ω1ω2
Packaged in the form of eq. B.0.9, we see that Bogoliubov transformations are
nothing more than transformations under the group SU(1, 1), whose elements are
complex matrices of the form
g =
(
α β
β∗ α∗
)
∈ SU(1, 1), |α|2 − |β|2 = 1. (B.0.11)
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Elements of SU(1, 1) have three real parameters, which we can choose to be, for
example,
g(ω, φ, θ) =
(
eiφcosh(θ) eiωsinh(θ)
e−iωsinh(θ) e−iφcosh(θ)
)
. (B.0.12)
The associated Lie algebra that generates the group is su(1, 1), which has three
generators K1,K2,K0, and commutation relations
[K1,K2] = −iK0, [K2,K0] = iK1, [K1,K0] = −iK2. (B.0.13)
There is a simpler basis which is more useful
K± = ±i(K1 ± iK2), K0, (B.0.14)
[K0,K±] = ±K±, [K−,K+] = 2K0. (B.0.15)
In terms of creation and annihilation operators for modes {k,−k}, we can write
the generators as
K+ = a
†
ka
†
−k K− = a−kak K0 =
a†kak + a−ka
†
−k
2
. (B.0.16)
Note that SU(1, 1) is related to SL(2,R) by way of a Caley transformation C [169]
C · SL(2,R) · C−1 = SU(1, 1), C · sl(2,R) · C−1 = su(1, 1), C = 1√
2i
(
1 −i
1 i
)
.
(B.0.17)
Representations T (g) of SU(1, 1) can be used to define coherent states
|ψCoherent〉 = T (g) |ψ0〉 , (B.0.18)
with a generic SU(1, 1) coherent state parameterised by
|ψ〉 = eα+K++α−K−+ωK0 |ψ0〉 . (B.0.19)
We can decompose this state with the useful identity
exp [α+K+ + α−K− + ωK0] = exp (γ+K+) exp (ln γ0K0) exp (γ−K−) , (B.0.20)
where1
γ0 =
1(
coshµ− β
2µ
sinhµ
)2 , γ± = 2α± sinhµ2µ coshµ− β sinhµ, µ2 = β
2
4
− α+α− .
(B.0.21)
1For SU(2), the decomposition is identical bar the definition
µ2 =
β2
4
+ α+α−
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We can also derive a useful identity by considering the fact that unitarity demands
that α?+ = −α− and β∗ = −β with µ ∈ R. Then, we find that
|γ0| =
√√√√ 1(
coshµ− β
2µ
sinhµ
)2 1(
coshµ+ β
2µ
sinhµ
)2 = 1
cosh2 µ− β2
4µ2
sinh2 µ
, (B.0.22)
and
|γ2+| =
2α+ sinhµ
2µ coshµ− β sinhµ
−2α− sinhµ
2µ coshµ+ β sinhµ
(B.0.23)
=
−α+α− sinh2 µ
µ2(cosh2 µ− β2
4µ2
sinh2 µ)
. (B.0.24)
Adding these together and simplifying via α+α− = β
2
4
− µ2, we discover a useful
identity
|γ0|+ |γ+|2 = 1. (B.0.25)
A closely related group is the symplectic group SP (2,R), which is locally isomorphic
to SU(1, 1), although we will more consider the more general SP (2N,R) for now.
The action of SP (2N,R) preserves the canonical commutation relations between
phase-space coordinates, given by
ξ = [x1, p1, x2, p2..., xN , pN ] ∈ R2N , [ξa, ξb] = iΩa,b, Ω =
(
0 1N×N
−1N×N 0
)
.
(B.0.26)
Formally, SP (2N,R) is defined as the group of 2N × 2N matrices S that obey
SΩST = Ω. We can build S via the generators of the algebra J ∈ sp(2N,R),
S(σ) = exp(−iσJ) ' 1− iσJ, |σ|  1, J∗ = −J. (B.0.27)
The genrator J is a pure imaginary matrix, meaning S(σ) = eσJ¯ ∈ SP (2N,R), where
J¯ = iJ is a real matrix. Alternatively, we can define this in terms of a quadratic
operator
K =
1
2
ξakabξ
b, (B.0.28)
where kab is a real symmetric form. We consider such objects in order to define
σ-dependent states as
|ψ(σ)〉 = e−iσK |ψ〉 = U(σ) |ψ(0)〉 . (B.0.29)
The matrix associated with this operator is given by
Kab = iJ
a
b = Ω
ackcb ∈ SP (2,R). (B.0.30)
XImportantly, the action on the canonical coordinate vector is
U(σ)†ξaU(σ) = Uabξ
b. (B.0.31)
For the purposes of this thesis, a useful representation of SP (2N,R) is the
metaplectic representation [170], given in terms of the hermitian phase space
operators as
Wij =
1
2
{xi, pj}, Vij = xixj√
2
, Zij =
pipj√
2
. (B.0.32)
For N = 1, this simplifies, since i = j, and we find a simple closed Lie algebra
sp(2,R) (which, as you may notice, is isomorphic to su(1, 1) as given in eq. B.0.13)
[V,W ] = −2iV, [V,Z] = 2iW, [W,Z] = 2iZ. (B.0.33)
Matrix generators can be constructed from eq. B.0.28 by writing, for example,
1
2
ξakab(W )ξ
b =
1
2
(xp+ px). (B.0.34)
We determine that k12(W ) = k21(W ) = 1 and k11 = k22 = 0, and similarly for others,
finding
k(W ) =
(
0 1
1 0
)
, k(V ) =
(√
2 0
0 0
)
, k(Z) =
(
0 0
0
√
2
)
. (B.0.35)
We can then use eq. B.0.30 to construct matrix representations
W =
(
1 0
0 −1
)
, V =
(
0 0
−√2 0
)
, Z =
(
0
√
2
0 0
)
, (B.0.36)
which obey the Lie algebra
[V,W ] = 2V, [W,Z] = 2Z, [V,Z] = 2W. (B.0.37)
We can then exponentiate these generators to find matrix elements of SP (2,R)
UW () = e
W =
(
e 0
0 e−
)
, UV () = e
V =
(
1 0
−√2 1
)
, UZ() = e
Z =
(
1
√
2
0 1
)
.
(B.0.38)
Elements of SP (2,R) can be parameterised as
g(ω, φ, θ) =
(
cosφ cosh θ − sinω sinh θ − sinφ cosh θ + cosω sinh θ
sinφ cosh θ + cosω sinh θ cosφ cosh θ + sinω sinh θ
)
∈ SP (2,R).
(B.0.39)
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