Nowadays data management in the WWW needs to consider very large Knowledge Databases (KDB). The larger is a KDB, the smaller will be the possibility of being consistent. Consistency checking algorithms and systems fail to analyse KDBs of such a size; we have to work every day with inconsistent information.
INCONSISTENCY HANDLING
The solutions suggested to work in presence of inconsistences can be classified according to different views (see table 3 , where also several references appear). The first aspect -and may be the most important-is the compatibility between the original semantics of the KDB source and the logical formalism selected to handle inconsistency. From this point of view, there exist paraconsistent logics that limit the inference power of FOL in order to avoid nondesired anwers, and also modal logics for representing different aspects of the information sources. These approaches manage semantics which are essentialy different from the semantics of KDBs. On the other side we can find methods that classify, order, (or both) interesting subsets according to the original semantics of the KDB, like the argumentative approach or the integration of data by fusion rules, but they do not repair the KDB. Beside these, there exist other methods that propose how the KDB should be revised (integrity constraints of the extensional database). However, it is necessary to point out that the automated knowledge revision is an essentially different task in the case of ontologies, because the ontology source represents a key organisation of the knowledge of the owner and, as in every logical theory, minor changes may produce unexpected and dangerous anomalies. Dirty data Some kinds of data dirtiness give rise to fail of integrity constraints (Kim, Choi, Hong, Kim and Lee, 2003) .
Neglected development of the intentional database
The development of the intentional component part of the database produces an inconsistent theory (the ontology, in the SW paradigm. See e.g. Backlawski, Kokar, Waldinger and Kogut 2002).
Logical interpretation in data integration
The design of a data integration system -to provide uniform access to multiple and heterogeneus information sourcesneeds of query reformulation, ontology mapping or integration and, in general, logical interpretation.
Procedural incompleteness
Incomplete query-answering algorithms do not produce any witness for some integrity constraint of existential character.
Conflict information in data integration
Special case in data integration: the information which is received from different consistent resources is inconsistent.
Defficent specification of the ontology language
The specification of the language for ontology representation is inconsistent (Fikes, McGuinnes and Waldinger 2002) .
Inadequate data cleaning Some criteria to take decisitions in data claning make inconsistent the KDB Deficient maintenance of KDB The kind of the selected method for preserving consistence is not robust under every sort of updates.
Wrong data mining
The output of data mining systems does not satisfy integrity constraints or ontology requirements. In multiagent data mining, the different outputs lead to a problem of data integration.
Expressiveness crashes with model theory
The logical syntax/semantics (from deductive database paradigm) does not allow new features to be used in the usual knowledge representation in the SW. This absence implies messy definitions that may be incorrect.
Bad design of the common knowledge shared by different users The intentional component part does not describe the users intended requirements. The logical consistent KDB does not fit with users's beliefs. Thus, new updates may produce inconsistencies.
Deficient Ontology learning
The ontology acquisition is a tedious task that the user tends to finish before he/she thinks as advisable. A poor ontology associated to consistent data may produce inconsistency.
Skolem Noise
A kind of dirty data produced by the use of an automated theorem prover in data cleaning of logic databases (Alonso, Borrego, Chávez, Gutiérrez and Navarro, 2003) Another point of view concerns with the share of the KDB which is repaired when an anomaly is found. According to this, the methods based on arguments we have mentioned can be used to repair only the anomalous argument. Due to the high complexity of consistency checking algorithms, to preserve consistency under updates is a better option than repairing. In the case of evolving ontologies, new systems such as KAON infrastructure are needed (http://kaon.semanticweb.org/kaon).
There are methods dealing with the enforcement of consistent answers (that is, that satisfies integrity constraints) from inconsistent databases; it is done by transformating the self query or by limiting the inference power of the system.
Another question is to work in the context of data integration/merging (Levy, 2000) . Fusion rules are the most direct treatment of simple information sets. The complex case, where several ontologies comes into play, can be solved by contextualizing the knowledge. The contextualization of ontologies is an extension of the classical method introduced by J. McCarthy and it has been used in important ontology projects such as CyC (http://www.cyc.com). The use of contexts prevents from inconsistences and it allows to build coherent subsets of the ontology target.
Finally, there exist measures to estimate inconsistency. Although these kind of measures may be unfeasible by its semantic oriented definition, this obstacle may be partially solved by weakening metrics that estimate the cognitive difference between the ontology source and the ontology target by using only syntactic features (see e.g. Gutiérrez, Borrego, 2002, Hunter, 2003) . (Hunter, 1998 and Grant and Subrahmanian, 2000) Non-repairing and merging-oriented techniques:
Pre-orders on information sets (Cantwell, 1998 or Marquis and Porquet, 2003 in the paraconsistent framework).
Argumentative hierachy (Elvang-Goransson and Hunter, 1995) , argumentative frameworks (Dung, 1995) and databases (Pradhan, 2003) .
Fusion rules (Appriou et al., 2001) . Merging databases (Cholvy and Moral, 2001) . Contextualizing ontologies (Bouquet, Giunchiglia, van Harmelen, Serafini and Stuckenschmidt, 2003) and data (MacGregor and Ko, 2003) . Measuring the anomalies:
Evaluating by means of a paraconsistent logic (Hunter, 2003) . Measuring inconsistent information (Knight, 2003) .
Consistent interpretation of Skolem noise (Alonso et al., 2003). Repairing techniques:
To apply knowledge reductions in inconsistent systems (Kryszkiewiccz, 2001 ). Fellegi-Holt method (Boskovitz, Goré and Hegland, 2003) . Database repairs by tableaux method (Bertossi and Schwind, 2004) . Consistent querying to repair databases (Greco and Zumpano, 2000) . Consistent enforcement of the database by means of greatest consistent specializations (Link, 2003) . Consistent answering techniques without reparation:
Transfomation of the query to obtain consistent answers (Celle and Bertossi, 1994) . Consistent query answer in the presence of inconsistent databases (Greco and Zumpano, 2000) To use bounded paraconsistent inference (see e.g. Marquis and Porquet, 2003) . Detecting the cause of the inconsistency and retrieving a subset of the original KB(Arieli and Avron, 1999). Consistency preserving methods:
Consistency preserving updates in deductive databases (Mayol and Teniente, 2003) .
CONCLUSIONS AND FUTURE TRENDS
Inconsistency handling has been a prevasive in important fields as the Semantic Web, data integration and data cleaning. Several techniques are proposed, but the need of working with very large databases makes some of them to be unfeasible, specially those that are applied on the full KDB. Future trends address to study verification techniques based in a sound limited testing and aided by a powerful automated theorem prover (see Boskovitz and Goré, 2003, and Alonso et al. 2003) .
