Magnetorelaxometry imaging is a highly sensitive technique enabling noninvasive, quantitative detection of magnetic nanoparticles. Electromagnetic coils are sequentially energized, aligning the nanoparticles' magnetic moments. Relaxation signals are recorded after turning off the coils. The forward model describing this measurement process is reformulated into a severely ill-posed inverse problem that is solved for estimating the particle distribution. Typically, many activation sequences employing different magnetic fields are required to obtain reasonable imaging quality. We seek to improve the imaging quality and accelerate the imaging process using fewer activation sequences by optimizing the applied magnetic fields. Minimizing the Frobenius condition number of the system matrix, we stabilize the inverse problem solution toward model uncertainties and measurement noise. Furthermore, our sensitivity-weighted reconstruction algorithms improve imaging quality in lowly sensitive areas. The optimization approach is employed to real measurement data and yields improved reconstructions with fewer activation sequences compared to non-optimized measurements.
Introduction
Magnetic nanoparticles (MNPs) are a promising tool for a large number of biomedical applications [21] . One of the most promising fields to employ MNPs is in cancer therapy. Specifically, they can be used as agents for magnetic drug targeting [1] or for hyperthermia therapy [26] . However, for most of these applications a quantitative knowledge of the MNP distribution inside the body is mandatory to guarantee their safety and efficacy. Magnetorelaxometry imaging Institute of Biomedical Engineering and Informatics, Technische Universität Ilmenau, 98693 Ilmenau, Germany (MRXI) is a highly sensitive imaging modality, which is able to provide qualitative as well as quantitative information about the spatial distribution of MNPs in large volumes noninvasively. A typical MRXI setup consists of several electromagnetic excitation coils surrounding the region of interest (ROI) containing MNPs and a set of highly sensitive sensors measuring the magnetic flux densities of the MNPs, such as fluxgates [20] , superconducting quantum interference devices (SQUIDs) [28] or, more recently, optically pumped magnetometers [2] .
A single activation sequence of an MRXI measurement starts with the application of a magnetic excitation field for a time period t mag generated by one or several energized coils of the electromagnetic coil arrangement which aligns the particle moments inside the ROI toward the local field direction of the applied magnetic field. Then, the excitation field is turned off, and the reorientation of the magnetic moments of the MNP due to thermal agitation is detected by the sensors as a decay of magnetization over time (i.e., the relaxation process). Every coil magnetizes proximal subregions of the ROI much stronger than distant ones. In order to obtain a balanced sensitivity over the entire ROI, a complete MRXI measurement is typically constituted of several activation sequences from different coil positions, employing varying excitation field configurations to enhance the reconstruction of the MNP distribution.
As the magnetic induction in every sensor is affected by contributions from the entire ROI, the imaging process requires finding a reasonable solution to an ill-posed inverse problem. An accurate forward model enabling the simulation of the measurement process is essential for a proper restoration of the underlying MNP distribution. This forward model is formulated as a system of linear equations linking the spatial MNP distribution to the measured data via the system matrix which embodies the geometrical, physical and electrical interrelationships of the MRXI system and the MNPs. The solution of the inverse problem is non-unique and thus requires a proper regularization in order to determine reasonable reconstructions of the underlying MNP distributions. There are a number of different regularization techniques available that are used to find robust solutions to these types of inverse problems [6, 12, 13] .
Naturally, the quality and accuracy of these reconstructions depend heavily on the mathematical properties of the system matrix. It is possible to affect the system matrix structure to some degree by adapting the coil currents in each activation sequence. Several attempts to optimize those coil currents to influence matrix properties, like the singular value distribution [4] , the theoretical information content [8] or the spatial sensitivity [3, 9] , have already been performed. These approaches focus either on random excitation strategies [4] , the determination of consecutive activation sequences based on (sub-)volume sensitization [3, 9] or on the optimization of sequential activation patterns where only a single coil per sequence is energized [8] . However, none of them optimize coil current patterns for a given number of activation sequences simultaneously while multiple or all coils are active.
It is well known that the spectral condition number κ of a system matrix A ∈ R m×n is a measure on how strongly perturbations in the measured data or in the model equations are amplified during matrix inversion. κ is calculated by
where · 2 = σ max (·) is the spectral matrix norm, and σ max (A) and σ min (A) denote the maximum and minimum singular values of A. Some of the aforementioned works employed the spectral condition number (or the related distribution of singular values) as an indicator on how well their coil current patterns improved the system matrix . However, a coil current optimization with respect to the minimization of the matrix condition has not been performed. On the other hand, Van Durme et al. investigated the optimization of geometrical design parameters for an MNP tomographic imaging setup based on the minimization of the spectral con-dition number [27] . The spectral condition number itself is not derivable and discontinuous, therefore not suitable for first-order optimization methods and difficult to optimize at all. In this paper, however, we propose an indirect approach for an optimization of the spectral condition number κ based on the minimization of the related, derivable and continuous Frobenius condition number κ F
n j=1 a 2 i, j denoting the Frobenius norm of A where a i, j are the individual matrix elements.
We aim at recovering the most accurate reconstruction of the underlying MNP distribution with the least number of activation sequences possible in order to reduce the measurement time. In this paper, we present an optimization algorithm to determine the coil current patterns for given numbers of activation sequences which produce system matrices with minimized spectral condition that yield more accurate reconstructions of MNP distributions using fewer activation sequences than non-optimized measurements. Furthermore, we employ sensitivity-weighted reconstruction algorithms to enhance contrast and reconstruction accuracy in regions with low spatial sensitivity. We perform and evaluate the coil current optimization on superimposed sensor data from real sequential MRXI activation sequences as measurements instead of simulated signals. The algorithm presented here is not constrained to MRXI, but easily adaptable to other linear inverse problems to minimize their spectral condition numbers and stabilize their inversion. Specifically, the optimization approach may be useful for other (medical) imaging modalities as well, as many of them seek a stable solution to an underlying linear inverse problem.
Methods

MRXI Forward Model
In the present study, we aim to reconstruct the distribution of MNPs in a designated 3D ROI using MRXI. The ROI is tessellated into N v cubic volume elements (voxels), allowing a discrete formulation of the MNP relaxation signals throughout the entire ROI. The signal sources are modeled as point dipoles in the centers of the voxels. The magnetic flux density B s (t) measured in sensor s can be modeled as the superimposed contributions of N v point dipoles between the voxel centers r v ∈ R 3 containing an amount of MNPs x v and the respective sensor center r s ∈ R 3 such that
where μ 0 = 4π · 10 −7 H/m is the permeability of free space, n s ∈ R 3 is the orientation of sensor s in unit length, r s,v = r s − r v is the distance vector from voxel v to sensor s and · is the Euclidean vector norm. χ denotes the magnetic susceptibility of the particles and depends on the magnetization time. The relaxation function ξ(t), which determines the decay of the net magnetization, is typically modeled either as single or as a sum of exponential decays and takes values between zero and one. The magnetic field H c,v ∈ R 3 of coil c in voxel v is calculated numerically according to Biot-Savart's law where the coil geometry is approximated with short linear filaments by [15, 18] 
with f 1,i and f 2,i denoting the distance vectors from the vth voxel center r v to the beginning and end points of the ith line segment, respectively. I c represents the current that is carried by coil c. The complex geometry of the spiral excitation coils employed here was subdivided into i = 1920 line filaments for numerical simulations. The contribution of all N c coils can be added to gain the resulting magnetic field
The known geometrical, physical and electrical quantities in (3) can be separated from the unknown particle amount
Note that ξ(t) is the only timedependent parameter in B s (t). Since the particle distribution defining the relaxation function ξ(t) is immobilized during a measurement (see Sect. 2.2), the qualitative relaxation behavior does not change over time. Thus, we can make a transition from the dynamic system to a stationary system of linear equations for fixed time instants. Additionally, the arbitrary constant offset that cannot be avoided in SQUID measurements can be compensated using the relaxation amplitude b s = B s (t 1 ) − B s (t 2 ) between the two fixed time points t 1 and t 2 (t 1 < t 2 ). Hence, the stationary linear relationship is expressed by 
where L a ∈ R N s ×N v is the system matrix which contains the values of L s,v for each sensor s and every voxel v. A typical MRXI measurement is comprised of N a activation sequences where the individual equations can be concatenated to formulate the final MRXI forward model ⎡
We compute N c dictionary system matrices L dict beforehand, which are independent of any coil current to avoid the recalculation of the entire system matrix in every step during the coil current optimization. Subsequently, they are linearly scaled by the respective coil currents and summed up to generate the actual MRXI forward model. The dictionary system matrix of the cth coil L dict,c is calculated as the system matrix of an individual activation of coil c with unit current I c = 1 A. The forward model is then solely dependent on the N c × N a coil currents represented in the current matrix I ∈ R N c ×N a and can be formulated as:
where I c,a denotes the current of the ath activation in the cth coil.
MRXI Setup
The forward model employed in this study is based on a real setup of PTB Berlin, Germany [19] (see photograph in Fig.  1 for the real setup and Fig. 2a for a schematic representation). The sensor system consists of 304 low-T C SQUIDs arranged in four horizontal x y-planes measuring the magnetic flux densities produced by the decays of net magnetic moments during the relaxation phase [25] . On each plane, the sensors are arranged on a hexagonal grid and oriented in five directions to measure different vector components of the magnetic flux density. The 12 cm × 12 cm × 6 cm ROI is embedded inside a 50 cm × 40 cm × 7 cm phantom body (see inset Fig. 1 ) and is separated into five horizontal x y-layers. MNP-loaded gypsum cubes with defined MNP quantity serve to model more complex MNP distributions inserted into the ROI during an experiment. The magnetic fields are generated by planar, spiral coils (d = 36 mm), where 15 coils above and 15 coils below the ROI were applied for MNP magnetization. For a single experiment, 15 MNP- A total of 30 excitation coils with 15 coils above and 15 coils below the support were applied for consecutive magnetization of the MNP distribution loaded cubes (3.7 mg/cm 3 ) have been arranged in one of the horizontal x y-layers to form the letter "P" as groundtruth MNP distribution. Subsequently, each excitation coil was consecutively driven by I c = 0.8 A to produce 30 different relaxation responses b real , which were recorded by the sensor system. One such activation sequence took 3.5 s to complete, resulting in a total of 105 s for the entire measurement. Five of these measurements have been conducted with the P-shaped distribution in a different horizontal layer each time (see Fig. 2b ). For a more complete understanding about the experimental setup, the reader is referred to [19] .
Since we require a broader spectrum of measurement data produced by arbitrary combinations of coil currents to enable an optimization thereof, superimposed data are generated from the real measurements using an approach analogous to (7) . The sequential MRXI measurement data from a single phantom are used as dictionary measurements for each coil c such that b dict,c = b real,c /0.8 (division by 0.8 to account for unit current in b dict,c by compensating the I c = 0.8 A applied during the real measurements). The superimposed measurement data employed during optimization are ultimately computed by:
Naturally, since each measured phantom exhibits different sensor data, the set of dictionary measurements b dict differs from one phantom to another.
Objective Function
The spectral condition number κ of the system matrix is a measure for the stability of the inverse problem. A large spectral condition number indicates that small alterations in the measured data b or the forward model L lead to huge deviations in the reconstructed MNP distributionx [16] . The spectral condition number strongly depends on the structure of the system matrix L and is given by (1) . To reduce the perturbations caused by model uncertainties or measurement noise during matrix inversion, it is desirable to choose coil currents such that κ is minimal. However, since the spectral condition number is not derivable and discontinuous, a simple direct optimization is not possible. Therefore, we aim for an indirect optimization as described below. We employ the matrix norm equivalence
where n = min(N s N a , N v ) is the number of singular values of L to formulate a surrogate optimization problem for κ by minimizing the Frobenius condition number κ F given by (2) . From (9) , it follows that κ is bounded by
which implies that a minimization of κ F lowers the upper bound of κ. Therefore, the surrogate minimization problem at hand with respect to the coil currents I is
whereĨ ∈ R N c ×N a denotes the optimized coil current matrix.
Coil Current Optimization
Since L ∈ R N s N a ×N v is usually a rectangular matrix, the inverse of the system matrix L −1 in (2) 
where L(I) is a concatenation of N a matrix sums as in (7). We need the following three general equalities of matrix calculus [23] to compute the gradient of (12):
The derivative of the system matrix L(I) with respect to a single coil current I c,a is simply the dictionary system matrix of the cth coil in the ath N s × N v block of the derived system matrix such that
where 0 ∈ R N s ×N v are zero matrices. Using (13), (14) and (15) , the gradient of κ F (L(I)) can then be formulated as:
The individual entries of ∇κ F (L(I)) ∈ R N c ×N a in (17) are then calculated using (16) for each coil current I c,a with
is the ath block of the system matrix L (resp. of its pseudoinverse L † ).
A gradient descent with the general update step
is applied to find the local minima of κ F with respect to the coil currents. The coil current matrix and the gradient are normalized to unit Frobenius norm ( I F = ∇κ F (L(I)) F = 1) during each minimization step to ensure a consistent step size control throughout various dimensions of I. This is admissible since a linear scaling of I neither affects κ F nor κ. The optimization algorithm terminates if a step toward the negative gradient −β∇κ F (L(I j )) with the step size β (here β = 2 · 10 −3 ) increases the objective function value κ F (L(I j+1 )) compared to the previous iteration κ F (L(I j )). Four different coil current patterns which are well established in sensing matrix design are used as initial currents for the optimization as well as a benchmark for the efficiency thereof [14] . At the first attempt, we employ a Gaussian distribution for the choice of coil currents where each entry of I is chosen as a random value such that I c,a ∼ N (0, 1). Secondly, I is designed as Bernoulli matrix containing values of ±1 A with equal probability: I c,a ∼ sgn(N (0, 1)). The third coil current pattern is chosen as random binary sequence such that the coils are either not activated or driven by unit current with equal probability where I c,a ∼ max {sgn(N (0, 1)), 0}. Finally, a sequential activation strategy is employed, where a random coil is solitarily energized during each activation sequence. No coil is chosen more than once during a measurement using sequential activations.
Reconstruction
General
The choice of an appropriate reconstruction algorithm plays a crucial role in accurately reconstructing an estimatex of the original MNP distribution from a given inverse problem. Two standard reconstruction approaches have been extended and adapted to account for the a priori information in MRXI and employed for the reconstruction from sensor data recorded from excitations with the initial as well as the optimized coil current patterns: (i) the well-known iterated Tikhonov method [13] , which is an 2 -regularization technique, and (ii) the iterative shrinkage-thresholding algorithm (ISTA) [5, 10] for 1 -regularization and commonly used for compressed sensing. Typically, an efficient compressed sensing image recovery requires uncorrelated columns of the system matrix [7] , which is not the case in MRXI. Although the properties of L are not well suited to handle a reconstruction algorithm originally designed for compressed sensing, the sparsity of the phantoms is exploited by the use of an 1 -regularization nonetheless.
We utilize a priori information for the solution of the inverse problems to further improve the image quality of the result. As already shown in [17] , in MRXI it is sensible to introduce a nonnegativity constraint to the data vector x 0 as a negative concentration of MNPs in a voxel is not possible. The second exploitable a priori information is the spatial sensitivity s = s 1 s 2 . . . s N v T [3, 9] . It encodes the theoretical overall impact of a voxel on all sensors throughout a measurement. The sensitivity s v of voxel v is expressed through the column-sum of absolute values of L:
where L i,v is the entry in the ith row and the vth column of L. Typically, equal spatial sensitivity over the whole ROI results in a more stable solution with increased reconstruction quality [9] . Voxels with larger spatial sensitivity have a stronger impact on the measured data and are favored during reconstruction as a consequence. Thus, MNP ensembles in lowly sensitive areas of the ROI are often overshadowed by highly sensitive voxels which contain none or only small amounts of MNPs due to a better fit of the imaging minimization problem. Therefore, a spatial sensitivity weighting term is introduced to the reconstruction algorithms to suppress this bias. The Pearson correlation coefficient [11, 22] 
is employed in order to measure the performance and the accuracy of the reconstruction results. The CC is an established figure of merit to evaluate the reconstruction quality and is calculated from the ratio of the covariance Cov (·, ·) to the product of the standard deviations STD (·) of the groundtruth MNP distribution x truth and the reconstruction x recon . It already has been used in several MRXI studies [3, 8, 9] and quantifies the similarity between the reconstructed and the ground-truth image, where a CC of 1 indicates a complete overlap of the two images and 0 indicates no correlation at all.
Nonnegative, sensitivity-weighted Tikhonov
The classical Tikhonov regularization with nonnegativity constraint can be formulated as the minimization problem
where α ∈ R is the regularization parameter and ∈ R N v ×N v a weighting matrix which is most commonly the identity matrix. We employ as a diagonal matrix with the normalized sensitivity values as entries such that = diag s s to account for the spatial sensitivity weighting. The gradient of the objective function f (x) with respect to x
has to be calculated for the iterative regularization approach. Subsequently, the nonnegativity constraint is introduced such that the final reconstruction scheme is then formulated as gradient descent with
where β is the step size of the gradient descent and R + 0 is the projection onto the set of nonnegative, real numbers R + 0 .
Specifically, R + 0 (x) performs the operation
Nonnegative, sensitivity-weighted ISTA (SWISTA)
The ISTA algorithm [5] (here with added nonnegativity constraint) is one of the most popular methods to solve the 1 -regularized problem
that tends toward a sparse solution forx. The standard ISTA iteratively updates x with the general step
where the step size β is typically chosen as Lipschitz constant (here β = 0.99 · L T L 2 ) and soft βλ denotes the soft-thresholding operator which performs
with the regularization parameter λ for every voxel v. We introduce a sensitivity weighting by multiplying γ v = s v s 2 to the penalty term of (28) such that
to compensate the unequally distributed spatial sensitivity in MRXI. The general update step for the adapted, nonnegative and sensitivity-weighted ISTA algorithm (referred to as SWISTA), which we use for the reconstruction of the MNP distribution, is
Regularization parameter selection
Naturally, the quality of a reconstruction using one of the two regularization techniques presented in Sects. 2.5.2 and 2.5.3 is strongly influenced by the choice of the regularization parameter. Therefore, multiple reconstructions have been created for every inverse problem using a set of different regularization parameters to avoid an unfair comparison between the results. Initially, the lower and upper thresholds for the regularization parameters have been determined. This was done for all phantoms and several numbers of activation sequences by empirically lowering (resp. raising) the regularization parameter values until the quality of the reconstruction, both by visual inspection and quantitatively by calculating the CC to the ground-truth phantom, deteriorated with any further reduction (resp. increase). The system matrices employed here have been normalized to unit spectral norm in advance to ensure consistent results.
In the second step, the iterated Tikhonov approach explained in Sect. 2.5.2 has been applied to reconstruct the MNP phantoms. The reconstruction was repeated for regularization parameter values between α = 1 and α = 10 −5 in 11 logarithmically equidistant steps (α = 1, 0.316, 0.1, ..., 10 −5 ). Subsequently, the result with the highest CC to the ground-truth phantom was stored for comparison between different coil activation strategies. An analogous procedure was applied for the SWISTA reconstruction in 7 logarithmically spaced steps between λ = 10 6 and λ = 10 3 . Both iterative algorithms were terminated after the deviation to the previous iteration x j+1 − x j / x j fell below 2 · 10 −5 , respectively. This value has been chosen as it empirically yielded a reasonable trade-off between algorithm convergence and computation time.
Results
Condition Number Minimization
We investigate the impact on the spectral matrix condition κ by means of minimization of the corresponding Frobenius condition κ F with respect to the coil current matrix I. In practice, both graphical representations of the condition numbers qualitatively look very similar (see Fig. 3 ). The condition numbers are recorded over increasing numbers of activation sequences up to N a = 20 using the four different patterns for the initial coil currents described at the end of Sect. 2.4. The coil current optimization is performed for all four activation patterns and is repeated over the course of 50 realizations with different random initial conditions, respectively. The averaged results for the spectral and the Frobenius condition numbers are displayed in Fig. 4 . The condition numbers for the optimized coil currents are averaged over the entire 200 realizations from all four activation patterns. Additionally, the minimum and maximum condition numbers of the 200 optimized system matrices are recorded and illustrated as dashed lines in Fig. 4 . The vertical axis in Fig. 4 is limited to κ = κ F = 10 9 for illustrative purposes, as the condition numbers of the sequential activation patterns extend beyond 10 14 .
The lowest values for κ and κ F are achieved at N a = 1 for all coil current strategies except for the sequential pattern. The condition numbers of underdetermined systems are typically dominated by the matrix row dependencies. Considering that the condition numbers grow with matrix size [24] , it is not surprising that a smaller amount of rows yields lower values for κ and κ F . Both condition numbers exhibit their largest values at N a = 3 in all cases. The similar number of rows and columns in L at 3 activation sequences contributes to the fact that both row and column dependencies act negatively on the condition numbers. κ and κ F decrease in value for N a > 3 since the condition numbers of overdetermined systems are mainly defined by the matrix column dependencies. A concatenation of rows to these system matrices (i.e., performing more activation sequences) contributes to the linear independency of the columns and lowers the condition numbers as a consequence. On average, Gaussian and Bernoulli coil current patterns yielded very similar results with respect to the condition numbers, deviating around the mean values depicted in Fig. 4 with STDs of 8.3% and 5.7%, respectively. The mean spectral condition of the binary pattern varies with an STD of 6.2% and is slightly higher than for the other two approaches. Average condition numbers of sequential coil activations are by far the largest and strongly depend on the combination of employed coils. Thus, the values heavily vary with an STD of 154%. The system matrices designed from our optimized coil currents consistently show reduced condition numbers throughout various amounts of activation sequences and different initial current patterns. Depending on the initial conditions and the number of excitations, the optimization reliably reduces κ by a mean of approximately 75-80% for Gaussian, Bernoulli and binary coil current patterns (> 99% for sequential activations). Moreover, the magnitudes of the condition numbers determined by the optimization are rather stable, as the final objective function value κ F only deviates around an STD of 2.7% or a maximum of 6.2% on average from the mean values independent from the initial coil currents.
Reconstruction Evaluation
Evaluation of Optimized Activation Strategies
In the first step of the reconstruction evaluation, we assess the effectiveness of our coil current optimization with respect to the reconstruction quality. For this purpose, we employ the two classical, unmodified versions of the 1 -regularization (ISTA [5] ) and the 2 -regularization (nonnegative Tikhonov regularization) described in Sect. 2.5 to recover the five MNP distributions P 1 -P 5 (see Fig. 2b ) from the different excitation strategies. The CC is calculated for each reconstruction and every realization for all five phantoms. Figure 5 depicts the averaged results for both reconstruction algorithms and the five phantoms using different coil current patterns over various numbers of activation sequences N a . Additionally, the maximum CC values achievable with sequential activation of all 30 coils as already performed in [19] are displayed as dash-dotted line.
The optimized excitation strategy clearly outperforms the initial patterns in the case of nonnegative Tikhonov regularization for the phantoms P 1 -P 4 , whereas the sequential activations show on average the worst performance. The reconstruction accuracy for the topmost phantom P 5 is almost identical for all coil current patterns except for the sequential excitation strategy which yields a slower convergence toward the maximum achievable CC for this phantom. The reconstructions using the optimized coil current pattern yield even higher CC values than the reconstructions from the full 30 sequential excitations in phantoms P 2 , P 3 and P 4 with only a fraction of the activations.
The reconstructions using the ISTA algorithm are comparable to the Tikhonov regularization for the phantoms P 1 , P 3 , P 4 and P 5 . Except for P 5 , where almost all excitation strategies show similar behavior, the optimized coil current patterns are able to recover equal or more accurate reconstructions compared to any other pattern. Interestingly, the sequential activations are the most efficient in recovering phantom P 2 up to N a = 16 when using ISTA, and also the binary sequence performs better than the optimized currents up to N a = 6. The optimized currents recover more accurate reconstructions than the full sequential activations for the phantoms P 3 and P 4 with no more than N a = 10.
Evaluation of Proposed Regularization Algorithms
In this section, the performance of the proposed, sensitivityweighted regularization methods is compared to their respective unmodified versions. Sequential coil current patterns are chosen as activation sequences for this assessment, as they are most commonly used in practical measurements. Figure 6 depicts the averaged values for the CC over different numbers of activation sequences for 2 -regularized reconstructions in the top row (nonnegative Tikhonov vs. nonnegative, sensitivity-weighted Tikhonov) and for 1regularized reconstructions in the bottom row (ISTA vs. SWISTA).
Combined Application of Optimized Currents and Sensitivity-Weighted Regularization
A combination of both optimized coil current pattern and sensitivity-weighted reconstruction method is employed and compared to the other four excitation strategies (see Fig. 7 ). The optimized activations yield equal or higher CC values than the initial patterns using both reconstruction algorithms and throughout every phantom location for almost all numbers of activation sequences. The exemplary reconstruction of phantom P 3 displayed in Fig. 8 is a comparison between a reconstruction from the full 30 sequential activations with a standard nonnegative Tikhonov regularization and an image recovered from 10 optimized activation sequences using the SWISTA algorithm. Both images show the reconstructions with the highest CC values achieved by the respective regularization techniques. The full sequential activations still produce a very blurry, inexact image (CC = 0.69), while the proposed methods provide a far more accurate, high-contrast recovery (CC = 0.97) with only a third of the number of activation sequences.
As already observed in Sect. 3.2.1, the binary and sequential excitation patterns outperform the optimized activations in the reconstruction of phantom P 2 for low numbers of activation sequences. However, this effect is compensated to some degree by the application of the sensitivity-weighted reconstruction algorithms. All excitation strategies yield higher correlations to the ground-truth phantom P 2 when compared to the unmodified versions of the algorithms.
Throughout all excitation strategies, phantom P 1 yields the best reconstruction results with the largest CC values due to its close proximity to the lower coils which makes the source of the relaxation signals easier to allocate. Similarly, the topmost MNP distribution P 5 shows good recoveries as well. However, the fact that this phantom lies in a highly sensitive area in between the sensor arrangement and the rest of the ROI, which overshadows other voxels, introduces more uncertainties to the inverse problem and hampers a reconstruction as accurate as in P 1 . On average, the other three MNP distributions P 2 -P 4 yield lower CC values in comparison due to their increased distances to both coils and sensors, with P 2 still being the phantom most difficult to reconstruct accurately independent of the choice of coil currents.
Naturally, the correlations to the ground-truth phantoms increase when raising the number of activation sequences. The increase is most prominent at lower amounts of activation sequences up to around N a = 10. For more activation sequences, the CC growth becomes much smaller independent of the excitation strategy. In general, the SWISTA algorithm produced more accurate results than the sensitivityweighted Tikhonov approach due to the sparsity of the phantoms. Similar to the condition numbers in Fig. 4 , the reconstructions using Gaussian and Bernoulli coil current matrices show almost identical behavior regarding their cor-relation to any of the five phantoms. The binary excitation strategy yields a lower reconstruction quality in most cases, although the CC for a small number of activation sequences (Tikhonov: N a < 3, SWISTA: N a < 14) in phantom P 2 is slightly higher compared to the other coil current patterns. On average, the sequential coil current pattern performed the worst in almost all scenarios. Most often the optimized currents reach the same CC as the other patterns with only a fraction of the activation sequences. For example, in the best-case scenario (P 3 , SWISTA), only four optimized activation sequences already outperform the maximum correlation achieved by the next best pattern (Gaussian) using 20 activation sequences, reducing the necessary measurement time by 80%. Only in P 2 for few activation sequences, some of the initial patterns yield slightly higher correlations than the optimized excitation strategy.
Spatial Sensitivity
We investigate the spatial sensitivity patterns of the different excitation strategies since an evenly distributed sensitivity also supports a stable reconstruction of phantoms equally in all regions of the ROI. The typical sensitivity distributions of a Gaussian coil current pattern and one from an optimized pattern are shown in Fig. 9 . Bernoulli and binary activation sequences produce sensitivity patterns qualitatively almost identical to the Gaussian distribution and are therefore not (20) . The top sensitivity distribution is computed from Gaussian activation sequences and the bottom distribution from an optimized excitation strategy using N a = 10, respectively. The spatial sensitivity produced by Bernoulli and binary coil current patterns is very similar to the Gaussian sensitivity distribution The sensitivity map of sequential coil current patterns is strongly dependent on the choice of energized coils and has a different appearance from one realization to another. We employ the coefficient of variation (CV), which is the ratio between STD and mean μ (CV = STD/μ), to quantify the variability of each sensitivity distribution where a low CV indicates an even distribution. The CV of optimized sensitivity patterns is on average 42 ± 12% lower than the sensitivities of the initial coil current patterns. This is mainly due to the fact that the initial excitation strategies produce currents that are rather similar in magnitude in all coils, resulting in an oversensitization of the top horizontal plane which is close to both coils and sensors. The optimization yields currents for the bottom coils that are on average 4.4 ± 0.7 times higher than the currents on top (see Fig. 10 ). This leads to a higher sensitization of the lower regions and to a more evenly distributed sensitivity in general.
Discussion
In this study, we present an optimization strategy to determine coil currents for MRXI that minimize the Frobenius condition number and, as a consequence, also the spectral condition number of the system matrix which enables a more accurate and stable recovery of MNP ensembles. We demon-strate that the matrix condition is minimized reliably by using the derivative of the Frobenius condition number with respect to the coil currents in a gradient descent (see Figs. 3 and  4) . Additionally, the optimization equalizes the spatial sensitivity distribution (see Fig. 9 ), which is also beneficial for a successful recovery [9] . The optimization approach (17) developed here can be readily adapted to any imaging modality with an underlying system of linear equations as well as other linear inverse problems to stabilize their results. Different excitation strategies are tested based on the superposition of real measurement data from the MRXI system at PTB Berlin. The reconstructions were performed with two well-established regularization techniques (nonnegative Tikhonov and ISTA [5] ) as well as with the proposed, sensitivity-weighted variations thereof. The optimized excitations increase the reconstruction accuracy for almost all employed phantoms throughout various numbers of activation sequences compared to Gaussian, Bernoulli, random binary and sequential coil current matrices (see Fig. 7 ). In most cases, this leads to a substantial decrease in required activation sequences to achieve a similar or better recovery of the phantoms than a larger number of unoptimized sequences.
In particular, reconstructions from sequential coil current patterns suffer from an unstructured sequence of activated coils as we can derive from their poor performance in Fig. 5 and in Fig. 7 . On the other hand, it is even possible to outperform full sequential activations of all 30 coils for some of the phantoms by employing optimized excitation patterns. In comparison with the state-of-the-art imaging procedure with full sequential activations and Tikhonov regularization (see the dash-dotted lines of the upper row in Fig. 5 ), the overall reconstruction accuracy is considerably increased with the application of optimized coil current patterns and the proposed SWISTA algorithm (see the green lines of the lower row in Fig. 7 ). Enhanced reconstruction results can be achieved in P 2 and P 3 after already N a = 10, and also the other three phantoms P 1 , P 4 and P 5 yield imaging quality comparable to the full 30 sequential activations with a third of the sequences. This means that by employing optimized excitation strategies, the measurement time could be shortened from 105 to 35 s, providing comparable or better reconstructions in a faster way.
The reconstruction of the total MNP amount using an optimized excitation strategy shows a very fast convergence toward the nominal (in reality employed) particle amount of 95.9 mg for the MNP distributions P 1 -P 4 . The relative deviation between reconstructed and nominal amounts is < 10% after no more than N a = 4 for the four phantoms and both reconstruction algorithms. Only in P 5 the necessary number of activation sequences for a deviation < 10% is around N a = 8. On average, Gaussian and Bernoulli coil currents show a comparably slower convergence toward larger devia-tions. In contradiction to the poor recovery with respect to CC values, the binary excitation strategy reconstructed the total nominal MNP amount as fast and as good as the optimized strategy in many cases. The sequential coil current patterns yielded larger deviations from the nominal MNP amount in most cases.
The sensitivity weighting of the 1 -regularization yields an increase in reconstruction accuracy in areas with low spatial sensitivity (i.e., P 2 and P 3 ). In particular, the reconstruction of phantom P 2 , which is difficult to recover with the unmodified version of the algorithm (see Fig. 5 , ISTA), benefits from the proposed method. Similarly, the 2 -regularization reconstructs slightly more accurate MNP distributions of P 2 by employing the sensitivity weighting. The remaining phantoms are reconstructed equally well, independent of the weighting factors.
The results from the minimization of the condition number using different amounts of activation sequences shown in Fig. 4 suggest that both κ and κ F experience their lowest values for N a = 1. This could mistakenly lead to the assumption that the reconstruction should perform best for a single activation sequence. This is not the case since the condition numbers depend heavily on the sizes of the examined matrices [24] . Therefore, an evaluation based on the comparison of condition numbers as indicators for the information content of a matrix is only sensible among matrices with equal sizes.
The technical implementation of the computed optimized currents in an MRXI setup is feasible. A realization of approximately four times larger currents in the bottom coils as required by the optimization is easily viable. Also, a sensitivity analysis of the optimized currents has been performed to estimate the impact of imprecise current values on the spectral condition number. For this, I has been linearly scaled such that the maximum absolute currents equaled max (|I|) = 1 A and all values of I have been rounded to a precision of 10 mA (i.e., 1% of max (|I|)). This yielded a small average variation of 0.5 ± 1.0% in κ. Since an accuracy of coil currents lower than 10 mA in a real experiment is unproblematic, it will be possible to construct the optimized system matrix leading to the desired spectral condition number.
The setup of excitation coils employed here consists of two horizontal planes with identical coil orientations. The coils are only placed on the top and on the bottom of the flat phantom body because of its large extensions in x-and y-directions. Due to these large distances, coils on the sides of the body would only contribute marginally to an enhancement in reconstruction accuracy. This leads to two different sets of coils which contain relatively similar dictionary system matrices, respectively. Since the final system matrix is built upon superpositions of dictionary system matrices scaled by the respective coil currents [see (7) ], the optimization is constrained to these two sets. It is expected that changing coil positions, orientations and/or shapes provides more distinct dictionary elements, which could result in an even more efficient optimization.
One obstacle for the optimization employed in this study is the non-convexity of κ F . The simple gradient descent approach applied here only determines the next best local minimum of the Frobenius condition. A global minimization technique coupled with a first-order optimization method using the gradient of κ F would have to be applied to solve this problem. However, since the minima determined by the present optimization approach are rather stable regarding the magnitude of the objective function (see Fig. 4 ), such a substantial overhead is not considered expedient.
It is also important to be aware of the computational limits of the optimization. Because of the limited numerical precision and the resulting inaccuracies in the inversion of matrices with large condition numbers, the optimization became increasingly unstable for grid sizes beyond 20 × 20 × 20 voxels and κ F > 10 13 .
Apart from the optimization of coil currents, there is still room for considerable advancement of MRXI setups. As briefly mentioned in Sect. 1, there have already been significant improvements regarding spatial resolution by employing inhomogeneous magnetic field patterns based on different excitation strategies such as random activation sequences [4] , sub-volume sensitization [3] and statistical parameter optimization [8] . These enhancements as well as the present study are based solely on the appropriate choice of coil currents. Hence, designing the whole system aiming for optimal condition numbers regarding coil design, positions and orientations as well as sensor positions and orientations still holds a tremendous potential for further improvement of the imaging quality and the measurement duration. In particular, the positioning of sensors has become more attractive very recently due to the emerging technology of optical magnetometers. Until now, the relaxation signals in magnetorelaxometry are mainly picked up with SQUIDs [28] , which are spatially constrained by a dewar containing liquid helium to cool the sensor system. The recent advance in developing optically pumped magnetometers, which do not require liquid helium cooling, has enabled an almost unrestrained positioning of sensors for a more flexible MRXI setup [2] . In conclusion, an optimization of geometrical and electrical properties of the system is still mandatory for the advance and the success of the imaging modality and will eventually pave the way for clinical application of MRXI.
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