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Kurzzusammenfassung 
Das Ziel der Digital Intelligence bzw. datengetriebenen Strategischen Frühaufklärung ist, 
die Zukunftsgestaltung auf Basis valider und fundierter digitaler Information mit ver-
gleichsweise geringem Aufwand und enormer Zeit- und Kostenersparnis zu unterstützen. 
Hilfe bieten innovative Technologien der (halb)automatischen Sprach- und Datenverar-
beitung wie z. B. das Information Retrieval, das (Temporal) Data, Text und Web Mining, 
die Informationsvisualisierung, konzeptuelle Strukturen sowie die Informetrie. Sie er-
möglichen, Schlüsselthemen und latente Zusammenhänge aus einer nicht überschaubaren, 
verteilten und inhomogenen Datenmenge wie z. B. Patenten, wissenschaftlichen Publika-
tionen, Pressedokumenten oder Webinhalten rechzeitig zu erkennen und schnell und ziel-
gerichtet bereitzustellen. Die Digital Intelligence macht somit intuitiv erahnte Muster und 
Entwicklungen explizit und messbar.  
Die vorliegende Forschungsarbeit soll zum einen die Möglichkeiten der Informatik zur 
datengetriebenen Frühaufklärung aufzeigen und zum zweiten diese im pragmatischen 
Kontext umsetzen. 
Ihren Ausgangspunkt findet sie in der Einführung in die Disziplin der Strategischen Früh-
aufklärung und ihren datengetriebenen Zweig – die Digital Intelligence. 
Diskutiert und klassifiziert werden die theoretischen informatikbezogenen Grundlagen 
der Frühaufklärung – vor allem die Möglichkeiten der zeitorientierten Datenexploration.  
Konzipiert und entwickelt werden verschiedene Methoden und Software-Werkzeuge, die 
die zeitorientierte Exploration insbesondere unstrukturierter Textdaten (Temporal Text 
Mining) unterstützen. Dabei werden nur Verfahren in Betracht gezogen, die sich im Kon-
text einer großen Institution und den spezifischen Anforderungen der Strategischen Früh-
aufklärung pragmatisch nutzen lassen. Hervorzuheben sind eine Plattform zur kollektiven 
Suche sowie ein innovatives Verfahren zur Identifikation schwacher Signale. 
Vorgestellt und diskutiert wird eine Dienstleistung der Digital Intelligence, die auf dieser 
Basis in einem globalen technologieorientierten Konzern erfolgreich umgesetzt wurde 
und eine systematische Wettbewerbs-, Markt- und Technologie-Analyse auf Basis digita-
ler Spuren des Menschen ermöglicht. 
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A – EINLEITUNG 
 „Five years from now, managers will make  
twice as many decisions, in half the time,  
based on twenty times more information than today.” 
 
www.astragy.com, 16.11.2008 
1   Hintergrund und Motivation 
Für jedes Unternehmen ist es überlebensnotwendig, über die richtige Information am 
richtigen Ort zur richtigen Zeit zu verfügen. Grundlage für Innovation und Erfolg ist, die 
komplexen Entwicklungen in Gesellschaft, Technologie, Politik, Umwelt oder Wirtschaft 
rechtzeitig nachzuvollziehen und mitzugestalten.  
Die Aufgabe der Strategischen Frühaufklärung ist aus wissenschaftlicher Sicht, über den 
Tellerrand zu schauen und kontinuierlich nach gesellschaftlichen und technologischen 
Trends und Neuem in der Außenwelt zu suchen und in Strategien umzusetzen1. Im Viel-
markenkonzern Volkswagen übernimmt diese Aufgabe organisatorisch die Abteilung 
„Zukunftsforschung und Trendtransfer“, wo der Verfasser dieser Schrift seit ihrem Beste-
hen (Jahr 2003) Mitarbeiter ist.  
Vor dem Hintergrund exponentiell wachsender Daten2 und globaler dynamischer Märkte 
kann sich die Zukunftsforschung nicht mehr primär und unmittelbar auf Menschen stüt-
zen und deren bewusstes und unbewusstes Wissen im Sinne einer Human Intelligence. In 
Wissenschaft und Praxis gewinnt die strategische Analyse von Spuren an Bedeutung, wie 
sie von Menschen oder Maschinen in digitalen Medien hinterlassen werden. Die Mittel 
dieser Analyse entstammen der Audio, Visual, Audio-Visual oder Text Digital Intelligen-
ce. Menschen können Informatinen nicht mehr mit derselben Geschwindigkeit betrachten 
und zu Wissen verarbeiten wie sie erschaffen und verteilt werden. Eine Wochentagsaus-
gabe der aktuellen New York Times enthält zum Beispiel mehr Informationen als ein 
Mensch während seines gesamten Lebens im England des 17. Jahrhunderts verarbeiten 
                                                          
1 Die Strategische Frühaufklärung kann sowohl zentral als auch dezentral organisiert sein (optimalerweise ein 
hybrid beider). Sie sollte sich sowohl auf menschliche Quellen (Human Intelligence) als auch digitale Da-
ten (Digital Intelligence) beziehen und optimalerweise sowohl organisationsexterne als auch -interne Quel-
len einbeziehen. 
2 Im Jahr 2006 schätzte die Firma IDC in einer Studie die Gesamtmenge der digital erzeugten, gespeicherten 
und kopierten Informationen auf 1.288 x 1018 Bits, was 161 Exabytes bzw. 161 Milliarden Gigabytes und 
damit 3 Millionen mal so viel Information entspricht, wie in allen jemals geschriebenen Büchern zusam-
men. Darüber hinaus soll die Datenmenge bis 2010 um das sechsfache auf 988 Exabytes anwachsen. Der 
größte Teil der Daten repräsentiert auditive, visuelle oder audio-visuelle und insbesondere nutzergenerierte 
Informationen. Doch auch die in Text erzeugte, gespeicherte, kopierte und verteilte Information wächst ex-
ponentiell an. (IDC 2007) 
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musste (vgl. Wurman 1989).3 Die geschilderten Entwicklungen werden maßgeblich durch 
den Einzug von Informations- und Kommunikationstechnologien ermöglicht und in der 
Literatur auch als Informationsflut bezeichnet. Shenk beschreibt dieses Phänomen bereits 
1997 wie folgt: „Information overload is not a function of the volume of information out 
there. It’s a gap between the volume of information and the tools we have to assimilate 
the information into useful knowledge.” (Shenk 1997) Sind in der täglich erlebten Infor-
mationsflut begründete Entscheidungen zu treffen, so werden Werkzeuge und Methoden 
aus der Informatik gebraucht, die den Menschen helfen, durch das Datendickicht zu navi-
gieren und dabei unterstützen, Informationen zu verstehen und zu bewerten. Alle textda-
tenexplorationsbasierten Ansätze der Frühaufklärung werden der Einfachheit halber nach-
folgend unter dem allgemeinen Begriff Digital Intelligence zusammengefasst. Dabei wird 
davon ausgegangen, dass von dem Lebenszyklus von Textmengen bzw. der allgemeinen 
Informationslandschaft auf die Entwicklung realer Sachverhalte geschlossen werden 
kann.  
Überzeugende und in der Praxis einsetzbare publizierte Lösungen der Digital Intelligence 
gibt es jedoch noch nicht. So haben in der betrieblichen Praxis umfassende, erfolgspoten-
zialorientierte oder strategische Systeme der Digital Intelligence bisher keine weite 
Verbreitung gefunden (vgl. Müller-Stewens 2007). Müller-Stewens begründet diese 
„feststellbare Implementierungslücke“ bzw. das „Dilemma der strategischen Frühinfor-
mation“ mit einem hohen Ressourcenaufwand und einer „Kosten-Nutzen-Disparität“, das 
heißt, dass Kosten sofort anfallen und der Nutzen erst langfristig erkennbar oder messbar 
wird. Technologische Fortschritte, homogene und umfangreichere Datenzugänge sowie 
ein wachsendes menschliches Methoden- und Technologieverständnis tragen dazu bei, 
diese Implementierungslücke zu schließen.  
In den letzten fünf Jahren hat die Volkswagen AG unter Leitung des Autors eine Dienst-
leistung der Digital Intelligence auf Basis digitaler textueller Informationsquellen und 
Methoden der Datenexploration entwickelt und erfolgreich umgesetzt. Unter dem Namen 
Di.Ana werden der 600 Technologie- und (Auto)mobilitätsexperten umfassenden Kon-
zernforschung von Volkswagen Frühaufklärungsexpertisen angeboten bzw. Informatio-
nen aus einer Vielzahl großer sowohl strukturierter als auch unstruktierter zeitorientierter 
Datenmengen frühaufklärungsbezogen veredelt.  
Die Hauptintention vorliegender Forschungsarbeit ist der Entwurf und die Entwicklung 
neuer Verfahren der Digital Intelligence sowie die Beschreibung ihrer Umsetzung in ei-
nem der größten und innovativsten weltweiten Technologieunternehmen. Das Dissertati-
onsvorhaben ist der anwendungsorientierten Wissenschaft zuzuordnen. Problemlösungen 
sollen mithilfe von Erkenntnissen der theoretischen Wissenschaft einerseits und der Er-
                                                          
3 Weitere anschauliche Beispiele für das Phänomen „Informationsflut“ bietet (Rosenstein 2005, S. 3). 
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fahrungen der Praxis andererseits gefunden werden, wobei zunächst der Gegenstandsbe-
reich der Untersuchung zu beschreiben und zu erklären ist.4 Die Operationalisierung der 
informatikgestützten Frühaufklärung auf Basis zeitorientierter Textdaten umfasst somit 
1. die Erarbeitung ihrer wirtschaftswissenschaftlichen und informatikbasierten 
Grundlagen, insbesondere die Klassifikation und Beschreibung bekannter Ansät-
ze der zeitorientierten Datenexploration, 
2. die Entwicklung und Beschreibung neuer innovativer zeitorientierter Textdaten-
explorationsverfahren, die sich im Kontext einer großen Institution und den spe-
zifischen Anforderungen der Strategischen Frühaufklärung pragmatisch nutzen 
lassen, und 
3. die Integration und Umsetzung aller gewonnenen Erkenntnisse in eine breit ge-
nutzte Dienstleistungslösung. 
Die Herausforderung der Forschungsarbeit liegt demnach im Spagat zwischen Forschung 
und Praxis. Dem Verfasser ist bewusst, dass dieses Ziel im vorliegenden Rahmen nicht in 
Gänze gelingen kann. So wäre es aus wissenschaftlichen Gründen sicherlich interessant, 
einige Aspekte – wie z. B. die im Rahmen der Forschungsarbeit neu entwickelten Metho-
den der zeitorientierten Datenexploration – detaillierter zu diskutieren. Im Laufe des For-
schungsvorhabens wurde jedoch deutlich, dass die erfolgreiche Operationalisierung der 
datengetriebenen bzw. informatikgestützten Strategischen Frühaufklärung (Digital Intel-
ligence) nicht auf die Entwicklung und Umsetzung einiger weniger Methoden z. B. aus 
dem Kontext des (Temporal) Text Mining zurückzuführen ist oder von erfolgreichen Ex-
perimenten auf Basis kleiner Testkorpora auf Anwendungsgebiete in der Digital Intelli-
gence zu schließen ist. Der Erfolg stellt sich durch ein komplexes Zusammenspiel unter-
schiedlicher Wissenschaftsdisziplinen ein und wird maßgeblich bestimmt durch die kultu-
rellen Eigenarten der Personen und Institutionen ihrer Anwendung! Dies ist auch der 
Grund dafür, dass der anfängliche Fokus des Promotionsvorhabens – die Erforschung und 
Entwicklung von Verfahren des (Temporal) Text Mining für die Strategische Frühaufklä-
rung – erweitert wurde um die Erforschung, Entwicklung und Umsetzung von pragmati-
schen Methoden der zeitorientierten Datenexploration sowie der komplexen Informati-
onslogistik für die Digital Intelligence. 
Bestätigt durch eine in der Praxis erfolgreich umgesetzte Digital Intelligence hofft der 
Verfasser, dass es ihm in diesem engen wissenschaftlichen Rahmen gelingt, die komple-
xen Möglichkeiten der Informatik zur Unterstützung der datengetriebenen Strategischen 
Frühaufklärung aufzuzeigen und zu strukturieren sowie darauf aufbauend die neu entwi-
ckelten Verfahren für die Praxis der Digital Intelligence klar und deutlich zu beschreiben. 
                                                          
4 Vgl. zu Funktionen der qualitativen Forschung (Rosenstiel 2007, S. 224ff.). 
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2   Beitrag und Aufbau der Arbeit 
Die Hauptaufgabe der Digital Intelligence als Disziplin der Wirtschaftsinformatik in ei-
nem Wort ist die Informationsveredelung. Sie unterstützt den aktiv suchenden Frühauf-
klärer dabei, mit vergleichsweise geringem Aufwand und enormer Zeit- und Kostener-
sparnis in der Datenflut komplexe Zusammenhänge und schwache Signale besser wahr-
zunehmen, zu verstehen und zu beschreiben.  
Die vorliegende Monografie gibt den ersten systematischen und breiten Überblick in der 
wissenschaftlichen Literatur über entsprechende durch die Informatik gestützte Möglich-
keiten aus Perspektive der Wirtschaftsinformatik in Theorie und Praxis. Ihre drei wich-
tigsten Beiträge sind: 
1. Zusammenführung unterschiedlicher Perspektiven mit Fokus auf die Informatik: 
Die Mehrzahl wissenschaftlicher Arbeiten konzentriert sich bisher auf die wirt-
schafts- und sozialwissenschaftliche Perspektive der Frühaufklärung und entwi-
ckelt entweder ihren theoretischen Rahmen oder beschreibt Erfahrungen ihrer or-
ganisatorischen Umsetzung. Vereinzelte jüngere Arbeiten beschreiben auch Da-
tenexplorationsmethoden aus der Informatik zur Unterstützung der Frühaufklä-
rung (vgl. Zeller 2003, Porter und Cunningham 2005). Sie beschreiben jedoch 
zum einen nur singuläre Bausteine wie z. B. das Data Mining und zum anderen 
nimmt die Perspektive der Informatik einen kleinen Raum ein. Dies ist verständ-
lich, da die informationstechnischen Grundlagen und Lösungen lediglich als Mit-
tel zum Zweck angesehen werden. Doch die Bedeutung der Informatik für die 
Frühaufklärung wächst und die Perspektiven der Gesellschaftswissenschaften und 
der Informatik in Form der zeitorientierten Datenexploration sollten sich annä-
hern. Die vorliegende Arbeit stellt einen Versuch dieser Zusammenführung unter 
der Bezeichnung Digital Intelligence dar. Sie soll dem interessierten Leser einen 
strukturierten Einblick in die Möglichkeiten der zeitorientierten Datenexploration 
im Kontext der Frühaufklärung geben. 
2. Darlegung der Umsetzbarkeit: Die wissenschaftlichen Arbeiten im Kontext der 
Frühaufklärung sowie der Datenexploration nehmen gezwungenermaßen nur die 
theoretische und konzeptionelle Perspektive ein. Die vorliegende Arbeit ist auch 
als Bericht einer erfolgreich umgesetzten und sich in Weiterentwicklung befin-
denden Dienstleistung der Digital Intelligence in einem globalen Vielmarkenkon-
zern zu verstehen. 
3. Vorstellung eines neuen zeitorientierten Datenexplorationsverfahrens: Die bisher 
vorgestellten Konzepte der Digital Intelligence mit dem Ziel der Identifikation 
schwacher Signale sind eher Ansätze des Monitoring und haben eine der Früh-
aufklärung widerstrebende Prämisse: die Vorkenntnis des Themas bzw. des 
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THEORIE: DIGITAL INTELLIGENCE 
- Herleitung, Definition und Abgrenzung der Disziplin 
- Textmedienformate: Träger von Sachverhalten und Diffusionskanäle in der Informationslandschaft  
- Disziplin der Informetrie 
- Informationssysteme 
THEORIE: BWL 
- Strategische Frühaufklärung 
- Innovations- und Diffusionsforschung 
PRAXIS: UMSETZUNG EINES DIGITAL-INTELLIGENCE-SYSTEMS 
- Bestimmung textbasierter Indikatoren 
- Anforderungen an ein Digital-Intelligence-System 
- Beschreibung der Umsetzung 
ZUSAMMENFASSUNG UND AUSBLICK 
THEORIE: INFORMATIK 
- multidimensionale zeitorientierte Daten (Begriffsbestim-
mung: Zeit, Text, Daten, Metadaten) 
- (zeitorientierte) Methoden der Datenexploration 







Hintergrund und Motivation, Beitrag und Aufbau der Arbeit 
A 
schwachen Signals. Vorgestellt wird ein neues zeitorientiertes Datenexplorati-
onsverfahren, das die Identifikation oder Bewertung schwacher Signale zwar 
nicht automatisiert und dem Frühaufklärer abnimmt, jedoch eine bisher vorab 
notwendige Themeneingrenzung oder -definition obsolet macht und die Identifi-
kation auffallender und kongruenter Themenentwicklungen sowie neu aufkom-
mender Schnittmengen von Themen auf einen Blick ermöglicht. Die Identifikati-
on schwacher Signale in Daten wird weiter operationalisiert und enorm ver-





Abbildung 1. Aufbau der Monografie mit ihren Schwerpunkten B2 und C. 
 
Die konkreten Beiträge dieses Buches sind nach Kapiteln geordnet Abbildung 1 zu ent-
nehmen und wie folgt: 
Kapitel B eräutert die theoretischen Grundlagen der Materie. Es ist in drei Abschnitte ge-
gliedert, mit dem Fokus auf die Digital Intelligence als Disziplin der Wirtschaftsinforma-
tik (B0), ihre Grundlagen in der Betriebswirtschaftslehre (B1) und der Informatik (B2).  
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Kapitel B0 leitet die Digital Intelligence her, definitiert sie und grenzt sie von der Busi-
ness Intelligence ab. Besprochen werden weiterhin Textmedienformate als Träger von 
Sachverhalten und als Diffusionskanäle in der Informationslandschaft. Des Weiteren wird 
auch die mit der Digital Intelligence verwandte Disziplin der Informetrie beschrieben. Ei-
ne Schnittstelle der Digital Intelligence zum Menschen ist das Informationssystem. Seine 
möglichen Anwendungen und verschiedenen Entwicklungsstufen werden diskutiert.  
Kapitel B1 führt in die Disziplin der Strategischen Frühaufklärung aus betriebswirt-
schaftswissenschaftlicher Sicht ein. Neben den allgemeinen Grundlagen und Definitionen 
wie z. B. die der „schwachen Signale“ wird besonderes Augenmerk auf die Diffusions-
forschung aus Markt-, Technologie- und Informationsquellenperspektive gelegt. 
Kapitel B2 stellt den eigentlichen Kern der vorliegenden Arbeit dar. Es verfolgt das Ziel, 
den ersten disziplinorientierten Rahmen aller Möglichkeiten der Informatik zur Unterstüt-
zung der zeitorientierten Datenexploration zu erarbeiten. Einleitend werden die Konzepte 
Zeit, Daten, Text und Metadaten bestimmt sowie darauf aufbauend das Konzept der zeit-
orientierten Daten und deren Speicherung in sogenannten Data Warehouses. Dem folgt 
die Beschreibung des aktuellen wissenschaftlichen Diskurses zu den bekannten und für 
die Digital Intelligence relevanten Methoden der zeitorientierten Datenexploration. Einen 
ersten disziplinorientierten Überblick bietet Tabelle 1. Zu nennen sind die analytischen, 
die visuellen und interaktionsbezogenen Methoden sowie konzeptuelle Strukturen zur 
Unterstützung der Datenexploration.  
Tabelle 1. Ausgewählte Bereiche der (zeitorientierten) Datenexploration zur Suche nach informa-
tionstechnischen Umsetzungsmöglichkeiten im Kontext der Informatik; Quelle: eigene Darstel-
lung: 
Analytische Methoden Visuelle und interaktionsbezogene Methoden Konzeptuelle Strukturen 
Datenbanken und Abfragespra-
chen, OLAP; Information Retrie-
val; (Temporal) Data, Text und 
Web Mining 
(zeitorientierte) Informationsvisuali-
sierung: statisch, dynamisch, ereig-
nisbasiert sowie unterschiedliche Ar-
ten der Darstellung und Interaktion 
z. B. Begriffe und Listen die-
ser, Terminologien, Glossare, 
Taxonomien, Thesauren oder 
Ontologien 
Kapitel C stellt eine Dienstleistung und ein System der Digital Intelligence vor, das auf 
Basis der in Kapitel B besprochenen Erkenntnisse entwickelt wurde und erfolgreich an-
gewendet wird. Zuvor müssen jedoch für Untersuchungen der Digital Intelligence sinn-
volle textbasierte Indikatoren sowie Anforderungen an ein entsprechendes System herge-
leitet werden. Dies hat den Vorteil, dass die besprochene Entwicklung und Umsetzung 
besser bewertet werden kann. Hervorzuheben sind die  
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1. Entwicklung eines innovativen Portals zur Frühaufklärung für den allgemeinen 
Anwender mit dem Ziel des sog. Crowd-Sourcing5 und der Collective Intelligen-
ce6 sowie  
2. die Umsetzung eines radikal neuen Konzeptes zur Identifikation schwacher Sig-
nale, d. h. die Unterstützung der Identifikation auffälliger evolutionärer und ten-
dentiell auch revolutionärer Entwicklungen in digitalen Textarchiven, die z. B. 
technologische oder gesellschaftliche Sachverhalte repräsentieren.  
Herkömmliche zeitorientierte Explorationsverfahren verfolgen eher einen Monitoringan-
satz, d. h. sie wählen ein oder einige Sachverhalt(e) im ersten Schritt aus und explorieren 
diese im zweiten Schritt seriell oder parallel nach zeitlichen Auffälligkeiten. Das Ziel des 
vorgestellten und umgesetzten Verfahrens ist, alle zeitlich auffälligen Sachverhalte aus 
einer Menge von Sachverhalten in einem Datentopf (z. B. Zeitreihen von hunderttausen-
den von Wörtern oder Konzepten) auf einen Blick (folglich statisch) zu identifizieren. Die 
Art der zeitlichen Auffälligkeiten soll und kann dabei vorab frei bestimmt werden. Der 
vielversprechend erscheinende neue Ansatz basiert auf einem unüberwachten, selbstorga-
nisierenden, neuronalen Verfahren, konkret RC-SOM7, das um eine statische attraktor-
basierte Initialisierung erweitert wird. Die Attraktoren stellen in diesem Fall vier vorab 
bestimmbare Zeitreihenmuster (wie z. B. niederfrequente oder hochfrequente / exponen-
tiell oder logarithmisch ansteigende oder absteigende Zeitreihen), die die Zeitreihen rep-
räsentierenden Datensätze gewissermaßen anziehen.  
Dies ist nach bestem Wissen des Verfassers der erste Versuch in der operativen Frü-
haufklärungpraxis, neben der rein menschlichen Wahrnehmung schwache Signale in 
Form von textuell beschriebenen Sachverhalten auch maschinell zu operationalisieren. 
Empirische Ergebnisse sollten in kommenden wissenschaftlichen Publikationen die 
Nutzbarkeit des neuen zeitorientierten Datenexplorationsverfahrens allgemein und insbe-
sondere für die Frühaufklärung bzw. die Digital Intelligence untermauern. 
Die Zusammenfassung der Forschungsarbeit und eine kritische Würdigung des umgesetz-
ten Systems sowie der Dienstleistung der Digital Intelligence schließt die wissenschaftli-
che Arbeit mit dem Kapitel D ab. 
                                                          
5 Crowd-Sourcing bezeichnet im vorliegenden Zusammenhang die informationstechnisch unterstützte Ein-
bindung und Nutzung einer breiten unternehmensinternen Nutzer- bzw. Konsumentenbasis zur Generie-
rung von Filtern und Veredelung von Information. 
6 Collective Intelligence bezeichnet im vorliegenden Zusammenhang den informationstechnisch unterstützten 
soziologischen Prozess der kollektiven Wissenserweiterung innerhalb einer Organisation. 
7 RC-SOM steht für „rank correlation based self organizing map“ bzw. selbstorganisierende Karte, deren Dis-
tanzfunktion auf verschiedenen Rangkorrelationskoeffizienten basiert (z. B. Kendalls Tau). 
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B – THEORIE 
Kapitel B eräutert die theoretischen Grundlagen der Materie. Es ist in drei Abschnitte ge-
gliedert, mit dem Fokus auf die Digital Intelligence als Disziplin der Wirtschaftsinforma-
tik (B0), ihre Grundlagen in der Betriebswirtschaftslehre (B1) und der Informatik (B2).  
 
B0 – Digital Intelligence 
Die Digital Intelligence kann nur einen kleinen Teil des 
durch den Menschen erfahrbaren Wissens erforschen –  
nämlich die in Text hinterlassenen Spuren. Keine Wis-
senschaft kann für sich Allgemeingültigkeit beanspru-
chen. Doch im Bewusstsein ihrer Grenzen und durch 
Vernetzung mit auf andere Weise erworbenen Erkennt-
nissen gewinnt sie an Aussagekraft. 
 
Das Kapitel B0 leitet die wirtschaftsinformatische Disziplin der Digital Intelligence her, 
definitiert sie und grenzt sie von der Business Intelligence ab. Besprochen werden weiter-
hin unterschiedliche Textsorten als Träger von Sachverhalten und als Diffusionskanäle in 
der Informationslandschaft. Des Weiteren wird auch die mit der Digital Intelligence ver-
wandte Disziplin der Informetrie beschrieben. Das Vehikel der Digital Intelligence und 
damit das Bindeglied zwischen allen in dieser Arbeit besprochenen Konzepten und Dis-
ziplinen mit dem Menschen ist das Informationssystem. Seine möglichen Anwendungen 
und verschiedenen Entwicklungsstufen werden diskutiert. 
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3   Herleitung und Definition der Digital Intelligence 
Besonders vor dem Hintergrund exponentiell wachsender Daten kann sich die Strategi-
sche Frühaufklärung nicht nur mehr primär und unmittelbar auf Menschen und deren so-
wohl bewusstes, unbewusstes als auch zwischenmenschliches Wissen im Sinne einer 
Human Intelligence stützen. Vielmehr muss sie auf neue Strategien, Prozessen, Architek-
turen und Technologien aus der Informations- und Kommunikationsbranche zurückgrei-
fen. Die explizite Nutzung des Begriffes „intelligence“ im Kontext der operativen Auf-
klärung ist auf Geheimdienste zurückzuführen. Das entsprechende Konzept existiert na-
türlich schon in verschiedensten Ausprägungen seit dem es Hochkulturen gibt. Die Ge-
heimdienste nutzen unterschiedliche Quellen zur Informationsgewinnung und unterschei-
den laut (NATO 2008) zum Beispiel zwischen Human Intelligence (HUMINT: Aufklä-
rung mittels menschlicher Quellen), Signal Intelligence (SIGINT: Aufklärung feindlichen 
Fernmeldeverkehrs durch elektronische Mittel), welche die Communications Intelligence 
(COMINT) und die Electronic Intelligence (ELINT) umfasst, Geospatial Intelligence 
(GEOINT) mit der dazugehörenden Imagery Intelligence (IMINT), Measurement and 
Signature Intelligence (MASINT: Messung von Radar-, Radiofrequenz-, elektro-
optischer, nuklearer, oder geophysischer Signale), Financial Intelligence (FININT) oder 
Open Source Intelligence (OSINT: Aufklärung allgemein zugänglicher Quellen (Zeitun-
gen, Rundfunk, Fernsehen, Internet usw.). 
Die Übertragung oder der Einsatz der entsprechenden, die Human Intelligence ergänzen-
den Geheimdienstdisziplinfacetten für den Unternehmenskontext ist aus rechtlichen so-
wie Kosten-Nutzen-Erwägungen nicht angebracht. Sinnvoll ist es daher, alle datengetrie-
benen Ansätze der (Früh)Aufklärung unter den Begriff Digital Intelligence zusammenzu-
fassen als konzeptionelles Gegenstück, eigentlich jedoch Ergänzung zur Human Intelli-
gence. Digital Intelligence ist keine neue Wortschöpfung. Das Wortpaar erscheint bisher 
in drei Kontexten. Zum einen steht Digital Intelligence für (1) bedeutungsvolle Daten in 
digitalen Netzwerken, zum anderen für (2) Informationen, die durch digitale, operative 
oder strategische Aufklärungsmethoden ermittelt werden sowie entsprechende Diszipli-
nen an sich und zum dritten für (3) die emergente Form menschlicher Intelligenz, die di-
gitale Informationen effektiv(er) verarbeiten kann (vgl. Gardner 1983, Adams 2004).  
Auf den zweiten Kontext beruft sich die vorliegende wissenschaftliche Arbeit: 
Definition  Die Digital Intelligence versteht sich als Strategische Frühaufklärung auf 
Basis digitaler Informationsquellen und entsprechender Methoden.  
Die Digital Intelligence umfasst damit die Audio, Visual, Audio-Visual und die textda-
tenbasierte Digital Intelligence. Im Rahmen der vorliegenden wissenschaftlichen Arbeit 
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mit dem Fokus auf textuelle Informationsquellen wird der Einfachheit halber die allge-
meine Bezeichnung Digital Intelligence genutzt. 
Abbildung 2. Die Strategische Frühaufklärung und ihre Aspekte: Human Intelligence (A und B) 
und Digital Intelligence (C und D); Quelle: eigene Darstellung. 
 
Abbildung 2 fasst das Besprochene noch einmal grafisch zusammen, wobei das Gewicht 
auf die unmittelbare Quelle (Mensch / Daten) und den thematischen Aspekt (Technologie 
oder Gesellschaft) der Strategischen Frühaufklärung zu legen ist. Entscheidend ist weiter-
hin, dass die traditionelle Strategische Frühaufklärung vor dem Hintergrund neuer digita-
ler Quellen, Technologien und Methoden an Facetten gewinnt und die Technologische 
Frühaufklärung (A) um die Technology Digital Intelligence (C) und die Gesellschaftliche 
Frühaufklärung (B) um die Market Digital Intelligence (D) ergänzt wird. Die wahre Stär-
ke der Strategischen Frühaufklärung entpuppt sich erst durch eine alle vier Ansätze A, B, 
C und D integrierende Strategische Frühaufklärung. Mit dem Menschen im bzw. als Zent-
rum allen menschlichen und auch unternehmerischen Handelns ist und bleibt der Aspekt 
der Human Intelligence dennoch der wichtigste Pfeiler aller entsprechenden institutionali-
sierten Aktivitäten.8 
                                                          
8 Die wichtigsten Voraussetzungen dabei sind ihre regelmäßige Durchführung und das ständige Bemühen um 
die Identifikation von schwachen Signalen, die meist unternehmensexterner Natur sind. Entscheidend ist, 
dass sowohl alle formellen als auch alle informellen Netze mit externen Personen über alle Unternehmens-
ebenen und Fachbereiche hinweg intensiv gepflegt werden. Der regelmäßige Kontakt mit wichtigen Markt-
partnern, Wissensträgern aus Forschung, Wettbewerb und Zuliefererkreisen sowie die Beobachtung rele-
vanter Messen, Tagungen oder Kongresse sind Beispiele hierfür. 
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4   Abgrenzung zur Business Intelligence 
Trotz seiner sprachlichen und inhaltlichen Nähe zur Digital Intelligence, erscheint die 
Nutzung des Konzeptes der Business Intelligence vor dem Hintergrund der Frühaufklä-
rung und insbesondere der vorliegenden Arbeit nicht zielgerecht. Um dies zu verdeutli-
chen und beide Konzepte voneinander abzugrenzen, wird auf ein prozessorientiertes Ver-
ständnis von Business Intelligence nach Gentsch und Grothe zurückgegriffen:  
Definition „BI bezeichnet den Prozess, der aus fragmentierten, inhomogenen Un-
ternehmens-, Markt- und Wettbewerberdaten Wissen über die eigenen 
und über fremde Positionen, Potenziale und Perspektiven generiert. […] 
BI beschreibt die analytische Fähigkeit, in vorhandener oder zu beschaf-
fender Information relevante Zusammenhänge und strategische Vorteils-
potentiale zu entdecken sowie diese zielgerichtet im Unternehmen ver-
fügbar zu machen.“ (Gentsch und Grothe 2000, S. 17) 
Das Ziel der Business Intelligence ist, der bisherigen und auch weiterhin stetigen Spezia-
lisierung von Informationssystemen eine Homogenisierung und Vernetzung über alle 
Funktions-, Fachkraft- und Managementbereiche entgegenzusetzen. Die bereits vorhan-
denen unternehmensinternen Daten müssen zugänglich gemacht und durch intelligente 
Analysemethoden noch besser ausgeschöpft werden (vgl. Mertens 2002; Kemper, Me-
hanna et al. 2004). Business Intelligence ist ein oft populär geführter Begriff, bei dem es 
sich – um Gluchowski zu zitieren – „um eine begriffliche Klammer handelt, die eine 
Vielzahl unterschiedlicher Ansätze zur Analyse geschäftsrelevanter Daten zu bündeln 
versucht“ (Gluchowski 2001, S. 8) und kein grundlegend neues Konzept, Produkt und 
erst recht Technologie repräsentiert. Die Definitionen der Business Intelligence sind un-
differenziert und unterscheiden zum Beispiel keinesfalls zwischen operativen9, dispositi-
ven10 und strategischen11 Aufgaben (vgl. Gudehus 2005) bzw. zwischen operativen, stra-
tegischen oder normativen Wissenszielen (vgl. Probst und Romhardt 2008) und deren Zu-
sammenhängen, geschweige denn, welche Daten und Anwendungen auf welche Weise 
zum wirtschaftlichen Erfolg beitragen. Der oben eingeführte Begriff der Digital Intelli-
gence hingegen hat einen konkreten Fokus auf digitale, insbesondere Textdaten und ent-
sprechende Analysemethoden sowie auf die strategischen Aufgaben und Wissensziele ei-
ner Unternehmung. 
                                                          
9 Die operative Ebene umfasst die Betriebs- und Prozesssteuerung für den operativen Betrieb der Unterneh-
menssysteme. Die operativen Aufgaben sind kurzfristig (Sekunden bis Minuten) orientiert, und die benö-
tigten Informationen sind klar und deutlich. Eine Transaktion im Bankgeschäft ist ein Beispiel. 
10 Zu den dispositiven oder taktischen Aufgaben zählt das Verwalten, Disponieren und Kontrollieren aller 
Aufträge, Bestände und Betriebsressourcen. Sie sind mittelfristig (Minuten bis Tage) orientiert, und die be-
nötigten Informationen sind relativ gesichert. 
11 Zu den strategischen oder administrativen Aufgaben gehören die Unternehmensplanung, die Strategieent-
wicklung oder die Programm- und Ressourcenplanung, die auf zukünftige Leistungsanforderungen ausge-
richtet sind. Sie sind langfristig (bis zu mehreren Monaten) orientiert, und die benötigten Informationen 
sind unsicher. 
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5   Übersicht über unterschiedliche Textsorten 
Die Nutzung von Methoden und Werkzeugen der Datenexploration ohne Kenntnis der 
spezifischen Eigenschaften der zu untersuchenden Daten, Inhalte bzw. Quellen, wird kei-
nen Mehrwert erzielen. Die Auswahl für die Frage- bzw. Aufgabenstellung geeigneter 
Textsorten und Informationsquellen ist eine der Hauptaufgaben der Digital Intelligence. 
Sie sind Träger von Sachverhalten und Diffusionskanäle in der Informationslandschaft. 
Dieses Kapitel kann keine umfassende Analyse für die Digital Intelligence relevanter 
Medienformate, Quellen und Inhalte geben. Es soll dem Leser jedoch deren Relevanz im 
Kontext der Digital Intelligence insbesondere aus Sicht der Diffusionsforschung verdeut-
lichen. 
Die für die Digital Intelligence bedeutenden und relevanten schwachen Signale sind in 
allen Lebensbereichen des Menschen zu suchen und im Kontext dieser hinterlässt er auch 
Spuren in Form unterschiedlichster Textsorten. Dabei kann bzw. sollte sowohl auf infor-
melle (tacit knowledge) als auch auf formelle Quellen zurückgegriffen werden (vgl. Ah-
ton, Kinzey et al. 1991, S. 90-110): 
• informelle Quellen: Feldforschung, Expertenkontakt (primär, sekundär), Organi-
sationskontakte, unveröffentlichte Dokumente, Webseiten, Portale, Blogs usw. 
• formelle Quellen: technologische, gesellschaftliche und wirtschaftliche Literatur 
(Journale, Unternehmenspublikationen, Handelspublikationen, Newsletter, Zeit-
schriften, Zeitungen, Patente, Übersetzungen, Abstrakte, Konferenzschriften 
usw.). 
Aus formellen Quellen sind Informationen einfacher zu gewinnen. Sie folgen bezeich-
nenderweise in Form und Prozess bestimmten Regeln und haben daher z. B. homogenere 
Datenumfänge, Schnittstellen, Syntax oder sind öffentlich und damit einfacher zugreifbar 
und auswertbar. Eine hervorgehobene Rolle für die Digital Intelligence als langfristige 
Frühaufklärung spielen hierbei fortschrittsorientierte formelle Textquellen aller Wissen-
schaftsbereiche, die den Erwerb neuen Wissens durch Forschung repräsentieren. Zwei 
allgemein bekannte Gründe dafür: 
• Die Lebenszyklen im Diffusionsprozess beliebiger Sachverhalte in der Patent- 
sowie wissenschaftlichen Literatur dauern länger an als z. B. in der eher kunden- 
oder konsumentenorientierten Presselandschaft.  
• Das wissenschaftlich aktive soziale Milieu besteht eher aus Innovatoren und frü-
hen Anwendern. 
Beide Argumente vergrößern die Wahrscheinlichkeit, dass potentielle schwache Signale 
für Umbrüche früher besprochen werden als von der Masse der Gesellschaft. Als ein 
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Spiegel menschlicher Lebenswelten seismografisch bedeutsam sind insbesondere Beiträ-
ge in den Real- bzw. Erfahrungswissenschaften, wobei die Grenzen zu den Formalwis-
senschaften (z. B. Logik oder Mathematik) nicht einheitlich gezogen werden können bzw. 
sogar fließend sind, wie z. B. bei den Wirtschaftswissenschaften oder der Informatik sel-
ber.12 Diese Klassifikation von Wissenschaftsbereichen nutzend, können die Realwissen-
schaften in die Geisteswissenschaften und die Erfahrungswissenschaften unterteilt wer-
den, zu denen die Naturwissenschaften (Chemie, Physik oder Biologie) sowie die Sozial-
wissenschaften gezählt werden können. Für die Digital Intelligence ist es rein inhaltlich 
zweitrangig, welchem wissenschaftlichen Bereich eine Untersuchung entstammt. Jede 
wissenschaftliche Erfahrung wird üblicherweise sprachlich textuell festgehalten und ist 
der Digital Intelligence damit zugänglich. Letztlich sind jedoch erfahrungsgemäß die 
Textdaten in den Naturwissenschaften besser klassifiziert und informationstechnisch 
strukturiert z. B. durch Terminologien oder Thesauren als in den Geistes- oder Sozialwis-
senschaften und damit für eine Datenexploration besser geeignet. 
Neben den formellen wissenschaftlichen Veröffentlichungen erfolgt der Austausch mit 
der Forschungsgemeinschaft auch durch Fachkonferenzen, bei Kongressen, Seminaren 
oder Arbeitsgruppen. Diese Ereignisse sind noch vor der ersten einschlägigen Veröffent-
lichungen anzusiedeln und damit besonders wertvoll für die Digital Intelligence. Nachtei-
lig ist jedoch, dass deren Ergebnis eher informelle, wegen ihrer geringeren Regelkonfor-
mität weniger strukturierte Textsorten sind.  
Abbildung 3. Diffusion eines Sachverhaltes über verschiedene Textsorten; Quelle: eigene Darstel-
lung in Anlehnung an Keller (Keller 1997, S. 9) und Brenner (Brenner 2005, S. 8). 
Eine generalisierte und idealtypische Betrachtung der Zeitlichkeit bzw. Diffusion eines 
Sachverhaltes durch informelle und formelle Quellen vom wissenschaftlichen zum Pro-
dukt- und massentauglichen Kontext bietet Abbildung 3. In persönlichen Gesprächen, in-
formellen und später formellen Treffen sowie in Konferenzen werden neue Gedanken, 
Ideen oder Erkenntnisse unterschiedlicher Art von Experten, Insidern beziehungsweise 
von einem kleinen Kreis von Eingeweihten ausgetauscht und damit sprachlich oder tex-
                                                          









































tuell „in Form“ gebracht. Die entstehenden Texte können unter den bibliothekswissen-
schaftlichen Begriff der „grauen Literatur“13 subsumiert werden. Indem solche Informati-
onen weiterentwickelt, vertieft, strukturiert, sinnvoll in Beziehung gebracht und gegebe-
nenfalls in Fachzeitschriften publiziert werden, können sie sich über lokale Grenzen hin-
weg einem Schneeballsystem gemäß exponentiell verbreiten, von anderen Interessenten 
(meist desselben Fachgebiets) aufgenommen werden und nun über weitere Medien neben 
Experten auch Laien und ein breites Publikum erreichen. Auch Unternehmen können zu 
den aktiven oder passiven Empfängern neuer Informationen gehören und sie beispiels-
weise im wissenschaftlichen Kontext in Forschungskooperationen aufgreifen. Üblicher-
weise versuchen sie, inventive Gedanken der noch wissenschaftlichen und konzeptionel-
len Vorschläge zu Innovationen weiterzuentwickeln. Bei potenziell wirtschaftlich interes-
santem Gedankengut wird durch Patentanmeldungen versucht, sich den Wettbewerbsvor-
sprung rechtlich zu sichern. Parallel dazu werden Prozesse entwickelt, das Gedankengut 
effizient in Produkte umzusetzen, so dass Innovationen geschaffen werden. Diese werden 
durch anziehende Produktpräsentationen vertrieben und von Kunden gekauft. 
Die allgemeine Diffusionsregel der Entwicklung von der Invention oder Konzeption hin 
zur Massentauglichkeit gilt damit auch für den Kontext von Textdaten, weil sie letztlich 
die Spuren realer Ereignisse repräsentieren. Die entscheidende Frage ist nun, in welcher 
Lebenswelt oder in welchem Diffusionszyklus welches Medienformat oder Informations-
quelle vornehmlich genutzt wird. Die Antwort wird je nach Kontext und Anwendung un-
terschiedlich ausfallen und bedarf viel Empirie, um Regelhaftes zu identifizieren.14  
Selbstverständlich gilt die Diffusionsregel auch für Teilaspekte des in Abbildung 3 ideal-
typischen Diffusionsverlaufes sowie innerhalb einzelner Medienformate wie z. B. Pro-
duktmeldungen in Form von Pressemitteilungen oder neuen Formaten wie Webseiten 
oder Blogankündigungen. Überall gibt es die Innovatoren, die frühen Anwender, die frü-
hen und späten Mehrheiten sowie die Nachzügler. 
Den Diffusionszyklen entsprechend, ändert und entwickelt sich auch die Art und Weise, 
wie Texte geschrieben werden. Tabelle 2 abstrahiert beispielhaft unterschiedliche Fach-
texttypologien. Fortschrittsorientierte, aktualisierende Texte sind für die Digital Intelli-
gence von besonderer Bedeutung.  
                                                          
13 Programmhefte, Tagungsberichte, Institutsschriften, Preprints, Kataloge, Berichte und Pläne, Flugblätter, 
Gelegenheitsschriften, Webpräsenzen, (noch) nicht veröffentlichte Dissertationen, Seminararbeiten, Dip-
lomarbeiten. 
14 Beispielsweise beträgt die zeitliche Verzögerung zwischen einer Erfindung und ihrem erstmaligen Nieder-
schlag in einer wissenschaftlichen Publikation, abhängig vom Medium, in der Regel ein halbes bis andert-
halb Jahre (vgl. Pfeiffer 1992, S. 142). 
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Tabelle 2. Schema der Fachtexttypologie; Quelle: eigene Darstellung in Anlehnung an Baumann 
und Kalverkämper (Baumann und Kalverkämper 1992). 
Schriftliche Textsorten 
didaktisch-instruktive Texte fortschrittsorientierte, 














































Neben den Fachtexten und speziell vor dem Hintergrund einer ganzheitlichen medialen 
Betrachtung eines Sachverhaltes als Vision der Digital Intelligence wächst auch die Be-
deutung anderer Textsorten wie Pressemitteilungen oder internetspezifische Medienfor-
mate an und damit auch die Herausforderungen an die Umsetzung der Digital Intelligen-
ce, denn letztere Formate zählen zu den informellen und damit weniger strukturierten 
Textquellen. Je nach Ziel, Fragestellung und Herkunft der Auftraggeber der Digital Intel-
ligence muss ein Quellen-Mix in Betracht gezogen werden. Als machbarkeits- sowie an-
forderungsbedingte Grundlage einer Digital Intelligence in einem global agierenden Au-
tomobilkonzern mit einem kontinuierlichen Scanning zählen erfahrungsgemäß möglichst 
umfassende Zugänge zur globalen wissenschaftlichen Literatur-, Patent sowie Presseland-
schaft und optimalerweise die Möglichkeiten der Exploration nutzergenerierter Textinhal-
te in Webformaten wie Blogs oder Foren. Eine Versuch einer ersten eher globalen Wer-
tung entsprechender Medienformate nach potenziell frühaufklärungsinteressierten Fach-
bereichen bietet Tabelle 3. Zum besseren Verständnis werden auch die idealtypischen 










Tabelle 3. Bewertung der für die Digital Intelligence im automobilen Kontext relevantesten 
Textsorten nach Fachbereichen; Quelle: eigene Darstellung. 


































































Identifikation neuer, langfristig potentiel-ler 
automobilrelevanter technologischer Trends, 
Sachverhalte und ihrer Key-Player, um 
Trendsetter oder mindestens Fast Follower zu 
sein im automobiltech-nologischen Umfeld 
groß groß mittel kontext-spezifisch 
Entwicklung  
Identifikation seriennaher automobiltech-
nischer Sachverhalte, Trends und ihrer Key-
Player, um automobile Produkte und Dienst-
leistungen – für die der Kunde bereit ist zu 
zahlen – möglichst günstig in Serie zu brin-
gen 





Analyse der Unternehmensdarstellung im 
Medienumfeld, um die Einstellung der Öf-
fentlichkeit gegenüber der Organisa-tion zu 
beeinflussen oder zu verändern 




/mittelfristiger Informationen, um den Erfolg 
des Unternehmens zu wahren und dessen Ex-
pansion zu ermöglichen 
keine keine mittel kontext-spezifisch 
Sobald ein Sachverhalt – zum Beispiel die Nutzung einer Technologie im automobilen 
Kontext oder speziell in einem Automodell – in der Presse erscheint, ist er der Allge-
meinheit zugänglich und nicht mehr für die Forschung, sondern für die Unternehmens-
kommunikation eines Automobilherstellers mit innovativem bzw. sogar inventivem 
Selbstverständnis als Issue von primärem Interesse. Dennoch sollte die Analyse von Pres-
sedokumenten in der Digital Intelligence mit dem Ziel eines ganzheitlichen medialen 
Scannings nicht an Relevanz verlieren. Denn nur so kann sie Auskunft über den ganzheit-
lichen medialen Lebenszyklus und Reifegrad von Sachverhalten geben. Die Bedeutung 
der internetspezifischen Medienformate im Kontext von Unternehmensbereichen oder der 
Digital Intelligence ist nicht systematisch erforscht und von Fall zu Fall unterschiedlich 
zu bewerten. So wird z. B. ein Blogbeitrag zu einem Issue für die Digital Intelligence um-
so relevanter, je wahrscheinlicher es ist, dass der Autor aus einem Milieu von Innovatoren 
oder frühen Anwendern kommt. Sicher ist dennoch, dass die Bedeutung internetspezifi-
scher Medienformate für die Digital Intelligence in Form des ganzheitlichen medialen 
Scannings und Identifikation schwacher Signale enorm anwächst. 
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6   Informetrie: Bibliometrie, Szientometrie, Webometrie 
Die Disziplin der Informetrie (informetrics) wurde 1979 von Nacke (Nacke 1979) als 
Anwendung mathematisch-statistischer Methoden auf Sachverhalte des Informationswe-
sens erstmals als Teilbereich der Informationswissenschaft bestimmt. Sie misst und inter-
pretiert (quantifiziert) die geschriebene Kommunikation und ihre Struktur nach Themen, 
Medienformaten, Informationsquellen oder Regionen aus Makroperspektive mit mathe-
matisch-statistischen Methoden: die publizistische Leistung, die Kommunikationskanäle, 
den Wirkungsgrad sowie das Wirkungsgefüge (personelles, institutionelles, regionales 
oder thematisches) von Informationsprodukten und ihrer Autoren (vgl. Jokic und Ball 
2006, S. 10). Die Informetrie soll als übergreifende Disziplin für die Bibliometrie (bibli-
ometrics), die Szientometrie (scientometrics) und die Webometrie (webometrics) verstan-
den werden, obwohl sie selber der Informationswissenschaft, die Bibliometrie der Biblio-
thekswissenschaft, die Szientometrie der Wissenschaftswissenschaft und die Webometrie 
der Untersuchung von Webstrukturen zugeordnet wird. Sie grenzen sich durch die Objek-
te ihrer Forschung ab, während sich die angewendeten Methoden in allen vier Bereichen 
überschneiden.  
Der Begriff Bibliometrie wurde maßgeblich von Pritchard (Pritchard 1969) im Jahr 1969 
geprägt. Sie untersucht quantitativ wissenschaftliche Dokumentation, Informations- und 
Kommunikationsprozesse anhand unterschiedlicher wissenschaftlicher Informationsquel-
len. Ihre bekanntesten Methoden sind die Publikations- und Zitationsanalyse.  
Während die Bibliometrie eher einen inhaltlichen Fokus auf die Untersuchung wissen-
schaftlicher Veröffentlichungen hat, legt die Szientometrie ihren Schwerpunkt auf die 
quantitativen organisationellen Aspekte der Entstehung, Verbreitung und Benutzung wis-
senschaftlicher Informationen mit dem Ziel, Mechanismen wissenschaftlicher Forschung 
als soziale Aktivität bzw. Informationsprozess besser zu verstehen (vgl. Jokic und Ball 
2006, S. 16). 
Die Anwendung informetrischer, hauptsächlich der Bibliometrie und Szientometrie ent-
stammender, Methoden auf das World Wide Web ist der Schwerpunkt der Webometrie, 
die Almind und Ingwersen 1997 als Erste bestimmten (vgl. Almind und Ingwersen 1997). 
Die Informetrie ist eine Disziplin, die alle oben genannten Datenexplorationsmethoden, 
die die anwendungsorientierte Analyse von Daten, Metadaten und wenn möglich auch 
Textdaten und somit auch unstrukturierter, semistrukturierter sowie explizit strukturierter 
multidimensionaler zeitorientierter Daten zum Ziel haben, umfasst. Sie sucht nach empi-
rischen Regelmäßigkeiten, nach denen sich die unterschiedlichen digitalen Informations-
quellen unterschiedlichster Fachbereiche erfahrungsgemäß verhalten. 
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Um dies zu ermöglichen, hat sie auch zum Ziel, entsprechende Indikatoren aufzustellen. 
Einen großen empirischen Aufwand auf Basis von Metadaten betreiben in diesem Rah-
men z. B. Porter und Cunningham. Sie stellen einen Indikatorenkatalog für die fort-
schrittsorientierte technologische wissenschaftliche Literatur auf Basis entsprechender 
Metadaten auf (vgl. Porter und Cunningham 2005). Dabei stellt seine Arbeit nur einen 
kleinen Teil der potentiell für die Informetrie (im Kontext der Digital Intelligence) rele-
vanten Indikatoren dar. Neben Indikatoren aus Publikationsanalysen (z. B. Quantität und 
Qualität von Veröffentlichungen, Zitierungen, Kozitationen, Kookkurrenzen) und Patent-
analysen (Quantität und Qualität von Patenten)15 werden in der wissenschaftlichen Litera-
tur auch Indikatoren über den Umfang und die Änderungen des Ressourceneinsatzes (z. 
B. Personal oder sachliche Investitionen) für die Forschung und Entwicklung einzelner 
Institutionen sowie ganzer Branchen und Länder, Indikatoren für Unternehmenskommu-
nikation und Kundenwahrnehmung auf Basis von Presse-, Blog-, Foren- oder Beschwer-
demanagementanalysen bis hin zu Kennzahlen für ein Volkswirtschaftswachtsum bespro-
chen. 
Entsprechende Erkenntnisse würden durch eine informationstechnische Perspektive allein 
nie erkannt bzw. nach ihnen würde nicht gefragt werden. Während die informationstechn-
sche Forschung in der Datenexploration durch Datenabfragen, OLAP-Systeme, Data Mi-
ning, Text Mining oder Web Mining die methodische und technische Herausforderung 
anspricht – was die folgenden Kapitel genügend belegen, untersucht die Informetrie Da-
ten und Informationsquellen inhaltsbezogen – dies natürlich unter Rückgriff auf Metho-
den der Informatik. Im Zusammenspiel beider liegt folglich die Wurzel für den Erfolg 
anwendungsorientierter Digital Intelligence16 und damit für ihre potentiellen Kunden; für 
Bibliothekare und Informationsspezialisten zur Auswertung von Beständen und Entschei-
dungsunterstützung bei Erwerb von Publikationen, für Wissenschaftler und Forscher zur 
Auswertung eigener und fremder Publikationsleistungen und für Geldgeber oder Unter-
nehmen zur strategischen Entscheidungsunterstützung. 
                                                          
15 Vgl. z. B. Price 1963; Kostoff 1993; Kostoff 1994; Narin, Loivastro et al. 1994; Porter und Detampel 1995; 
Ernst 1996; Watts und Porter 1997; Zhu und Porter 2002; Ernst 2003; Trippe 2003; Kostoff, Boylan et al. 
2004; Courseault 2004; Kongthon 2004; Brenner 2005; Porter 2005; Porter und Cunningham 2005; Enstha-
ler und Strübbe 2006, S. 63-112, 123-167; Kostoff, Rigsby et al. 2006; Tiefel und Schuster 2006; Gemün-
den und Birke 2007, S. 116ff.; Haupt, Kloyer et al. 2007, S. 55ff.; Lichtenthaler 2008, S. 64, 69, 75f. 
16 Canongia identifiziert Synergien zwischen Competitive Intelligence, Wissensmanagement und Technologi-
scher Frühaufklärung (Canongia 2007). 
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7   Informationssysteme im Kontext der Digital Intelligence 
Porter, einer der renommiertesten betriebswirtschaftlichen Wissenschafter im Bereich des 
Strategischen Managements, erkannte bereits im Jahre 1980, dass Systeme, konkret Sys-
teme der Competitive Intelligence zur organisierten Sammlung, Aufbereitung und Analy-
se der Masse an relevanten Daten nützlich sind (vgl. Porter 1980, S. 71-74). Dies gilt heu-
te umso mehr. Die Digital Intelligence sowie entsprechende Systeme und deren Notwen-
digkeit für die Praxis sind weitestgehend anerkannt. Allerdings stellen nicht unbedeuten-
de Autoren (Krystek und Müller 1999; Buchner und Weigand 2002; Loew 2003) eine 
starke Diskrepanz zwischen ihrer Bedeutung und ihrer praktischen Umsetzung fest. Ope-
rative und dispositive Controlling-, Indikatoren- oder Geschäftskennzahlsystemen kom-
men in der Praxis häufig zum Einsatz. Umfassende Frühaufklärungsinformationssysteme 
im Sinne einer Perspektive von der externen auf die interne Welt bzw. einer Identifikation 
schwacher Signale haben bisher keine weite Verbreitung gefunden. Noch immer stellt 
sich die Frage, was schwache Signale überhaupt sind und wie sie zu erkennen sind (Loew 
2003). Als Hauptgründe für die festgestellte Implementierungslücke werden  
• der weiterhin hohe Ressourcenaufwand speziell für kleinere und mittlere Unter-
nehmen jedoch auch für Großunternehmen genannt sowie 
• eine „Kosten-Nutzen-Disparität“, das heißt, dass einem hohen Kostenblock am 
Anfang ein nur langfristig realisierbarer und nur schwer erkennbarer Nutzen ge-
genübersteht. 
So bedeutend das Thema der informationstechnologischen Unterstützung im Kontext von 
Systemen zur Information bzw. zum Informieren ist, so vielfältig ist auch das genutzte 
Vokabular. Englische und deutsche Begriffe wie Management Information System, Exe-
cutive Information System, Chefinformationssystem, Führungsinformationssystem, Ma-
nagement-Unterstützungssystem; Decision Support System, Entscheidungsunterstützungs-
system; operatives, analytisches, betriebliches Informationssystem, Enterprise Informati-
on System; Wettbewerbsinformationssystem, Competitive Intelligence System oder Exper-
tensystem im Kontext der für die Digital Intelligence relevanten Informationssysteme be-
weisen dies. Sie entstammen unterschiedlichen Anwendungen bzw. sind auf verschiedene 
Entwicklungsstufen oder anvisierte Personengruppen zurückzuführen.17 Unter Informati-
onssystem ist nach Winkler allgemein eine 
                                                          
17 Gluchowski, Gabriel et al. unterscheiden zwischen (1) Basissystemen (z. B. Textverarbeitung, Tabellenkal-
kulation, Grafikverarbeitung oder Terminplanung) , so genannten (2) Führungsinformationssystemen (vgl. 
Executive Information System, Chefinformationssystem, Management-Unterstützungssystem, Manage-
ment-Informationssystem: z. B. kommunikations- und datenunterstützende Systeme wie E-Mail, Standard- 
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Definition: „aus menschlichen und technischen Komponenten [bestehende Gesamt-
heit, die] der funktionsorientierten Sammlung, Speicherung, Verarbeitung 
und Distribution von sowie der Recherche in Informationen [dient], um 
mit Hilfe eines definierten Informationsangebotes eine organisationsin-
terne oder organisationsübergreifende Informationsnachfrage zu befrie-
digen bzw. zu generieren.“ (Winkler 2003, S. 6) 
Folglich sollte ein Informationssystem nicht nur auf technische bzw. technologische 
Komponenten wie Hardware, Datenbanken oder Software reduziert werden, sondern als 
ein System miteinander kommunizierender Menschen und Maschinen verstanden werden, 
die Informationen sowohl erzeugen als auch benutzen. Ein technisches System allein 
kann kaum informieren. Es kann nur Mittler von Informationen zwischen Informations-
anbietern und -abnehmern sein. Entsprechend sind auch der  
• Mensch und sein Verhalten auf Grundlage seiner Ziele, Wünsche und Werte,  
• die Organisation als soziales und soziotechnisches System,  
• die Schnittstelle zwischen Mensch und Maschine sowie  
• die Daten und all deren Anwendungen  
von großer Bedeutung in der Forschung an und Erforschung von Informationssystemen. 
Werden in Literatur und Praxis Informationssysteme besprochen, sind operative und 
dispositive sowie nur eingeschränkt strategische Fragestellungen Thema. Diese Un-
gleichheit ist leicht zu erklären. Strategische Aufgaben beruhen auf vageren oder unsiche-
ren Informationen (auch weniger strukturierten und impliziten Daten) und sind daher 
schwer zu operationalisieren und Informationstechnologien weniger zugänglich. Obwohl 
alle oben genannten Aufgabenebenen (operativ, dispositiv, strategisch bis normativ) 
grundsätzlich auch in allen Organisationsbereichen einer Unternehmung (wie zum Bei-
spiel der Produktion, Entwicklung oder Forschung) anzutreffen sind, nimmt im Allge-
meinen die Klarheit und Sicherheit des den Organisationsbereichen zugrundeliegenden 
Informationsgehalts in Bezug auf Inventionen und Innovationen im fortgesetzten Pro-
duktentstehungsprozess zu und deren strategische Relevanz bzw. Einfluss ab. So werden 
strategische Produktentscheidungen und auf jeden Fall Eigenschafts- sowie Funktionsent-
scheidungen eher in der Forschung oder Entwicklung getroffen als in der Produktion.  
Personengruppen- (Analyst oder Entscheidungsträger) oder rein entwicklungsstufenbe-
dingte Unterteilungen von Informationssystemen (Basis-, Führungsinformations- oder 
Entscheidungsunterstützungssysteme) sind nicht zeitgemäß. Als sinnvoller erweisen sich 
dagegen aufgaben- bzw. tätigkeitsorientierte Unterteilungen sowie Unterscheidungen 
nach dem Reifegrad der Informationssysteme. Letzteres unternimmt unter anderem 
                                                                                                                                                               
oder Ad-hoc-Berichte) und (3) Entscheidungsunterstützungssystemen (vgl. Decision Support System: z. B. 
Simulationen, Prognosen oder Modellierungen) (vgl. Gluchowski, Gabriel et al. 1997, S. 239, 244). 
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Mummert Consulting mit der Vorstellung eines speziell auf die Business Intelligence zu-
geschnittenen Reifegradmodells (Abbildung 4). 
 
Abbildung 4. Zunahme des Reifegrades von Informationssystemen; Quelle: eigene Darstellung in 
Anlehnung an Mummert Consulting (Mummert Consulting AG 2004). 
In den sechziger Jahren kamen pauschal erste informationstechnologisch unterstützte 
Führungsinformationssysteme zur Anwendung, die auf Basis operativer Systeme in peri-
odischen Abständen Standardberichte im Sinne umfangreicher Computerausdrucke ohne 
zweckgerichtete Vorverdichtung automatisch generierten und wegen fehlender Interakti-
onsmöglichkeiten das mühsame Heraussuchen relevanter Informationen dem Nutzer 
überließen (vgl. „Vordefiniertes Berichtswesen“). Seit den siebziger Jahren wurden inter-
aktive Systeme im Sinne von problembezogenen Methodenbaukästen entwickelt, die den 
Planungs- und Entscheidungsprozess punktuell unterstützten und verbesserten. Dabei 
handelte es sich anfangs um fachbereichsspezifische Kennzahlensysteme, die schrittweise 
auf die ganze Unternehmung mit einer einheitlichen Semantik, einer Integration sowohl 
verschiedener Fachbereiche als auch externer Daten erweitert wurden. Laut Chamoni und 
Gluchowski ermöglichen Führungsinformationssysteme seit Mitte der achtziger Jahre 
über die reine Informationsversorgung hinaus auch „eine Kommunikationsunterstützung 
auf der Basis intuitiv benutzbarer und individuell anpassbarer Benutzeroberflächen“ oder 
intelligente Analysemethoden (z. B. Data Mining) (Chamoni und Gluchowski 2006). In 
Verbindung mit einer Datenversorgung in Echtzeit und teilweise mit einer automatisier-
ten Prozesssteuerung anhand von Regeln bzw. Indikatoren sprechen Mummert Consul-
ting von einem „aktiven Wissens-Management“ als höchstem Reifegrad (Mummert Con-
sulting AG 2004). Für eine breitere Bewertung von Informationssystemen empfehlen sie 
die Ergänzung der fachlichen und organisatorischen Perspektive (die Entwicklung von 
partiellen hin zu ganzheitlichen sowie von operativen über dispositive hin zu strategi-
schen Systemen) um eine technische Dimension. Sie sprechen von einer technischen Rei-
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fegrad-Entwicklung von Reportings18 über Data Marts19, Data Warehouse und Knowled-
ge Warehouse20 bis hin zu einem Active bzw. Real Time Warehouse. Damit sollen auch 
unstrukturierte neben strukturierten Daten, konzeptuelle Strukturen und Metadaten zum 
intelligenten Umgang mit den gespeicherten Daten, dezentrale (oder sogar agentenbasier-
te) Informationsverteilungen sowie maßgeschneiderte Zugänge zu verschiedensten Me-
dienelementen (Datenbanken, Präsentationen, auditive oder audiovisuelle Daten) zeitori-
entiert in Echtzeit unterstützt werden. Unter Data Warehouse, als dessen Vater Inmon 
gilt, ist eine Art zentrales oder dezentrales Datenlager zu verstehen, das heterogene Inhal-
te aus Daten unterschiedlicher Quellen, Größen, Typen, Wertebereiche, Strukturen, Di-
mensionen, Zeitangaben samt Metadaten integriert. Um ein optimal funktionierendes In-
formationssystem zu gewährleisten, müssen die heterogenen Daten themenorientiert21, 
integriert22, chronologisiert23 und persistent24 gesammelt und gehalten werden (vgl. In-
mon und Hackathorn 1994, S. 25f.). Entscheidend dabei ist, dass ein Data Warehouse 
nicht streng zentral vorliegen braucht. Vor dem Hintergrund der enormen weltweiten Da-
tenflut können sie auch an unterschiedlichen Orten und in verschiedensten Formaten vor-
liegen, solange durch ein Datenverwaltungsmanagement ein schneller und sicherer integ-
rierter Zugriff auf alle für eine Aufgabe relevanten Daten von jedem gewünschten Ort zu 
jeder Zeit ermöglicht wird. Dies kann mit einer dezentralen Datenverwaltung mitunter 
sogar besser gewährleistet werden. 
Im Kontext von Informationssystemen ist kritisch zu bemerken, dass die wesentlichen 
wirtschaftswissenschaftlichen und wirtschaftsinformatischen Arbeiten zu diesem Thema 
mit genannten oberflächlichen Beschreibungen bestechen, jedoch auf die einzelnen tech-
nologischen Details, Datenarten und -eigenschaften nicht näher eingehen. Dabei ist ent-
scheidend, welche Daten in einem Datenlager wie und unter welchen Fragestellungen ag-
gregiert werden, um eine vorteilhafte Situation längerfristig, zielbewusst und planvoll – 
mit anderen Worten: mit einer Strategie – anzustreben. Es ist nicht entscheidend, alle 
möglichen internen und externen Daten zugänglich zu machen, sondern die richtigen Da-
ten am richtigen Ort zur richtigen Zeit zur Verfügung zu stellen und mit den richtigen 
Methoden und Fragestellungen zu verarbeiten. Die große Vision, auf alle durch Men-
                                                          
18 Mit folgenden Eigenschaften: statistische Berichte; einfache Darstellungen (z. B. Listendruck); nur lokale 
Standards; parametergesteuerte Abfragen; eingebettet in operative Systeme; keine Datenintegration. 
19 Entspricht einem langfristig gehaltenen Datenbestand innerhalb eines Data Warehouse (Datenbestand), der 
nur einen einzelnen Unternehmensteil mit Informationen versorgt („Insellösung“) und damit keine unter-
nehmensweite Datenbasis in Form eines Data Warehouse repräsentiert. Eine Historisierung der Daten für 
z. B. Zeitreihenanalysen und erweiterte Ad hoc-Analysen werden bereits ermöglicht. 
20 Der noch nicht standardisierte Begriff Knowledge Warehouse soll das Data Warehouse um die Integration 
semistrukturierter Daten und entsprechender Analysewerkzeuge (z. B. Text Mining) erweitern und unter-
stützt komplexe Prozesse durch Workflow- und Content-Management oder Portaltechnologien. 
21 Die Strukturierung der Daten im Data Warehouse orientiert sich an der Analyseproblematik. 
22 Die heterogenen Daten unterschiedlicher Quellen werden in vereinheitlichter Form gehalten. 
23 Die Daten werden chronologisch gesammelt und mit Zeitstempeln versehen, um Analysen über zeitliche 
Veränderungen oder Entwicklungen der Daten zu ermöglichen. 
24 Die Daten werden dauerhaft gespeichert. 
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schen oder Maschinen bzw. Daten repräsentierte Informationen einer Organisation 
zugreifen zu können gemäß der Wissensmanagementdevise „Wenn Ihr Unternehmen 
wüßte, was es alles weiß“ (Davenport und Prusak 1999), ist sinnvoll jedoch nutzlos, wenn 
nicht beantwortet werden kann, wofür dieser Zugang genutzt werden soll bzw. welche 
Fragen gestellt werden und wie sie beantwortet werden sollen. Informationen alleine stel-
len noch längst kein handlungsorientiertes Wissen dar. Es ist sogar ineffizient, sich um 
den Zugang zu „allen“ Daten zu bemühen, wenn nur eine Detailfrage beantwortet werden 
soll. 
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B1 – Betriebswirtschaftliche Grundlagen der 
Digital Intelligence 
Eine der größten Herausforderungen für Unternehmen ist der Umgang mit Unsicherheiten 
über die Zukunft. Allaire und Firsirotu schlagen drei pragmatische Strategien vor, um 
damit umzugehen (vgl. Allaire und Firsirotu 1989):  
1. die Erstellung möglichst treffsicherer Prognosen, 
2. die Beeinflussung der Umwelt durch Ausspielung der eigenen Macht oder 
3. flexibel sein und sich möglichst rasch an sich ändernde Umweltbedingungen an-
passen. 
Unabhängig davon, welche Strategie ein Unternehmen primär verfolgt, ist es immer von 
Vorteil, sich systematisch mit Zukunftsfragen zu beschäftigen und damit die eigene Sen-
sibilität gegenüber Veränderungen im Umfeld zu erhöhen sowie Möglichkeitsräume der 
aktiven Mitgestaltung der eigenen Zukunft zu erweitern. Über den Tellerrand zu schauen 
und kontinuierlich nach gesellschaftlichen und technologischen Trends und Neuem in der 
Außenwelt zu suchen und in Strategien umzusetzen, ist im Vielmarkenkonzern Volkswa-
gen organisatorisch die Aufgabe der Abteilung Zukunftsforschung. Aus wissenschaftli-
cher Sicht insbesondere im deutschen Sprachraum ist es die Aufgabe der Strategischen 
Frühaufklärung. Es wäre nicht zielführend, alle diskutierten Ansätze der Strategischen 
Frühaufklärung sowie der Innovations- und Diffusionsforschung herzuleiten und einander 
zuzuordnen. Folgendes Kapitel hat daher nur zum Ziel, dem Leser die Vielfalt der unter-
schiedlichen Aspekte der Strategischen Frühaufklärung als Rahmen der Digital Intelli-
gence zu verdeutlichen und erste betriebswirtschaftswissenschaftliche Grundlagen zu 
schaffen. Besonderes Interesse wird auf die Diffusionsforschung sowohl aus Markt-, 
Technologie- als auch Informationsquellenperspektive gelegt. 
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8   Strategische Frühaufklärung 
Vor dem Hintergrund der nachfolgend genauer beschriebenen Literaturquellen (Pfeiffer 
1992; Liebl 1996; Keller 1997; Kunze 2000; Liebl 2005; Rohrbeck und Gemuenden 
2006) wird die Strategische Frühaufklärung wie folgt definiert: 
Definition: Die Strategische Frühaufklärung versteht sich als wissensorientierte 
Dienstleistung zur Vorbereitung und Unterstützung strategischen Zu-
kunftshandelns mit dem konkreten Ziel der Sicherung zukünftiger Er-
folgspotenziale und des Aufbaus quantitativer und qualitativer Nutzenpo-
tenziale einer Organisation bzw. Institution. Sie umfasst die systemati-
sche, professionelle, entscheidungsorientierte und wettbewerbsorientierte 
bzw. strategische Suche, Sammlung, Analyse und Verteilung von relevan-
tem, rechzeitigem, zukunftsgerichtetem und handlungsorientiertem Wis-
sen (Intelligenz) über latent vorhandene Chancen und Bedrohungen aus 
dem wirtschaftlichen, technologischen und gesellschaftlichen Umfeld. 
Unter Intelligenz ist demnach das rechtzeitige Erkennen, Verstehen und 
Bewerten der Muster hinter den sowohl explizit als auch implizit (latent) 
vorhandenen Informationen (Trends, schwache Signale und Diskontinui-
täten) zu verstehen – wenn folglich begriffen wird, wie etwas funktioniert, 
was zusammenhält und warum jemand handelt, um daraus Strategien zu 
entwickeln. 
8.1   Facetten und historische Entwicklung 
Wissenschaftlich maßgebend geprägt durch Ansoff (vgl. Ansoff 1975), Bright (vgl. 
Bright 1970; Bright 1973) und Mintzberg (vgl. Mintzberg 1987) gibt es für die prospekti-
ven Disziplinen keine allgemein gültige Definition. Sie umfassen ein „sich dynamisch 
weiterentwickelndes Mosaik von Tätigkeitsfeldern“ (Ruff 2003, S. 40). Die anschließend 
eigen erstellte Begriffsliste vermittelt zwar keinen umfassenden, dennoch die Breite und 
Vielfalt prospektiver Disziplinen aufzeigenden Eindruck samt einschlägiger Literatur: 
• Zukunftsforschung oder -gestaltung (vgl. Kreibich 1995; Steinmüller 1997; Krei-
bich 2000; Burmeister, Neef et al. 2002; Z-Punkt 2002; Ruff 2003; Dürr und 
Kreibich 2004), 
• Future(s) Research (vgl. Porter, Ashton et al. 2004; Gordon, Glenn et al. 2005), 
Future Studies oder Future Management (Zukunftsmanagement) (vgl. Micic 
2006), 
• Trendforschung25 (vgl. www.horx.com; www.sdi-research.at; 
www.trendbuero.de; GDI 2006), 
                                                          
25 In der Trendforschung sollen drei Anwendungskontexte hervorgehoben werden: (1) die noch relativ junge 
(gesellschaftliche) Trendforschung, der häufig Unwissenschaftlichkeit und Unseriosität vorgeworfen wird 
 38
• Corporate oder Strategic Foresight bzw. Forecast und, thematisch konkreter, 
Technology, Society und Consumer Foresight (vgl. Martin 1995; Anderson 1997; 
Henard und Szymanski 2001; Peterson 2002; Salo, Gustafsson et al. 2003; Carl-
son 2004; Canongia 2007) oder Forecast (vgl. Martino 1983; Porter, Roper et al. 
1991; Martino 1992; Gerybadze 1994; Vanston 1995; Watts und Porter 1997; 
Armstrong 2001; Holtmannspötter und Zweck 2001; Martino 2003), 
• die deutschen Entsprechungen Strategische, Technologische oder Gesellschaftli-
che Frühaufklärung, -erkennung oder -warnung (vgl. Pfeiffer 1992; Liebl 1996; 
Keller 1997; Kunze 2000; Liebl 2005; Rohrbeck und Gemuenden 2006), 
• allgemein Vorausschau oder Prognose;  
• (Strategisches) Issues Management26 (vgl. Liebl 1994; Liebl 2003; Ruff 2003), 
• Competitive oder Competitor Intelligence (vgl. Mockler 1992; Götte und von 
Pfeil 1997; Vedder, Vanecek et al. 1999; West 1999; Kunze 2000; Westner 2003; 
Porter 2005; Michaeli 2006; Romppel 2006; Canongia 2007), 
• Business Intelligence (vgl. Herring 1988; Gentsch und Grothe 2000; Gluchowski 
2001; Mertens 2002; Kemper, Mehanna et al. 2004; Mummert Consulting AG 
2004; Chamoni und Gluchowski 2006), 
• Market oder Technology Intelligence (vgl. Brockhoff 1991; Brenner 2005; Porter 
2005). 
Die genannten Termini bezeichnen junge wissenschaftliche Disziplinen oder wissensori-
entierte Dienstleistungen, die sich in relativ kurzem Zeitraum als beachtliches Segment 
der Beratungsbranche etabliert haben (vgl. Pfadenhauer 2004, S. 2) und vorwiegend ein 
gemeinsames Ziel haben: strategische Unsicherheiten zu reduzieren, indem sie potentiell 
alle Quellen von Unsicherheiten erfassen, die für den Unternehmenserfolg relevant sind. 
Dabei gibt es vor dem Hintergrund einer komplexen dynamischen Welt verschiedene 
Grade an Unsicherheiten wie z. B. nach Courtney: eine klare Zukunft, alternative Zukünf-
te bzw. eindeutig definierbare Szenarien, ein Bereich möglicher Zukünfte, völlige Ambi-
guität (Courtney, Kirkland et al. 1997) sowie eine enorme Bandbreite an Quellen von Un-
sicherheiten. Diese sind z. B. in folgenden Umfeldern zu suchen: Technologie, Wettbe-
                                                                                                                                                               
(vgl. Pfadenhauer 2004, S. 2), (2) der auch kritisch gemusterte Kontext der technischen Analyse von Bör-
sentrends im Finanzgeschäft sowie (3) die Trendforschung in der Klimaforschung (vgl. Rapp 1999). 
26 Das Issues Management unterscheidet inhalts- und methodenbezogen zwischen mehreren Forschungstradi-
tionen (vgl. Liebl 1994, S. 362-364; Liebl 1996, S. 99; Liebl 2005). Den Rahmen bilden zum einen kom-
munikationsorientierte und zum anderen strategieorientierte Ansätze in Form von Öffentlichkeitsarbeit, 
Public Relations, Public Affairs, Unternehmenskommunikation oder Regierungsbeziehungen als gezielte 
und auf die Entwicklung geeigneter Maßnahmen gerichtete Beobachtung und Analyse des soziopolitischen 
und soziokulturellen Umfelds eines Unternehmens mit dem Ziel, Missverhältnisse zwischen Unterneh-
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werb, Makroökonomie, Politik und Gesetzgebung, Ökologie, Verhalten von Konsumen-
ten und anderen Stakeholdern. Eine bedeutende Rolle bei der Strategiefindung spielt auch 
die Brille mit der die Zukunft gesehen wird oder werden möchte. Entsprechende Perspek-
tiven können die wahrscheinliche Zukunft, die Zukunft als Chance oder Vision, die ge-
wünschte oder überraschende Zukunft (Wildcards), geplante oder geschaffene Zukunft 
sein.27 Um das Verwischen und die Überschneidungen zwischen allen genannten Diszip-
linen besser zu fassen, können aus abstrakter Sicht folgende sieben W-Fragen helfen: 
• WER?: der Hintergrund, die Perspektive und Motivation der die Disziplin 
Betreibenden, 
• WOZU?: ihr Zweck (explorativ oder normativ),  
• WOHER?: ihre wissenschaftliche (gesellschafts-, wirtschafts- oder naturwissen-
schaftliche) oder regionale Herkunft (Amerika oder Europa),  
• WO / FÜR WEN?: der Kontext ihrer Nutzung (wirtschaftlich-unternehmerisch 
oder gesellschaftlich-politisch), 
• WAS?: ihre inhaltlichen Aspekte (z. B. Technologie, Gesellschaft, Wirtschaft 
oder Individuum), 
• WANN?: ihr zeitlicher Fokus (Analyse der Gegenwart / Vergangenheit oder zu-
kunftsbezogene Prognosen / Entscheidungsfindungen / Umsetzungen) und Hori-
zont (lang-, mittel- oder kurzfristig) oder 
• WIE?: die angewendeten Methoden (quantitativ oder qualitativ). 
Sie fließen auch in Abbildung 5 mit ein, die ein Versuch ist zur Einordnung und Veror-
tung der unterschiedlichen prospektiven Disziplinen. 
Abbildung 5. Einordnung unterschiedlicher prospektiver Disziplinen; Quelle: eigene Darstellung 
in Anlehnung an Rohrbeck, Arnold et al. 2007, S. 4). 
                                                          
27 Vgl. (Micic 2006; Vanston 1995; Bell 1996, S. 3). 
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Abbildung 5 illustriert indirekt auch die idealtypische Entwicklung der wissenschaftlich 
fundierten prospektiven Disziplinen von tendenziell passiven Warn- hin zu aktiven Auf-
klärungssystemen, die zunehmend durch Informationstechnologien unterstützt werden 
und in eine Organisation mit ihren Prozessen und Akteuren integriert werden. Liebl und 
Müller-Stewens beschreiben diesbezüglich drei Generationen, (1) die Frühwarnung, (2) 
die Früherkennung und (3) die Frühaufklärung (vgl. Liebl 1994, S. 365; Müller-Stewens 
2007, S. 559-562):  
1. Die Frühwarnung, die sich im Umfeld eines Krisenmanagements und vom Para-
digma einer stetigen Entwicklung geleitet kommunikationstheoretisch auf das 
(syntaktische) Aufgreifen eines relevanten Signals bezieht mit dem Ziel der früh-
zeitigen Ortung von Risiken. Sie kennzeichnet eine eher unternehmensinterne 
und kurzfristige Orientierung mit quantitativen Informationen wie Kennzahlen 
und Hochrechnungen aus. 
2. Die Früherkennung, die sich im Umfeld eines Chancenmanagements und vom 
Paradigma intensiver Beziehungen zwischen externen und internen Entwicklun-
gen geleitet auf die (semantische) Deutung eines aufgegriffenen Signals bezieht 
mit dem Ziel der frühzeitigen Ortung von Risiken und Chancen. Sie kennzeichnet 
eine sowohl organisationsinterne als auch -externe Perspektive mit engem thema-
tischen Fokus, kurzem bis mittelfristigem Zeithorizont, quantitativen und semi-
qualitativen Indikatoren aus. 
3. Die Frühaufklärung, die sich als erfolgspotenzialorientiertes, strategisches Radar 
versteht und vom Paradigma diskontinuierlicher, durch schwache Signale ange-
kündigter Entwicklungen geleitet sich auf die umfassende (pragmatische) Analy-
se der Wirkung des aufgegriffenen und gedeuteten Signals bezieht mit dem Ziel 
der rechtzeitigen Ortung von Risiken und Chancen und Initiierung von Gegen-
maßnahmen. Sie kennzeichnet eine überwiegend externe Perspektive mit breitem 
thematischen Fokus, langfristigem Zeithorizont und qualitativen, unsicheren 
schwachen Signalen aus. 
Zudem beschreibt Abbildung 5 zwei unterschiedliche Anwendungen der wissenschaftlich 
fundierten prospektiven Disziplinen. Zum einen kennzeichnen Adjektive wie „strate-
gisch“, „strategic“ oder „corporate“ die betriebswirtschaftliche bzw. unternehmensbezo-
gene Diskussion. Sie wird vorwiegend im Rahmen des Technologie- bzw. Innovations-
managements, des strategischen Marketings oder der strategischen Unternehmensplanung 
verankert (vgl. Ruff 2003, S. 40). Die rein wettbewerbsorientierte Perspektive wird durch 
die Disziplinen Competitive bzw. Competitor Intelligence charakterisiert. Zum anderen 
sind entsprechende Aktivitäten auch auf regionaler, nationaler oder supranationaler Ebene 
zu finden. Sie stellen den auf eine ganze Gesellschaft oder Kultur bezogenen Kontext her 
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und werden im angelsächsischen Sprachgebrauch oft mit Future(s) Studies, Future Re-
search oder Foresight und im deutschsprachigen Raum mit Zukunftsforschung oder 
Trendforschung gleichgesetzt. 
Die reine Frühwarnung, -erkennung oder -aufklärung ohne Kundenbezug bildet einen 
eher theoretischen Rahmen, wobei inhaltsbezogen zu unterscheiden ist zwischen dem (1) 
markt-, kunden- bzw. gesellschaftlichen und dem (2) technologischen Strang. Beide zu-
mindest empirisch bislang getrennt voneinander verlaufenden Forschungsrichtungen wer-
den sowohl im anwendungsbezogenen als auch im wissenschaftlichen Kontext zuneh-
mend integriert (vgl. Rohrbeck und Gemuenden 2006). Diese Entwicklung ist notwendig, 
weil sich aussagekräftige Informationen zur Unterstützung von Entscheidungen in einer 
komplexen, sowohl von technologischer als auch gesellschaftlicher Dynamik geprägten, 
Welt nur in einem integrierten Wert- bzw. Wissensschöpfungsmodell ergeben. 
8.2   Methoden 
Die Befassung mit der Zukunft an sich sowie der Zukunft aus strategisch unternehmens-
relevanter Sicht ist ein dem Menschen innewohnendes evolutionsbedingtes Bedürfnis und 
grundsätzlich in jeder Wissen schaffenden Disziplin zu finden. Es bedarf einer disziplin-
übergreifenden Methodologie, die auf Herangehensweisen der Formal- bzw. Idealwissen-
schaften und den Realwissenschaften wie Geistes- und Erfahrungswissenschaften (Natur- 
und Sozialwissenschaften) zurückgreift28, sie in einen gemeinsamen Bezugsrahmen integ-
riert und darüber hinaus eigenständige Methoden29 entwickelt. Trotz einer Vielzahl von 
Synopsen zu prospektiven Ansätzen und Methoden sind laut Steinmüller im Jahre 1997 
„bis heute […] alle Systematisierungsversuche mehr oder weniger gescheitert.“ (Stein-
müller 1997, S. 30). Seine Arbeit stellt auch im Jahr 2008 noch die umfassendste Analyse 
prospektiver Ansätze und Methoden dar. Hervorzuheben sind drei Systematisierungs-
stränge: 
• intuitive30, explorative31, projektive32 und rekursive33 Ansätze, 
• explorative empirisch-analytische, normativ-intuitive, planend-projektierende 
und kommunikativ-partizipative Vorgehensweisen sowie 
• die Gegensatzpaare quantitativer und qualitativer, normativer und explorativer 
Herangehensweise (Steinmüller 1997, S. 30ff.). 
                                                          
28 Hierbei wir auf die Überlegungen von Carnap (Carnap 1991) und seine Einteilung der Wissenschaften nach 
ihrem logischen Status Bezug genommen. Hinzuweise ist darauf, dass auch andere Klassifikationen – z. B. 
nach den Inhalten, den Zielen oder Methoden – durchaus hilfreich und sinnvoll sein können. 
29 Z. B. Zukunftswerkstätten, Brainstorming, Delphi-Techniken, Szenario-Techniken usw. 
30 Brainstorming, Synektik, Delphi-Techniken usw. 
31 Zeitreihen- und Trendextrapolation, Szenario-Techniken, Input-Output-Analysen usw. 
32 Präferenzanalyse, Entscheidungsmodell, Netzplantechnik, Relevanzbaumanalyse usw. 
33 integrierte Managementinformationssysteme, Früherkennungssysteme usw. 
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Freilich ist der Wert solcher Systematisierungen und Bewertungen in der Praxis begrenzt, 
weil viele Methoden abhängig vom jeweiligen Anwendungsgebiet und der spezifischen 
Fragestellung Elemente unterschiedlicher Ansätze pragmatisch kombinieren. Laut Stein-
müller erscheint damit „eine durchgängige, konsistente Klassifikation […] weder erreich-
bar noch unbedingt notwendig“ (Steinmüller 1997, S. 36). Er befürwortet einen pragmati-
schen „Methoden-Mix“ je nach Forschungsdesign.34 Eines der Ziele der Strategischen 
Frühaufklärung ist, schwache Signale bzw. Muster hinter den sowohl explizit als auch 
implizit (latent) vorhandenen Informationen im technologischen, ökologischen, soziokul-
turellen und politischen sowie außen- und binnenwirtschaftlichen Umfeld zu identifizie-
ren und nach einem Abgleich mit den unternehmensinternen Stärken und Schwächen 
konkrete strategische Maßnahmen abzuleiten.  
Um dies zu gewährleisten, kann auf zwei Methoden zurückgegriffen werden, das syste-
matische Scanning des Unternehmensumfeldes und das Monitoring relevanter Einzelphä-
nomene. Während das Scanning – auch Radar bzw. 360-Grad-Radar genannt – in der 
Strategischen Frühaufklärung für die thematisch ungerichtete Suche nach und die Erfas-
sung schwacher Signale als Anzeichen gravierender Veränderungen steht, ist das Monito-
ring eine, auf dem Scanning aufbauende, systematische Beobachtung eines eingeschränk-
ten, klar definierten Sachverhaltes über einen längeren Zeitraum. „Ungerichtet“ im Kon-
text des Scannings heißt, dass grundsätzlich jeder Sachverhalt von Bedeutung sein kann 
und damit nicht vorab ausgeschlossen wird. 
8.3   Prozess 
Liebl teilt den Prozess der Strategischen Frühaufklärung in drei idealtypische Phasen ein 
(vgl. Liebl 2005, S. 122): 
1. die Informationsbeschaffung, die insbesondere aus dem ungerichteten Scanning 
und dem fokussierten Monitoring besteht,  
2. die Diagnose bzw. Analyse, welche Ereignisse und Entwicklungen auf ihren Be-
deutungsinhalt untersucht, ihre Weiterentwicklungen und Konsequenzen eruiert 
und sie unternehmensstrategisch bewertet und  
3. die Strategie-Entwicklung. 
Wird der Prozess der Strategischen Frühaufklärung um die in jeder systematischen Arbeit 
geforderte und unentbehrliche Analyse der Kunden- bzw. Nutzer-Bedürfnisse durch die 
Bedarfsdefinition sowie die Aufbereitung beschaffter Informationen oder Daten ergänzt, 
                                                          
34 Die Digital Intelligence findet sich in allen von Steinmüller genannten Strängen wieder. Sie versteht sich 
gemäß Szenario-Techniken, Zeitreihenanalysen, Trendextrapolationen oder Modellierungsansätzen als 
Kombination einer quantitativ-explorativen Herangehensweise. Als zeitorientierte Datenexploration ist sie 
explorativ und empirisch-analytisch, als Informationssystem samt Intranet-Plattform stellt sie einen rekur-
siven, kommunikativ-partizipativen Ansatz dar. 
 43 
entsteht der in Abbildung 6 gezeigte idealty-
pische Ablauf der Frühaufklärung im weiten 
Sinne: von der (1) Bedarfsplanung zur (2) In-
formationsbeschaffung über die (3) Aufberei-
tung der Quellen und die erste Selektion bis 
hin zur (4) Analyse und (5) Strategie-
Entwicklung sowie Archivierung und Kom-
munikation der Ergebnisse. Dieser Prozess 
läuft nicht linear, sondern rekursiv in mehre-
ren Schleifen ab, bis das Ergebnis zufrieden-
stellend ist. 
Abbildung 6. Idealtypischer Prozess der Strategischen Frühaufklärung / Digital Intelligence; 
Quelle: eigene Darstellung. 
Entscheidend für den Erfolg der Strategischen Frühaufklärung ist eine zielgerichtete und 
gründliche Planung, in der im Vorfeld Fragestellung und Rahmen geklärt werden.35 Auf 
die Bedarfsdefinition fallen laut Kunze und Michaeli zehn Prozent des gesamten Arbeits-
aufwandes ab (vgl. Kunze 2000, S. 151; Michaeli 2006, S. 117).  
Genauso bedeutend, jedoch noch mehr Effizienzsteigerungs- und Entwicklungspotential 
haben die nachfolgenden drei Schritte. Die Strategische Frühaufklärung ist wie kaum eine 
andere Aktivität des Strategischen Managements „geprägt durch eine gravierende Diskre-
panz zwischen der großen Menge an relevanten Informationen einerseits und dem Aus-
maß an Ressourcen andererseits, deren Verwendung zur Erfüllung dieser Aufgabe akzep-
tiert wird.“ (Specht und Möhrle 2002, S. 349). Sie führen weiterhin an, dass „aufgrund 
der Fülle an Information […] selbst die Auswertung oft“ unterbleibt, „wenn sie nicht […] 
arbeitsteilig bewältigt wird.“ Die informationsbeschaffenden, aufbereitenden und -
analysierenden Tätigkeiten beanspruchen eindeutig die meiste Arbeitszeit. An erster Stel-
le steht die Informationsbeschaffung (Primär- und Sekundärrecherche) mit etwa vierzig 
Prozent, darauf folgen die Aufbereitung und Analyse mit dreißig Prozent und die Kom-
munikation und Dokumentation mit zwanzig Prozent des durchschnittlichen Aufwands 
innerhalb des Gesamtprozesses (vgl. Kunze 2000, S. 151; Michaeli 2006, S. 117). Diese 
Aufgaben können durch informationstechnologische Werkzeuge und Verfahren be-
schleunigt und unterstützt werden.  
In der Studie von Michaeli über Competitive Intelligence in Deutschland im Jahre 2006 
gaben jedoch erstaunlich wenig (vierzehn Prozent) der befragten Experten an, bei ihrer 
                                                          
35 Mit den Zielnutzern und Kunden der Strategischen Frühaufklärung (bzw. später Digital Intelligence) muss 
direkt und ausführlich gesprochen werden. In Erfahrung ist zu bringen, wer der Kunde ist, welches Prob-
lem gelöst und welche Entscheidung herbeigeführt werden soll. Die Ergebnisse daraus sind ausschlagge-
bend für die weitere Vorgehensweise, wie zum Beispiel die Quellen- und Methodenauswahl oder die Wahl 
der Art und Weise, der Form (visuell, numerisch oder textuell) und des Detailgrads (von handlungsorien-















Arbeit auf so genannte Wissensmanagement-Software zurückzugreifen, geschweige denn 
auf komplexere Tools zur Effizienzsteigerung der Informationsbeschaffung, -
aufbereitung und -analyse in Form von Technologien und Anwendungen der Datenexplo-
ration wie Text Mining, Data Mining oder Web Mining. Sie bilden die Ausnahme (Mi-
chaeli 2006, S. 20). Selbstverständlich werden informationstechnologische Werkzeuge 
den Frühaufklärungsprozess nie völlig automatisieren können (vgl. Westner 2003, S. 19). 
Doch die Kosten- und Zeitersparnis sowie überhaupt neue Möglichkeiten der Strategi-
schen Frühaufklärung durch innovative informationstechnologische Anwendungen sind 
enorm. An diesem Punkt setzt die vorliegende Arbeit an. 
8.4   Bestimmung wiederkehrender Termini 
Im Kontext der Frühaufklärung sowie Innovations- und Diffusionsforschung werden 
Termini wie Sachverhalt, Invention, Issue, Innovation und Trend oft verwendet. Eine 
einheitliche Definition aller zu finden, ist auch hier nicht einfach, weil sie zum einen in 
der allgemeinen Sprache jedoch auch in vielen Fachdisziplinen unterschiedlich genutzt 
werden. Das Ziel der folgenden Absätze ist eine eigene Bestimmung genannter Aspekte 
vorzunehmen zum besseren Verständnis der vorliegenden Arbeit. 
Innovation 
Innovation bedeutet „Neuerung“ oder „Erneuerung“ und leitet sich aus den lateinischen 
Begriffen novus (neu) und innovatio (etwas neu Geschaffenes) ab. Es steht im Deutschen 
für neue Ideen und Erfindungen (Inventionen) und deren wirtschaftliche Umsetzung und 
grenzt sich somit von der reinen Erfindung (Invention) ab, die vormarktlichen Charakter 
hat. Im wirtschaftswissenschaftlichen Sinne ist die Innovation die Summe aller Pfade von 
der Idee bis zum am Markt erfolgreichen Produkt, nicht allein ihre Erfindung bzw. Inven-
tion (vgl. Schumpeter 1997). Dabei wird die Innovation im engen und im weiten Sinne 
unterschieden. Innovationsforscher verstehen unter Innovation im engeren Sinn den neu-
en Sachverhalt und seine Entwicklung bis zur Markteinführung, unter Innovation im wei-
teren Sinn den neuen Sachverhalt, seine Marktdurchsetzung und Diffusion. Folglich wird 
eine Innovation erst dann ihrem Namen gerecht, wenn Technologie und Gesellschaft bzw. 
Angebot und Nachfrage im Wechselspiel wirken. Eine Invention wird im unternehmeri-
schen Kontext ohne die Nachfrage keinen Gewinn erzielen und folglich auch nicht als In-
novation verstanden werden. 
Invention 
Eine Invention wird vorwiegend mit einem künstlerischen (besonders musikalischen) 
Einfall gleichgesetzt. Im 18. Jahrhundert schufen Komponisten und Theoretiker sogar die 
Inventionslehre (Ars inveniendi), die wesentlich auf der Kombinatorik (Ars combinato-
ria), der Variationskunst und dem Nachahmungsprinzip beruht. Durch den Einzug des In-
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dustriezeitalters und später des Informationszeitalters wird dem Begriff Invention neben 
seinem kulturellen Aspekt vermehrt auch eine technisch-wirtschaftliche Facette zuer-
kannt. Die Invention ist somit ein Einfall oder eine Erfindung sowohl technischer, kultu-
reller als auch wirtschaftlicher Art. Gemäß der Ars combinatoria entstehen Inventionen 
bei Transkontextualität bzw. durch (Re-)Kombination bekannter Sachverhalte. 
Sachverhalt und Issue 
Der Sachverhalt kann dabei eine Summe von untergeordneten Sachverhalten und Einzel-
momenten (Ereignisse, Handlungen) sein, die eine Wirk- oder Bedeutungseinheit in Be-
zug auf ein Geschehen und sein Ergebnis bilden. Sie können durch konzeptuelle Struktu-
ren beschrieben werden, die im Kapitel C behandelt werden. Ein Spezialfall des globalen 
Begriffes Sachverhalt ist das Issue, wie es im Kontext des Issues Management genutzt 
wird. Es bezeichnet ein öffentliches Anliegen bzw. eine politische oder soziale (Streit-
)Frage und bezieht sich sowohl auf ein Ereignis oder eine Gruppe von Ereignissen bzw. 
die mit ihnen zusammenhängenden Vorgänge als auch auf mindestens ein Subsystem der 
Gesellschaft im Unterschied zum Problem eines Einzelnen (vgl. Liebl 1994, S. 360). 
Brown definiert ein Issue im strategischen Sinne als „a condition or pressure, either inter-
nal or external to an organization, that, if it continues, will have a significant effect on the 
functioning of the organization or its future interests.” (Brown 1979, S. 1) Issues, die für 
die Strategische Frühaufklärung relevant sind, werden durch die Schnittmenge der öffent-
lich diskutierten und der organisationsrelevanten Themen repräsentiert. Konkreter be-
stimmt ist ein strategisches Issue ein Thema (1) mit Organisationsbezug und hoher öffent-
licher Aufmerksamkeit, (2) mit starker Tonalität bzw. Polarität (negativer oder positiver 
Charakter) und (3) das Quellen mit hoher Akzeptanz bzw. Glaubwürdigkeit entstammt. 
Trend 
Ein Trend, im Englischen „Verlauf“ oder „Richtung“, wird als alltagssprachlicher Begriff 
im Zuge mit dem allgemeinen Geschmack zu einer bestimmten Zeit (Zeitgeist, Zeitge-
schmack, Mode) genutzt. Im Kontext der Strategischen Frühaufklärung beschreibt er eine 
durchgehende Tendenz einer zeitlichen Entwicklung eines Sachverhaltes in einem be-
stimmten, jedoch längerfristigen Zeitfenster (kurz- bis langfristig) in Form einer Evoluti-
on. Dabei kann der Sachverhalt auch aus mehreren Untersachverhalten bestehen, die so-
wohl einzeln als auch gemeinsam eine generelle, sich nicht plötzlich ändernde Grundent-
wicklung haben. Trends beschreibende Begriffe wie Einzel-, Basis-, Mega- oder Meta-
trends, Konjunkturwellen oder Kondratieff-Zyklen sind insbesondere in der Praxis nicht 
unüblich. In der Statistik wird ein Trend normalerweise als Zeitreihe dargestellt. Er be-
schreibt die quantitative Verbreitungsfacette eines Sachverhaltes (z. B. Kauf oder Ver-
kauf von Aktien), erklärt jedoch nicht die Hintergründe der Entwicklung (z. B. plötzliche 
Sprünge, Ursprung des Sachverhaltes usw.). Für ein Verständnis der Hintergründe ist es 
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entscheidend, auch den qualitativen Aspekt – die semantische oder kontextuelle Verbrei-
tungsfacette – zu analysieren.  
(1) Trends als Prozesse, Verläufe oder Lebenszyklen von Sachverhalten durchschreiten 
mehrere Kontexte und können somit auch als „Trendlandschaften“ bzw. Querschnitts-
entwicklungen beschrieben werden. 
(2) Sie sind meist paradox, hybrid bzw. paradessent (vgl. Shakar 2002). Dies bedeutet, 
dass ein Trend keine Entwicklung entweder in die eine oder andere Richtung ist, sondern 
sowohl in die eine als auch in die andere Richtung verläuft bzw. dass zwei sich scheinbar 
ausschließende Phänomene miteinander verschmelzen, womit eine überraschend neue 
Qualität entsteht.  
(3) Trends sind relativ und nicht absolut. Sie spiegeln nicht die ganze Gesellschaft, son-
dern nur einen Teil wider, auch wenn es bei einflussreichen Trends die Mehrheit betrifft. 
Hier spielen unterschiedliche Einstellungen und Werte von Menschen, ihre bio-
psychologischen Grundlagen (mikrokulturelle Ebene) bzw. die unterschiedlichen Dispo-
sitionen der einzelnen Kundensegmente (mesokulturelle Ebene) als „entscheidende Ver-
mittler“ eine große Rolle (vgl. Mennicken 2000, S. 53ff.). 
Diskontinuität 
Diskontinuitäten sind nicht immanenter Untersuchungsgegenstand der Innovations- und 
Diffusionsforschung, sondern entstammen als Konzept unter anderem der Denkweise der 
Strategischen Frühaufklärung. Sie folgen hier der oberen Bestimmung des Trends als 
evolutionäres Phänomen bzw. Kontinuität, weil sie als Komplementär seiner einen revo-
lutionären Sachverhalt beschreiben.  
Diskontinuitäten, unter anderem auch unter Bifurkation, Breakpoint, Instabilität, Katast-
rophe, Wildcard, revolutionäre Veränderung, Strukturbruch oder Unstetigkeit geführt, 
zeichnen sich durch einen plötzlich radikalen, tiefgreifenden Wandel durch einen qualita-
tiven Sprung (Niveauänderung) oder einen Trendbruch (Richtungsänderung) aus und 
grenzen sich somit von einem allmählichen radikalen Wandel in Form eines Trends als 
durchgehende, langfristige Tendenz einer zeitlichen Entwicklung ab. Sie charakterisieren 
vielmehr dessen Beendigung oder Umwandlung und treten unregelmäßig und häufig auch 
abrupt, plötzlich und unvorhergesehen auf. Als Einzelergebnisse mit nur seltenen histori-
schen Parallelen beruhen sie auf qualitativen Daten, sind somit nur schwer oder gar nicht 
messbar und gewiss nicht prognostizierbar (vgl. Konrad 1991, S. 99f.; Zeller 2003, 





Antizipation und Planung sind zwei grundlegende menschliche Fähigkeit. Sie sichern 
seinen Fortbestand. Überraschungen als Risiken oder Chancen für den Menschen sind auf 
Diskontinuitäten oder signifikante Abweichungen bewusst oder unbewusst antizipierter 
Entwicklung externer Umfeldfaktoren zurückzuführen. Dies ist auch auf Unternehmen 
übertragbar. Strategische Überraschungen sind signifikante Abweichung der vom Unter-
nehmen aus der Vergangenheit in die Zukunft extrapolierten erwarteten Entwicklung aller 
das Unternehmen beeinflussenden Faktoren. Im Rahmen der bereits genannten Erhöhung 
der Sensibilisierung gegenüber Umweltveränderungen möchte die Strategische Frühauf-
klärung entsprechende Überraschungen minimieren. Das Konzept hierfür ist die Identifi-
kation „schwacher Signale“ – im Englischen „weak signals“, die ursprünglich auf Ansoff 
zurückzuführen sind (vgl. Ansoff 1975; Ansoff 1979) und in der deutschen Literatur unter 
anderem von Liebl aufgegriffen worden sind (vgl. Liebl 1994; Liebl 1996; Liebl 2003; 
Liebl 2004). Deren Theorie geht davon aus, dass auch nur schwer zugängliche extreme 
evolutionäre, kontinuierliche (Trends) oder revolutionäre, diskontinuierliche Entwicklun-
gen (Diskontinuitäten) nicht zufällig sind, durch „schwache Signale“ früh- bzw. sogar 
rechtzeitig erfasst werden können und die strategische Planung von Unternehmen somit 
entscheidend verbessern können. Vor dem Hintergrund der vielen unscharfen Definitio-
nen zu schwachen Signalen nicht nur in oben genannten Literaturquellen erscheint eine 
eigene Begriffsbestimmung im Rahmen der vorliegenden Arbeit am sinnvollsten: 
Definition: Schwache Signale sind sich verdichtende Hinweise auf strukturelle Ver-
änderungen bzw. Indizien für latent zunehmende (gerichtete) zeitliche 
Entwicklungen und Diskontinuitäten, die sich anfangs als intuitive Ein-
drücke bei Einzelpersonen niederschlagen und im Laufe der Zeit zu star-
ken Signalen werden, in dem sie sich verdichten, konkreter, sichtbarer 
und messbarer werden. Sie werden als unsichere, inhaltlich unklare, 
schlecht strukturierte Informationsfragmente charakterisiert, die bisher 
keine allzu breite Diffusion erfahren haben und noch keine eindeutigen 
Wirkungszusammenhänge nachweisen können. Die Theorie besagt, dass 
sich die schwachen Signale aufgrund ihres ab einem bestimmten Zeit-
punkt gehäuften Auftretens zu einem gemeinsamen Bild zusammensetzen 
lassen. Sie können sowohl technologischen als auch gesellschaftlichen 
Ursprungs sein und beispielsweise aus der Ontogenese von Technologie 
oder Gesellschaft abgeleitet werden.  
Diese Definition ist zugegebenermaßen unkonkret und fern jeder Operationalisierbarkeit. 
Der wissenschaftliche Diskurs in der Strategischen Frühaufklärung bzw. Zukunftsfor-
schung zu schwachen Signalen ist uneinheitlich und fern jeder Einstimmigkeit. Das theo-
retische Konzept der schwachen Signale wurde in der Praxis noch nie empirisch über-
prüft. Es fehlt sowohl ein theoretisches Konzept oder Modell zur Identifikation der 
schwachen Signale als auch deren Umsetzung in der Praxis. Dabei sollte vor dem Hinter-
grund der gewaltigen Komplexität und Dynamik der Umfeldverwälzungen auf system-
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theoretische Erkenntnisse und entsprechende Analysen komplexer dynamischer Systeme 
zurückgegriffen werden. Sind evolutionäre (Trend) oder revolutionäre Entwicklungen 
(Diskontinuität) in komplexen dynamischen Systemen zu identifizieren, sollten folgende 
Eigenschaften näher betrachtet werden: 
• die Bestandteile, das heißt die Quantitäten des Systems oder entsprechenden Mo-
dells, 
• die Beziehungen bzw. Qualitäten zwischen den Bestandteilen des Systems sowie 
• deren Wandel bzw. Dynamik, das heißt die Bestandteile und Beziehungen des 
Systems im zeitlichen Verlauf.  
Beispiel zur Verdeutlichung von Invention, Innovation, Issue und Trend 
Trotz ihrer je nach Kontext unterschiedlichen Nutzung, gibt es eine Gemeinsamkeit der 
Begriffe Trend, Innovation, Invention und Issue. Sie beschreiben alle einen Sachverhalt 
und seine Entwicklung in einem bestimmten Zeitfenster. Der größte Unterschied besteht 
darin, dass die Qualität bzw. der Kontext des Sachverhaltes sowie das Zeitfenster ein(e) 
andere(r) ist. Anhand des konkreten Beispiels der Etablierung des Automobils in der Ge-
sellschaft sollen die oben genannten Begriffe noch einmal verdeutlicht werden.36 Die Au-
tomobilität ist ein Sachverhalt, der in viele untergeordnete Sachverhalte in unterschiedli-
chen Kontexten untergliedert werden kann.37 Das Mobilitätsverhalten von Menschen vor 
120 Jahren hatte andere Muster und Prinzipien, als wir sie heute kennen. Es gründete auf 
den damals zur Verfügung stehenden Fortbewegungsmitteln (z. B. Pferdekutsche) und 
entsprach bewährten kulturellen Routinen. Erfinder entwickelten Ende des 
19. Jahrhunderts einen Benzinwagen, wobei das Zusammenfügen seiner Einzelteile das 
Neue verkörperte, nicht die Einzelteile wie der Motor selbst.38 Anfangs (1890-1914) nutz-
ten nur wohlhabende Erfinder und Technikenthusiasten den Benzinwagen als Rennma-
schine und zum Prestigegewinn. Die Limousinen als „fahrbare Tempel des Geldes“ stie-
ßen zunehmend auch auf politisches und industrielles Interesse. Erste Ansätze einer Mas-
senmotorisierung und einer verbesserten Infrastruktur (1920-1936) ermöglichten es, dass 
dieses noch immer eher Genuss- denn Transportmittel zum repräsentativen Gebrauchsgut 
wurde und für Gesprächsstoff sorgte. Gestützt von einer geförderten Infrastrukturent-
wicklung und von der Verbilligung durch Massenproduktion, verhalf eine neu entstehen-
de Konsumgesellschaft (in Deutschland nach dem Zweiten Weltkrieg) dem Automobil 
zum Aufstieg, wodurch es bald zum Inbegriff von Freiheit und Selbstbestimmung wurde 
und den Massenmarkt eroberte. 
                                                          
36 Etablierung einer neuen angepassten Routine, eines geübten Standards, eines Massenmarktes (vgl. Walde 
2003, S. 2ff.). 
37 Automobil, Automobilität, Automobilindustrie, Automobilbestandteile, Automobilkunden, Automobilmar-
ken und -typen, Mobilitätsverhalten, Entwicklung des Automobils von der Entstehung bis heute usw. 
38 Inventorisches Handeln: Zweckentfremdung, Entdeckung. 
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Der Sachverhalt eines aus Pferdekutsche und Motor zusammengesetzten „Benzinwagens“ 
ist die Invention. Erst als diese Invention auch ökonomisch gesehen Umsatz oder sogar 
Gewinn erzielte, kann sie Innovation genannt werden.39 Durch die Verbreitung des Au-
tomobils in der Gesellschaft kamen erste politische und soziale (Streit-)Fragen bezüglich 
des Benzinwagens bzw. Automobils auf. Automobilität wurde zum Issue.40 Beispiele für 
Trends sind die Etablierung des Automobils bis in die Nachkriegszeit und das damit auf-
kommende und bis heute andauernde zunehmende individuelle Mobilität und seine Kon-
sequenzen.41 
8.5   Grundlagen der Innovations- und Diffusionsforschung 
Warum und wie es zu Invention, Innovation, Trend oder Diffusion kommt, sind Frage-
stellungen der Inventions-, Innovations-, Trend- sowie Diffusionsforschung. Nach Specht 
und Möhrle beschäftigt sich die Innovationsforschung im Rahmen der Wirtschaftswissen-
schaften „einerseits mit dem Erkennen, im Sinne von Beschreibung, Erklärung und Ver-
ständnis, von Innovationen und andererseits darauf aufbauend mit Gestaltung, im Sinne 
einer Gestaltung von Strukturen und Regelungen für Innovationsprozesse.“ (Specht und 
Möhrle 2002, S. 94) 
Es geht um die terminologische Auseinandersetzung und wissenschaftstheoretische 
Durchdringung des Innovationsphänomens sowie entsprechende empirische Fundierung. 
Dasselbe ist kontextabhängig auch auf die Inventionsforschung übertragbar. Die Innova-
tions- und Inventionsforschung stellen wiederum die Grundlage der Diffusionsforschung. 
Sie verfolgt das Ziel, die zeitliche Diffusion von Sachverhalten, Inventionen oder Innova-
tionen in einem sozialen System zu analysieren und frühzeitig und möglichst genau zu 
antizipieren. Sie stellt damit eine „zeitraumbezogene aggregierte Analyse von Adoptions-
vorgängen dar, wobei interpersonale Ausbreitungsfaktoren […] im Vordergrund der Ana-
lyse stehen.“ (Specht und Möhrle 2002, S. 27; vgl. Bierfelder 1989) 
Vor dem Hintergrund komplexer, dynamischer globaler Märkte, in denen alles und jeder 
in Wechselbeziehung steht, wird die einseitige Suche nach dem Ursprung einer Invention, 
Innovation oder Trends in Form eines „technology push“ oder „market pull“ obsolet. Das 
Neue kann sowohl technischer als auch sozialer, institutioneller oder organisatorischer 
                                                          
39 Eine Innovation im engen Sinne war beispielsweise die erste unternehmerische Markteinführung des Ben-
zinwagens oder das erste Serienautomobil mit elektrischer Benzineinspritzung – seine Marktdurchsetzung 
durch Kundenadoption und Verbreitung durch weitere Automobilhersteller die Jahre danach dagegen war 
eine Innovation im weiten Sinne. 
40 Beispielhafte Issues sind die durch ein wachsendes Automobilaufkommen zugespitzten medialen Diskussi-
onen bezüglich einer öffentlichen Ordnung für den Verkehr Anfang des 20. Jahrhunderts oder das beson-
ders durch die beiden Ölkrisen ins öffentliche Bewusstsein gerufene soziale und politische Streitthema der 
automobilen Umweltverschmutzung, dem Abgasreinigungs- und Kraftstoffsparwellen in den 70er und 80er 
Jahren folgten. 
41 Z. B. die erste automobile Sicherheitswelle von etwa 1959 bis etwa 1980, in der speziell die Verbesserung 
des passiven Insassenschutzes Priorität hatte oder der wachsende Elektrik- und Elektronikanteil am Auto-
mobil seit etwa 1960. 
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Art sein und bewussten (explizite Kognitionen, Verknüpfungen) oder auch unbewussten, 
schleichend verlaufenden Prozessen (zufallsbedingte Verknüpfungen) entstammen. Die 
so genannten Verknüpfungen vollziehen sich durch Kontextüberschreitung oder Umwer-
tung (vgl. Groys 1992) des Sachverhaltes bzw. eine qualitative Änderung, die einer quan-
titativen Verbreitung folgt (z. B. durch Automobilität verändertes Mobilitätsverhalten). 
Zusätzlich kann durch Nachahmung, Imitation oder sogar Zweckentfremdung der ur-
sprünglichen Invention oder Innovation wiederum eine Innovation entstehen. Der Kreis-
lauf beginnt von vorn. Wegen der Kontextbedingtheit kann zusätzlich zwischen einer 
„absoluten“42 Weltneuheit als auch einer relativen, subjektiven Neuheit im Sinne eines 
Unternehmens oder einer Branche unterschieden werden.43  
Es wird immer wichtiger, Informationen von der Markt- und der Technologieseite zeitnah 
zusammen zu führen. Dieser Gedanke ist in der Wissenschaft gereift, hat sich jedoch in 
der Praxis noch nicht umgesetzt.44 Die Idee des Lebenszyklus oder der Diffusion ist nicht 
neu. Die Forschung in der Strategischen Frühaufklärung und der Innovations- und Diffu-
sionsforschung, ging – sicherlich auch aus pragmatischen Gründen – bislang entweder 
von der Markt- oder von der Technologieseite aus und war entsprechend auf deren Be-
dürfnisse ausgelegt (vgl. Rohrbeck und Gemuenden 2006). In der unternehmerischen 
Praxis sowie in der wissenschaftlichen Literatur existieren eine Vielzahl von Lebenszyk-
len, Phasenmodellen bzw. Ontogenesen von Innovationen. Sie sind branchenspezifisch 
und deshalb nicht allgemein verwendbar. Nichtsdestotrotz stellen sie die Grundlage für 
die Zusammensicht von Markt- und der Technologieseite. 
Spuren der Diffusionsforschung sind z. B. bereits beim französischen Soziologen Gabriel 
Tarde zu finden, der 1903 eine auch aktuell noch gültige S-förmige Diffusions- bzw. 
Adoptionskurve beschrieb. Rogers versteht die Diffusion als Informationsfluss über 
Netzwerke und definiert sie als „process by which an innovation is communicated 
through certain channels over a period of time among the members of a social system“ 
(Rogers 1995; vgl. auch Rogers 1976). Er unterscheidet weiterhin zwischen fünf mensch-
lichen Adoptionskategorien45. Generell folgt die Diffusionsforschung der Überzeugung, 
dass ein Trend oder eine Diffusion einer Innovation nicht zufällig ist, sondern einer Reihe 
vorhersehbarer Phasen folgt. Sie konzentrieren sich auf die Untersuchung (1) der Eigen-
schaften einer Innovation, die eine Adoption beeinflussen, (2) des Entscheidungsprozes-
ses bei der Adoption einer Innovation, (3) der Persönlichkeitsmerkmale der Adaptierer 
einer Innovation, (4) der Konsequenzen einer Adoption sowohl für Individuen als auch 
                                                          
42 Vor dem Hintergrund einer Kombination und Rekombination von Sachverhalten wäre es legitim zu be-
haupten, dass es keine absolute Neuheit geben kann. 
43 So kann ein Sachverhalt im herkömmlichen Kontext bekannt sein (z. B. Luxusmarkt), doch in einem ande-
ren Kontext Innovation bedeuten (z. B. Massenmarkt). 
44 Dabei ist hervorzuheben, dass die Umsetzung eines (individuell oder auch gesellschaftlich) geis-
tigen Gedankens keine Trivialität ist und Jahrzehnte, wenn nicht Jahrhunderte andauern kann. 
45 (1) innovators, (2) early adopters, (3) early majority, (4) late majority, (5) laggards. 
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Gesellschaft sowie (5) der während eines Adoptionsprozesses genutzten Kommunikati-
onskanäle. Den Diffusionsforschern zufolge bewegen sich Sachverhalte mit Innovations-
potential – mögen sie dem Kontext der Wissenschaft, der Kunst, der Technologie, den 
Medien oder der Religion entstammen – vom „Rand der Gesellschaft“ (vgl. Mathews und 
Wacker 2003) in Richtung Massenmarkt bzw. von einem bestimmten Subjekt oder Ein-
zelfall, welches der Träger oder Ursprung einer neuen Erkenntnis ist, auf eine immer grö-
ßer werdende Anzahl von Subjekten. Andernfalls wären es keine Innovationen, sondern 
bekannte Kultur, Tradition oder Routine. Der Ökonom Machlup beschrieb ein solches 
Phänomen bereits 1962 als Wissensproduktion und Wissensdistribution: „the production 
of new knowledge […] is not really complete until it has been transmitted to some others, 
so that it is no longer one man’s knowledge only.“ (Machlup 1962, S. 14). Wo Tabuzo-
nen schmelzen, wachsen Märkte im Zuge der Normalisierungsbewegung. Egal ob techno-
logische oder kulturelle Invention oder später Innovation, sie wird immer von einem Ur-
heber (bzw. einer Urhebergruppe) geboren – von einem Wissenschaftler, einem Kreativen 
oder „im kranken Hirn des einsamen Abweichlers“ (Mathews und Wacker 2003). Die un-
gewöhnlichen Ideen der abweichend Denkenden oder Handelnden, die mit Traditionen 
brechen, neue Märkte schaffen oder bestehende Märkte in Unruhe versetzen können, fin-
den anfangs keine Anwendung bzw. werden gar nicht als neue Ideen oder Lösungsvor-
schläge für Probleme oder Bedürfnisbefriedigungen angesehen. Es ist das Bizarre von 
heute, das Unnormale, nicht Denkbare. Die neue Praktik verbreitet sich in der Gesell-
schaft und erfährt eine Umwertung – im extremsten Fall wird aus Perversion Präferenz. 
(vgl. Mathews, Wacker 2003, S. 44 und 74)  
Diesem Modell der Diffusionsforschung aus eher soziologischer sowie informationsfluss-
theoretischer und damit gesellschaftswissenschaftlicher Perspektive steht in der wissen-
schaftlichen Literatur eine Menge technologischer Lebenszyklusperspektiven gegenüber, 




Tabelle 4. Merkmale und Lebenszyklus von Technologien; Quelle: nach Tschirky und Koruna 








































Technologiestadium Schrittmacher… Schlüssel… Basis… bedrohte … 
Unsicherheit über  
Leistungsfähigkeit hoch mittel niedrig sehr niedrig 
Investition in  




Einsatzgebiete unbekannt groß etabliert abnehmend 
Entwicklungs-
anforderungen wissenschaftlich anwendungsorientiert kosten-orientiert 
Produkt-Kosten-
 / Leistungsverhältnis sekundär maximal marginal 
Zahl der  
Patentanmeldungen zunehmend hoch abnehmend sehr niedrig 
Patenttyp konzeptionell produktbezogen verfahrensbezogen / 
Zugangsbarrieren wissenschaftliche Fähigkeiten Personal Lizenzen Know-how 
Verfügbarkeit sehr beschränkt Restrukturierung marktorientiert hoch 
Diese Systematisierung von Technologien nach dem jeweiligen Lebenszyklus kann wei-
ter ergänzt werden durch Kriterien wie Einsatzgebiet (Produkt- vs. Prozesstechnologien), 
Interdependenzen (Komplementär- vs. Substitutionstechnologien; System- vs. Einzel-
technologien), branchenbezogene Anwendungsbreite (Querschnitts- vs. spezifische Tech-
nologien), unternehmensinterne Anwendungsbreite, Wettbewerbspotenzial (Kern- vs. 
Randkompetenztechnologien) oder Grad des Produktbezugs (Kern- vs. Unterstützungs-
technologien) (vgl. Gerpott 1999, S. 25-27). Darüber hinaus sollte das Modell von 
Tschirky und Koruna um die sich noch ausdifferenzierenden emergenten Technologien 
(emerging technologies)46 vor dem Technologiestadium der Schrittmachertechnologien 
ergänzt werden. Dies ist insbesondere in Rahmen der langfristig orientierten Strategi-
schen Frühaufklärung von großer Bedeutung, denn das Konzept der emergenten Techno-
logien kommt dem der schwachen Signale am nächsten. 
                                                          
46 „An emerging technology is one in which research has progressed far enough to indicate a high probability 
of technical success for new products and applications that might have substantial markets within approxi-
mately ten years.“ (Zeller 2003, S. 28). 
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Die vorab bestimmten Aspekte der Innovations- und Diffusionsforschung sowie idealty-
pischen Modelle für die Markt- und Technologieperspektive werden in der nachfolgenden 
Skizze als idealtypische Abstraktion einer Ontogenese einer Innovation konzeptionell und 
disziplinübergreifend zusammengefasst. 
 
Abbildung 7. Idealtypische Innovations-Ontogenese unter technologie- und marktseitiger Beein-
flussung; Quelle: eigene Darstellung. 
Jede Disziplin hat selber eine „Unschärfe“, das heißt ist nicht aperspektivisch (vgl. Geb-
ser 1975-1980). Um diesen Aspekt im Kontext der Strategischen Frühaufklärung und 
konkret der Digital Intelligence besser zu verstehen und die Breite und Vielzahl mögli-
cher Informationsverluste im Rahmen der Strategischen Frühaufklärung bzw. der Digital 
Intelligence zu verdeutlichen, wird nachfolgend in Tabelle 5 die wahrscheinliche Diffusi-
on bzw. der Informationsfluss vom „realen“ Ereignis zum Frühaufklärungsnutzer skiz-
ziert. Vereinfacht gesprochen geht von einem bestimmten Subjekt (Agenten, Patienten) 
als Träger einer neuen Erkenntnis oder Nachricht eines realen Geschehens eine Anste-
ckungswirkung aus. Die Erkenntnis greift auf Basis unterschiedlicher Medien auf eine 
immer größer werdende Anzahl von Subjekten über, unter anderem auch – und optima-
lerweise früh- bzw. rechzeitig – auf den Frühaufklärer.  
KOGNITION  
Entdeckung abstrakten Wissens / Verknüpfung 
neuer oder bereits bekannter Erkenntnisse 
INVENTION  









































Technische, ökonomische und  
gesellschaftliche Umsetzung der Problemlösung 




DIFFUSION – ADOPTION 
Gesellschaftliche Verwendung / Markt-
durchsetzung 
 
Verbreitung einer  
Innovation durch  
weitere Produzenten 




Tabelle 5. Vom realen Ereignis oder von der realen Entwicklung bis zur Frühaufklärung in Form 
der Digital Intelligence; Quelle: eigene Darstellung. 
Kontext Beschreibung 
Reale Welt 
Ein Sachverhalt ereignet oder entwickelt sich zu einer bestimmten Zeit an ei-
nem bestimmten Ort. Typischerweise sind Akteure (zum Beispiel menschliche 
Individuen, Gruppen oder Gesellschaften) des betreffenden (meist offenen) 
Systems involviert, deren Zuständen und Beziehungen sich verändern. 
Wahrnehmung des Sach-
verhaltes 





Die Akteure bringen ihre Wahrnehmung in Form (=Information), zum Beispiel 
im Sinne mündlicher oder schriftlicher Sprache. Diese symbolische Wahrneh-
mungsrepräsentation (zum Beispiel eine Nachricht oder ein Patent) ist ein 
durch den oder die Akteure verfärbtes Abbild des ursprünglichen realen Sach-
verhaltes, das akteurspezifisch enkodiert ist. 
Medien  
(Kanal der Diffusion) 
Das Abbild der realen Welt wird meist in stereotypischen Formaten des Medi-
ums (Vermittlungskanal) übertragen. 
Frühaufklärer  
(Identifikationsphase) 
Der Frühaufklärer bewertet das – durch die Wahrnehmung und Informations-
verarbeitung des Wahrnehmenden, die Informationsspeicherung sowie Diffu-
sion durch Medien bereits verfälschte – Abbild der realen Welt je nach Aufga-
be, Methode oder Kriterien unterschiedlich. 
Frühaufklärer / Nutzer Der Frühaufklärer kommuniziert seine Ergebnisse. 
 
Sind die bisher besprochenen Diffusionsmodelle eher abstrakt und konzeptionell, so stel-
len die Gartner Hype Cycles anwendungsorientierte Diffusionskurven dar und sollten da-
her hervorgehoben werden. Geprägt von der Gartner-Beraterin Jackie Fenn (Fenn 1995) 
beschreiben sie, welche Phasen der öffentlichen Aufmerksamkeit neue Informationstech-
nologien durchlaufen und dienen so der Bewertung ihrer Einführung. Ein Hype Cycle für 
Web- und Nutzerinteraktionstechnologien wird in Abbildung 8 dargestellt. 
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Abbildung 8. Gartner Hype Cycle für Web- und Nutzerinteraktionstechnologien; Quelle: (Gartner 
2008). 
Die Y-Achse zeigt die Aufmerksamkeit für die neue Technologie, die X-Achse die Zeit 
seit Bekanntgabe. Erfahrungsgemäß steigt die Kurve anfangs explosionsartig, fällt nach 
einem Maximum ebenso stark bis zu einem Zwischenminimum, um dann erneut langsam 
und stetig bis zu einem Niveau der Beharrung zu steigen. Die Kurvenform erinnert an ei-
ne Sprunganregung, die stark exponentiell gedämpft ist und sich einem Gleichgewicht 
nähert, der höher als der Zustand am Anfang der Schwingung ist. In der Praxis von Gart-
ner wird der Hype-Zyklus wie in Abbildung 9 gezeigt in fünf Abschnitte unterteilt: (1) 
den technologischen Auslöser, (2) den Gipfel der überzogenen Erwartungen, (3) das Tal 
der Enttäuschungen, (4) den Pfad der Erleuchtung und (5) das Plateau der Produktivität. 
Die Dauer der Diffusion jeder Informationstechnologie ist dabei unterschiedlich. Diesem 
Aspekt trägt die Farbgebung der unterschiedlichen Technologien repräsentierenden Kno-
ten Rechnung. Kritisch ist, dass Aussagen zur Bekanntgabe und Aufmerksamkeit durch 
Experteneinschätzungen der Beratung Gartner getroffen werden und nicht weiter expli-
ziert oder operationalisiert werden. 
Einen für alle innovations-, diffusions- sowie frühaufklärungsrelevante Fragen einheitli-
chen Rahmen zu erarbeiten, ist nicht möglich. Zu vielfältig sind die Quellen, Inhalte und 
Perspektiven. Dennoch ist die Konkretisierung und empirische Validierung der abstrakten 
Modelle eine der wichtigsten zukünftigen Aufgaben genannter Disziplinen. Sie hilft da-
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bei, die komplexen dynamischen technologischen und gesellschaftlichen Entwicklungen 
besser zu verstehen, um sie rechtzeitig zu antizipieren. Entsprechende konzeptionelle 
Skizzen helfen auch, die Gemeinsamkeiten der vielen Modelle unterschiedlicher Hinter-
gründe besser zu erkennen. Allen idealtypischen Diffusionsmodellen liegt neben der 
Überzeugung, dass ein Trend oder eine Diffusion einer Innovation nicht zufällig ist, son-
dern einer Reihe vorhersehbarer Phasen folgt auch der gemeinsame Gedanke zu Grunde, 
dass das eine Branche, Technologie oder Kultur morgen Verändernde bereits heute vor-
handen ist. 
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B2 – Informatik-Grundlagen der Digital Intel-
ligence 
Dem großen theoretischen und praktischen Interesse der Sozial- und Wirtschaftswissen-
schaften (insbesondere der Betriebswirtschaft) an der Strategischen Frühaufklärung stand 
bis vor wenigen Jahren seitens der Wirtschaftsinformatik als Schnittstellendisziplin und 
vor allem seitens der sich unmittelbar mit Informations- und Kommunikationstechnolo-
gien befassenden Informatik nur ein verhaltenes Forschungsinteresse gegenüber. Die 
Mehrzahl der einschlägigen Literaturnachweise beschreibt die fachliche, organisatorische 
und teilweise technische bzw. eher funktionelle Einbindung von Informationssystemen 
und geht weniger auf die technologischen Fundamente ein, auf denen sie beruhen. Wink-
ler bestätigt dies, indem er 2003 auf einzelne empirische Arbeiten zur Verbreitung der 
Wettbewerbsanalyse verweist, die sich nur am Rande mit der Einbindung von Informati-
onstechnologien beschäftigen47 und sich vorwiegend auf die organisatorische Einbindung 
von Informationssystemen48 oder die Informationsbeschaffung im Rahmen der Strategi-
schen Frühaufklärung konzentrieren49 (vgl. Winkler 2003). Ansätze der Unterstützung 
oben genannter prospektiver Disziplinen durch die Informatik bzw. die (zeitorientierte) 
Datenexploration in der Literatur – wie z. B. die Arbeiten von Westner (Westner 2003), 
Zeller (Zeller 2003), Porter und Cunningham (Porter und Cunningham 2005), Canongia 
(Canongia 2007) oder der bereits beschriebene Forschungsstrang der Informetrie – bilden 
eine Ausnahme.  
Hier setzt die vorliegende Monografie mit ihrem Kern, dem folgenden Kapitel, an. Es ist 
ein Bericht über den aktuellen wissenschaftlichen Diskurs der Möglichkeiten der Infor-
matik zur Unterstützung der Frühaufklärung, konkret die zeitorientierte Datenexploration 
im Rahmen der Digital Intelligence. Eingegangen wird auf 
1. die Grundlagen der zu explorierenden multidimensionalen zeitorientierten 
(Text)Daten, 
2. die vielfältigen Möglichkeiten der zeitorientierten Datenexploration durch sowohl 
analytische bzw. maschinenbasierte (induktive oder deduktive) als auch informa-
tionsvisuelle Verfahren sowie 
3. die Möglichkeiten der Unterstützung jener durch konzeptuelle Strukturen. 
Dabei bilden (halb)automatische sowohl analytische als auch visuelle und interaktionsbe-
zogene Methoden der statischen und zeitorientierten Datenexploration den zentralen Be-
                                                          
47 Z. B. Brockhoff 1991; Götte und von Pfeil 1997; Subramanian und IsHak 1998; Vedder, Vanecek et al. 
1999; West 1999.  
48 Z. B. Ghoshal und Kim 1986; Herring 1988; Ghoshal und Westney 1991. 
49 Z. B. Young 1989; Mockler 1992. 
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standteil des Berichtes. Teils zum ersten Mal in Wissenschaft und Praxis definiert werden 
die Konzepte des Temporal Data Mining, Temporal Text Mining und Temporal Web Mi-
ning. Des Weiteren wird die Vielfalt der statischen und zeitorientierten Informationsvisu-
alisierungsverfahren nach unterschiedlichen Gesichtspunkten klassifiziert und im Kontext 
der Digital Intelligence bewertet. 
Sinnvolle und effiziente Anwendungen für die Informationsveredelung ergeben sich in 
der Praxis erst durch die Kombination aller genannten Ansätze und durch das zielorien-
tierte Zusammenspiel mit Mensch und Daten. Dieser Integrationsgedanke wird in der 
Wissenschaft der Datenexploration bisher nicht angemessen behandelt (vgl. Fayyad, 
Grinstein et al. 2001, S. 299ff.). Des Weiteren wird die Zeit vorwiegend als quantitative 
Dimension wie jede andere behandelt (vgl. Aigner, Bertone et al. 2007). Das vorliegende 
Kapitel ist ein Versuch diese Lücke weiter zu schließen. Es endet mit einer alle beschrie-
benen Disziplinen umfassenden Synopsis für die zeitorientierte Datenexploration (vgl. 
Anhang B). 
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9   Von Zeit, Daten, Text, Metadaten zu multidimensionalen 
zeitorientierten (Text)Daten 
Die Informatik unterscheidet grundsätzlich zwischen  
• statischen Daten, d. h. Daten ohne zeitliche Dimension und  
• zeitorientierten Daten, d. h. Daten mit zeitlicher Dimension. 
Eine in der Wissenschaft und auch in der Informatik allgemein anerkannte formale Defi-
nition für zeitorientierte Daten gibt es nicht. Aigner beschreibt zeitorientierte Daten als 
„data, where changes over time or temporal aspects play a central role or are of interest“ 
(Aigner 2006, S. 12). Chen und Petrounias werden etwas konkreter und beschreiben In-
halte zeitorientierter Daten in Form zeitlicher Muster (temporal patterns) als „tuple con-
sisting of a static pattern and a temporal expression indicating when the pattern is valid“ 
(Chen und Petrounias 1998). Eine gute formale Beschreibung und algorithmische Reprä-
sentation, insbesondere für die Künstliche Intelligenz, bietet Hajnicz (vgl. Hajnicz 1996).  
Dieses Kapitel bestimmt die für die Digital Intelligence relevanten zeitorientierten Daten. 
Um dies zu ermöglichen, werden nachfolgend – bezugnehmend auf die Arbeiten von Al-
len, Müller und Schumann, Mörchen sowie Aigner und Miksch (vgl. Allen 1983; Müller 
und Schumann 2003; Mörchen 2006; Aigner, Miksch et al. 2007; Aigner, Miksch et al. 
2007) – zeitorientierte sowie datenbezogene Grundbegriffe und Eigenschaften näher be-
schrieben. Das abschließende Kapitel 9.5 zu multidimensionalen zeitorientierten 
(Text)Daten fasst die gewonnenen Erkenntnisse noch einmal zusammen. 
9.1   Zeit – eine Begriffsbestimmung 
Um das Phänomen Zeit im Hinblick auf zeitorientierte Daten zu operationalisieren, muss 
zunächst zwischen Ereignissen und Entwicklungen unterschieden werden. Während Er-
eignisse in zeitorientierten Daten durch Zeitpunkte oder (Zeit-)Intervalle beschrieben 
werden, werden Entwicklungen durch Zeitreihen oder Reihenfolgen repräsentiert. Diese 
bilden die zeitlichen Grundelemente, deren Beziehungen – wie nachfolgend beschrieben 
– durch zeitliche Operatoren bestimmt werden können. Außerdem werden die wichtigsten 
für die Informatik relevanten Eigenschaften der zeitlichen Grundelemente besprochen. 
9.1.1   Zeitliche Grundelemente und Operatoren 
Zeitpunkte und Intervalle 
Zeitpunkte bilden die kleinste zeitliche Detailebene, den punktgleichen Moment oder Au-
genblick. (Zeit-)Intervalle hingegen haben eine Ausdehnung, nämlich die Distanz zwi-
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schen zwei Zeitpunkten. Zeitpunktereignisse sind folglich augenblickliche Veränderun-
gen oder Geschehen (zum Beispiel der einzelne Klick beim Online-Kauf eines Artikels 
zur Zeit 15:43), wobei Intervallereignisse Geschehen in einem Zeitraum beschreiben 
(zum Beispiel die Verweildauer eines Kunden auf einer Webseite von 14:56 bis 15:43 vor 
dem Kauf eines Artikels). Letztlich wird jedoch auch beim erstgenannten Beispiel deut-
lich, wie relativ die Aussagen sind. Denn auch die als Zeitpunkt verstandene Aussage 
„15:43“ kann ein Intervall bilden, nämlich das von 15:43:00 bis 15:43:59.  
Um zeitliche Beziehungen, Entwicklungen und Eigenschaften der Zeitpunkte und Zeitin-
tervalle zu präzisieren, gibt es zeitliche Operatoren. Die Beziehung zwischen zwei Zeit-
punkten kann durch die folgenden drei wesentlichen Zeitpunkt-Operatoren beschrieben 
werden: vorher, gleichzeitig und danach.  
Diese können mit Schwellenwerten detaillierter bestimmt werden. Um zeitliche Intervalle 
beschreiben zu können, muss auf Intervall-Operatoren zurückgegriffen werden, die auf 
den Zeitpunkt-Operatoren aufbauen. Dafür gibt es verschiedene Ansätze (vgl. Allen 
1983; Mörchen 2006). Beispielsweise kann die Beziehung zwischen zwei Intervallen ex-
akt durch einen der folgenden Operatoren bestimmt werden: vorher, trifft zusammen, 
überdeckt, beginnt, während, endet, deren Inverse bzw. Komplementäre sowie gleichzei-
tig.  
Zeitlich-logische Operatoren wie bis, nächste oder immer komplettieren die Zeitpunkt- 
und Intervall-Operatoren und überprüfen den Wahrheitsgehalt von zeitlichen Angaben bei 
Zeitpunkten oder Intervallen. 
Mörchen teilt die intuitiv vorhandenen zeitlichen Beziehungen zwischen Zeitpunkten und 
Intervallen, die durch die oben genannten zeitlichen Operatoren bestimmt werden kön-
nen, in sechs Kategorien bzw. sogenannte zeitorientierte Konzepte ein und beschreibt und 
illustriert sie mithilfe von Wetterbeobachtungen (vgl. Mörchen 2006): 
• Dauer: Die Dauer bezeichnet, dass eine Eigenschaft über mehrere Zeitpunkte 
hinweg anhält bzw. sich wiederholt. 
• Ablauf: Der Ablauf oder die Folge beschreibt ein sequenzielles Auftreten von 
Zeitpunkten oder Intervallen. So folgt in der menschlichen Wahrnehmung der 
Donner dem Blitz. 
• Gleichzeitigkeit: Treten zwei Ereignisse zeitlich nah und ohne bestimmte Ord-
nung auf, so sprechen wir von Gleichzeitigkeit. Regen und Blitze beispielsweise 
können gleichzeitig und nebeneinander in einem Intervall auftreten. 
• Zusammenfall: Bei einem Zusammenfall überschneiden sich zwei oder mehrere 
Intervalle. Wenn Sonne zeitlich mit Regen zusammenfällt, kann ein Regenbogen 
gesichtet werden. 
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• Synchronizität: Ein Sonderfall des Zusammenfalls sind zwei oder mehrere syn-
chron auftretende Ereignisse bzw. Intervalle, wobei im Unterschied zum Zusam-
menfall alle gleichzeitig beginnen und enden. Gleichzeitig mit dem Auftreten von 
Wolken sinkt in der Regel die Temperatur und nimmt die Lichtintensität ab. 
• Periodizität: Eine Periode liegt vor, wenn sich Werte oder Eigenschaften in einer 
(fast) konstanten Frist wiederholen. Ein gutes Beispiel dafür sind die Jahreszei-
ten. 
Zeitreihen oder Reihenfolgen 
Über den zeitpunkt- oder intervallorientierten Aspekt hinaus kann die Zeit auch als eine 
konstante oder unregelmäßige Abfolge von Zeitpunkten oder Intervallen beschrieben 
werden. Entsprechende Zeitangaben liegen dann in Form von Zeitreihen oder 
(Zeit)Intervallreihen vor. Der Begriff Zeitreihe steht für eine Reihe eindeutiger Zeitpunk-
te im Definitionsbereich mit entsprechenden Werten oder Objekten im Wertebereich. Er 
wird oft als Folge oder Funktion einer Veränderlichen über die Zeit definiert. Die Werte 
oder die Objekte im Wertebereich können numerisch oder symbolisch sein. In diesem 
Fall liegen numerische oder symbolische Zeitreihen vor. Darüber hinaus braucht die Zeit 
im Definitionsbereich nicht explizit numerisch (zum Beispiel „1, 2, 3 …“) oder symbo-
lisch (zum Beispiel „erste Messung, zweite Messung usw.“) in Form kardinaler zeitorien-
tierter Daten erwähnt sein. Denn aus der Reihenfolge von Daten kann auch implizit eine 
zeitliche Ordnung erschlossen werden. Diese Daten werden als ordinale zeitorientierte 
Daten bezeichnet. 
Vor diesem Hintergrund und in Anlehnung an Roddick und Spiliopoulou sowie Müller 
und Schumann können zeitorientierte Daten in fünf unterschiedliche Kategorien mit zu-
nehmendem Komplexitätsgrad klassifiziert werden (vgl. Roddick und Spiliopoulou 2002; 
Müller und Schumann 2003): 
1. Statische Daten: Die Daten weisen keine zeitlichen Kriterien auf. 
2. Nominale zeitorientierte Daten: Die Daten tragen selbst keine zeitlichen Informa-
tionen (sowohl implizit als auch explizit). Sie sind jedoch Klassen zugeordnet, 
die zeitliche Informationen repräsentieren. Ein Beispiel dafür sind Bilder mit zeit-
lichen Metainformationen. 
3. Ordinale zeitorientierte Daten: Die Daten liegen als Reihenfolge, d. h. sequen-
ziell und zeitlich geordnet (zum Beispiel vorher, gleichzeitig, danach) vor. Sie 
besitzen keine expliziten Zeitangaben. Typische Beispiele sind Texte und die Ab-
folge ihrer Worte, Transaktionsdatensätze oder Gen- und Proteinsequenzen. 
4. Kardinale und quantitative zeitorientierte Daten: Daten mit Zeitmarken, d. h. 
zeitliche, mehr oder weniger regelmäßige Reihenfolgen. Sie haben einen zeitli-
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chen Index. Beispiele dafür sind Angaben zu regelmäßigen Befragungen oder 
Wetterdaten von Satelliten sowie zeitmarkierte Transaktionsdatensätze. 
5. Komplexe oder zusammengesetzte zeitorientierte Daten: Bei diesen Datensätzen 
handelt es sich um Daten mit mehreren zeitlichen Ebenen, Konzepten oder De-
tailgraden – demnach um geordnete Zusammenstellungen der vorher genannten 
Klassifikationen zeitorientierter Daten. 
Die letzten beiden sind Grundlage im Rahmen der Digital Intelligence vorliegender Ar-
beit. 
9.1.2   Lineare, zyklische und verzweigte Entwicklungen 
Zeitorientierte Daten können lineare, zyklische oder verzweigte Entwicklungen repräsen-
tieren (vgl. Aigner, Miksch et al. 2007, S. 5-6).  
Die lineare bzw. geordnete Zeitstruktur bildet Entwicklungen ab, die nacheinander in ei-
ner Reihenfolge geschehen. Sie geht von einem Startpunkt aus und definiert eine lineare 
Zeitachse, an der sich die zeitlichen Grundelemente von der Vergangenheit in die Zukunft 
entwickeln.  
Viele natürliche Gegebenheiten sind jedoch zyklisch, wie zum Beispiel die Jahreszeiten. 
Um dem informationstechnisch zu genügen, gibt es zyklische Zeitachsen, die aus einem 
endlichen Satz wiederkehrender zeitlicher Grundelemente bestehen. Bei zyklischen Ent-
wicklungen ist die Reihenfolge der Daten nicht entscheidend. So kann, falls nicht konkre-
ter durch Jahreszahlen bestimmt, der Sommer nach dem Winter kommen, diesem jedoch 
auch vorangehen. 
Verzweigte zeitliche Entwicklungen werden als Graphen modelliert, wobei die zeitlichen 
Grundelemente durch Knoten repräsentiert werden. Gerichtete Kanten verbinden die 
Knoten und beschreiben damit deren zeitliche Reihenfolge. Mehrere aus einem Knoten 
hervorgehende Kanten repräsentieren unterschiedliche Szenarien, die sich in ihrem zeitli-
chen und inhaltlichen Ablauf unterscheiden können. 
Obwohl die zu explorierenden Entwicklungen in der Strategischen Frühaufklärung so-
wohl linear, zyklisch als auch verzweigt sind, liegt der primäre Fokus der vorliegenden 
Arbeit auf der zeitorientierten Datenexploration linearer Zeitstrukturen. 
9.1.3   Zeitliche (Un)Bestimmtheit 
Inhaltliche Zeitangaben in Texten oder Daten können bestimmt oder unbestimmt sein. Im 
ersteren Fall sind die zeitlichen Attribute explizit bzw. detailliert bekannt, zum Beispiel 
„Der erste Anruf erfolgte um 09:35“. Im zweiten Fall sind die zeitlichen Angaben impli-
zit bzw. unvollständig, wie zum Beispiel: 
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• keine präzise Angabe: „Die Zeit, als die Erde entstand.“ 
• Zukunftsplanung: „Wir werden etwa 1 bis 2 Wochen brauchen.“ 
• ungenaue Ereignisangaben: „Es ist etwa 1 oder 2 Tage her, dass …“ 
• bezugnehmend: „Er kam nach mir ins Ziel.“ 
Darüber hinaus gibt es die nachfolgend noch zu beschreibenden Metadaten, die zum Bei-
spiel den Zeitpunkt, an dem ein Text geschrieben wurde, bestimmen können, während der 
Textinhalt selbst mit keinen zeitlichen Angaben versehen ist. Die, die Zeit bestimmenden, 
Metadaten können dabei einen impliziten oder sogar expliziten zeitlichen Bezug herstel-
len. Im Rahmen vorliegender Arbeit erfolgt die zeitliche Bestimmung explizit durch die 
Metadaten von Texten, heißt die Zeitmarken oder Zeitstempel dieser. 
9.1.4   Zeitliche Granularität 
Sind die Original- bzw. Initialdaten in Inhalt oder Zeit zu umfangreich, so können 
menschlich geschaffene inhaltliche oder zeitliche Aggregationen oder Hierarchien den 
Umgang mit dem Inhalt oder der Zeit erleichtern. Eine typische zeitliche Aggregation ist 
die hierarchische Einteilung in Sekunden, Minuten, Stunden, Tage, Wochen, Monate, 
Jahre und Jahrzehnte. Die Strategische Frühaufklärung hat das Ziel, langfristige Strate-
gien zu entwickeln. Im automobilen Kontext mit einem Produktlebenszyklus von mehr 
als 20 Jahren liegt der Fokus daher eher auf Jahren oder sogar Jahrzehnten. Diese 
bestimmen auch die zeitliche Granularität der Digital Intelligence. 
9.2   Text 
Ein beachtlicher Teil symbolischer Wahrnehmungsrepräsentation ist in Text kodiert. Die 
nächsten beiden Kapitel bestimmen die Grundlagen für die nachfolgenden Kapitel des 
Text Mining sowie der Datenexploration, indem sie den Text und seine sprachlich-
textuellen Ebenen beschreiben sowie unter anderem das Konzept der Daten, der Informa-
tion und des Wissens bestimmen. 
9.2.1   Der Text und seine sprachlich-textuellen Ebenen 
Die Digital Intelligence greift mit Technologien der automatischen Sprachverarbeitung 
auf digitale Textdaten zu, in Anlehnung an Saussure (vgl. Saussure 2001) die „langue“, 
das abstrakte und allgemeine Sprachsystem. Bekannt sind unterschiedliche hierarchische 
bzw. linguistische Ebenen der Sprache, wie beispielhaft in Tabelle 6 dargestellt. 
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Tabelle 6. Sprachlich-textuelle Ebenen, ihre Definitionen und Disziplinen; Quelle: in Anlehnung 





Laut Definierte(s), mit Sprechwerkzeug geformte(s) Schallwelle / Signal als elementares sprachliches Zeichen Phonetik 
Äquivalenzklasse von Lauten 
Phonem kleinste bedeutungsunterscheidende Einheit menschlicher Sprache 
Graphem Schriftzeichen eines Phonems; kleinste bedeutungsunterscheidende Einheit des Schriftsystems 
Phonologie 
Konkatenationsgruppe von Graphemen 
Silbe Zusammenfassung von Lauten oder Phonemen zur kleinsten aus-sprachebezogenen Einheit 
Morphem kleinste bedeutungstragende Einheit einer Sprache 
Konkatenationsgruppe von Morphemen 
Wortform 
nach morphologischen Regeln aneinandergefügte Morpheme als 
Einheit des Schriftsystems; konkret realisierte Form eines Wortes im 
Kontext eines Satzes, abgewandelt nach grammatischen Kategorien 
Wort oder Lexem Äquivalenzklasse von Wortformen (Token: Wort an einer bestimm-ten Stelle im Text) 
Morphologie 
Konkatenationsgruppen von Wörtern 
Phrasen nach syntaktischen Regeln aneinandergefügte Wörter 
Satz nach syntaktischen Regeln aneinandergefügte Phrasen 
Syntax 
Äquivalenzklassen von Sätzen 
Aussage wahrheitsfähige Sätze 




   
weitere sprachlich-textuelle Ebenen 
Absatz Textblock aus einem oder mehreren Sätzen,  der in einem fortlaufenden Text eine logische Einheit bildet 
Abschnitt Ein Absatz, der auf eine Leerzeile folgt 
Kapitel inhaltlich trennende Unterteilung in Texten 
Seite eine der beiden Flächen eines Blattes Papier 
Dokument Einheit von Texten und Bildern, die zusammengehören 
Dokumentenmenge Einheit von Dokumenten 
Textgestaltung / 
Semantik 
Für die Datenexploration in der Digital Intelligence interessant sind die Morphologie als 
Wortbildung aus Wortstamm, Zusatz und Endung, die Syntax als Bildung grammatika-
lisch kohärenter Sequenzen von Phrasen und (Halb)Sätzen aus Worten, die Semantik als 
Nutzung der Bedeutung von Worten unter Nutzung ihrer Hierarchie und Vernetzung so-
wie der Diskurs (bzw. die Pragmatik) als Analyse textuell kohärenter Sequenzen von Äu-
ßerungen (gedanklich zusammengehörender abgrenzbarer Einheiten), wie sie typischer-
weise in Konversationen oder Dokumenten erscheinen. 
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9.2.2   Von Signalen und Daten zu Information und Wissen 
Akteure (Sender und Empfänger) können Text einfach in Form von Nachrichten austau-
schen. Eine Nachricht ist eine endliche, nach festgelegten Regeln zusammengesetzte Fol-
ge von analogen oder digitalen Signalen. Die so ausgetauschten Nachrichten werden, falls 
digital, auch als Daten bezeichnet. Dabei können Sender und Empfänger sowohl Men-
schen als auch Maschinen sein. Erst wenn Daten interpretiert werden und somit für den 
Empfänger an Bedeutung gewinnen, ist die Rede von Information. Indem der Mensch 
diese bewertet bzw. sie mit anderen aktuellen oder in der Vergangenheit gespeicherten 
Informationen zweckdienlich kombiniert und handlungsorientiert in einem Anwendungs-
kontext nutzt, entsteht Wissen50. Während das für die Digital Intelligence bedeutende In-
novationswissen in Form fortschrittsorientierten, theoretischen, reflektierten, diskursiven 
oder wissenschaftlichen Wissens bzw. nach Polanyi (Polanyi 1966) explizites Wissen 
repräsentiert, so können nutzergenerierte, intuitive Texte z. B. im World Wide Web auch 
impliziter Form sein. Entscheidend für ein Digital-Intelligence-System ist, dass das Wis-
sen oder die Information auf das es mit Datenexplorationsmitteln zugreift textuell und di-
gital ist. Werden Informationsinhalte nicht durch Menschen ausgewertet, sondern „als 
sinnhaltige Datenobjekte behandelt, ist oft auch die Rede von Content. Dieser kann im 
wirtschaftlichen Sinne auch als Wirtschaftsgut (asset) oder im Rahmen der Digital Intel-
ligence als Intelligence bezeichnet werden. 
9.3   Daten 
Daten repräsentieren Informationen mit beliebigen Inhalten – von Zahlen und Texten 
über Bilder bis hin zur gesprochenen Sprache – die maschinell verarbeitet werden können 
(speichern, sortieren, verknüpfen usw.). Es folgt eine für die nachfolgenden Kapitel 
grundlegende Beschreibung von Daten und ihren Eigenschaften nach Herkunft, Größe, 
Datentyp und Wertebereich, Datenstruktur und Dimensionalität. Die für die Digital Intel-
ligence und die zeitorientierte Datenexploration relevanten multidimensionalen zeitorien-
tierten Daten werden charakterisiert. 
9.3.1   Herkunft 
Daten können der realen, theoretischen oder künstlichen Welt entstammen (vgl. Krömker 
2000/01): 
• reale Umwelt: Daten von Messungen realer Phänomene (z. B. Medizin, Astro-
nomie oder Geografie), 
                                                          
50 Vgl. Tschirky und Koruna 1998, Probst, Raub et al. 1999. 
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• theoretische Welt: Daten von Messungen theoretischer Phänomene (z. B. mathe-
matische und technische Modelle der Quantenchemie, Physik, Mathematik oder 
des computerunterstützten Designs), 
• künstliche Welt: künstlich erzeugte Daten wie Zeichnungen, Filme oder Texte. 
Außerdem wird zwischen räumlichen und abstrakten Daten unterschieden (vgl. Aigner, 
Miksch et al. 2007, S. 7). Räumliche Daten werden bestimmt durch die natürliche Reali-
tät. Ihnen ist das räumliche Layout inhärent. Dieses kann direkt z. B. auf den Bildschirm 
übertragen werden. Räumliche Daten werden besonders in der wissenschaftlichen Visua-
lisierung (Kapitel 10.6) genutzt. Die Repräsentation der Zeit hingegen muss – sofern ge-
wünscht – zusätzlich integriert werden. Abstrakte Daten repräsentieren einen nicht räum-
lichen Kontext und bilden den Kern der Informationsvisualisierung (Kapitel 10.6). Da sie 
keine a priori gültigen räumlichen Informationen besitzen, bieten sie auch keine Ansätze 
für ein Layout. Diese müssen erst geschaffen werden, wobei menschliche Kreativität und 
Erfahrung gefragt ist. Die zeitliche Dimension kann somit ganz in den Mittelpunkt der 
Betrachtung rücken. Die im Rahmen dieser Forschungsarbeit relevanten Daten sind abs-
trakte Daten und entstammen der künstlichen Welt. 
9.3.2   Datengröße 
Die Datengröße (und damit der benötigte Speicherbedarf) wird maßgeblich beeinflusst 
durch die Anzahl der Mess- oder Beobachtungspunkte, die Anzahl der Parameter pro Be-
obachtungspunkt, die Anzahl der Werte pro Parameter sowie den Speicheraufwand pro 
Wert. Die Parameter sind im Rahmen der Digital Intelligence die Wörter und Instanzen 
der Konzepte und die Vielfalt der Metadaten. 
9.3.3   Datentyp und Wertebereich 
Der Wertebereich von Daten kann entweder qualitativ oder quantitativ ausgeprägt sein 
und weiter klassifiziert werden, wie in Tabelle 7 dargestellt: 
Tabelle 7. Klassifikation des Wertebereichs von Daten; Quelle: eigene Darstellung. 
Wertebereich qualitativ quantitativ 
Skalentyp nominal ordinal kardinal 
Datenbezeichnung symbolische Daten numerische Daten 
Beispiel Warenkörbe Aktienpreise 
Ein qualitativer Wertebereich besitzt keine metrischen Skalen. Er ist nominal oder ordi-
nal. Nominal bedeutet, dass keine Ordnungsrelation zwischen den Werten besteht. Die 
Nominalskala ist eine Zuordnung von Kategorien oder Typen, wie z. B. blau – grün – rot 
– gelb. Aus nominalen Werten geht folglich keine Reihenfolge hervor. Die Ordinalskala 
hingegen bildet Rangfolgen ohne Abstände, z. B. klein – mittel – groß – sehr groß. 
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Ein quantitativer Wertebereich dagegen besitzt metrische Skalen. Der Skalentyp ist kar-
dinal, man spricht von der Kardinalskala. Das heißt, dass der Abstand zwischen den Wer-
ten definiert ist. Ein Beispiel sind die natürlichen Zahlen 1, 2, 3, […].  
Der Wertebereich kann darüber hinaus diskret oder kontinuierlich skaliert sein. Bei zeit-
orientierten Daten wird von einem kontinuierlichen Wertebereich gesprochen, wenn die 
Zeit den Beobachtungsraum darstellt, dem jeweils Werte in Form von <Zeit, Wert> zu-
gewiesen werden. Innerhalb des diskreten Wertebereiches werden jene Daten als Objekte 
behandelt, denen zeitliche Attribute in Form von <Objekt> hat <Eigenschaft: Zeit> zuge-
ordnet werden. 
Selbstverständlich können die Ergebnisse von Text Mining und Data Mining selbst wie-
derum Inhalte von Daten sein, sowohl numerischer als auch symbolischer Art. Darüber 
hinaus kommen in der Praxis nicht nur Daten mit einheitlichen, sondern auch mit ge-
mischten Wertebereichen vor, also heterogene Datensätze. 
9.3.4   Datenstruktur 
Die Datenstruktur beschreibt in der Informatik ein mathematisches Objekt zur Speiche-
rung von Daten. Sie repräsentiert die „inneren“ Zusammenhänge bzw. die Beziehungen 
zwischen den Variablen der Daten. Im Rahmen von Textdaten können unterschiedliche 
Struktureigenschaften vorliegen (vgl. Feldman und Sanger 2007, S. 3): 
• inhärent, verborgen, schwach, implizit oder unstrukturiert,  
• semi- bzw. halbstrukturiert sowie  
• offen bzw. explizit strukturiert. 
Erstere sind Volltexte, die keine expliziten für Mensch oder Maschine sichtbaren Struktu-
ren aufweisen. Inhärent bzw. verborgen strukturiert sind sie, weil sie auf den ersten Blick 
nicht erkennbare sprachlich-textuelle Ebenen aufweisen. Diese können durch das Text 
Mining erschlossen und zur Datenexploration herangezogen werden.  
Semi- bzw. halbstrukturierte Daten sind Texte, die durch Absätze, Titel, Kapitel oder zum 
Beispiel eingeschlossene Tabellen bereits teilweise strukturiert sind. Zu dieser Datenart 
können Textarchive gezählt werden, die neben strukturierten Metadaten auch Volltexte in 
Form von Abstrakten bereitstellen. 
Unter explizit strukturierten Daten werden allgemein sequenziell (Listen), relational (Ta-
bellen), netzwerkartig (Graphen) oder hierarchisch (Bäume) geordnete (alpha)numerische 
Dateninhalte verstanden. 
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9.3.5   Dimensionalität 
Große Datensätze bestehen aus einer großen Anzahl von Einzeleinträgen, die sich ihrer-
seits aus einer definierten Anzahl an Variablen (auch Merkmale, Parameter, Attribute, 
Faktoren) zusammensetzen. Die Anzahl der (unabhängigen oder abhängigen) Variablen, 
die einen Beobachtungspunkt aufspannen bzw. spezifizieren, wird auch als Dimension 
des entsprechenden Datensatzes bezeichnet. In der Literatur besprochen werden ein-, 
zwei-, multi-, mehr- bzw. hyper-dimensionale Daten (vgl. Wong und Bergeron 1994; San-
tos 2004; Kromesch und Juhász 2005). Alternativ werden sie auch als uni-, bi- oder mul-
tivariat (abgeleitet von „Variable“) bezeichnet. Die einzige definitorisch explizite Tren-
nung zwischen multidimensionalen und multivariaten Daten bzw. Verfahren in der Lite-
ratur ist auf die wissenschaftlichen Visualisierer Wong und Bergeron zurückzuführen. Sie 
weisen daraufhin, dass der Begriff mehrdimensional tendenziell eher zur Charakterisie-
rung des Beobachtungsraumes bzw. der unabhängigen Variablen und der Begriff multiva-
riat zur Charakterisierung des Merkmalsraumes bzw. der abhängigen Variablen genutzt 
wird (Wong und Bergeron 1994, S. 4). Anzumerken ist, dass die Wurzeln des letztge-
nannten Begriffes eher in räumlichen und die des erstgenannten Begriffes in abstrakten 
Daten und Anwendungen zu finden sind.51 Interessant ist darüber hinaus, dass in der ana-
lysierten wissenschaftlichen Literatur die Disziplinen des Data Mining und Text Mining 
sowie der Informationsvisualisierung eher von multidimensionalen Daten sprechen, wäh-
rend die Statistik (Zeitreihenanalyse) und die in ihr wurzelnden vereinzelten Beiträge zum 
Temporal Data Mining multivariate Daten analysieren. 
Die Zeit nimmt in dieser Arbeit eine herausragende Rolle als Dimension ein und be-
stimmt die unabhängige Variable, für die alle anderen Variablen gegeben sind. Zeitorien-
tierte Daten können als Datenelemente mit einer Funktion über die Zeit charakterisiert 
werden: 
d = f(t). (1) 
Für durch diskrete Zeitpunkte ti definierte Daten gilt dann 
d = ( t1 , d1), ( t2 , d2), … ,( tn , dn)   mit   di = f(ti). (2) 
di kann dabei durch die bereits beschriebenen Datentypen repräsentiert werden, wobei es 
im Falle von Multivariabilität die Werte von mindestens zwei Variablen umfasst. 
Den Beobachtungsraum der Digital Intelligence bilden Dokumente sowie deren Texte 
und Metadaten zu bestimmten Zeiten bzw. über mehrere Zeitscheiben hinweg. Gemäß der 
                                                          
51 Ein konkretes Beispiel zur Verdeutlichung: Für ein dreidimensionales räumliches Objekt (z. B. Luftballon), 
das sich bewegt, werden die Temperatur und der Druck im Luftballon über die Zeit als Daten erfasst. Die 
räumlichen und zeitlichen Bestimmungen des Luftballons entsprechen den unabhängigen Variablen, dem 
Beobachtungsraum (1. Dimension: Länge, 2. Dimension: Breite, 3. Dimension: Höhe, 4. Dimension: Zeit). 
Die abhängigen Merkmale Temperatur und Druck des Luftballons entsprechen dem Merkmalsraum. Die 
erfassten Daten ergeben folglich einen vierdimensionalen bivariaten Datensatz. 
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soeben erbrachten Herleitung sind die in der Digital Intelligence behandelten zeitorien-
tierten Daten als multivariate unidimensionale Daten bzw. multivariate Daten über die 
Zeit zu bezeichnen. Weil die Digital Intelligence in Form der Datenexploration eher auf 
dem Text und Data Mining fußt, als auf der klassischen Zeitreihenanalyse, wird im Sinne 
einer einheitlichen Terminologie im Rahmen der Digital Intelligence ab sofort von multi-
dimensionalen Daten mit Zeitbezug bzw. über die Zeit oder einfach von multidimensiona-
len zeitorientierten Daten die Rede sein. 
9.4   Metadaten 
Metadaten, Metainformationen oder auch Datenspezifikationen sind Daten über Daten. 
Sie liefern Zusatzinformationen zu einem Dokument oder eine Quelle und erläutern des-
sen Kontext. Eine Definition findet sich in der ISO-Spezifikation:  
Definition: „The information und documentation which makes data sets understan-
dable und shareable for users“ (ISO/IEC 11179). 
Metadaten repräsentieren eine Art Vorschrift, wie Daten auszutauschen, zu lesen und zu 
verstehen sind. Sie ermöglichen die Nutzung von Daten durch Mensch und Maschine 
bzw. dass eine konkrete Nachricht einer abstrakten Information zugeordnet und wieder 
zurückgewonnen werden kann. Unterschieden wird – wie in Tabelle 8 vereinfacht darge-
stellt – zwischen inhaltsabhängigen (inhaltsbeschreibend oder inhaltsbezogen) und inhalt-
sunabhängigen Metadaten. 
Tabelle 8. Klassifikation von Metadaten; Quelle: in Anlehnung an (Schmitt 2002, S. 32). 
Metadaten Beispiele 
beschreibend Vokabular, Ontologien, Thesaurus, Schlüs-selwörter, Patentklassen usw. Kontext 





Zeichensystem beschreibend Annotationen, Beschriftungen, Titel, Untertitel 
inhaltsbezogen  
(nicht interpretierend, Informa-
tionen über interne Strukturen) 
sprachlich-textuelle  
Ebenen beschreibend 
Strukturierende Tags wie Titel, Seiten, Ab-
schnitte oder Index 
präsentationsbezogen Auflösung, Layout, Bit-Tiefe, Farbraum, Komprimierung 
aufnahmebezogen Urheber, Lizenzen, Rechte 
inhaltsunabhängig  
(unterstützen Administration) 
speicherungsbezogen Medientyp, Speicherformat, Speicherort 
 
Bei den inhaltsabhängigen Metadaten befinden sich inhaltsbeschreibende oder auch se-
mantische Metadaten auf einer hohen inhaltlichen Abstraktionsstufe. Sie sind deshalb 
häufig nur schwer automatisiert extrahierbar und müssen manuell erfasst werden. Im 
Rahmen der Digital Intelligence stellen sie den Hauptfokus der Analyse von Metadaten. 
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Inhaltsbezogene Metadaten liefern Informationen über den syntaktischen Aufbau bzw. 
die Struktur der Daten auf einer semantisch niedrigen Stufe, d. h., ohne dass es einer in-
haltlichen Interpretation bedarf. Sie können automatisch aus den Daten extrahiert werden.  
Im Gegensatz zu den inhaltsabhängigen Metadaten stellen inhaltsunabhängige Metadaten 
Informationen dar, die nichts mit dem Inhalt des Dokumentes, das sie beschreiben, zu tun 
haben. Sie sind für dessen Präsentation, Aufnahme und Speicherung notwendig. 
9.5   Zusammenfassung und multidimensionale zeitorientierte Daten 
Informationen werden zunehmend zeitlich systematisch digital archiviert. Der Umgang 
mit wachsenden Datenmengen wird somit um die Herausforderung erweitert, die Zeit als 
zusätzlichen Kontext zu betrachten. Die folgende Liste gibt nur einen kleinen Überblick 
über die unterschiedlichen Disziplinen und Anwendungen multidimensionaler zeitorien-
tierter Daten: 
• Ingenieurwissenschaften: z. B. Sicherheits- und Systemmanagement in verteilten 
Computer- oder Telekommunikationsnetzwerken52, Analyse von Log-Dateien auf 
Webservern53, Analyse von Programmiercode54, 
• Naturwissenschaften: z. B. Datenanalyse bei Raumfahrtmissionen55, Analyse 
geografischer Daten56, Gen- und Proteinsequenzanalysen in der Bioinformatik57, 
• Finanzwissenschaften: Analyse von Finanzdaten58, 
• Marketing / Vertrieb: Warenkorbanalysen59, 
• Gesundheitswesen / Medizin: Analyse klinischer Daten60 oder 
• die für die Digital Intelligence relevante Technologiefrüherkennung61. 
Die Methoden im Umgang mit zeitorientierten Daten werden unabhängig voneinander 
anwendungsbezogen entwickelt. Im Rahmen der Digital Intelligence bilden Texte bzw. 
Textmengen als künstlich erzeugte, abstrakte, sowohl unstrukturierte, semistrukturierte 
als auch strukturierte Daten die zu analysierende Datenbasis. Für deren Exploration sind 
folgende sowohl ihnen inhärente als auch sie beschreibende Informationen relevant:  
                                                          
52 Vgl. Mannila und Toivonen 1996; Das, Gonopulos et al. 1997; Das, Mannila et al. 1998; Mannila und 
Meek 2000; Xu, Bodík et al. 2004. 
53 Vgl. Joshi, Joshi et al. 1999. 
54 Vgl. Renieris und Reiss 1999. 
55 Vgl. Keogh und Smyth 1997; Oates 1999. 
56 Vgl. Compieta, Martino et al. 2007. 
57 Vgl. Das, Mannila et al. 1998; Wang, Shapiro et al. 1999. 
58 Vgl. Fung, Yu et al. 2003. 
59 Vgl. Agrawal und Srikant 1995. 
60 Vgl. Plaisant, Mushlin et al. 1998; Shahar, Goren-Bar et al. 2006. 
61 Vgl. Porter und Cunningham 2005. 
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• die Texte selbst, die durch das Text Mining operationalisiert werden können und 
• die diese Texte beschreibenden Metadaten, die durch unterschiedliche Ansätze 
des Data Mining und der Informetrie analysiert werden können. 
Beiden stellen die Beobachtungsbereiche der Daten. Zu beobachten sind die Textmengen 
samt Metadaten und deren Dimensionen über die Zeit bzw. die Zeitscheiben als Haupt-
dimension in Form des kontinuierlichen zeitlichen Wertebereiches <Zeit, Wert>. Den-
noch sollte die anvisierte Datenbank zur Speicherung aller Daten auch die Möglichkeit 
aufweisen, allen Dokumenten zeitliche Attribute in Form von <Objekt> hat <Eigenschaft: 
Zeit> zuzuordnen (diskreter zeitlicher Wertebereich). Die zeitlichen Eigenschaften von 
Texten stammen dabei nicht direkt vom Inhalt selbst ab, sondern werden aus 
inhaltsunabhängigen identifizierenden Metadaten gewonnen. Beispielsweise ist der 
Zeitpunkt der Veröffentlichung eine verlässliche zeitliche Angabe. Generell können alle 
Textdokumente und damit alle vom Text Mining und von der Informetrie abstammende 
Daten anhand konstanter Abfolgen von Zeitpunkten oder Intervallen in Form von 
Zeitreihen oder (Zeit)intervallreihen geordnet werden. Dabei spielt der konkrete 
Zeitpunkt in der langfristig orientierten Digital Intelligence eine untergeordnete Rolle. 
Eine Aggregation zu monatlichen bzw. sogar jährlichen Veröffentlichungen, und damit 
eine Repräsentation der Beobachtungsbereiche in Intervallreihen in Form zyklischer 
(monatlicher) bzw. linearer (jährlicher) Entwicklungen, hat sich in der Praxis als 
vollkommen ausreichend erwiesen (mit Ausnahme der Anwendung in der Unternehmens-
kommunikation). Grundsätzlich ergeben sich somit vom Text Mining, Data Mining und 
der Informetrie berechnete multidimensionale zeitorientierte Daten kardinaler bzw. 
quantitativer bis hin zu komplexer bzw. zusammengesetzter Art. Letzteres ist der Fall, 
wenn Daten unterschiedlicher Textsorten und Herkunft, und damit auch mit 
unterschiedlichen zeitlichen Angaben zur Entstehung, zur Veröffentlichung oder zum Ab-
lauf, in einer Datenbank zusammengeführt werden.  
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Abbildung 9 ist ein zusammenfassender Über-
blick zum Kapitel 9 bzw. zu zeitorientierten Da-
ten. Die Abbildung umfasst die Konzepte Zeit, 
Daten, Text und Metadaten und ihre unterschied-
lichen Aspekte und bildet somit einen der drei 
Eckpfeiler der Informatik-Grundlagen der Digital 
Intelligence. 
 
Abbildung 9. Synopsis zu zeitorientierten Daten; 
Quelle: eigene Darstellung.. 
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10   Zeitorientierte Datenexplorationsmethoden 
Dieses Kapitel beschreibt die bisherigen wissenschaftlichen Anstrengungen der visuellen 
und analytischen Exploration multidimensionaler zeitorientierter Daten (auch zeitorien-
tierte Datenexploration, Temporal Mining oder Temporal Knowledge Discovery). Dazu 
zählen die zeitorientierte Datenbankabfrage, das zeitorientierte Information Retrieval, das 
Temporal Data, Text und Web Mining sowie die zeitorientierte Informationsvisualisie-
rung.  
Im Rahmen der Digital Intelligence hat die zeitorientierte Datenexploration im weiten 
Sinne das Ziel,  
1. für strategische Entscheidungen relevante zeitorientierte Daten zu identifizieren,  
2. sie zu beschaffen oder zumindest Zugang zu diesen – egal ob strukturiert oder 
unstruktiert, institutionsextern oder -intern vorliegend – über ein Data Warehouse 
zu ermöglichen (optimalerweise zu halten),  
3. sie zeitorientierten analytischen oder visuell-interaktionsbezogenen Exploratio-
nen zu unterziehen  
4. mit dem Ziel, für strategische Entscheidungen relevante (zeitorientierte) Muster 
zu identifizieren, die schwache Signale für evolutionäre oder revolutionäre Ent-
wicklungen des Beobachtungsbereiches repräsentieren. 
 
Abbildung 10. Abstrakter Prozess der zeitorientierten Datenexploration im Rahmen der Digital 
Intelligence im weiten Sinne. 
Abbildung 10 zeigt diesen Prozess abstrakt, wobei er – wie die Digital Intelligence selber 
– als Kreislauf mit einem stetig wachsenden Informationsgehalt bzw. Reifegrad von Da-
ten zu verstehen ist. Sobald auf Daten durch ein Data oder Knowledge Warehouse zuge-
griffen werden kann, können sie durch analytische sowie visuelle Auswertungs- und Ana-
lysemethoden aufbereitet und anschließend präsentiert bzw. verbreitet werden.  
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Mit dem Ziel der Informationsveredelung können je nach Datenbeschaffenheit und Be-
kanntheitsgrad des Zugriffsergebnisses unterschiedliche Strategien der Datenexploration 
zum Einsatz kommen. Bezugnehmend auf Hearst und seinen Versuch der terminologi-
schen Abgrenzung von Text Mining und Data Mining (vgl. Hearst 1999) sowie auf eine 
darauf aufbauende Untersuchung von Kroeze, Matthee u. a. (vgl. Kroeze, Matthee et al. 
2003) strukturiert Tabelle 9 die Datenexplorationslandschaft, wobei eckige Klammern 
Methoden oder Disziplinen beschreiben und Pfeile Aufgaben oder Fragestellungen: 
Tabelle 9. Wissenssuch- und Wissensentdeckungsstrategien nach Datenstruktur und Bekannt-
heitsgrad; Quelle: eigene Darstellung. 
Bekanntheitsgrad des Zugriffsergebnisses 
bekannt         nicht bekannt 
 








Wissensentdeckung / explorative 
Datenanalyse (implizites Wissen): 
Entdeckung dateninhärenter Muster 
und Trends. Deren Entdeckung ist 
neu, weil sie nicht unmittelbar 
wahrnehmbar sind. 
Wissensgenerierung:  
Schaffung neuen bedeutenden 
bzw. relevanten Wissens über 
die Welt, das über die den Da-
ten inhärenten Informationen 




































[analytische und visuelle Methoden: 
Netzwerkanalysen, OLAP] 
 Entdecken statischer oder zeit-
orientierter Muster in numerischen 
Daten (Temporal Data Mining) 
Intelligentes Data Mining (7) 
[Künstliche Intelligenz; Ver-
bindung von Mensch und Ma-
schine durch deren Interaktion 
mit dem Ziel, Handlungsimp-
likationen abzuleiten] 
 Wissensgenerierung auf 























val von Metadaten (2) 
[exakte / unscharfe 
Abfragen] 
 Finden von Refe-
renzen zu bestimmten 
Dokumenten 
Metadaten Mining; Informations-
visualisierung; Informetrie (5) 
[siehe (4)]  
 Entdecken statischer oder zeit-
orientierter Muster in Metadaten 
(Temporal Metadaten Mining) 
Intelligentes Metadaten Mi-
ning (8) [siehe (7)]  
 Wissensgenerierung auf 




























   
  


































val von Volltexten (3) 
[siehe (2)]  




[siehe (4) + konzeptuelle Struktu-
ren]  
 Entdecken statischer oder zeit-
orientierter Muster (Temporal Text 
Mining) in Text(meng)en; Erzeugen 
thematischer Überblicke; Text-
Clustering, -Klassifikation und -
Zusammenfassung  
Intelligentes Text Mining (9) 
[siehe (7) + konzeptuelle 
Strukturen]  
 Frage: Wie können die lin-
guistischen Merkmale in Tex-
ten genutzt werden, um neues 
Wissen zu generieren? (z. B. 
Verknüpfung bestehender Pa-
tentinhalte zu einem neuen 
Patent) … 
 
Die Tabelle verdeutlicht, wie viele unterschiedliche Strategien es gibt, Information auf 
Basis von digitalen Daten zu veredeln und ist nur eine von vielen Strukturierungsmög-
lichkeiten. Alle Suchstrategien sollten in einem effizient gestalteten Informationsgewin-
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nungs- und -veredelungsprozess aufeinander aufbauen. Beispielsweise können im ersten 
Schritt der Informationsveredelung Verfahren des Text Mining eingesetzt werden, um 
unstruktierte Textdaten zu strukturieren. Diese können im zweiten Schritt durch Data Mi-
ning vertieft untersucht bzw. durch Information Retrieval gefiltert werden. Es gilt allge-
mein, bereits standardisierte und bewährte Verfahren zur Lösung einer Fragestellung ge-
genüber neuen, vermeintlich weiterentwickelten Strategien und Technologien bevorzu-
gen. Gemäß dem Pareto-Prinzip wird der größte Anteil am Informationsgehalt durch ein-
fache und bereits bekannte bzw. bewährte Strategien erzielt. Für viele Fragestellungen der 
Digital Intelligence reichen beispielsweise gängige Datenabfragen auf Basis strukturierter 
Daten völlig aus. Ist eine softwarebasierte Anwendung bzw. Dienstleistung im Rahmen 
der Digital Intelligence anzugehen, so ist die Gesamtbreite an Strategien und Lösungswe-
gen zu betrachten – angefangen vom einfachen Daten und Information Retrieval, über die 
Wissensentdeckung bzw. die explorative Datenanalyse bis hin zur Wissensgenerierung. 
Letztgenannte Erweiterung der Datenanalyseansätze trägt der zunehmenden aktiven In-
tegration des Menschen und der künstlichen Intelligenz in die Analyse von Daten Rech-
nung. Kroeze und Matthee führen die Begriffe Intelligent Data Mining und Intelligent 
Text Mining ein (vgl. Kroeze, Matthee et al. 2003). Den Begriff „intelligent“ nutzen sie 
als Indikator für die stark maschinell unterstützte Generierung neuen Wissens – eine Auf-
gabe, die bisher nur dem Menschen vorbehalten war und eine – sich (noch) in philosophi-
schen Sphären bewegende – Problematik eröffnet. 
Inwieweit und wann der Anwender in den Prozess der Analyse eingreift, ist von Anwen-
dung zu Anwendung verschieden. Entsprechend kann die Datenexploration – ihrem Ur-
sprung und der Aufgabe des Menschen entsprechend – in zwei Bereiche aufgeteilt wer-
den: 
• die Disziplin der Informationsvisualisierung, deren Kern die visuelle Exploration 
zeitorientierter Daten durch den Menschen ist sowie 
• die Disziplin der maschinenbasierten Analyse zeitorientierter Daten. 
Ersterer wird auch als visueller Ansatz, letzterer als analytischer Ansatz der Datenexplo-
ration bezeichnet. Letzterer kann wiederum unterteilt werden in deduktive und induktive 







Tabelle 10. Deduktive und induktive Sprachtechnologien; Quelle: eigene Darstellung. 
deduktive Sprachtechnologien  
(musterbasiert) 
induktive Sprachtechnologien  
(statistisch) 
 Transformationsprozess findet statt auf 
Basis eines vorab entwickelten muster- 
bzw. regelbasierten Modells für die Do-
mäne der Transformation 
Transformationsprozess findet statt auf Basis der In-
duktion eines statistischen Modells eines Beispiel- 
bzw. Lernkorpus der Transformationsdomäne (statis-
tische Schlussfolgerung, Generalisierung) 
Vorteile 
• linguistisches Wissen und Intuition 
können genutzt werden 
• in Anwendungsdomäne sehr präzise 
• schnelle Modellentwicklung 
• gute Abdeckung 
• robust 




• Ungleichmäßigkeiten und Ausnahmen 
nur schwer repräsentierbar 
• Modellentwicklung kosten- und zeitin-
tensiv 
• schwer skalierbar 
• spärliche Datenbasis 
• Schätzung der Relevanz statistischer Ereignisse 
Die klassischen Ansätze des Data und Text Mining basieren aufgrund der Menge an Da-
ten, die sie verarbeiten, vorwiegend auf Verfahren des induktiven maschinellen Lernens. 
Im Rahmen von Informationssystemen kann zur Unterstützung der Informationsverede-
lung mithilfe von konzeptuellen Strukturen ein für die Aufgabe ausreichend präzises und 
umfassendes Wissensmodell der zugrundeliegenden Domäne entwickelt werden (deduk-
tive Sprachtechnologie). 
Diese Einführung abschließend sollte erwähnt werden, dass sich die folgenden Kapitel 
sowie auch die Umsetzung der Digital Intelligence primär auf zeitorientierte numerische 
Daten (wie die Entwicklung von Aktienpreisen) konzentrieren und die theoretischen 
Möglichkeiten der Analyse symbolischer Daten (wie Sequenzen von Transaktionsereig-
nissen im Onlinehandel) dennoch nicht außer Acht lassen. Die (zeitorientierten) Explora-
tionsmethoden unterscheiden sich bei beiden Datenformen enorm. Numerische zeitorien-
tierte Daten formen im übertragenen Sinne Kurven, so genannte Zeitreihen. Sie können 
teilweise mit traditionellen Zeitreihenanalysen interpretiert werden. Diese Ansätze sind 
auf gewöhnliche symbolische zeitorientierte Daten nicht übertragbar.  
10.1   Zeitorientierte Datenbankabfragen und OLAP 
Liegen Informationen bereits explizit in strukturierter Form in einer Datenbank vor, so 
können sie durch so genannte Datenbankabfragesprachen – als formale Sprachen zur Su-
che nach Informationen in Datenbanken – aus dem zugrundeliegenden Informationsbe-
stand der Datenbank gefiltert werden. Prinzipiell zur Filterung von (alpha)numerischen 
Daten entwickelt, werden zunehmend auch (Voll)Textfilterungen unterstützt. Die Daten-
bankabfragesprachen – auch Datenverarbeitungssprachen (Data Manipulation Language) 
genannt – sind neben den Datenbeschreibungssprachen (Data Definition Language) und 
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den Datenaufsichtssprachen (Data Control Language) ein Element der Datenbankspra-
chen. Sie zählen zu den einfachsten, jedoch mächtigsten Strategien der Informationsge-
winnung. Das Ergebnis der Filterung ist dann eine Teilmenge des gesamten Datenbankin-
formationsbestandes. Unterschieden werden Abfragesprachen nach Einsatzzweck und 
Schwierigkeitsgrad ihrer Benutzung. Die am weitesten verbreitete Datenbanksprache für 
relationale Datenbanksysteme ist die Structured Query Language (SQL). 
Daten, die nicht zeitorientiert sind, können somit in herkömmlichen Datenbank-
Management-Systemen (DBMS) wohl definiert relational oder objektorientiert gespei-
chert werden. Natürlich können Zeitangaben auch in klassischen DBMS verwaltet werden 
und auf diese Weise temporale Aspekte darstellen. Entsprechende Lösungen werden vie-
len Anwendungen mit Zeitaspekt jedoch nicht gerecht, insbesondere vor dem Hintergrund 
der vielfältigen oben ausgeführten zeitlichen Konzepte. Daher gibt es Vorschläge, nicht 
zeitorientierte relationale und objekt-orientierte Datenmodelle anzupassen bzw. sogar 
DBMS und Abfrage-, Datendefinitions- und Datenmanipulationssprachen zu entwickeln, 
die zeitliche Aspekte von Grund auf mit unterstützen (z. B. Weiterentwicklungen von 
SQL2 zu TSQL2 und SQL3). Dieses im Englischen auch unter Temporal Databases ge-
führte Forschungsfeld ist in der Wissenschaft bereits breit akzeptiert (vgl. Mörchen 
2006). In der breiten Praxis ist es jedoch noch kein Standard, wofür die Vordenker und 
Verbreiter zeitorientierter Datenbanksysteme eintreten.62 Das OnLine Analytical Proces-
sing (OLAP)63 sei hier aus pragmatischen Gründen angeführt. Im Rahmen der aus wis-
senschaftlicher Sicht eventuell „modischen“ Begriffe Business Intelligence und Data Wa-
rehousing findet es oft als analytische Methode zur benutzerfreundlichen Suche und Na-
vigation in multidimensionalen Daten Erwähnung. Prinzipiell kann es als spezielle Da-
tenmodellierungsform verstanden werden. Seine Bedeutung gründet darauf, dass es im 
Gegensatz zu vielen operativen Systemen in der Betriebswirtschaft nicht mehr mit einzel-
nen normalisierten Tabellen arbeitet, sondern (vereinfacht dargestellt) mit einem so ge-
nannten OLAP Cube, der einer Faktentabelle sternschemenmäßig Dimensionstabellen zu-
ordnet. So können beispielsweise relevante betriebswirtschaftliche Kennzahlen wie Um-
satzgrößen anhand unterschiedlicher Dimensionen (Kunden, Regionen oder Zeit) mehr-
dimensional betrachtet und bewertet werden. Zur bildlichen Darstellung werden Würfel 
verwendet, die in verschiedene Dimensionen unterteilt sind. Durch Drill-down-, Drill-up- 
und Filtereinsätze oder komplexe Berichte können somit große Datenmengen hinsichtlich 
ihrer Auffälligkeiten oder Abweichungen analysiert und schnelle Antworten auf komple-
xe Fragen gegeben werden (vgl. Chaudhuri und Dayal 1997). Diese ursprünglich be-
triebswirtschaftliche Anwendungssicht auf ein Datenbanksystem lässt sich auf die Anfor-
                                                          
62 Einen Überblick gebende Veröffentlichungen zu diesem Thema sind: Etzion, Jajodia et al. 1998; Steiner 
1998; Wu, Jajodia et al. 1998; Snodgrass und Ahn 1985; Snodgrass 1999; Snodgrass 2000.  
63 Ein von Codd geprägter Begriff zur Beschreibung der Recherche in ursprünglich betriebswirtschaftlichen 
Datenbeständen (vgl. Codd, Codd et al. 1993). 
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derungen dieser Arbeit übertragen. Die Digital Intelligence bezieht sich nicht auf Einzel-
fakten, sondern auf die zeitorientierte Exploration mehrdimensionaler Indikatoren auf Ba-
sis historischer Daten. Die Definition relevanter Kennzahlen bzw. Indikatoren ist eine der 
reizvollen, wenn nicht sogar wichtigsten Aufgaben der Digital Intelligence.64 
10.2   Zeitorientiertes Information Retrieval 
Information Retrieval65 zählt wie die Datenbankabfragen zu den hypothesengestützten 
Analysemethoden. Der Analyst muss vorab wissen, wonach er suchen möchte. Das In-
formation Retrieval kann helfen, explizites Wissen in großen unstrukturierten oder nur 
teilstrukturierten Metadaten- oder Dokumentensammlungen zu finden bzw. filtern und 
wird definiert als  
Definition  „selecting the documents relevant to query“ bzw. „given a bag of words, 
find the texts containing the same bag of words“ (Kodratoff 1999, S. 5).  
Folglich kann das Information Retrieval auf eine exakte oder unscharfe Suchanfrage die-
jenigen Dokumente aus einer Dokumentensammlung zurückliefern, die für die Beantwor-
tung der Frage relevant sind. Es ist somit die konkrete Suche in einem bestimmten Be-
reich mit festem Themenbezug. 
Information Retrieval in zeitorientierten Daten kann als Teildisziplin zwar nicht auf eine 
ebenso große Forschungshistorie wie das generelle Information Retrieval zurückblicken, 
ist jedoch in großen Teilen bereits gut erforscht. Prinzipiell geht es dabei um  
Definition „efficiently locating subsequences (often referred to as queries) in large 
archives of sequences (or sometimes in a single long sequence)“ (Lax-
man und Sastry 2006).66  
Die Suche beruht auf Ähnlichkeitsmaßen des entsprechenden zeitorientierten Suchmus-
ters mit den zu findenden zeitorientierten Elementen. Die Ähnlichkeitsmaße sind prinzi-
piell auf alle im folgenden Kapitel beschriebenen Repräsentationsformen der zeitorien-
tierten Daten anwendbar. Auch zeitorientierte Daten unterschiedlicher Länge stellen kei-
ne Hürde dar. Alle Sequenzen können prinzipiell ausgerichtet bzw. zeitlich angepasst 
werden. Entsprechende mächtige Methoden sind das Time Warping und Dynamic Time 
Warping (DTW). Sie sind Algorithmen zur Ähnlichkeitsmessung zwischen zwei in Zeit 
                                                          
64 Der „State of the Future Index“, initiiert und durchgeführt durch T. J. Gordon im Rahmen des weltweiten 
Think Tanks „Millennium Project“ unter der Schirmherrschaft der World Federation of United Association 
(WFUNA), ist eine solche „Kennzahlensammlung“ für die Strategische Frühaufklärung oder Zukunftsfor-
schung. 
65 Der Vollständigkeit halber soll auch die Information Extraction erwähnt werden. Kodratoff beschreibt sie 
als „given a structural template of typed variables, how to instantiate it in a way that fits a text?“ (Kodratoff 
1999). Ziel dieser Methode ist die Extraktion einzelner Fakten aus (un)strukturierten Daten. Im Gegensatz 
zum Text Mining sind hier die Kategorien, zu denen Informationen gesucht werden, bereits bekannt. Der 
Benutzer weiß, was er nicht weiß. 
66 Einen guten Überblick über Zeitaspekte im Information Retrieval bietet die Veröffentlichung von Alonso, 
Gertz et al. 2007. 
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und Geschwindigkeit unterschiedlichen Sequenzen. Erstere krümmt die zu verglei-
chenden zeitorientierten Daten so, dass sie überhaupt erst vergleichbar werden: „Time 
warping is a technique that finds the optimal alignment between two time series if one 
time series may be „warped“ non-linearly by stretching or shrinking it along its time axis“ 
(Salvador und Chan 2004). Letztere baut auf Ersterer auf und ermöglicht über die zeitli-
che Krümmung hinaus auch den Vergleich sowohl global als auch lokal verschobener 
zeitorientierter Daten. 
10.3   Data Mining und Temporal Data Mining 
Ist die Analyse expliziten Wissens durch Datenbankabfragen oder Information Retrieval 
nicht ausreichend, kann Data Mining aushelfen. Data Mining wurzelt in den Gedanken 
J. W. Tukeys (Tukey 1977), der als Begründer der explorativen Datenanalyse (auch 
explorative Statistik genannt) gilt. Im Gegensatz zu den bereits beschriebenen Verfahren 
besteht beim Data Mining das Ziel nicht im Auswerten und Testen von gegebenen Hypo-
thesen, sondern in der Verwendung der zugrundeliegenden Daten, um mögliche Hypothe-
sen zu erhalten, die anschließend zu testen sind. Data Mining ist folglich eine Analyse 
von Daten, deren Zusammenhänge nur wenig bekannt sind. Data Mining umfasst Metho-
den und Werkzeuge, die „intelligently and automatically assist humans in analyzing the 
mountains of data for nuggets of useful knowledge“ (Fayyad, Piatetsky-Shapiro et al. 
1996, S. 2). Es bezieht sich im weiten Sinne auf den gesamten rekursiv und interaktiv ab-
laufenden Prozess der Wissensentdeckung in offen strukturierten Daten. Deren Ziel ist 
die Beschreibung der Eigenschaften statisch strukturierter Daten, um mögliche zukünftige 
Entwicklungen vorauszusagen. Es umfasst die Auswahl, Aufbereitung und Analyse der 
Daten sowie die Bewertung, die Interpretation und schließlich die Verbreitung der Ergeb-
nisse. Im engen Sinne versteht man unter Data Mining nur den Analyseschritt innerhalb 
eines umfassenden Wissensentdeckungsprozesses. Erstere Definition setzt sich in der 
Praxis jedoch immer mehr durch (vgl. Fayyad, Piatetsky-Shapiro et al. 1996, S. 1). 
Das Temporal Data Mining ist eine bedeutende Erweiterung des Data Mining auf struktu-
rierte zeitorientierte Datenmengen und wird auch als Temporal Knowledge Discovery in 
Data gebraucht. Es ist eine noch relativ junge Disziplin, deren Wurzeln in den Arbeiten 
von Agrawal67 zu finden sind, der klassische Verfahren des Data Mining zur Analyse 
großer sequenzieller Transaktionsdatenbanken erweitert. Die erste explizite Definition ist 
1999 bei Roddick und Spiliopoulou zu finden als „analysis of events ordered by one or 
more dimensions of time“ (Roddick und Spiliopoulou 1999). Laxman und Sastry de-
finieren das Temporal Data Mining allgemein als „data mining of large sequential data 
sets“ (Laxman und Sastry 2006) und Mörchen als „ mining of data that has some tempo-
                                                          
67 Vgl. Agrawal, Psaila et al. 1995; Agrawal und Srikant 1995. Beschrieben wird das Sequential Pattern Mi-
ning, das im Folgenden unter Temporal Association Rules näher erläutert wird. 
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ral aspect to it“ (Mörchen 2006). Lin und Orgun sind bereits konkreter und beschreiben 
das Temporal Data Mining als „analysis of temporal data and […] finding temporal pat-
terns and regularities“ (Lin, Orgun et al. 2001). Sie bestimmen als erste indirekt zwei un-
terschiedliche Aspekte oder Hauptrichtungen des Temporal Data Mining 
1. die Entdeckung kausaler und zeitorientierter Regeln sowie  
2. die Entdeckung zeitorientierter Muster innerhalb einer Zeitreihe oder zwischen 
unterschiedlichen Zeitreihen. 
Kausale und zeitorientierte Regeln im ersten Fall können Beziehungen zwischen Ereig-
nissen auf einer Zeitachse sein, die thematisch übereinstimmen und nach ihrer zeitlichen 
Abfolge zu ordnen sind.68 Eine entsprechende Definition ist die von Antunes und 
Oliveira: „‘the nontrivial extraction of implicit, previously unknown and potential useful 
information from data’ […] to discover hidden relations between sequences and subse-
quences of events“ (Antunes und Oliveira 2001) oder noch expliziter die von Roddick 
und Spiliopoulou: „Temporal data mining […] has the capability of mining activity rather 
than just states and, thus, infering relationships of contextual and temporal proximity, 
some of which may also indicate a cause-effect association. […] has the ability to mine 
the behavioral aspects of (communities of) objects as opposed to simply mining rules that 
describe their states at a point in time – i. e., there is the promise of understanding why 
rather than merely what.“ (Roddick und Spiliopoulou 2002). 
Der zweite Fall hat seine Wurzeln in der Disziplin der klassischen Zeitreihenanalyse, die 
sich mit der mathematischen Analyse von Zeitreihen (Trends) und der Vorhersage ihrer 
künftigen Entwicklung beschäftigt.69 Neben der Vorhersage und der Rauschminderung 
gehört auch die Suche nach vordefinierten Mustern (z. B. ähnliche Spitzen) und der Ver-
gleich von Mustern zu ihren Zielen. Dieses Feld wurde auch als Time Series Data Mining 
(vgl. Agrawal und Srikant 1995; Keogh und Smyth 1997) bezeichnet und definiert als: 
„research dealing with Data-Mining using numeric and symbolic time series and sequen-
ces“ (Mörchen 2006). Eine ähnliche Einteilung nehmen Antunes und Oliveira vor. Sie 
unterscheiden zwischen Forschungsarbeiten im Bereich zeitlicher Sequenzen nominaler 
Symbole (temporal sequences) und Zeitreihen (time series), folglich Sequenzen kontinu-
ierlicher, numerische Elemente (vgl. Antunes und Oliveira 2001).  
Es ist nicht einfach, aussagekräftige zeitorientierte Muster in zeitorientierten Daten zu 
identifizieren. Klassische Techniken des Data Mining im Sinne statischer (zeitloser) Ana-
lysen zeitorientierter Datenausprägungen bilden erfahrungsgemäß nur eine Basis für das 
Temporal Data Mining. Mittlerweile sind viele spezifische Verfahren für unterschiedliche 
                                                          
68 Vgl. (temporal) association rules; classification rules; sequential pattern mining; temporal sequences. 
69 Vgl. die Sammlung von Schriften zu Vorhersagen durch Zeitreihenanalysen von (Weigend und Gershen-
feld 1993). 
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zeitorientierte Datentypen entwickelt und erforscht worden. Es gibt jedoch noch keine 
allseits akzeptierte Taxonomie des Temporal Data Mining (vgl. Mörchen 2006). Um die 
Möglichkeiten des Temporal Data Mining besser zu verstehen, werden nachfolgend zwei 
seiner wichtigsten Aspekte näher erläutert: 
1. mögliche Repräsentationen zeitorientierter Daten für die maschinelle Weiterver-
arbeitung sowie  
2. darauf aufbauende Aufgaben. 
10.3.1   Repräsentationen zeitorientierter Daten 
Bevor das eigentliche Mining beginnt und damit Analysen auf Basis der zeitorientierten 
Daten überhaupt angegangen werden können, müssen sie in vergleichbaren Repräsentati-
onsformen abgebildet sein. Dies ist sinnvoll, um 
• die Haupteigenschaften der Daten hervorzuheben, 
• die Daten besser zu komprimieren, 
• spätere Arbeitsprozesse zu beschleunigen undungewünschte Rauschpegel, Lü-
cken, Zeitverschiebungen oder ungleiche Zeitskalen zu entfernen. 
Diese Vorarbeiten sind – wie die vielen nachfolgend beschriebenen Forschungsansätze an 
Repräsentationsformen beweisen – keine trivialen Aufgaben. Je nach Datentyp sind un-
terschiedliche Repräsentationsformen vorteilhaft. Auf Basis der Ausarbeitungen von An-
tunes, Oliveira und Mörchen (vgl. Antunes und Oliveira 2001; Mörchen 2006) sei nach-
folgend eine Systematisierung möglicher Methoden zur Repräsentation zeitorientierter 
Daten für deren maschinelle Weiterverarbeitung angeführt, die keinen Anspruch auf 
Vollständigkeit erhebt. Ergänzend dazu werden wesentliche, von den Repräsentations-
formen abhängige Ähnlichkeitsmaße bzw. Distanzfunktionen besprochen, die eine 
Grundlage für die Operationen des Temporal Data Mining bilden. Sie ermöglichen so-
wohl die Suche in als auch den Vergleich von zeitorientierten Daten. Zu unterscheiden ist 
dabei grundsätzlich zwischen Vergleichsansätzen numerischer und symbolischer zeitori-
entierter Daten. 
Kontinuierliche (lineare) zeitorientierte Repräsentation70 
Ansätze dieser Form belassen die zeitorientierten Initial- bzw. Originaldaten (Zeitreihen) 
möglichst in ihrer ursprünglichen Form bzw. repräsentieren sie gemäß ihrer zeitlichen 
Achse. Die einfachste Methode dabei ist, die Originalelemente der Sequenzen nach ihrem 
zeitlichen Auftreten zu ordnen und sie ohne Vorverarbeitung zu repräsentieren. 
                                                          
70 Vgl. Time-Domain Continuous Representation. 
 82
Sofern nur bestimmte Intervalle von Interesse sind (zum Beispiel Monate anstatt Tage), 
können auch gleitende Zeitfenster (sliding time windows) definiert werden, die jeweils 
durch einen Wert (z. B. den Mittelwert) repräsentiert werden (vgl. Agrawal, Lin et al. 
1995; Lin und Risch 1998).  
Ein anspruchsvollerer Ansatz zur Gewinnung handhabbarer untergeordneter Sequenzen 
ist die schrittweise lineare Aproximation (piecewise linear approximation). Mithilfe die-
ses Verfahrens werden initiale Zeitreihen in Einzelsegmente partitioniert, die jeweils 
durch eine lineare Funktion repräsentiert werden. Die Partitionierung kann sowohl top-
down als auch bottom-up bis zu einer für die jeweilige Fragestellung sinnvollen Partiti-
onsanzahl erfolgen, wobei auch der parallele bzw. rekursive Einsatz beider Methoden und 
die Teilung nur an Wendepunkten der Zeitreihe(n) sinnvoll sein können.71 Bei dieser Art 
der Repräsentation werden jeweils die i-ten Elemente der Sequenzen miteinander vergli-
chen. Entscheidend ist, dass vorab sowohl die Werte- als auch die Zeitskala aufeinander 
abgestimmt werden. Die Zeitreihen müssen gleich lang sein. Von Interesse sind weniger 
die absoluten Werte der Zeitreihen, sondern die Auf- und Abbewegungen – folglich die 
Form der Zeitreihe(n).  
Die gängigsten Distanzfunktionen sind die Euklidische Distanz und das Kosinus-
Ähnlichkeitsmaß, das sich äquivalent zu den Korrelationsdistanzen (Korrelation, Auto-
korrelation, Kreuzkorrelation) verhält, wenn der Mittelwert von jeder Zeitreihe subtra-
hiert wird. Im Kontext des Temporal Data Mining spricht man von der zeitlichen Korrela-
tion von Zeitreihen bzw. davon, dass die Zeitreihen kontemporär korrelieren. Zu beachten 
ist jedoch, dass von einem korrelativen nicht auf einen kausalen Zusammenhang ge-
schlossen werden kann. Keogh und Kasetty haben elf unterschiedliche Distanzmaße auf 
zwei unterschiedlichen Benchmark-Zeitreihendatensätzen getestet. Sie stellten fest, dass 
die Euklidische Distanz die besten Resultate hervorbrachte (vgl. Keogh und Kasetty 
2003). 
Transformationsbasierte Repräsentation72 
Diese Repräsentationsform zeitorientierter Daten transformiert die initialen zeitorientier-
ten Daten (Sequenzen) von der Zeitdimension in eine andere Dimension. Zwei entspre-
chende Transformationsmethoden sind im Rahmen des Temporal Data Mining hervorzu-
heben:  
• die Diskrete Fourier-Transformation (DFT) und 
• die Diskrete Wavelet-Transformation (DWT). 
                                                          
71 Vgl. Das, Gonopulos und Mannila 1997; Guralnik und Srivastava 1999. 
72 Vgl. Transformation Based Representations. 
 83 
Erstere ist eine Fourier-Transformation eines zeitdiskreten periodischen Signals. Sie 
transformiert die Zeitdarstellung in einen reziproken Frequenzraum bzw. jeweils eine Se-
quenz des Zeitbereichs in einen Punkt im Frequenzbereich, wobei die signifikantesten 
Frequenzen gefiltert werden können. Der Vorteil dieser spektralen Repräsentation besteht 
darin, dass Phasenverschiebungen die transformierten Parameter nicht beeinflussen. Da-
durch wird das Auffinden ähnlicher Sequenzen vereinfacht.73 
Letztere ist eine Wavelet-Transformation, die zeit- und frequenzdiskret durchgeführt 
wird. Sie nutzt skalierte und verschobene Versionen einer Basis-Wavelet-Funktion. Das 
heißt, dass die Originalsequenzen wie bei der Fourier-Transformation in ihre Frequenz-
komponenten zerlegt werden, ohne ihr zeitliches Auftreten zu vergessen.74 Transformati-
onsbasierte Repräsentationen werden vergleichsweise häufig bei langen Zeitreihen auch 
unterschiedlicher Länge genutzt. Vergleiche zwischen ihnen werden durch Ähnlichkeits-
maße wie zum Beispiel die Euklidische Distanz der sie repräsentierenden Punkte in der 
neuen Dimension vorgenommen. Voraussetzung ist jedoch, dass die Koeffizienten der 
Transformierten für alle zu vergleichenden Zeitreihen die gleichen sind. 
Repräsentation auf diskreter Basis75 
Repräsentationen zeitorientierter Daten auf diskreter Basis überführen die originalen, ini-
tialen Zeitreihen mit realen Werten in diskrete Sequenzen aus alphabetischen Symbolen. 
Der Vorteil dabei ist, dass die entsprechende Symbolsprache vom Nutzer gewählt werden 
kann. Dadurch wird eine schnellere und bessere Verarbeitung der Repräsentationen er-
möglicht. Ein Nachteil ist die eingeengte Repräsentationsvielfalt. Der Nutzer oder Erstel-
ler der Symbolsprache muss die zu findenden und zu analysierenden zeitlichen Muster 
(zum Beispiel Spitzen, steile Auf- oder Abwärtstrends) bereits im Voraus kennen.76 Zwei 
geläufige Symbolsprachen sind77: 
• die Shape Definition Language (SDL)78 und 
• die Constraint-Based Pattern Specification Language (CAPSUL). 
Beide beschreiben die Entwicklung von Werten in Zeitintervallen jeweils durch eine 
Symbolsprache, die spezifische zeitliche Muster repräsentiert. Die Überführung der Ori-
                                                          
73 Vgl. Agrawal, Faloutsos et al. 1993; Faloutsos, Jagadish et al. 1997; Rafiei und Mendelzon 1998; Chu und 
Wong 1999; Rafiei 1999; Kahveci, Singh et al. 2002) 
74 Relevante Publikationen in diesem Rahmen sind: Chan und Fu 1999; Shahabi, Tian et al. 2000; Wang und 
Wang 2000; Wu, Agrawal et al. 2000; Kahveci und Singh 2001; Popivanov und Miller 2002. 
75 Vgl. discretization based representation. Entsprechend relevante Publikationen sind: Agrawal, Lin et al. 
1995; Agrawal, Psaila et al. 1995; Agrawal und Srikant 1995; Keogh und Smyth 1997; Qu, Wang et al. 
1998. 
76 Vgl. Roddick und Spiliopoulou 2002. 
77 Ein anderer Ansatz nutzt das Clustering (vgl. Das, Mannila et al. 1998). Den beispielsweise auf Basis von 
Distanzfunktionen berechneten Clustern eines Satzes untergeordneter Sequenzen, die aus einer Originalse-
quenz mithilfe gleitender Zeitfenster gewonnen werden, können Symbole zugeordnet werden. 
78 Ein eigenes Beispiel für SDL: zero appears up Up up up Down down down stable down disappears. 
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ginalsequenzen in die Symbolsprache geschieht durch Schwellenberechnung der Ände-
rung zwischen den einzelnen Sequenzen. CAPSUL ermöglicht komplexere Repräsentati-
onen zeitlicher Muster, wie z. B. Periodizitäten. 
Bei Repräsentationen auf diskreter Basis werden die einander entsprechenden Elemente 
der Symbolsprache miteinander verglichen. Möglich sind, beispielsweise bei SDL, auch 
unscharfe Suchen und Vergleiche folgender Form: (in 4 (and (noless 1 (any up Up)) (no-
more 2 (any down Down)))). In diesem Abfragebeispiel werden in den zeitorientierten 
Daten alle untergeordneten Sequenzen gesucht, die vier Intervalle lang sind und mindes-
tens einen steilen bzw. mäßigen Aufstieg sowie maximal zwei steile bzw. mäßige Abstie-
ge besitzen (vgl. Agrawal, Psaila et al. 1995). 
Modellbasierte Repräsentation79 
Modellbasierte Repräsentationen gehen davon aus, dass zeitorientierte Daten durch ein 
spezifisches Modell generiert wurden. Auf Basis einer Untersuchung einer Teilmenge der 
zeitorientierten Daten werden Modelle zu deren bestmöglicher Repräsentation erzeugt. 
Klassische Verfahren der Zeitreihenanalyse zerteilen Zeitreihenfunkionen in vier Kom-
ponenten (vgl. Desikan und Srivastava 2003): 
• den Trend: langzeitige monotonische Änderung der Durchschnittswerte einer 
Zeitreihe, 
• den Zyklus: langzeitige wellenartige Änderung der Durchschnittswerte einer 
Zeitreihe, 
• die saisonale Komponente: periodisch auftretende Fluktuationen in einer Zeitrei-
he sowie 
• den Rest, der die Änderungen repräsentiert, die durch die vorher genannten 
Komponenten nicht aufgegriffen werden. 
Diese Operationalisierung kann Trendanalysen und Vorhersagen stark vereinfachen bzw. 
überhaupt ermöglichen. Zwei im Temporal Data Mining intensiv erforschte Verfahren 
des Modellierens sind: 
                                                          
79 Modellbasierte Repräsentationen weisen viele Ähnlichkeiten zu transformationsbasierten Repräsentationen 
auf. Ein Modell ist auch eine Art Transformation. Folglich können die hier genannten modellbasierten Rep-
räsentationen im Rahmen des Temporal Data Mining auch als Untermengen der transformationsbasierten 
Repräsentationen fungieren. Mithilfe probabilistischer, deterministischer, possibilistischer Modelle oder 
Verfahren des maschinellen Lernens (z. B. Künstliche Neuronale Netze) können seriell oder parallel ähnli-
che Entwicklungen gesucht oder Sub-Sequenzen in anderen Sequenzen zeitlicher Daten wiedergefunden 
werden. Während deterministische Verfahren (Nearest-Neighbourhood- oder k-means-Verfahren) die ein-
deutige Zuordnung von Informationsobjekten zu Clustern verlangen, arbeiten probabilistische Methoden 
mit Zugehörigkeitsgraden. Possibilistische Verfahren (Fuzzy-Cluster-Verfahren) heben diese Restriktion 
auf, sodass Elemente mehreren Klassen oder auch gar keiner Klasse zugeordnet werden können. Darüber 
hinaus gibt es auch unvollständige Segmentierungsverfahren (Multidimensionale Skalierung). Diese erzeu-
gen eine räumliche Darstellung der Objekte, ohne eine Gruppeneinteilung vorzunehmen. 
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• das Anpassen mathematischer Modelle bzw. linearer Gleichungssysteme an Zeit-
reihen, z. B. durch Auto Regressive Integrated Moving Average (ARIMA) Mo-
delle80 sowie  
• das Modellieren der Wahrscheinlichkeit von Zeitpunktwerten bzw. -symbolen 
und deren Entwicklung durch Markov-Ketten oder Hidden Markov-Modelle81.  
Im Rahmen der zuerst genannten Verfahren werden oft Polynomfunktionen eingesetzt, da 
es mit ihnen einfach möglich ist, alle differenzierbaren Funktionen anzunähern (Polyno-
mial-Approximation). 
Das Forschungsfeld der Technologiediffusion bzw. -substitution beschäftigt sich eben-
falls mit modellbasierten Repräsentationen. Mithilfe mathematischer Modelle werden 
weniger allgemein gültige Verfahren zur Repräsentation zeitorientierter Daten entwickelt, 
sondern vielmehr abstrakte, nur empirisch überprüfbare Technologieentwicklungen nach-
vollzogen. Die Grundüberlegung basiert darauf, dass der Ersetzungsfaktor einer Techno-
logie eine Funktion ihres Marktanteils ist. Die nach ihren Entdeckern genannten Modelle 
Floyd, Fisher-Pry oder Blackman studieren den relativen Marktanteil der im Wettbewerb 
befindlichen alten im Vergleich zur neuen Technologie. Da in der Praxis der Einflussgrad 
einer Technologie neben dem Marktanteil auch durch ihren Reifegrad und somit durch 
die Zeit beeinflusst wird, sind jene mathematischen Modelle mittlerweile um eine zeitli-
che Komponente erweitert worden (vgl. Rai und Kumar 2003). 
Modelle können bei langen Zeitreihen auch unterschiedlicher Länge eingesetzt werden. 
Ähnlichkeiten werden gemessen, indem jede Zeitreihe modelliert wird und danach an-
hand der Parameter des Modells die Wahrscheinlichkeit bestimmt wird, dass eine Zeitrei-
he durch das Modell einer anderen Zeitreihe erstellt wurde. 
Komprimierungsbasierte Repräsentation 
Dieser noch neue Ansatz der Repräsentation (auch unterschiedlich) langer Zeitreihen ana-
lysiert, wie gut zwei oder mehrere Zeitreihen alleine oder zusammen komprimiert werden 
können. Der Grundgedanke ist, dass die Verknüpfung und Komprimierung ähnlicher Da-
ten höhere Kompressionsraten ergibt als die unähnlicher Daten.82  
Datenbankbasierte Repräsentation 
Die datenbankbasierten Repräsentationen sind hier vollständigkeitshalber aufgeführt. Sie 
wurden bereits im Kapitel „Datenbankabfragen und OLAP“ besprochen. 
                                                          
80 Vgl. Box, Jenkins et al. 1994; BagnallwJanacek 2004; Xiong and Yeung 2004. 
81 Vgl. Bagnall, Janacek et al. 2003; Bagnall und Janacek 2004; Laxman und Sastry 2006; Aznarte M., 
Sánchez et al. 2007. 
82 Für weitergehende Studien wird der Konferenzbericht von Keogh, Lonardi et al. 2004 empfohlen. 
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10.3.2   Aufgaben des Temporal Data Mining 
Die Strukturen, nach denen Algorithmen des Data Mining suchen und vergleichen, kön-
nen in Modelle und Muster geordnet werden (vgl. Laxman und Sastry 2006).  
Ein Modell ist eine globale, übergeordnete bzw. abstrakte Repräsentation der vorliegen-
den Daten. Es wird typischerweise durch Parameter repräsentiert, die auf Grundlage der 
Daten geschätzt werden. Das Temporal Data Mining unterscheidet zwischen prädiktiven 
und deskriptiven Modellen. Erstere werden in der Vorhersage oder in der Klassifikation 
angewendet, während Letztere primär zur Datenzusammenfassung und Visualisierung 
genutzt werden. Beispiele für prädiktive Modelle sind Autoregressionsanalysen oder 
Markov-Modelle. Spektogramme oder Clustering hingegen beruhen auf beschreibenden 
(deskriptiven) Modelltechniken. 
Im Gegensatz zu den globalen Eigenschaften eines Modells beschreiben Muster lokale 
Strukturen wie Ähnlichkeiten, Spitzen, Trends oder Periodizitäten von Datenvariablen 
bzw. von Datenpunkten, die als repräsentative Grundlage für weitere Suchen und Ver-
gleiche dienen. 
Darüber hinaus wird im Data Mining unterschieden zwischen der Erkennung von Mustern 
(pattern recognition) und der Entdeckung von Mustern (pattern discovery). Erstere ist an-
nahme- bzw. hypothesengetrieben und klassifiziert Daten automatisch auf Basis vorab 
definierter repräsentativer Muster (Trainingsmenge). Sie wird im Englischen prinzipiell 
auch supervised classification genannt, vereinfacht jedoch auch nur unter Klassifikation 
geführt. Letztere nennt sich unsupervised classification oder einfach nur Clustering. An-
stelle einer Vorauswahl repräsentativer Muster erfolgt hier eine maschinenbasierte 
Merkmalsextraktion. 
Die nachfolgenden operationellen Schwerpunkte des Data Mining83 gelten auch für das 
Temporal Data Mining in zeitorientierten Daten – insbesondere bei numerischen oder 
symbolischen Zeitreihen: 
• überwachte (supervised) und nicht überwachte (unsupervised) Klassifikation 
(vgl. Clustering),  
• Entdeckung von Assoziationsgesetzen (association rules) und häufigen Sequen-
zen (vgl. Apriori-Algorithmen) und 
• spezielle Mining-Sprachen (mining languages, query languages, shape definition 
languages) zur Spezifikation der zu suchenden Muster in zeitlichen Daten. 
Die besondere Herausforderung der Klassifikation und des Clustering zeitorientierter Da-
ten (speziell von Zeitreihen) liegt in deren hoher Dimensionalität und hohen Merkmals-
                                                          
83 Vgl. Alpar und Niedereichholz 2000. 
 87 
korrelationen sowie in einem hohen Rauschen. Dabei erforschen die Publikationen neue 
Ähnlichkeitsmaße für traditionelle Klassifikations- und Clustering-Algorithmen (vgl. Ke-
ogh und Kasetty 2003). 
Klassifikation 
Bei der Klassifikation zeitorientierter Daten wird angenommen, dass jede über die Zeit 
beobachtete Variable als Sequenz oder Zeitreihe einer Klasse aus einer endlichen Menge 
vordefinierter Klassen zugeordnet werden kann. Ziel ist, die entsprechende Klasse für je-
de der Variablen automatisch zu bestimmen (vgl. Laxman und Sastry 2006). Es ist jedoch 
schwierig, traditionelle Klassifikationsalgorithmen für Anwendungen an zeitorientierten 
Daten zu nutzen, da jede über die Zeit beobachtete Variable durch viele Merkmale (hier 
Zeitpunkte bzw. Zeitscheiben) beschrieben werden kann. Gemäß den zeitlichen Grund-
elementen wird zwischen  
• der Klassifikation von Zeitreihen (time series classification) und  
• der Klassifikation von Zeitpunkten (time point classification / sequential super-
vised learning) unterschieden (vgl. Mörchen 2006).  
Erstere ordnet neue, noch nicht klassifizierte Zeitreihen einer Klasse mithilfe eines Klas-
sifikators zu, der vorab auf Basis einer Trainingsmenge von Zeitreihen angelernt wurde: 
„Given a set of time series with a single label for each, the task is to train a classifier and 
label new time series.“ (Mörchen 2006, S. 42).84  
Letztere ist mit den Verfahren der Vorhersage verwandt und hat zum Ziel, auf Basis vor-
gegebener Zeitreihensätze mit einzeln markierten Zeitpunkten (Trainingsmengen) Klassi-
fikatoren anzutrainieren, mit deren Hilfe alle Zeitpunkte einer neuen Zeitreihe jeweils ei-
ner Klasse zugeordnet werden können – wie in den folgenden beiden Definitionen ver-
deutlicht wird: (1) „there are labels for each time point. A classifier is trained using the 
values and labels from the time points of the training set. Given a new time series, the 
task is to label all time points.“ (Mörchen 2006, S. 42) und (2) „In sequence classifica-
tion, each sequence presented to the system is assumed to belong to one of finitely many 
(predefined) classes or categories and the goal is to automatically determine the corre-
sponding category for the given input sequence.“ (Laxman und Sastry 2006, S. 5). 
Wie bei allen normalen Mustererkennungstechniken, geht der eigentlichen Klassifikation 
eine Merkmalsextraktion voraus. Die Basis des Klassifikationsalgorithmus bilden die 
oben bereits beschriebenen Ähnlichkeitsmaße, abhängig von der jeweiligen Repräsentati-
onsform.  
                                                          
84 Entsprechende Methoden und Anwendungen beschreiben Nanopoulos, Alcock et al. 2001; Keogh und Ka-
setty 2003; Chen und Kamel 2005; Wei und Keogh 2006 und Glendinning und Fleet 2007. 
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Clustering 
Das Clustering zeitorientierter Daten beschreiben Laxman und Sastry folgendermaßen: 
„Clustering of sequences or time series is concerned with grouping a collection of time 
series (or sequences) based on their similarity.“ (Laxman und Sastry 2006, S. 6). Daraus 
wird deutlich, dass das Clustering zeitorientierter Daten von den bereits erörterten zeitli-
chen Grundelementen abhängt. Unterschieden wird zwischen:  
• dem Whole Series Clustering,  
• dem Sub-Series Clustering und 
• dem Time Point Clustering. 
Die erstgenannten Verfahren haben das Ziel, mehrere (ganze) numerische Zeitreihen nach 
Ähnlichkeiten und Unterschieden zu clustern (vgl. Rodrigues, Gama et al. 2004).  
Die zweitgenannten Verfahren extrahieren kurze Segmente aus einer einzelnen Zeitreihe 
mithilfe gleitender Zeitfenster und clustern diese (vgl. Keogh und Lin 2005).  
Die drittgenannten Verfahren clustern Zeitpunkte von Zeitreihen auf Basis ihrer zeitli-
chen Abstände und Datenwerte. Insbesondere die Promotionsarbeit von Mörchen bietet 
zu diesem Thema tiefer gehende Einsichten und eine Literaturübersicht (Mörchen 2006, 
S. 32ff.). 
Vorhersage oder Prognose 
Vorhersagen oder Prognosen haben zum Ziel, zukünftige Werte zeitorientierter Daten – 
insbesondere numerischer oder symbolischer Zeitreihen – auf Basis vergangener Werte 
vorherzusagen: „The task of time series prediction has to do with forecasting (typically) 
future values of the time series based on its past samples.“ (Laxman und Sastry 2006, 
S. 176) oder „Prediction is usually understood as forecasting the next few values of a nu-
meric or symbolic series.“ (Mörchen 2006, S. 37). Dafür werden prädiktive Modelle ge-
nutzt, wie zum Beispiel Regressionen, ARIMA- und GARCH85-Modelle, überwachte und 
nicht überwachte Neuronale Netze oder Support Vector Machines.86 Festzuhalten ist, dass 
alle Experten und alle bisherigen Vorhersageergebnisse egal welcher Komplexität, wel-
chen Reifegrades und welchen Zugewinns an Akkuratheit die Schwierigkeit oder sogar 
Unmöglichkeit exakter Vorhersagen untermauern (vgl. Antunes und Oliveira 2001, 
S. 12). 
Sequenzanalyse 
Waren die bisher genannten Ansätze eher auf die Analyse numerischer zeitorientierter 
Daten ausgerichtet, so ist die Sequenzanalyse eine Analyse symbolischer, ordinaler zeit-
                                                          
85 Generalized Autoregressive Conditional Heteroskedasticity. 
86 Einen hervorragenden Überblick über diese Vorhersageverfahren bietet Armstrong (vgl. Armstrong 2001). 
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orientierter Daten. Deren zeitlichen Eigenschaften sind implizit durch die Ordnung der 
Daten gegeben.  
Die klassischen Verfahren der Assoziations- bzw. Abhängigkeitsanalyse des Data Mining 
auf Basis grundlegender Arbeiten von Agrawal – der den Apriori-Algorithmus [Aus-
gangspunkt für zahlreiche Weiterentwicklungen und einer der am weitesten verbreiteten 
Algorithmen zur Erzeugung von Assoziationsregeln (Entdeckung kausaler Regeln) für 
zeitlich nicht geordnete Datensätze] entwickelte – haben das Ziel, Elemente einer Menge 
zu ermitteln, die das Auftreten anderer Elemente implizieren (vgl. Agrawal, Imielinski et 
al. 1993).87  
Die Erweiterung dieser klassischen Assoziationsanalyse um die Sequenzanalyse be-
schreiben Roddick und Spiliopoulou folgendermaßen: „Association rules typically find 
correlations between items in transaction data sets that record activity on multiple items 
as part of a single transaction. However, in cases where client histories exist, temporal 
patterns on purchasing or other behavior over time can be discovered and used in strate-
gic planning.“ (Roddick und Spiliopoulou 2002, S. 754). Sie führen fort und beschreiben 
das Ziel der Sequenzanalyse als: „The rationale behind frequent sequences lies in detect-
ing precedence relationships and ordered associations that make themselves statistically 
remarkable.“ (Roddick und Spiliopoulou 2002, S. 758) Eine ähnliche Beschreibung ist 
bei Laxman und Sastry zu finden: „we are given a collection of sequences and the task is 
to discover (ordered) sequences of items (i. e. sequential patterns) that occur in suffi-
ciently many of those sequences.“ (Laxman und Sastry 2006, S. 184). D. h., dass die Se-
quenzanalyse die klassische Assoziations- bzw. Abhängigkeitsanalyse um die zeitliche 
Ordnung der identifzierten Assoziationen bzw. Abhängigkeiten erweitert. Eine typische 
Anwendung ist die Warenkorbanalyse auf Basis einer Liste von Transaktionssequenzen 
der Kunden, die einen Supermarkt besuchen: 
Kunde 1: (AB) (ACD) (BE) 
Kunde 2: (D) (ABE) 
Kunde 3: (AB) (F) (BC) (DE) 
Kunde 4: (A) (F) 
Kunde 5: (BC) (AB) (C) (DE) 
(3) 
Die umklammerten Elemente repräsentieren immer ein Ereignis (Kauf bzw. Transaktion 
zu einem konkreten Zeitpunkt), wobei die Buchstaben jeweils ein Produkt darstellen. Das 
Ziel der Sequenzanalyse ist zum Beispiel, gemeinsame Kaufmuster von Kunden zu iden-
tifizieren. Mit anderen Worten: Der Verkäufer möchte in Erfahrung bringen, welche Käu-
fe kurz nach einem Initialkauf getätigt wurden. So ist die Sequenz bzw. Regel (A) (BC) – 
folglich der Erwerb des Produktes A und der spätere Erwerb der Produkte B und C zu ei-
nem gemeinsamen Zeitpunkt – enthalten in (AB) (F) (BC) (DE), jedoch nicht in (BC) 
                                                          
87 Eine gute Erklärung bieten Hettich und Hippner 2001, Schaubild 5, S. 465. 
 90
(AB) (C) (DE). Das heißt, dass Kunde 3 nach genanntem Sequenzmuster kaufte, nicht je-
doch Kunde 5.  
Mit der Identifikation und Analyse signifikanter bzw. häufiger Episoden (Episodenanaly-
se), folglich mehrerer Sequenzen, beschäftigen sich insbesondere Mannila und Toivo-
nen.88 Eine weitere Erweiterung der Sequenzanalyse, ist das so genannte Temporal Asso-
ciation Rule Mining89, bei dem explizite Zeitmarken genutzt werden, um zeitorientierte 
Regeln aufzustellen. Agrawal und Srikant definieren dies allgemein als „temporal asso-
ciation rules as traditional association rules plus a conjunction of binary temporal predi-
cates.“ (Agrawal und Srikant 1995). Eine konkretere Definition bietet Mörchen: „While 
sequential patterns describe the concept of order in itemset sequences, temporal associa-
tion rules combine traditional association rules with temporal aspects. Often the time 
stamps are explicitly used to describe the validity, periodicity, or change of an associa-
tion.“ (Mörchen 2006, S. 18). Ein Beispiel dafür ist die folgende Transaktionssequenz:  
(A, 2), (B, 3), (A, 7), (C, 8), (B, 9), (D, 11), (C, 12), (A, 13), (B, 14), ... (4) 
wobei die Buchstaben wiederum jeweils ein Produkt und die Zahlen hinter dem Komma 
die Zeitangabe (z. B. in Sekunden) repräsentieren. Diese ist nutzerdefiniert und kann ka-
lenderbasiert, absolut oder auch relativ angegeben sein. Auf Basis solcher Daten können 
zusätzliche zeitliche Bedingungen gesetzt und komplexere zeitliche Analysen durchge-
führt werden, wie zum Beispiel die Datenexploration nur innerhalb spezifischer zeitlicher 
Bedingungen wie Zeitfenstern oder Perioden oder die Erstellung von Sequenzregeln auf 
Basis der Zusammenführung von Sequenzen innerhalb eines zeitlichen Fensters. 
Higher Order Mining 
Bisher wurden die zeitorientierten Aspekte des Data Mining beschrieben, indem die Zeit 
als dateninhärente Eigenschaft bzw. als Dateninhalt betrachtet wurde. Darüber hinaus 
kann die Zeit auch als Eigenschaft der Ergebnisse des zu einem konkreten Zeitpunkt 
durchgeführten Data Mining betrachtet werden. Die Exploration der Entwicklung dieser 
Ergebnisse – folglich das Mining der Miningergebnisse – bietet ein interessantes For-
schungsfeld des Temporal Data Mining, das sich noch in den Kinderschuhen befindet, je-
doch mit dem Reifegrad des Temporal Data Mining sicherlich an Bedeutung wachsen 
wird. Die ersten Forschungsansätze des Higher Order Mining – das auch als data mining 
over mining results, higher order knowledge discovery oder meta-mining bezeichnet wird 
(vgl. Spiliopoulou und Roddick 2000; Cotofrei und Stoffel 2003) – haben die zuvor be-
schriebenen Assoziationsregeln und ihren Wandel über die Zeit als Datenbasis: „previ-
ously mined rules found by an association rule algorithm are mined to discover changes 
in the rules.“ (Roddick und Spiliopoulou 2002, S. 757). So kann sich eine Regel bzw. die 
                                                          
88 Vgl. Mannila, Toivonen et al. 1995; Mannila und Toivonen 1996; Mannila, Toivonen et al. 1997. 
89 Vgl. Chen und Petrounias 1999; Rainsford und Roddick 1999. 
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Wahrscheinlichkeit einer Kausalität durch neue oder veränderte Antezedenten und Suk-
zedenten oder andere Schwellenwerte verändern. Prinzipiell können jedoch auch alle an-
deren genannten Mining-Ergebnisse zeitlich geordnet und dann nach Mustern exploriert 
werden.  
10.4   Text Mining und Temporal Text Mining 
Viel Information liegt in Form von Texten vor, die für Menschen und nicht für den 
Zugriff durch Computer geschrieben wurden. Durch seine Heterogenität und Unstruktu-
riertheit ist natürliche Sprache und Text maschinell nur schlecht nutzbar. Dennoch ist bei 
dem gigantischen Datenangebot und der eingeschränkten Informationsverarbeitungskapa-
zität des Menschen die rein intellektuelle Dokumentenerschließung nicht mehr sinnvoll. 
Zudem besteht mit den Worten von John Naisbitt: „Wir ertrinken in Daten und dürsten 
nach Wissen“ die Herausforderung nicht im Auffinden von Informationen in Texten 
überhaupt, sondern in der Auswahl relevanter Informationen in Texten und in deren 
Transfer in Wissen. Datenabfragen und Data Mining auf Basis strukturierter Daten sowie 
das Information Retrieval auf Basis unstrukturierter textueller Daten stoßen hier an ihre 
Grenzen. Den Anforderungen an eine (halb)automatische inhaltsorientierte Textanalyse 
wird das Information Retrieval nicht gerecht, und für Datenabfragen und Methoden des 
Data Mining fehlt im textuellen Bereich die explizite Strukturiertheit. Vor diesem Hinter-
grund wächst der Bedarf an Texttechnologien, die ihren Benutzern helfen, Textinhalte zu 
verstehen, zu explorieren und kontextsensitiv aufzubereiten. Erste arbeitsintensive Versu-
che des Text Mining datieren bis in die Mitte der 80er Jahre zurück. Doch erst zehn Jahre 
später konnte sich das Text Mining durch technologische Fortschritte in der Wissenschaft 
etablieren. Neben dem Begriff Text Mining sind folgende weitere Bezeichnungen in der 
Literatur zu finden: 
• Knowledge Discovery in Textual Databases (vgl. Feldman und Dagan 1995), 
• Text Knowledge Engineering (vgl. Hahn und Schnattinger 1998), 
• Text Data Mining (vgl. Merkl 1998; Hearst 1999),  
• Knowledge Discovery in Texts (vgl. Kodratoff 1999; Loh, Wives et al. 2000; 
Karanikas und Theodoulidis 2002) oder 
• Textual Data Mining (vgl. Lagus, Honkela et al. 1999; Losiewicz, Oard et al. 
2000; Kontostathis, Galitsky et al. 2003). 
Diese Begriffsvielfalt ist letztlich auf die unterschiedlichen Aufgaben bzw. Anwendungen 
des Text Mining zurückzuführen sowie auf seine technologischen und methodischen Ur-
sprünge. Mehler und Wolff identifizieren fünf verschiedene Sichtweisen auf das Text 
Mining (vgl. Mehler und Wolff 2005, S. 2ff.): 
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• die Perspektive der automatischen Sprachverarbeitung,  
• die Perspektive des Data Mining,  
• die methodenorientierte Perspektive,  
• die wissensorientierte Perspektive und  
• die prozessorientierte Perspektive. 
Die automatische Sprachverarbeitung sieht im Text Mining die Möglichkeit der Verbes-
serung eigener Methodenansätze. So werden existierende Verfahren der Verarbeitung na-
türlicher Sprache wie das Information Retrieval, die Informationsextraktion oder die 
Textkategorisierung teilweise dem Text Mining zugesprochen.90  
Die eher wissensorientierte Hearst unterscheidet hingegen ganz klar zwischen Informati-
on Retrieval, Informationsextraktion, Textkategorisierung und Wissensentdeckung im 
Sinne einer Exploration von „heretofore unknown“ oder „never-before encountered in-
formation“ durch Text Mining (Hearst 1999). Entsprechende Definitionen im Kontext der 
Wissensentdeckung sind auch bei Kroeze: „Text mining as exploratory data analysis is a 
method of (building and) using software systems to support researchers in deriving new 
and relevant information from large text collections.“ (Kroeze, Matthee et al. 2003), Tan: 
„Text mining is an emerging research area concerned with the process of extracting inter-
esting and non-trivial patterns or knowledge from text documents.“ (Tan 1999) oder 
Zorn: „Text mining offers powerful possibilities for creating knowledge and relevance 
out of the massive amounts of unstructured information available on the Internet and cor-
porate intranets.“ (Zorn, Emanoil et al. 1999, S. 28) zu finden. 
Verständlicherweise wurzeln die meisten Bestimmungsversuche des Text Mining im Data 
Mining, wie Kroeze, Matthee et al. in ihrem Vergleich der Terminologien von Data Mi-
ning und Text Mining feststellen: „Most scholars agree that text mining is a branch or a 
sibling of data mining.“ (Kroeze, Matthee et al. 2003, S. 94) und verweisen dabei auf die 
Arbeiten von Nasukawa und Nagano (vgl. Nasukawa und Nagano 2001, S. 969). Die 
Nähe von Text Mining zu Data Mining wird außerdem durch folgende Definitionen 
bestätigt: „The aim of text mining is similar to data mining in that it attempts to analyse 
texts to discover interesting patterns such as clusters, associations, deviations, similarities, 
and differences in sets of text.“ (Hidalgo 2002) oder „We define text mining to be data 
mining on text data. Text mining is all about extracting patterns and associations previ-
ously unknown from large text databases.“ (Thuraisingham 1999, S. 167). Text Mining 
und Data Mining teilen Motivation und Zielsetzung. Ihre Verfahren explorieren Daten 
                                                          
90 Veröffentlichungen von Kodratoff (Kodratoff 1999), Kosala und Blockeel (Kosala und Blockeel 2000) 
oder Sebastiani (Sebastiani 2002) bezeugen dies. Konkret sprechen dies auch Karanikas und Theodoulidis 
an, indem sie zwischen der direkten und indirekten Nutzung von Text Mining unterscheiden (Karanikas 
und Theodoulidis 2002). 
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und suchen nach unbekannten, potenziell vorhandenen Mustern, um daraus entschei-
dungsrelevantes Wissen zu generieren. Der zentrale Unterschied liegt darin, dass die zu 
Grunde liegende Datenbasis beim Text Mining natürlich-sprachliche, nicht explizit struk-
turierte oder semistrukturierte Texte sind. Diese müssen zunächst strukturiert bzw. opera-
tionalisierbar gemacht werden. Die Aufbereitung von Text – seine Vorverarbeitung, seine 
Transformation im Sinne einer Merkmalsextraktion sowie die darauf folgende Merkmals-
selektion – ist der wesentliche Unterschied der Prozesse von Text Mining und Data Mi-
ning. Die zusätzlichen Herausforderungen an Text Mining im Vergleich zu Data Mining 
werden auch von Feldman hervorgehoben: „Text mining methods – often based on large-
scale, brute-force search directed at large, high-dimensionality feature sets – generally 
produce very large numbers of patterns. This results in an overabundance problem with 
respect to identified patterns that is usually much more severe than that encountered in 
data mining applications aimed at structured data sources.“ (Feldman und Sanger 2007, S. 
9) 
Methodenorientierte Definitionen sehen Text Mining als eine Vereinigung verschiedener 
Technologien bzw. als Sammelbegriff für vielfältige Textanalysemethoden an. Beispiele 
hierfür sind die Definitionen von Feldman: „Text mining is a new and exciting research 
area that tries to solve the information overload problem by using techniques from data 
mining, machine learning, natural language processing (NLP), information retrieval (IR), 
and knowledge management. Text mining involves the preprocessing of document collec-
tions (text categorization, information extraction, term extraction), the storage of the in-
termediate representations, the techniques to analyze these intermediate representations 
(such as distribution analysis, clustering, trend analysis, and association rules), and visu-
alization of the results.“ (Feldman und Sanger 2007, S. X), Behme: „Text Mining steht 
als Oberbegriff für sämtliche Methoden, mit denen sich nützliche Informationen, die im-
plizit in großen Textsammlungen enthalten sind, auffinden lassen.“ (Behme und 
Multhaupt 1999, S. 107), Karanikas: „KDT and TM is a new research area that tries to 
resolve the problem of information overload by using techniques from data mining, ma-
chine learning, natural language processing (NLP), information retrieval (IR), informa-
tion extraction (IE) and knowledge management.“ (Karanikas und Theodoulidis 2002, S. 
2) oder Heyer: „Mit dem Terminus Text Mining werden computergestützte Verfahren für 
die semantische Analyse von Texten bezeichnet, welche die automatische bzw. halbau-
tomatische Strukturierung von Texten, insbesondere sehr großer Mengen von Texten, un-
terstützen.“ (Heyer, Quasthoff et al. 2005, S. 10). Dabei ist zu bemerken, dass jede Tech-
nik – ob induktiv oder deduktiv – ihre Vor- und Nachteile hat. Ziel sollte sein, die Tech-
niken ziel- bzw. anwendungsorientiert zu integrieren, wie es zum Beispiel Karanikas und 
Theodoulidis beschreiben: „Most of the tools combine performancebased with knowl-
edge-based techniques in order to balance the flexibility and adaptability of statistical 
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techniques with the domain and language specific knowledge provided by thesauri and 
heuristic.“ (Karanikas und Theodoulidis 2002, S. 8)  
Die bisher genannten Perspektiven verstehen Text Mining im engen Sinne als Analyse-
methode zum Auffinden interessanter, neuer und nicht-trivialer Muster aus nicht explizit 
strukturierten Daten (Texten). Darüber hinaus kann Text Mining auch als Gesamtprozess 
der Wissensentdeckung verstanden werden – von der Bedarfsdefinition und der Datenbe-
schaffung über die Datenaufbereitung, die eigentliche Datenanalyse (Mustererkennung) 
bis hin zur Kommunikation der Ergebnisse. In diesem Zusammenhang wird oft auch der 
Begriff Knowledge Discovery in Texts genannt: „KDT is a multi-step process, which in-
cludes all the tasks from the gathering of documents to the visualisation of the extracted 
information.“ (Karanikas und Theodoulidis 2002, S. 3). In derselben Arbeit wird zudem 
explizit zwischen Text Mining als Analysemethode bzw. Prozess der Mustererkennung 
und der Wissensentdeckung in Texten als Gesamtprozess unterschieden: „Text Mining 
(TM) is a step in the KDT process consisting of particular data mining and NLP algo-
rithms that under some acceptable computational efficiency limitations produces a par-
ticular enumeration of patterns over a set of unstructured textual data.“ (Karanikas und 
Theodoulidis 2002, S. 3). Sullivan hingegen versteht den Begriff Text Mining wiederum 
breiter – als Prozess der Zusammenstellung, Organisation und Analyse großer Dokumen-
tensammlungen: „Text mining is defined as the process of compiling, organizing, and 
analyzing large document collections to support the delivery of targeted information to 
analysts and decision makers and to discover relationships between related facts that span 
wide domains of inquiry.“ (Sullivan 2001, S. 21). 
Alle genannten Ansätze des Text Mining haben eines gemeinsam: Ihre Grundlage sind 
Texte als un- oder halbstrukturierte bzw. nicht explizit strukturierte Informationsquellen, 
die es zu erschließen gilt. Vor dem Hintergrund der vorliegenden Arbeit und der vielfälti-
gen Basis oben genannter Beschreibungen wird das Text Mining wie folgt definiert: 
Definition: Text Mining ist der systematische, in der Regel (halb)automatisierte Pro-
zess der Entdeckung unbekannter, benutzerrelevanter Informationen und 
deren Beziehungen in großen Mengen textueller Daten mithilfe informa-
tionstechnischer, linguistischer (Morphologie, Syntax, Semantik, Stilistik) 
und statistischer Methoden (Indizes, Kookkurrenzen, Markov-Modelle, 
Ähnlichkeitsmaße, Clustering, künstliche neuronale Netze), interdiszipli-
närer Heuristiken, konzeptueller Strukturen (semantische Netze, Ontolo-
gien oder Visualisierungen) und der Informationsvisualisierung. Es hat 
dasselbe Motiv und dieselbe Zielsetzung wie das Data Mining. Es teilt mit 
ihm zudem viele Verfahren, nicht jedoch den Gegenstand. Während Data 
Mining auf Grundlage strukturierter Daten operiert, die z. B. in relatio-
nalen Datenbanken gespeichert sind, arbeitet Text Mining auf Grundlage 
von Texten, also von unstrukturierten oder schwach strukturierten Daten 
bzw. von Daten mit nicht expliziter Struktur. Dabei liegt der Fokus der 
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Exploration nicht nur auf einzelnen Dokumenten, sondern, wie beim Data 
Mining, insbesondere auf deren Mengen und Mustern. 
Allgemein betrachten Systeme und Anwendungen des Text Mining Textdokumente und 
deren Kollektionen nur als eine Einheit bzw. als einheitlichen Korpus, der aus einem ko-
härenten statischen Dokumentensatz besteht. Die zeitorientierte Datenexploration ge-
winnt jedoch zunehmend an Bedeutung und damit die Anforderung an das Text Mining, 
Dokumentenkollektionen auch in Form von Teilmengen zeitmarkierter Dokumente und 
deren Wandel zu betrachten. Diese Teilmengen werden ab sofort Zeitscheiben genannt, 
da es sich um Teilmengen handelt, die nach zeitlichen Kriterien geordnet bzw. getrennt 
sind. Zeitliches Wissen kann auf dreierlei Weise textuell gespeichert sein: 
1. Explizit innerhalb von Dokumenten durch konkrete Zeitangaben für Ereignisse, 
z. B.: Die Fußball-Weltmeisterschaft wurde vom 9. Juni bis zum 9. Juli 2006 in 
Deutschland ausgetragen. 
2. Implizit innerhalb von Dokumenten durch indirekte, den Texten bzw. ihren 
Strukturen inhärente Zeitangaben, z. B.: Die 18. Fußball-Weltmeisterschaft in 
Deutschland folgte der in Japan / Korea. 
3. Implizit bzw. in Form von zusätzlichen Metadaten, indem Dokumentenkollektio-
nen mit Zeitmarken bzw. deren Reihenfolgen betrachtet werden. 
Für die ersten beiden Beispiele sind komplexe linguistische zeitspezifische Regelwerke 
(z. B. Ontologien) vonnöten, die jedes einzelne Dokument bis auf seine Grundelemente 
hin auf linguistischer Basis tief analysieren.91 Für das letzte Beispiel reichen auch bekann-
te oben bereits vorgestellte statistische Ansätze des Text Mining, die die Textmuster der 
jeweiligen Zeitscheiben bzw. Dokumentenkollektion berechnen und darauf aufbauend die 
Entwicklung entsprechender Textmuster mit Verfahren des Data Mining, des Temporal 
Data Mining bzw. der Informationsvisualisierung analysieren. Diese Form der Datenex-
ploration bildet den Kern der Digital Intelligence im Rahmen der vorliegenden Arbeit und 
wird ab sofort abgeleitet vom Temporal Data Mining unter dem Begriff Temporal Text 
Mining geführt.92 In der Literatur sind nur wenige explizite Nachweise für diese Bezeich-
nung anzutreffen. Die einzigen Erwähnungen sind die von Vasilakopoulos (Vasilakopou-
los, Bersani et al. 2004), Nørvag (Nørvag, Eriksen et al. 2006) und Qiaozhu Mei (Qiaoz-
hu Mei 2005), wobei nur die letztgenannte Veröffentlichung eine explizite Definition 
vorzuweisen hat:  
Definition „Temporal Text Mining (TTM) is concerned with discovering temporal 
patterns in text information collected over time. Since most text informa-
tion bears some time stamps, TTM has many applications in multiple do-
                                                          
91 Entsprechende Ansätze beschreiben Spiliopoulou (Spiliopoulou und Müller 2003) und Vasilakopoulos 
(Vasilakopoulos, Bersani et al. 2004). 
92 Vereinzelt ist auch die Sprache von Temporal Knowledge Discovery in Texts. 
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mains, such as summarizing events in news articles and revealing re-
search trends in scientific literature.“ (Qiaozhu Mei 2005, S. 1) 
Die Seltenheit der Literaturnachweise ist folgendermaßen zu begründen. Zum einen ist 
die Disziplin des Temporal Text Mining noch jung und daher nicht genug ausdifferen-
ziert. Zum zweiten nutzen Autoren, sofern sie Werkzeuge, Verfahren und Anwendungen 
der Entdeckung zeitorientierten Wissens auf Basis von Textströmen bzw. Texten oder 
Dokumentenkollektionen besprechen, gebräuchliche Begriffe aus bereits bekannten Dis-
ziplinen wie Text Mining, Data Mining, Temporal Data Mining oder Zeitreihenanalyse. 
Letzteres bestätigen beispielsweise die – zu den ersten originären zeitorientierten Ansät-
zen des Text Mining gehörenden – Arbeiten von Lent (Lent, Agrawal et al. 1997), Feld-
man (Feldman und Dagan 1995; Feldman, Aumann et al. 1997; Feldman, Dagan et al. 
1998) sowie Montes-y-Gomez (Montes-y-Gomez, Gelbukh et al. 2001). Auch sie haben 
zum Ziel, den Wandel von Textmustern zu analysieren, beschreiben die Arbeiten jedoch 
als Trendanalyse im Rahmen des Text Mining, wie z. B. Feldman: „In text mining, trend 
analysis relies on date-and-time stamping of documents within a collection so that com-
parisons can be made between a subset of documents relating to one period and a subset 
of documents relating to another.“ sowie „Trend analysis, in text mining, is the term gen-
erally used to describe the analysis of concept distribution behavior across multiple 
document subsets over time.“ (Feldman und Sanger 2007, S. 30).  
Text Mining teilt mit Data Mining zwar nicht den Gegenstand, greift jedoch auf viele sei-
ner Verfahren zurück. Ähnlich verhält es sich mit dem Temporal Text Mining und dem 
Temporal Data Mining. Beide Disziplinen können zur zeitorientierten Datenexploration 
zusammengefasst werden. 
Abbildung 11. Die zeitorientierte Datenexploration aus Sicht der Datenquellen (links) und Ver-
fahren (rechts); Quelle: eigene Darstellung. 
Die linke Hälfte der Abbildung 11 visualisiert die Abgrenzung zwischen Data Mining, 
Text Mining und den entsprechenden Ansätzen der zeitorientierten Datenexploration aus 
Perspektive der Datenquellen93. Der rechte Teil der Abbildung vergleicht Data Mining, 
                                                          


















Text Mining und entsprechende Ansätze der zeitorientierten Datenexploration grafisch 
aus Perspektive angewandter Verfahren. Text Mining greift neben einer Vielzahl von An-
sätzen des Data Mining auch auf spezifische texttechnologische Verfahren zurück – ins-
besondere im Rahmen der Datenaufbereitung. Die zeitorientierte Datenexploration hat 
ihre Ursprünge im Data Mining im Falle des Temporal Data Mining, während neue An-
sätze und Anwendungen des Temporal Text Mining auch auf Text Mining zurückgreifen. 
Darüber hinaus nutzt die zeitorientierte Datenexploration auch andere nicht primär dem 
Data Mining oder Text Mining zuzuordnende Ansätze zum Beispiel aus der Informati-
onsvisualisierung, was durch die Schnittmengen symbolisch dargestellt wird. 
Während Text Mining die computergestützte Analyse von Textinhalten und damit Text-
mustern zum Ziel hat, kommt beim Temporal Text Mining die Zeit als zusätzliche Di-
mension hinzu. Seine Quelle ist nicht nur einfach eine Dokumentenkollektion wie beim 
Text Mining, sondern eine zeitorientierte Dokumentenkollektion (bzw. ein Dokumenten-
strom oder textueller Datenstrom). Damit ergibt sich für das Temporal Text Mining im 
pragmatischen Kontext der Digital Intelligence vorliegender Arbeit folgende Definition: 
Definition: Das Temporal Text Mining ist die zeitorientierte Exploration von Textda-
ten aus Dokumentenkollektionen mit Zeitmarken. 
Die Herausforderung des Temporal Text Mining – die Operationalisierung der Kombina-
tion der inhaltlichen und der zeitlichen Komponente in den multidimensionalen zeitorien-
tierten Textdaten – kann modellhaft und abstrakt auf drei unterschiedlichen Wegen erfol-
gen, durch die vereinte Modellierung von Zeit und Inhalt sowie zwei Ansätze der geson-
derten bzw. konsekutiven Modellierung: 
1. ZEIT + THEMA, die vereinte Modellierung: Thema und Zeit sind von Anfang 
an zwei gleichrangige und kombiniert modellierte Aspekte eines Dokumentes 
bzw. einer Dokumentenkollektion. Die inhaltliche und zeitorientierte Analyse er-
folgt auf Basis dieses kombinierten Modells. 
2. THEMA  ZEIT: Ein zeitunabhängiges, die gesamte Dokumentenkollektion 
repräsentierendes Wissensmodell wird aufgebaut. Danach wird die Dokumenten-
kollektion in Zeitscheiben aufgeteilt. Die zeitorientierte Themenanalyse erfolgt 
durch Betrachtung des zeitunabhängigen Wissensmodells für jede Zeitscheibe 
bzw. für die Filterung der Inhalte jeder einzelnen Zeitscheibe (vgl. Wang und 
McCallum 2006). 
3. ZEIT  THEMA: Die Dokumentenkollektion wird in Zeitscheiben aufgeteilt 
und für jede Zeitscheibe wird ein repräsentatives Wissensmodell erstellt. Danach 
werden die zeitscheibenbasierten Wissensmodelle einander angeglichen, damit 
sie verglichen werden können bzw. ihr Wandel analysiert werden kann (vgl. auch 
Wang und McCallum 2006). 
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Auf diese Modellierungsansätze wird in den nachfolgenden Kapiteln wieder zurückge-
griffen. Insbesondere der zweite und dritte Ansatz wurden im Rahmen vorliegender Ar-
beit intensiv untersucht. Vorab sei gesagt, dass es kein allgemein optimales Verfahren 
gibt. So kann das kombinierte Modell zeit- und speicherintensiv sein. Das zweite Modell 
mag sinnvoll sein für historische Analysen mit langem Zeithorizont und wenn die zu ana-
lysierenden Themen bereits vorab bekannt sind. Es hat jedoch den Nachteil, dass die ak-
tualisierende bzw. dynamische Berechnung der gesamten Dokumentenkollektion bei gro-
ßen Datenvolumina zeitintensiv ausfallen kann. Die Berechnungen sind beim dritten Mo-
dell wiederum schneller. Der Vergleich der zeitscheibenbasierten Wissensmodelle kann 
sich dabei jedoch als schwer herausstellen. 
Sobald entschieden ist, wie mit Zeit und Inhalt umgegangen wird, ist noch lange nicht 
klar, wonach zeitorientiert exploriert wird – folglich das zeitorientierte Muster als ein In-
dikator für schwache Signale in Kollektionen von Textdokumenten. Dieses wird im Kapi-
tel 13 in Form textbasierter Indikatoren definiert. Vorab werden die Grundlagen und 
Formen des Temporal Text Mining beschrieben. 
10.4.1   Grundlagen des Text Mining 
Der generelle Datenexplorationsprozess sowohl des Text Mining als auch des Data Mi-
ning im weiten Sinne von der (1) Bedarfsdefinition, (2) Informationsbeschaffung, (3) Da-
tenaufbereitung über die (4) Mustererkennung (und eigentlichen Datenexploration) bis 
zur (5) Ergebnisaufbereitung und -verwertung erinnert stark an den der Digital Intelligen-
ce. Besondere Aufmerksamkeit sollte dem für jede Datenexploration zwingend notwen-
digen Teilprozess der Datenaufbereitung geschenkt werden, da er den wesentlichen Un-
terschied zwischen Data Mining und Text Mining ausmacht. Beim Text Mining müssen 
die nicht explizit strukturierten Daten (Texte) zunächst in eine numerische Form trans-
formiert werden bzw. es müssen quantifizierbare Merkmale extrahiert werden, damit Me-
thoden der Mustererkennung angesetzt werden können. Nachfolgend werden die Teilpro-
zesse der Datenexploration mit besonderem Fokus auf das Text Mining und die prakti-
schen Erfahrungen in sechs Jahren zeitorientierter Datenexplorationsarbeit ausführlicher 
beschrieben. Alle Phasen laufen in intensiver Interaktion mit dem Anwender und in zahl-
reichen Rückkopplungen ab. 
Bedarfsdefinition 
Am Anfang jeder Datenexploration steht die Anfrage bzw. die Motivation der Unterneh-
mung. Eine sorgfältige Durchführung der Bedarfs- und Aufgabendefinition vor jeder Da-
tenexploration wird empfohlen. Sie verdeutlicht die Erwartungen an die Datenexploration 
und stellt eine effiziente und effektive Datenexploration sicher. Ihr Ergebnis ist eine ab-
grenzbare Problemstellung und eine festgelegte Zielsetzung der Datenexploration, die er-
 99 
reicht werden soll. Selbst offene und unpräzise formulierte Fragestellungen sind hilfreich 
bei der Navigation durch ein großes Datenvolumen. 
Informationsbeschaffung 
Der sorgfältig durchgeführten Bedarfsdefinition folgt die Informationsbeschaffung. Ge-
mäß dem definierten Analyseziel erfolgt die Datenauswahl, wobei die verfügbaren (inter-
nen und externen) Datenquellen bewertet und die relevanten Datensätze ausgewählt bzw. 
gefiltert werden. Ziel dieser Phase sind eine erste grobe Reduktion des breiten Datenma-
terials und die Bereitstellung der Daten. Da Qualität und Quantität der ermittelten Daten 
die nachfolgenden Analysemöglichkeiten und die Ergebnisqualität maßgeblich beeinflus-
sen, sind diese ersten Schritte bedeutend. Sie mindern die Komplexität für den Informati-
onsanalysten und die Datengröße für die späteren berechnungsintensiven Phasen der Da-
tenexploration. Entscheidend ist, welche Daten in welchem Umfang für eine ausreichende 
Beantwortung der Fragestellung notwendig sind. Liegen Metadaten (z. B. Schlüsselwör-
ter, Deskriptoren) vor, so sind sie in den Prozess der Datenauswahl unbedingt einzube-
ziehen. Domänenspezifisches Wissen über potenzielle Datenquellen und deren Erschlie-
ßung sowie über mögliche rechtliche Restriktionen ist unabdingbar. Systematisch erfolgt 
die Datenauswahl vertikal (Suchtiefe) und horizontal (Suchbreite). Erstreckt sich die Ana-
lyse über einen längeren Zeitraum, ist sicherzustellen, dass sich die Struktur der zu verar-
beitenden Daten nicht verändert. Ist der optimale Aggregationsgrad der Daten unbekannt, 
so werden die Daten zunächst mit dem niedrigsten verfügbaren Aggregationsgrad extra-
hiert. Die Datenfilterung hingegen konzentriert sich stärker auf die den Dokumenten in-
härenten Informationen (z. B. auf den eigentlichen Dokumenteninhalt), um die Relevanz 
von Dokumenten zu bewerten. Zurückgegriffen wird hier unter anderem auf klassische 
Verfahren des Information Retrieval. Für die Suche sowohl nach Dokumenten als auch 
nach Textinstanzen (z. B. Wörtern) und deren Beziehungen untereinander können sich 
Abfragesprachen mit regulären Ausdrücken als nützlich erweisen. Nach der Datenaus-
wahl und -filterung sollten alle benötigten Daten idealerweise in einem Data Warehouse 
bereitgestellt werden. In der Praxis stellt dies jedoch eine große Herausforderung dar. Der 
Zugriff auf heterogene Daten- und Dokumententypen aus unterschiedlichen internen und 
externen Quellen muss sichergestellt werden. So müssen beispielsweise auch Schnittstel-
len zu externen Datenbanken, Suchmaschinen oder Web-Crawlern definiert werden, denn 
nicht alle Daten können in eigenen elektronischen Systemen verwaltet und auch noch be-
rechnet werden. 
Datenaufbereitung 
Sobald die relevanten Daten vorliegen, müssen sie aufbereitet werden, damit sie maschi-
nell und visuell analysiert bzw. exploriert werden können. Ziel der Datenaufbereitung ist 
(1) die Datenqualität zu verbessern, denn qualitativ hochwertige Datenexplorationsergeb-
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nisse sind nur bei qualitativ hochwertigen Daten zu erwarten sowie (2) im Rahmen des 
Text Mining unstrukturiert bzw. nicht explizit strukturierte oder halbstrukturierte Daten 
in strukturierte Daten zu überführen. In der Praxis sind die meisten Daten vor der Daten-
aufbereitung fehler- bzw. lückenhaft, z. B. durch Ausreißer verrauscht und inkonsistent. 
Diese Mängel müssen bereinigt werden, und die Daten müssen in eine homogene Form 
gebracht werden. Einen Rahmen für Datenqualitätsmaße erarbeiteten Wang und Strong 
bereits im Jahr 1996. In ihrer Arbeit führen sie unter anderem folgende Datenqualitätsas-
pekte an (vgl. Wang und Strong 1996): (1) Genauigkeit, (2) Vollständigkeit, (3) Konsis-
tenz, (4) Aktualität, (5) Glaubwürdigkeit, (6) Mehrwert, (7) Interpretierbarkeit und (8) 
Zugänglichkeit. Die Erfüllung all dieser Qualitätsaspekte ist nur durch eine sorgfältige 
Datenaufbereitung zu bewerkstelligen, die in folgende Aufgaben untergliedert werden 
kann: (1) Datenbereinigung, (2) Datenintegration, (3) Datentransformation, (4) Datenre-
duktion und (5) Diskretisierung. Die letzten drei Aufgaben im Rahmen zeitorientierter 
Daten wurden bereits detailliert beschrieben. Darüber hinaus kommen beim Text Mining 
noch zusätzliche Datenaufbereitungsaufgaben hinzu. Die natürliche Sprache ist komplex 
und mehrdeutig. Damit sie in Textform überhaupt maschinell analysiert werden kann, 
muss der Text zerlegt und in eine strukturierte Form überführt werden. Die gewonnene 
Struktur repräsentiert dann die ursprünglich natürlich-sprachliche(n) Quelle(n). 
Keine andere Aussage kann die Motivation für den folgenden Abschnitt besser beschrei-
ben als die von Feldmann: „It is currently an orthodox opinion that language processing 
in humans cannot be separated into independent components. Various experiments in 
psycholinguistics clearly demonstrate that the different stages of analysis – phonetic, 
morphological, syntactical, semantical, and pragmatical – occur simultaneously and de-
pend on each other.“ (Feldman und Sanger 2007, S. 59). Im folgenden Abschnitt wird er-
arbeitet, welche unterschiedlichen Disziplinen und Methoden von Nutzen sein können, 
um unstrukturierte Textbestände maschinell in eine strukturierte Form zu überführen. Da-
bei kann grundsätzlich zwischen zwei Ansätzen unterschieden werden: 
• linguistische Verfahren (Computerlinguistik) und  
• statistische, eher von der Statistik bzw. Wahrscheinlichkeitsrechnung abstam-
mende Verfahren (automatische Sprachverarbeitung, NLP). 
Dale spricht in genannter Reihenfolge auch von symbolischen und empirischen Ansätzen 
der natürlichen Sprachverarbeitung (vgl. Dale, Moisl et al. 2000). Die linguistischen An-
sätze beziehen sich auf den Text und seine sprachlich-textuellen Ebenen bzw. seine gene-
rische Struktur – die Wörter, Phrasen und Sätze. Bei halbstrukturierten Texten kann zu-
sätzlich auf die Elemente zurückgegriffen werden, die dem Text die Teilstruktur bieten 
(z. B. Tags bei Auszeichnungssprachen). Den bereits dargestellten sprachlich-textuellen 
Ebenen entsprechend (Kapitel 9.2.1) kann von vier Teildisziplinen der Linguistik, Com-
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puterlinguistik oder automatischen Sprachverarbeitung gesprochen werden: (1) der Mor-
phologie, (2) der Syntax, (3) der Semantik und (4) der Pragmatik. 
Die morphologische Analyse bzw. Strukturierung von Text bezieht sich auf Verfahren, 
die Wortformen auf ihre Wurzeln reduzieren und die sinntragenden Wortbestandteile un-
tersuchen. Dazu gehören 
• die Tokenisierung, die Texte in ihre Einheiten auf Wortebene94 zerlegt sowie die 
meist der Tokenisierung im Prozess folgende und den Kern der morphologischen 
Analyse bildende 
• Grundformreduktion95, die mögliche natürlich-sprachliche Kompositionen, De-
kompositionen, Flexionen und Derivationen96 von Wörtern (Tokens) auf ihren 
gemeinsamen Wortstamm zurückführt, indem sie lexikon- und korpusbasierte 
oder andere statistische Verfahren nutzt97. 
Die syntaktische Analyse nutzt die Syntax bzw. Grammatik natürlich-sprachlicher Texte, 
um sie zu strukturieren. Folglich werden Muster und Regeln genutzt, nach denen Wörter 
zu größeren funktionellen Einheiten wie Phrasen und Sätzen zusammengestellt werden 
und Beziehungen zwischen ihnen formuliert werden. Dazu gehören: 
• das Part-of-Speech (POS) Tagging, das mithilfe von Lexika und syntagmatischen 
Informationen im Sinne signifikanter Sequenzen von Wortformen einzelne Satz-
teile nach ihren Wortarten auszeichnet (z. B. Nomen, Verben, Adjektive, Adver-
bien, Konjunktionen sowie Fremdwörter und Kardinalnummern), 
• die Phrasenerkennung (phrase recognition), die durch syntagmatische Verfahren 
häufig zusammen auftretende Wörter als signifikante Wortgruppen bzw. Phrasen 
identifiziert, 
• die so genannte Named Entity Recognition, die als Spezialform der Phrasener-
kennung Personen-, Institutions-, Produkt- und Ortsnamen sowie komplexe Da-
tums-, Zeit- und Maßausdrücke im Text identifziert und 
• das Parsing, das als übergreifende grammatikalische Analyse auf Basis zuvor ge-
nannter morphologischer Verfahren und Methoden der Textsegmentierung sowie 
unter Nutzung von zusätzlichem Hintergrundwissen aus Lexika und anderen 
Wissensrepräsentationen die Stellung der extrahierten Textinstanzen im Satz 
(Subjekt, Prädikat oder Objekt) und deren Beziehungen untereinander ermittelt. 
                                                          
94 Tokenisierung auf Satz- und Absatzebene ist auch möglich.  
95 Auch Stamm- oder Normalformreduktion genannt; engl. stemming oder lemmatization. 
96 Z. B. Hinzufügen von Affixen wie Präfixen, Suffixen, Infixen und Zirkumfixen. 
97 Bekannte Algorithmen sind der Porter-Stemmer, der KSTEMer oder das n-Gram-Verfahren. 
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Die Semantik beschäftigt sich mit Sinn und Bedeutung von Sprache. Sie bedient sich 
kontextuellen Wissens bzw. Hintergrundwissens in Form semantischer Modelle als Wis-
sensrepräsentation, um semantische Ambiguitäten (Synonymie, Polysemie) aufzulösen 
(auch Disambiguierung genannt) und bedeutungsabhängige Textinstanzen zu bewerten 
(z. B. logische Beziehungen im Sinne von Synonymen und Antonymen, Ober- und Un-
terbegriffen). Dabei gibt es unterschiedliche Ansätze semantischer Modelle, die sich in 
ihrer Mächtigkeit bzw. in ihrer semantischen Reichhaltigkeit unterscheiden und im Rah-
men der Wissensrepräsentation deklaratives Wissen repräsentieren. Alle rein linguisti-
schen Ansätze können hinsichtlich ihrer Verfahrensgrundlage unterschieden werden in 
(1) regelbasierte Verfahren98 und (2) wörterbuch- bzw. lexikonbasierte Verfahren99. Dar-
über hinaus sind (3) hybride Formen möglich bzw. in der Praxis sogar sinnvoll. Alle rein 
linguistischen Ansätze sind deduktive Verfahren und greifen auf ein kontextabhängiges 
bzw. domänenspezifisches – die Realität abbildendes – Wissen (z. B. einer konkreten 
Sprache oder Fachsprache) in Form eines Lexikons, einer Grammatik bzw. eines Modells 
zurück. Es gibt jedoch kein Modell, das die ganze Welt zu beschreiben bzw. jeden Kon-
text oder jede Domäne zu repräsentieren vermag. Obwohl die sprachliche Abdeckung der 
deduktiven Ansätze stetig wächst, sind deren Ergebnisse in der Identifikation von Textin-
stanzen und deren Relationen ungenügend. Dabei ist es nicht immer notwendig, Texte tie-
fenanalytisch zu verstehen.  
Gerade im Kontext der Mustererkennung in großen Textmengen – eines der Hauptziele 
von Text Mining und Digital Intelligence – können empirische bzw. induktive Ansätze 
auf Basis statistischer oder automatischer Sprachverarbeitung (auch unter „shallow analy-
sis“ geführt) ausreichen. Je größer dabei die Beispiel- bzw. Lernmengen und Datenmen-
gen (Textkorpora) sind und je informeller die Sprache ist, desto besser eignen sie sich so-
gar. Darüber hinaus können statistische Verfahren zum maschinellen Lernen deduktiver 
Modellansätze genutzt werden bzw. diese sinnvoll ergänzen. Neben symbolischen Regeln 
können semantische Modelle auch Algorithmen mit Wahrscheinlichkeitsverteilungen 
enthalten und somit Unsicherheiten explizit modellieren. Entsprechende hybride Ansätze 
für das Lernen von Regeln für die Grundformreduktion, für das Part-of-Speech Tagging, 
die Phrasenerkennung, das Parsing oder die semantischen Modelle sind vielversprechend 
– um für das Lernen von Ontologien Zhou zu zitieren: „Hybrid approaches leverage the 
strengths of both statistics-based and rulebased approaches.“ (Zhou 2007, S. 246).  
Das zugrundeliegende Paradigma der statistikbasierten Ansätze geht von der von Luhn 
aufgestellten Prämisse aus: „It is here proposed that the frequency of word occurrence in 
an article furnishes a useful measurement of word significance.“ (Luhn 1958) Mit ande-
ren Worten: Von einem hohen absoluten und insbesondere (im Vergleich zum Referenz-
                                                          
98 Die regelbasierten Ansätze fassen Regeln einer Sprache in Algorithmen zusammen. 
99 Bei wörterbuchgestützten Verfahren müssen alle zu analysierenden Terme mit allen Möglichkeiten der 
Prozessierung in einem Wörterbuch (z. B. in einer Konjugationstabelle) abgelegt sein.  
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korpus) relativen Auftreten von Textinstanzen und deren Beziehungen auf morphologi-
scher und syntaktischer sprachlicher Ebene können Schlüsse auf deren Bedeutung gezo-
gen werden. Zudem wird in der statistischen Sprachverarbeitung auf die Erkenntnis des 
amerikanischen Philologen Zipf zurückgegriffen, der in seinem Zipfschen Gesetz (vgl. 
Zipf 1949) eine konstante Beziehung zwischen dem Rang eines Wortes in einer frequenz-
sortierten Wortliste und der Frequenz, mit der es in einem ausreichend langen Text vor-
kommt, postulierte. Das bedeutet, dass Worte bzw. Terme in Bezug auf ihre inhaltliche 
Bedeutung gewichtet werden können. Statistische Maßzahlen können somit als semanti-
sche Indikatoren für eine geringere oder höhere Bedeutung hinsichtlich des Inhalts eines 
Dokumentes oder Textes verwendet werden. Dabei kann zwischen vielen Maßen unter-
schieden werden:  
• angefangen von der Termfrequenz für ein Dokument (TFtd), 
• über die Termfrequenz für die ganze Dokumentenkollektion (TFtk) bis zur 
• relativen Termfrequenz bzw. Signifikanz eines Termes (TFtd – TFtk). 
Letztere wird im Information Retrieval häufig mit der inversen Dokumentenhäufigkeit 
(IDF) beschrieben, die die Frequenz eines Terms (t) in einem Dokument (d) ermittelt und 
in Beziehung setzt zur Anzahl der Dokumente, in denen (t) auftritt: IDF(t) = 
FREQtd / DOKFREQt. Sie findet jedoch auch Bedeutung in der so genannten Differenz-
analyse100, wobei die Termfrequenz des zu analysierenden Korpus mit der Termfrequenz 
des um vieles größeren Referenzkorpus verglichen wird. Prinzipiell besagen entsprechen-
de Ansätze, dass ein Indexterm umso aussagefähiger für den Inhalt eines Dokuments 
bzw. des zugrundeliegenden Textkorpus ist, je häufiger er in diesem Dokument bzw. in 
diesem Textkorpus und je seltener er in der gesamten Dokumentenkollektion bzw. im Ge-
samtkorpus vorkommt. Mit anderen Worten: Signifikante Terme weisen eine hohe spezi-
fische Frequenz bei gleichzeitig niedriger zu erwartender Frequenz auf. Entsprechendes 
gilt nicht nur für Terme und deren Frequenzen, sondern auch für deren Kookkurrenzen. 
Heyer unterscheidet auf Erkenntnisse von Saussure zurückgreifend schematisch zwischen 
drei maschinell berechenbaren Beziehungen von Termen als semantischen Indikatoren 
zur Unterstützung der linguistisch-strukturellen Analyse (vgl. Heyer, Quasthoff et al. 
2005): 
• syntagmatische Beziehungen,  
• paradigmatische Beziehungen und  
• semantische Beziehungen. 
                                                          
100 Die Differenzanalyse ermittelt diskriminierende Terme (Wortformen bzw. Wortformkombinationen) auf 
Basis ihrer unterschiedlichen Verteilung in Texten. 
 104
Syntagmatische Beziehungen bezeichnen Wortformen oder Zeichen, die in einem Satz 
oder Textfenster (dem lokalen Kontext101) gemeinsam auftreten. Das gemeinsame Auftre-
ten wird als Kookkurrenz, die zwei gemeinsam auftretenden Wortformen werden als 
Kookkurrenten bezeichnet. Bei statistisch auffälligen bzw. signifikanten102 Kookkurren-
ten kann auf einen inhaltlichen Zusammenhang geschlossen werden, wie zum Beispiel 
Dependenzen, Aufzählungen oder festen Wendungen. Eine besondere Form der Kookkur-
renz ist die Nachbarschaftskookkurrenz. Sie beschreibt Kookkurrenzen, die unmittelbar 
aufeinander folgen und demzufolge linke bzw. rechte Nachbarn in einem Satz sind. Lin-
guistisch betrachtet, handelt es sich dabei meist um Head-Modifier-Beziehungen, Katego-
rie- und Funktionsangaben oder Mehrwortbegriffe. 
Paradigmatische Beziehungen bezeichnen das Auftreten zweier Wortformen oder Zei-
chen in ähnlichen bzw. globalen Kontexten. Die Frage heißt nun nicht mehr, mit welchen 
anderen Wortformen eine bestimmte Wortform in einem Satz gemeinsam auftritt, sondern 
mit welchen anderen Wortformen des ganzen zu analysierenden Textkorpus eine be-
stimmte Wortform gemeinsam auftritt. Bei einer Analyse der paradigmatischen Bezie-
hungen werden prinzipiell alle Sätze betrachtet, in denen eine interessante Wortform (ei-
ner Sprache) vorkommt. Somit können mithilfe von Ähnlichkeitsmaßen103 zwei oder 
mehrere Wortformen verglichen werden. Je ähnlicher deren globalen Kontexte sind, desto 
ähnlicher werden sie verwendet. Neben den Ähnlichkeitsmaßen und dem Einsatz von 
Schwellenwerten können wiederum linguistische Kategorien, wie z. B. syntaktische, se-
mantische oder logische Bedingungen (z. B. Ober- und Unterbegriffe) die Kookkurrenz-
mengen filtern. 
Semantische Beziehungen im statistischen Kontext bezeichnen allgemein Mengen von 
Wortform-Kookkurrenzen einer Sprache oder sogar über Sprachen hinweg, die einen be-
stimmten inhaltlichen Zusammenhang beschreiben und auf jeden Fall in einem paradig-
matischen Bezug zueinander stehen. Grundsätzlich können aus syntagmatischen Bezie-
hungen semantische Beziehungen gewonnen werden, wie die folgenden sechs auf syntak-
                                                          
101 Der lokale Kontext ( )is wK einer Wortform Wwi ∈ ist die Menge der Wortformen, mit denen iw zusam-
men in einem Satz Ss∈ auftritt: ( ) { } { }inis wwwwK \,...,1= . 
102 Die Signifikanz wird mithilfe der Wahrscheinlichkeitsrechnung berechnet, unter der Annahme der Unab-
hängigkeit des Auftretens der Kookkurrenz. Weicht die tatsächliche Anzahl des gemeinsamen Auftretens 
zweier Kookkurrenten iw und jw signifikant (ein Schwellenwert wird zu Rate gezogen) vom gemeinsamen 
Auftreten mit anderen Kookkurrenten ab, so kann dies ein Indiz für einen funktionalen oder inhaltlichen 
Zusammenhang dieser beiden Wortformen sein. Das Signifikanzmaß ist somit ein Maß für den Nachweis 
statistisch verlässlicher Unterschiede in empirischen Untersuchungen. 
103 Ähnlichkeitsmaße (auch Distanz- oder Gewichtungsfunktionen) beschreiben den Grad der Übereinstim-
mung von Vektoren. In diesem Falle repräsentieren die Vektoren Terme (Wortformen), für die in einer 
Term-Term-Matrix die paarweisen Termähnlichkeiten berechnet werden. Gängige Gewichtungsfunktionen 
sind das Tanimoto- bzw. Jaccard-Maß, der Dice-Koeffizient (Manning und Schütze 1999), die Mutual In-
formation (Church und Hanks 1990), der Log-Likelihood (Dunning 1993) oder die Poisson-Verteilung 
(Quasthoff und Wolff 2002). Einen guten Überblick über Signifikanzmaße für Kookkurrenzen gibt Büchler 
(Büchler 2006, S. 37ff.). 
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tische Muster (siehe die mit Wortarten versehenen Klammern) von Nachbarschafts-
Kookkurrenzen zurückzuführenden semantischen Beziehungen: (1) Kategorie- oder (2) 
Funktionsangaben (Nomen, Eigennamen), (3) Maßeinheiten oder (4) Qualifizierung 
(Nomen, Nomen) sowie (5) Modifizierungen (Adjektiv, Nomen) oder (6) Veränderungen 
(Nomen, Verb). Semantische Qualität kann darüber hinaus auch durch die Unterschei-
dung zwischen Fach- und Allgemeinsprache gewonnen werden, da beide in der Regel le-
xikalisch, syntaktisch und semantisch voneinander abweichen. So kann die jeweilige 
Terminologie außerhalb des Fachgebietes ungebräuchlich sein oder sogar eine völlig an-
dere Bedeutung haben. Auch in diesem Fall kann auf die Prinzipien der Differenzanalyse 
zurückgegriffen werden. 
Mustererkennung 
Grundsätzlich können zur Mustererkennung auch alle soeben beschriebenen linguisti-
schen und statistischen Ansätze der Datenaufbereitung gezählt werden. Sie haben die 
Identifikation von Strukturen und Regeln – folglich auch von Mustern – in nicht explizit 
strukturierten Daten zum Ziel. In diesem Kapitel liegt der Fokus jedoch auf der Erken-
nung von Mustern in bereits durch die Datenaufbereitung strukturierten Textdaten. Ent-
sprechend kann unter anderem auf bekannte Aufgaben und Methoden des Data Mining 
zurückgegriffen werden, wie:  
• die Klassifikation,  
• das Clustering,  
• die Assoziations- bzw. Abhängigkeitsanalyse,  
• die Vorhersage bzw. Prognose,  
• das Higher Order Mining oder 
• die verschiedenen Techniken der Informationsvisualisierung. 
Die Aufgaben der Datenexploration – ob nun im Data Mining oder Text Mining – sind 
prinzipiell die gleichen und können entsprechend übertragen werden. Die unterschiedli-
che Datenbasis hat lediglich zur Folge, dass bekannte Methoden anders implementiert 
bzw. in Anbetracht neuer Anforderungen neu kombiniert werden. Dies ist jedoch auch 
innerhalb der Domäne des Data Mining der Fall. Nachfolgend werden die zwei bekann-
testen Methoden der Datenexploration – die Klassifikation und das Clustering – im all-
gemeinen Rahmen des Text Mining kurz näher bestimmt, um dann – aufbauend auf den 
bereits geschilderten Methoden des Temporal Data Mining – Raum zur Beschreibung der 
wissenschaftlichen Ansätze zur zeitorientierten Exploration textueller Daten in Form des 
Temporal Text Mining zu geben.  
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Bei der generellen Klassifikation oder Kategorisierung von Texten werden Texte entspre-
chend ihres Inhalts automatisch vordefinierten Kategorien zugeordnet. Analog zur Klassi-
fikation im klassischen Data Mining stehen auch hier Trainingsdatensätze mit vorab be-
kannter Klassenzugehörigkeit, zum Beispiel auf Basis von Schlagwörtern zur Zuordnung 
der Texte, zur Verfügung. Dabei kann auf Entscheidungsbäume bzw. -gesetze, neuronale 
und Bayes’sche Netze, generische Algorithmen oder Verteilungsschätzungen zurückge-
griffen werden (vgl. NEMIS 2003, S. 14). 
Das Clustering oder die Segmentierung von Texten bzw. Dokumenten gruppiert oder 
führt ähnliche Texte bzw. Dokumente durch Clusteranalysen (im Unterschied zur Klassi-
fikation vollautomatisch, ohne vorher Kategorien zu definieren) zusammen, mit dem Ziel 
der Komplexitätsminderung, der Ausfilterung irrelevanter Daten, der Ermittlung typi-
scher Gruppeneigenschaften oder der Entdeckung inhaltlicher Nischen. Vorab wird ledig-
lich bestimmt, auf welcher Basis die Ähnlichkeitsanalyse vollzogen wird bzw. durch wel-
che Kriterien die zu analysierenden Texte beschrieben werden. Das Clustering kann im 
Text Mining als Sortierung textueller Daten nach inhaltlichen bzw. thematischen Ge-
meinsamkeiten bezeichnet werden. Die Texte bzw. Dokumente innerhalb eines der ent-
stehenden Cluster sollten dabei möglichst homogen untereinander und möglichst hetero-
gen gegenüber Texten bzw. Dokumenten anderer Cluster sein, um bedeutende Muster 
oder Strukturen zu erkennen. Unterschieden wird grundsätzlich zwischen dem partitio-
nellen und dem hierarchischen Clustering. Während beim partitionellen Clustering die 
Zahl der Cluster vorab festgeschrieben ist und die Clusterinhalte rekursiv angepasst wer-
den, wird beim hierarchischen Clustering die Clusterzahl während des Prozesses durch 
ein fortwährendes Zusammenfügen und Teilen von Clustern bis zu einem Optimalzustand 
angepasst. Die Segmentierung selbst kann beispielsweise durch folgende statistische An-
sätze erfolgen: 
• deterministische Verfahren, die Textinstanzen (z. B. Wortformen) eindeutig 
Klassen zuordnen, 
• probabilistische Verfahren, die Textinstanzen den Klassen nach Zugehörigkeits-
grad zuordnen, wobei deren Summe auf Eins summiert wird, 
• possibilistische Verfahren, die Textinstanzen mehreren oder gar keinen Klassen 
zuordnen oder 
• unvollständige Clusteringverfahren (multidimensionale Skalierung), die Textin-
stanzen ohne Segmentzuordnung in einem Vektorraum darstellen und die eindeu-
tige Segmentzuordnung zum Beispiel ihrem Betrachter überlassen. 
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Ergebnisaufbereitung und -verwertung 
Wichtig ist, dass alle durch die Musterkennung entdeckten Muster in eine für die Adres-
saten verarbeitbare Form übertragen und über adäquate Medien kommuniziert werden, z. 
B. bei maschinellen Adressaten die entsprechende formale Sprache oder das visuelle Or-
gan beim Menschen, denn visuelle Musterpräsentationen machen komplexe Zusammen-
hänge für das menschliche Gehirn oftmals schneller begreifbar. Das domänenspezifische 
Wissen des Adressaten hat großen Einfluss auf die Verständlichkeit der Darstellungs-
form. Können textuelle Darstellungen in Form von Zusammenfassungen, Kennzahlen 
oder mathematischen Funktionen bei hohem domänenspezifischem Wissen das Verständ-
nis optimal unterstützen, so sind konkrete Darstellungsformen bei fehlendem domänen-
spezifischem Wissen sinnvoller. Entsprechende Themen werden im Kapitel 10.6 über die 
Informationsvisualisierung vertieft. 
10.4.2   Entwickelte, genutzte und lizensierte Anwendungen des Text Mining 
Nach der Beschreibung der Grundlagen des Text Mining und vor dem wissenschaftlichen 
Diskurs zum Temporal Text Mining sollte eine kurze Übersicht über die im Rahmen der 
vorliegenden Arbeit bisher entwickelten, genutzten und lizensierten Anwendungen des 
Text Mining gegeben werden. Diese bilden die Grundlage für die in der Praxis der Digital 
Intelligence umgesetzten Ansätze des Temporal Text Mining. 
In der automatischen Sprachverarbeitung gibt es viele und verschiedene Tools und Explo-
rationsumgebungen. Eine der ersten deutschen anwenderbezogenen Marktübersichten 
schrieb Kamphusmann (Kamphusmann 2002). Ähnliche Analysen unternimmt Gartner 
kontinuierlich (Gartner 2008b; Gartner 2009). Expertenbezogen sind der umfangreiche 
und einen Überblick über Algorithmen des Text Mining bietende Feldmann (Feldmann 
2007) zu nennen oder auch die Data- und Text Mining beschreibenden Witten und Frank. 
Sie bieten auch ein Werkzeugsatz zur Datenaufbereitung, Klassifikation, Clustering und 
Visualisierung namens WEKA an (Witten und Frank, 2005). Darüber hinaus bieten Ent-
wicklungsumgebungen wie z. B. GATE (Cunningham et al., 2002; http://gate.ac.uk/, 
01.01.2010) Infrastrukturlösungen wie die Unstructured Information Management Archi-
tecture (UIMA) von IBM an zur Verknüpfung entsprechender Werkzeuge mit dem Ziel 
des modularen Aufbaus von Sprachverarbeitungssystemen. Jedoch werden neben den 
Werkzeugen und Methoden nur selten auch sprachliche Daten als Basis für linguistische 
Verfahren oder Testkorpora angeboten. Hier setzt die sog. ASV-Toolbox der Abteilung 
Automatische Sprachverarbeitung der Fakultät Informatik der Universität Leipzig an 
(Biemann, Quasthoff et al. 2008), mit dem Vorteil, auf einen kontinuierlich aufgebauten 
und gepflegten Textkorpus (http://www.wortschatz.uni-leipzig.de, 01.01.2010) zugreifen 
zu können (Quasthoff, Richter et al. 2006), jedoch auch schnell auf andere Daten und 
Sprachen adaptierbar zu sein. Da die vorliegende Promotionsarbeit im Rahmen einer in-
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tensiven Zusammenarbeit mit der genannten und durch Hr. Prof. Dr. Heyer geleiteten Ab-
teilung entstand, wurden zu Testzwecken vornehm auch dort entwickelte Werkzeuge zur 
Datenaufbereitung von Text genutzt. Alle Algorithmen basieren auf Forschungsarbeiten 
und damit auch Publikationen der Wissenschaftler am genannten Institut. Zu nennen sind 
folgende Tools: 
• LanI (Language Identifier), ein automatisch, statistisch, nicht überwacht, nicht 
lernend und ohne Negativbeispiele auskommender. Klassifikator zur Erkennung 
von Sprachen auf Satzbasis. (Teresniak 2005) Grundlage für die Sprachidentifi-
kation ist ein Suchgraph DAWG (Directed Acyclic Word Graph) aus Wörtern 
und deren Sprachwahrscheinlichkeiten, die auf Basis von Referenzkorpora be-
rechnet wurden. Zur Sprachidentifikation jedes Satzes werden die Sprachwahr-
scheinlichkeiten jedes Wortes eines Satzes multipliziert. 
• Ein POS-Tagger, der auf Basis von Compact Patricia Trees (CPT, ein Mehrwe-
gebaum zur Speicherung von Wortlisten) Sätze mit Wortformen nach ihrer Wort-
art (N = Nomen, V = Verb, A = Adjektiv, sonstige) u. a. für die englische und 
deutsche Sprache auszeichnet. Die CPT für Tags werden auf Basis von Referenz-
korpora trigrammbasiert berechnet (Biemann, Quasthoff et al. 2008). 
• Eine morphologische Grundformreduktion, die ebenfalls auf Compact Patricia 
Trees aufgebaut ist (Holz und Biemann 2008). Das Compact Patricia Tree wird 
so antrainiert, dass es sich die zu reduzierende Vollform von hinten ansieht und 
eine Regel ausgibt, mit der die Vollform in die Grundform überführt werden 
kann. Falls eine Vollform nicht in der Trainingsmenge auftritt, werden die Re-
duktionsregeln geraten. Für die Grundformreduktion der deutschen Sprache wer-
den CPT für Suffixe mit Regeln (Zahl der vom Suffix der Vollform abzuschnei-
denden oder hinzuzufügenden Charaktere) für Adjektive, Verben oder Nomen 
angelernt, für die englische Sprache eine abgewandelte Regel des Porter-
Stemmers (Porter 1980). Ergebnis sind grundformreduzierte Sätze. 
• Eine Phrasenextraktion, die – wie die Grundformreduktion – das Ergebnis des 
POS-Taggers als Basis nimmt. Sie sucht nach POS-Mustern wie z. B. NNN, 
ANN, AAN, AN, NN, berechnet die Phrasenfrequenzen und filtert sie nach 
Schwellenwerten, die vorab bestimmt werden können. 
• Eine Terminologieextraktion, mit dem Ziel, insbesondere aus Fachtexten (halb-
)automatisch die wichtigsten Fachtermini zu extrahieren. Dies kann durch die 
Kombination verschiedener statistischer (Differenzanalyse) oder musterbasierter 
(z. B. Phrasenextraktion) Verfahren geschehen und wurde ausführlich in der Dip-
lomarbeit von Witschel beschrieben (Witschel 2004). 
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Im Anhang A vorliegender Arbeit werden Prozessschaubilder (1) für die statistikbasierte 
Sprachidentifikation auf Satzbasis mit LanI, (2) für die Umsetzung des POS-Tagging, (3) 
für die Grundformreduktion und (4) für die Phrasenextraktion zur Verfügung gestellt. Des 
Weiteren werden einzelne Bestandteile oben genannter Prozesse illustriert, unter anderem 
das Anlernen der sprachlich unterschiedlichen CPT für das POS-Tagging sowie die 
Grundformreduktion.  
Die Anwendung entsprechender Algorithmen zur Datenaufbereitung mit anschließender 
Datenexploration stellte sich im Praxistest als schwierig heraus. Herausforderung war de-
ren Anwendung durch im Text Mining nicht erfahrene Nutzer. Deshalb wurde entschie-
den, ein einfaches, viele der besprochenen Datenaufbereitungsmethoden umfassendes 
Werkzeug mit einer einfachen und verständlichen Benutzeroberfläche zu entwickeln. Das 
Ergebnis ist der Concept Composer zur Generierung von Korpusdatenbanken mit Fre-
quenzen und Konkurrenzen, installierbar und lauffähig unter Windows XP samt deutscher 
und englischer Wortschatz-Datenbank (vgl. Isa Gmbh 2006a; Cyriaks, H., S. Lohmann, et 
al. 2007). Neben allen oben genannten Datenaufbereitungsmethoden können auf Basis 
von Referenzkorpora folglich auch Differenzanalysen (vgl. Abbildung 57 und 58 als Pro-
zessschaubilder) für Wortformen, Nachbarschafts- und Satzkookkurrenzen unternommen 
werden sowie Graphen berechnet werden – alles über eine einfach zu bedienende Benut-
zeroberfläche (vgl. Abbildung 12). Das Ergebnis der Berechnungen wird in einer relatio-
nalen Datenbank abgelegt (Tabellen für Sätze, Phrasen, Wortlisten, Kookkurrenzen und 
Nachbarschaften) bzw. im Falle von Graphen im RDF-Format und bildet die Grundlage 
für weitere Bearbeitungsschritte. Die Möglichkeit, den Concept Composer auch für zeit-
orientierte Textdaten zu nutzen, folglich Daten in Zeitscheiben aufzuteilen und zu be-
rechnen, stellt ihn auch in den Kontext des Temporal Text Mining. Darauf aufbauende 
Datenexplorationen werden beispielhaft im Kapitel C beschrieben. Der Screenshot des 
Concept Composer in Abbildung 12 gewährt einen Einblick in die Denk- und Vorge-
hensweise dieser Anwendung. Wie der linken taxonomischen Struktur der Abbildung zu 
entnehmen ist, wird zwischen Quellen wie z. B. Textdokumenten oder Datenbanken, dem 
Prozess bzw. den Berechnungen der ausgewählten Quellen und den Resultaten wie z. B. 
Datenbanken oder Graphen unterschieden. Das rechte Feld der Abbildung ist ein Beispiel 
für die Berechnungs- und Initialisierungseinstellungen, in diesem Fall die Grundformre-
duktion, Phrasenextraktion, das POS-Tagging und die Differenz- bzw. Signifikanzanalyse 
(vgl. Abbildung 56 für ein einfaches Prozessschaubild des Concept Composer). 
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Abbildung 12. Screenshot der Anwendung Concept Composer; Quelle: eigene Darstellung. 
10.4.3   Formen des Temporal Text Mining 
Die nachfolgenden Kapitel strukturieren den aktuellen wissenschaftlichen Diskurs im 
Kontext des Temporal Text Mining. Identifiziert wurden folgende Ansätze, die in Kapitel 
gegliedert sind: 
1. die Entdeckung kausaler und zeitorientierter Regeln, 
2. die Entdeckung von Abweichungen, 
3. die Identifikation und zeitorientierte Organisation von Themen, 
4. die wissensrepräsentationsbasierte zeitorientierte Analyse, 
5. die zeitorientierte Analyse von Frequenz, Vernetzung und Hierarchien, 
6. die halbautomatische Identifikation von Trends sowie 
7. der Umgang mit dynamisch aktualisierten Daten. 
10.4.3.1   Entdeckung kausaler und zeitorientierter Regeln  
Die Sequenzanalyse, die Suche nach kausalen und zeitorientierten Regeln in symboli-
schen zeitorientierten Daten, repräsentiert die ersten, noch stark im Temporal Data Mi-
ning wurzelnden Ansätze des Temporal Text Mining. Zahlreiche Forscher erweitern dies-
bezüglich die grundlegenden Arbeiten im Temporal Data Mining von Agrawal und Sri-
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kant.104 Montes-y-Gomez und Gelbukh sprechen von so genannten „ephemeral associati-
ons“, den flüchtigen oder kurzen Assoziationen zwischen Wahrscheinlichkeitsverteilun-
gen bestimmter Themen (Konzepte) über eine konkrete Zeitspanne (Montes-y-Gomez, 
Gelbukh et al. 2001). Die normale Assoziation bzw. Kookkurrenz zweier Themen wird 
um eine direkte (aktive Beeinflussung: A hat Einfluss auf B) oder inverse (B wird beein-
flusst durch A) Beziehungsbestimmung erweitert. Beispielsweise kann ermittelt werden, 
dass ein häufig auftretendes Thema oder eine einmalig signifikante Themenerwähnung 
das Auftauchen oder Verschwinden anderer Themen bewirkt. All diese Konzepte adoptie-
ren die traditionellen Ansätze und erweitern sie, um den Anforderungen des Temporal 
Text Mining im Sinne der Menge zu betrachtender Instanzen gerecht zu werden.  
10.4.3.2   Identifikation von Abweichungen und Volatilität 
Eine wichtige Aufgabe des Text Mining ist die Identifikation von Abweichungen, das 
heißt von Anomalien bzw. von dem Durchschnitt nicht entsprechenden Textinstanzen, 
Dokumenten oder Themen. Mit anderen Worten, deren Wahrscheinlichkeitsverteilung 
unterscheidet sich von der anderer Textinstanzen, Dokumente oder Themen. Im Temporal 
Text Mining werden diese Gedanken um eine zeitliche Komponente erweitert, an der die 
Norm gemessen wird. In Nachrichtenströmen, und damit Strömen von Dokumenten und 
Themen, werden solche Anomalien auch Ausreißer genannt. Einen ersten Überblick über 
entsprechende Forschungsansätze bieten die Veröffentlichungen von Feldman und Dagan 
1995; Arning, Agrawal et al. 1996; Feldman, Aumann et al. 1997; Knorr, Ng et al. 2000 
und Montes-y-Gomez, Gelbukh et al. 2001. 
Des entfernt verwandten Konzeptes der Volatilität bedienen sich Heyer, Holz und Teres-
niak zur zeitorientierten Textdatenexploration mit dem Ziel der Identifikation schwacher 
Signale (Teresniak, Heyer et al. 2009; Heyer, Holz et al. 2009). Die Volatilität bezeichnet 
in der Statistik die Schwankung von Zeitreihen und findet häufig in der Finanzmathema-
tik Verwendung. Dabei wird sie als Standardabweichung der Veränderungen eines be-
trachteten Parameters definiert und häufig als Risikomaß genutzt. Heyer et al. verwenden 
als Parameter Wortfrequenzen und deren Kookkurrenzen und möchten die veränderte Re-
levanz von Konzepten bestimmen. Die Idee dabei ist, dass Konzepte im Kontext der au-
tomatischen Sprachverarbeitung als Vektoren ihrer globalen Kontexte (vgl. Kapitel 
10.4.1: Grundlagen des Text Mining: paradigmatische Beziehungen) repräsentiert werden 
können und für die Analyse von Konzepten sich besonders die Kookkurrenzanalyse eig-
net. Schwankungen in den relativen Rängen der Kookkurrenten eines Wortes [Berech-
nung hier durch das Signifikanzmaß log-likelihood nach Dunning (Dunning 1993)]; vgl. 
Abbildung 57) bedeuten eine Kontextveränderung und damit eine Bedeutungsverände-
rung [vgl. Algorithmus zur Berechnung der Volatilität in (Teresniak, Heyer et al. 2009)]. 
                                                           
104 Vgl. Holt und Chung 1999; Lee, Lin et al. 2001; Janetzko, Cherfi et al. 2004; Nørvag, Eriksen et al. 2006. 
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Heyer et al. unterscheiden zwischen hochfrequenten Funktions- und Stopwörtern, aufstei-
genden und absteigenden Wörtern (z. B. Globalisierung), zyklischen oder arbiträren Wör-
tern (z. B. Montag, Stadtzentrum) sowie stark dynamischen (volatilen) Wörtern, die so-
wohl hochfrequent als auch niederfrequent sein können. Letztere, folglich niederfrequente 
Wörter mit häufig sich verändernden Kookkurrenten scheinen aus Sicht von Heyer et al. 
für „schwache Signale“ besonders interessant zu sein und werden von ihnen als volatile 
Konzepte bezeichnet.  
Der beschriebene Ansatz beruht auf Verfahren der reinen automatischen Sprachverarbei-
tung mit all seinen Vor- und Nachteilen. Trotz seiner Automatisier- und Skalierbarkeit 
und damit Effizienz, kann die Exploration bisher nur auf abgeschlossenen und vorab be-
rechneten Korpora unternommen werden. Die enormen Anstrengungen und Herausforde-
rungen werden in (Teresniak, Heyer et al. 2009) vortrefflich beschrieben. Inwieweit die 
genutzten Forschungskorpora globale Entwicklungen zumindest aussagekräftig beschrei-
ben und relevant für globale Unternehmungen sind, sei dahingestellt. Eine aussagekräfti-
ge Datenbasis ist jedoch eine Grundvoraussetzung der Frühaufklärung. Des Weiteren ist 
es ein Unterschied, ob nach schwachen Signalen oder Trends auf Basis von Wörtern in 
Pressetexten gesucht wird (wie die Orts- und Eigennamen „Iraq“, „Obama“ oder „Fi-
nanzkrise“ verdeutlichen) oder auf Basis von komplexen Konzepten wie der „werkstoff-
integrierte Adaptronik“ oder „variable Ventilsteuerung für Dieselmotoren“. Dennoch 
können entsprechende Ansätze eine enorme Hilfe sein bei der Exploration potentieller 
schwacher Signale oder Anzeichen dieser und sollten daher Anwendungen finden in grö-
ßeren Korpora anderer Kontexte (z. B. Patente, wissenschaftliche Literatur). 
10.4.3.3   Identifikation und zeitorientierte Organisation von Themen 
Neben den im Temporal Data Mining wurzelnden, eher methodisch getriebenen For-
schungsansätzen gibt es im Rahmen des Temporal Text Mining auch einen im Informati-
on Retrieval und in konkreten Textkorpora zur Evaluierung wurzelnden Forschungs-
strang, der sich mit Nachrichten bzw. Nachrichtenströmen und deren ereignisbasierter 
Organisation und Filterung auseinandersetzt. Dieses für das Temporal Text Mining 
grundlegendes Forschungsfeld wurde maßgeblich durch ein Forschungsprojekt namens 
„Topic Detection and Tracking“ (TDT) bestimmt. In diesem Projekt wurden Sprachtech-
nologien zur Suche, zur zeitorientierten Organisation und zur Strukturierung multilingua-
ler ereignisbasierter Informationen im Gegensatz zu klassischen themenbasierten stati-
schen Informationen erforscht (vgl. Wayne 2000). Grundlage der TDT-Forschung ist ein 
Nachrichten- bzw. Rundfunkstrom105, wobei der Textkorpus unterschiedliche Nachrich-
                                                           
105 Ein vom Linguistic Data Consortium zu Forschungszwecken entwickelter Testkorpus von Rundfunknach-
richten. Vgl. Cieri 2000; Cieri, Graff, Liberman, Martey und Strassel 2000; Graff und Bird 2000. 
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ten, Themen (Konzepte) und Ereignisse repräsentiert.106 Es wurden fünf aufeinander auf-
bauende Aufgabenthemen des TDT bestimmt (vgl. Wayne 2000):  
1. die Segmentation: das Aufteilen von Nachrichtenströmen in Einzelnachrichten,  
2. die First Story Detection / New Event Detection: die Identifikation neuer Nach-
richten bzw. Ereignisse, 
3. die Topic Detection: die Entdeckung von Themen, 
4. das Topic and Event Tracking: die Verfolgung von Themen und Ereignissen und  
5. die Story Link Detection: die Identifikation von Beziehungen zwischen Nachrich-
ten. 
Wegen ihrer Bedeutung für das Temporal Text Mining, werden genannte Aufgabenthe-
men nachfolgend detaillierter besprochen.  
(1) Das Ziel der Segmentation ist, den Nachrichtenstrom – falls nicht wie im Regelfall in 
Einzelnachrichten vorliegend – zu zerlegen. Dies kann z. B. auf Basis eines – in den zu 
trennenden Nachrichten – verschieden genutzten Vokabulars oder für Nachrichtengren-
zen signifikanten Wörtern, Phrasen, Sätzen, Absätzen oder anderen Merkmale gesche-
hen.107 Sobald die Segmentierung vollzogen ist, können die segmentierten Nachrichten-
teile zu größeren sinnvollen Nachrichteneinheiten geclustert werden.  
(2) Die First Story Detection – auch (Online oder Retrospective) New Event Detection 
genannt – hat zum Ziel, eine neue Nachricht bzw. eine Nachricht, die ein neues Ereignis 
beschreibt, in einem Nachrichtenstrom zu identifizieren. Allgemein wird dies durch Klas-
sifikation (beispielsweise durch den Vergleich der die Nachrichten repräsentierenden 
Vektorräume oder Wahrscheinlichkeitsverteilungen) erreicht, indem jede neue bzw. aktu-
elle Nachricht in einem Nachrichtenstrom mit den vergangenen Nachrichten bzw. dem sie 
repräsentierenden Merkmalsraum verglichen wird. Sobald das Ähnlichkeitsmaß einen 
vorab bestimmten Schwellenwert übersteigt oder unter einer gewissen Schwelle bleibt, 
wird die aktuelle Nachricht als neu deklariert. Verschiedene Verfahren zur Bestimmung 
von Termgewichten, Ähnlichkeitsmaßen, Grenz- oder Schwellenwerten oder auch Zeit-
fenstern bestimmen die entsprechende Forschung.108  
                                                           
106 Allan versteht unter Ereignis (event): „A reported occurrence at a specific time and place, and the un-
avoidable consequences. Specific elections, accidents, crimes, natural disasters.“; unter Nachricht (story): 
„A topically cohesive segment of news that includes two or more declarative independent clauses about a 
single event.“; unter Thema (topic): „A seminal event or activity, plus all derivative (directly related) facts, 
events or activities.“ (Allan 2002). 
107 Folgende Literatur gibt einen kleinen Einblick in unterschiedliche Zweige der Forschung: Ponte und Croft 
1997; Reynar und Ratnaparkhi 1997; Yamron, Carp et al. 1998; Choi 2000. Ein großer Teil widmet sich 
dabei nicht nur der Segmentierung textbasierter, sondern auch derjenigen audiovisueller Nachrichtenströme 
und damit der Spracherkennung. 
108 Vgl. Papka und Allan 1998; Yang, Pierce et al. 1998; Allan, Lavrenko et al. 2000; Stokes und Carthy 
2001; Kumaran, Allan et al. 2004. 
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(3) Darüber hinaus ist es sinnvoll, die Themen aller Nachrichten im Nachrichtenstrom zu 
homogenen Gruppen zu clustern, falls sie nicht ein ganz neues Thema oder Ereignis be-
schreiben. Ziel der Topic Detection, auch Cluster Detection genannt, ist folglich das 
Clustering aller Themen und deren Repräsentation als intrahomogene, interheterogene 
Nachrichtengruppen. Dies kann wiederum für spätere Klassifikationszwecke genutzt 
werden. Wie bei der First Story Detection werden dabei alle Nachrichten durch einen 
Satz von Merkmalen repräsentiert, auf deren Grundlagen ein Ähnlichkeitsmaß berechnet 
wird.109 
(4) Im Topic Tracking wird aufbauend auf einer Trainings- oder Beispielmenge von 
Nachrichten ein Nachrichtenstrom verfolgt und nach zusätzlichen, das gleiche Thema 
repräsentierenden Nachrichten gefiltert. Entsprechend können auch neu ankommende 
Nachrichten klassifiziert werden bzw. dem Cluster zugewiesen werden, das in der Ver-
gangenheit die ähnlichste Nachricht beinhaltet. Die Frage in diesem Fall lautet: Gehört 
das neue Thema zur bestimmten Nachrichtengruppe oder nicht? Diese Aufgabe ähnelt der 
Filterung im Information Retrieval. Auf Basis einiger weniger Nachrichten soll der große 
Nachrichtenstrom themenbezogen gefiltert werden. 
(5) Das Ziel der Story Link Detection ist, zu entscheiden, ob zwei zufällig ausgewählte 
Nachrichten dasselbe Thema besprechen. Auch hier können bekannte Methoden der Rep-
räsentation von Nachrichten (z. B. das Vektorraummodell) sowie deren Vergleich (z. B. 
das Kosinus-Ähnlichkeitsmaß) verwendet werden, wobei statistische und linguistische 
Datenaufbereitungsmethoden die Performanz enorm erhöhen können. 
Zusammenfassend stellen die Aufgaben des TDT-Projektes, insbesondere Topic Detecti-
on, Topic Tracking und First Story Detection, zwei wesentliche Herausforderungen dar: 
die Suche (1) nach Relevanz und (2) nach Neuigkeit in einem Nachrichtenstrom. Hierfür 
sind folgende drei Ansätze besonders intensiv erforscht worden: 
1. die schwellenbasierte Herangehensweise,  
2. die zustandsbasierte Herangehensweise zur Filterung nach Relevanz und  
3. die vereinte Modellierung von Zeit und Thema. 
(1) Grundannahme beim ersten Ansatz ist, dass Textinstanzen wie z. B. Wortformen oder 
Phrasen nach dem Zipfschen Gesetz in allen natürlichen Sprachkorpora bzw. Textkorpora 
unterschiedlich verteilt sind und entsprechendes auch für Nachrichtenströme und deren 
Zeitscheiben gilt. Die schwellenbasierten Ansätze teilen den Nachrichtenstrom in seine 
Zeitscheiben auf und untersuchen anhand unterschiedlicher Signifikanzmaße (z. B. Ge-
samtfrequenz einer Wortform / Anzahl der Zeitscheiben, in denen eine Wortform auftritt) 
die Auftrittswahrscheinlichkeit jedes textuellen Merkmals pro Zeitscheibe. Übersteigt sie 
                                                           
109 Vgl. Clifton und Cooley 1999.  
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einen vorab bestimmten Schwellenwert, so wird sie für die jeweilige Zeitscheibe als sig-
nifikant oder relevant erachtet. Übersteigt die Signifikanz einer textuellen Einheit die ge-
wählte Schwelle über mehrere zusammenhängende Zeitscheiben hinweg, so ist die Rede 
von Episoden. Entsprechend gehen Swan und Allan (Swan und Allan 2000) vor. Für je-
des textuelle Merkmal ermitteln sie pro Zeitscheibe die Signifikanz und gruppieren die 
einen Schwellenwert übersteigenden, zusammenhängenden Zeitscheiben jedes textuellen 
Merkmals zu einer Episode. Die signifikantesten Episoden können dann mit Start- und 
Endzeit sowie dem jeweiligen textuellen Merkmal versehen auf einer Zeitachse visuali-
siert werden. Die Herausforderung liegt darin, dass ein beliebiges textuelles Merkmal un-
regelmäßig in einem Nachrichtenstrom vorkommen und trotz hoher Gesamtprominenz 
um einen relevanzbestimmenden Schwellenwert pendeln kann. Das ohne Schwellenwert 
bestimmte, informationsvisuell intuitiv zusammengehörende, lange Intervall kann durch 
die Schwellenwertbestimmung auch in Form mehrerer diskontinuierlicher Sequenzen er-
scheinen und somit die Episodenidentifikation enorm erschweren bzw. sogar behindern. 
(2) Dieses Problem der (Dis)kontinuität löst Kleinberg (Kleinberg 2004) mit einer zu-
standsbasierten Herangehensweise, in dem er auf die Wahrscheinlichkeits- bzw. Automa-
tentheorie rückgreift. Auf Basis eines Markov-Modell-basierten Automaten für jede Text-
instanz, der zu jedem Zeitpunkt (Zeitscheibe) einen von vielen (zwei bis unendlich) un-
terschiedlichen Zuständen annehmen kann, wird die Wahrscheinlichkeit für eine Zu-
standsänderung bzw. einen Zustandsübergang zwischen den Zeitscheiben berechnet. Im 
einfachen Fall von zwei Zuständen kann sich der Automat entweder im Normalzustand 
(z. B. durchschnittliches Auftreten eines Textmusters) oder im davon abweichenden Ex-
tremzustand befinden. Im Gegensatz zu schwellenbasierten Ansätzen, wo eine Episode 
eines textuellen Merkmals so lange besteht, bis seine Signifikanz den Schwellenwert 
nicht mehr erreicht, besteht die Episode beim einfachen zustandsorientierten Ansatz, so-
lange sich der nomale Zustand des – die Textinstanz repräsentierenden – Modells nicht 
ändert. Demnach kann die Episode auch zu Zeiten kurzfristiger Diskontinuitäten bzw. 
Fluktuationen bestehen, solange die Zustandsänderung eines Automaten einer geringen 
Wahrscheinlichkeit entspricht bzw. solange die Zustandswahrung wahrscheinlicher ist als 
die Zustandsänderung. Darüber hinaus ist entscheidend, wie viele unterschiedliche Zu-
stände ein Automat annehmen kann. Je größer die Vielfalt, desto wahrscheinlicher ist 
auch die Zustandsänderung. Das kann den Vorteil haben, dass zusätzlich zur einfachen 
„binären“ Episodenidentifikation auch Hierarchien von Episoden ermittelt werden kön-
nen, im Sinne eines Impulses innerhalb einer breiteren, allgemeinen thematischen Episo-
de. 
(3) Einen vereinten Ansatz („Topics over Time“), der die Wahrscheinlichkeiten des Auf-
tretens eines Themas pro Zeitscheibe auf Basis eines kombinierten Modells aus Themen 
und Zeit berechnet, stellen Wang und McCallum vor. Im Gegensatz zu schwellen- und 
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zustandsbasierten Ansätzen werden sowohl die zeitliche als auch die thematische Dimen-
sion als kontinuierlich beobachtete Variablen interpretiert und gemeinsam modelliert. Je-
dem Thema werden konkrete Wortformen zu einer bestimmten Zeit zugewiesen. Dabei 
werden die Themen und deren Inhalte (Wortformen) als Konstanten über der Zeit wahr-
genommen. Analysiert wird der Wandel des Auftretens eines einzelnen sowie der des 
gemeinsamen Auftretens von Themen auf Basis ihrer Wortformen und ihrer Zeitmarken. 
Eine veränderte Verteilung der ein Thema repräsentierenden Wortformen wird nicht be-
trachtet. 
Die hier dargestellten Ansätze bieten einen ersten groben Überblick über die Vielfalt 
möglicher Verfahren zur Identifikation und zur zeitorientierten Organisation von themati-
schen Episoden in Nachrichtenströmen, abhängig von Aufgabenstellung und Inhalt.110 
Die Identifikation der die relevanten und neue Information tragenden Nachrichten stellt 
die Herausforderung der First Story Detection dar. Mit klassischen Ansätzen auf Basis 
von Lern- bzw. Beispielkorpora kann diese Aufgabe laut Allan hinsichtlich Akkuratheit 
und Effizienz nicht befriedigend gelöst werden: „We have shown that any effort to base a 
FSD system on a tracking approach is unlikely to succeed.“ (Allan, Lavrenko et al. 2000, 
S. 7). Nachrichten auch ein und desselben Ereignisses, das immerhin eine konkrete Bege-
benheit zu einer spezifischen Zeit an einem spezifischen Ort beschreibt, sind sprachlich-
textuell bereits zu verschieden. Während in Nachrichtenströmen konkrete Inhalte und 
Konzepte wie Personen-, Produkt- oder Ortsnamen besprochen werden, sind andere Text-
formate mehrdeutiger. Darüber hinaus kann die thematische Analyse auf Dokumenten- 
und Nachrichtenebene für viele Fragestellungen – und besonders in der notwendigerweise 
breit angelegten Digital Intelligence – zu detailliert und damit zu aufwändig sein. In die-
sem Kontext kann „modelling all previously seen topics as a large collection of names 
and places, without regard to the specific topic“ (Allan, Jin et al. 1999) ein sinnvoller An-
satz sein, wobei sprachlich eindeutige Namen und Orte besonders in wissenschaftlichen 
und fortschrittsorientierten Texten eher die Ausnahme sind. Aus der TDT-Domäne kom-
men außerdem Vorschläge, domänenspezifisches Wissen zu integrieren, um die Ergeb-
nisse der Trendanalyse zu verbessern (vgl. NEMIS 2003, S. 29). Beide Erkenntnisse un-
terstützen die Nutzung konzeptueller Strukturen für das Temporal Text Mining. 
10.4.3.4   Zeitorientierte Analyse auf Basis konzeptueller Strukturen 
Bei der zeitorientierten Analyse auf Basis konzeptueller Strukturen werden im ersten 
Schritt zeitunabhängige korpus- oder domänenbasierte Wissensrepräsentationen erstellt, 
die das Wissen oder die Themen jeder Zeitscheibe repräsentieren können. Neben den eher 
domänen- bzw. expertenbasierten Repräsentationen wie Taxonomien, Thesauren oder 
Ontologien können auch automatisch – auf Basis der gesamten Dokumentenkollektion – 
                                                           
110 Andere relevante Veröffentlichungen sind: Griffiths und Steyvers 2004; Wang, Mohanty et al. 2005; Blei 
und Lafferty 2006. 
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generierte korpusbasierte semantische Netze als Filter für die Zählung von Wort- oder 
Kookkurrenzvorkommen jeder Zeitscheibe genutzt werden. Verfahren zur Themenidenti-
fikation und -verfolgung werden somit obsolet. Konzeptuelle Strukturen ermöglichen ei-
ne Vogelperspektive auf die das Wissen enthaltenden Texte. Die inhaltliche und zeitori-
entierte Analyse erfolgt auf Basis eines Vergleichs der vorab ermittelten konzeptuellen 
Strukturen mit den zugrundeliegenden Texten. Dies ist Vor- und Nachteil (Zeit und Kos-
ten) der Verfahren zugleich. Kodratoff behauptet, dass manuell gebaute (experten-
basierte) Taxonomien die reale Nutzung von Wörtern in Texten nicht wahrhaftig wider-
spiegeln: „hand-built taxonomies as presently done, tend to violate the use of the words 
as it actually happens in the texts (in other words: it seems that we have a conceptual idea 
of the relationships among terms that is not reflected in our language“ (Kodratoff 1999, 
S. 11). Dies unterstützt die Notwendigkeit, Taxonomien durch automatische Verfahren 
aufzubauen bzw. halbautomatische Ansätze anzuregen. Sie können wiederum ein genaues 
Abbild der zugrundeliegenden Daten sein, beachten jedoch nicht das Vorwissen und die 
Erwartungen des Menschen, für den die Anstrengungen unternommen werden. Eine an-
dere Möglichkeit besteht darin, auf ein Konzept des so genannten Web 2.0 in Form der 
kollektiven Entwicklung konzeptueller Strukturen zurückzugreifen.111  
Kapitel 11 vertieft das Konzept der konzeptuellen Strukturen und Kapitel 15 beschreibt 
entsprechende Ansätze in der Praxis der zeitorientierten Datenexploration. 
10.4.3.5   Zeitorientierte Analyse von Frequenz, Vernetzung und Hierarchien 
Die bisher vorgestellten Verfahren der Identifikation und der zeitorientierten Organisation 
von Themen zählen zu den historisch älteren Ansätzen des Temporal Text Mining. Sie 
haben – wie Mei und Zhai mit dem Konzept Theme Thread Structure treffend beschrei-
ben – primär zum Ziel, einzelne Themen und Episoden von Themen zu identifizieren, de-
ren Anfang und Dauer zu bestimmen und zeitlich zu ordnen (vgl. Mei und Zhai 2005). 
Informationsvisuell können die Inhalte dann in Form von Sequenzgraphen, d. h. als ein-
dimensional zeitlich geordnete Themen, dargestellt werden. 
Darauf aufbauende Fragen nach der Relevanz wachsender oder abnehmender Themen, 
nach der sich verändernden Vernetzung von Themen sowie nach dem Lebenszyklus oder 
der Evolution eines Themas werden durch genannte Arbeiten weniger fokussiert. Die Ba-
sis für entsprechende Aufgaben beschreiben Shaparenko und Caruana: „Many document 
collections have grown through an interactive and time-dependent process. Earlier docu-
ments shaped documents that followed later, with some documents introducing new ideas 
that lay the foundation for following documents.“ (Shaparenko, Caruana et al. 2005, S. 
1). Mei und Zhai verdeutlichen die beschriebene Weiterentwicklung folgendermaßen: 
„compared with the problem of novelty detection and event tracking (TDT), which aims 
                                                           
111 Zu nennen sind hier Stichwörter wie „kollektive Intelligenze“, „Crowdsourcing“ oder „Folksonomy“. 
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to segment the text and find the boundaries of events, the ETP discovery problem in-
volves a more challenging task of modeling the multiple subtopics at any time interval for 
an event, and aims to discover the changing and evolutionary relations between the theme 
spans“ (Mei und Zhai 2005). In diesem Rahmen kristallisieren sich vier wesentliche Fra-
gestellungen und Aufgaben der zeitorientierten inhaltlichen Analyse heraus: die Entde-
ckung und Analyse des Wandels der (1) Bedeutung bzw. Frequenz, (2) sprachlichen Viel-
falt (nur auf Wissensrepräsentationsebene möglich), (3) Vernetzung und (4) Hierarchie 
der ein Thema repräsentierenden Textinstanzen (Wortformen, Kookkurrenzen, Konzepte 
usw.).  
Sofern für entsprechende Fragestellungen keine Indikatoren112 vorliegen, die eine weitere 
Automatisierung des Temporal Text Mining ermöglichen, bietet die informationsvisuell 
unterstützte Analyse und Identifikation eine hervorragende Alternative. Während sich für 
die frequenzbasierte Analyse von Textinstanzen die zeitachsenbasierten statischen Tech-
niken (Histogramme) am besten eignen, sind dies graphbasierte Visualisierungstechniken 
für die Analyse des Wandels von Vernetzung und Hierarchie. Nachfolgend wird die rele-
vante Literatur kurz vorgestellt. Des Weiteren ist auf die Kapitel der zeitorientierten Vi-
sualisierungsverfahren zu verweisen.  
Frequenzbasierte Analysen 
Unter Frequenzen ist hier das Zählen der Vorkommen von Textinstanzen zu verstehen, 
die ein Thema in den zugrundeliegenden textuellen Daten repräsentieren. Dies sind im 
einfachsten Fall die Wortformen und Kookkurrenzen, darüber hinaus jedoch auch Kon-
zepte oder konzeptuelle Strukturen. Die Darstellung entsprechender Frequenzentwicklung 
kann am einfachsten in Listen oder Tabellenform erfolgen. Als am erfolgreichsten und 
besten für die Analyse des Wandels der Stärke eines Themas haben sich jedoch zeitach-
senbasierte Visualisierungstechniken erwiesen. Mei und Zhai beschreiben diese Aufgabe 
unter dem Begriff Theme Life Cycle: „Given a text collection tagged with time stamps 
and a set of trans-collection themes, we define the Theme Life Cycle of each theme as the 
strength distribution of the theme over the entire time line.“ (Mei und Zhai 2005). Sie set-
zen die zeitorientierte Visualisierung um, indem die Stärke jedes Themas in jeder Zeit-
scheibe durch die normalisierte Anzahl der zum Thema gehörenden Wortformen je Zeit-
scheibe repräsentiert wird. Die Normalisierung kann dabei durch Relation der zu untersu-
chenden Wortformen pro Zeitscheibe mit der Zeitscheibenanzahl (absolute Stärke) oder 
mit der Anzahl der laufenden Wortformen der entsprechenden Zeitscheibe113 (relative 
Stärke) erfolgen. Während die absolute Stärke die absolute Menge an Text misst, die ein 
bestimmtes Thema in einer gesamten Datenmenge (Kollektion) beschreibt, bestimmt die 
                                                           
112 Z. B.: Wenn die Frequenz einer Wortform innerhalb von fünf Zeitscheiben stetig um 20 % wächst, dann 
liegt ein relevantes zeitorientiertes Textmuster vor. 
113 Frequenz aller Wortformen pro Zeitscheibe. 
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relative Stärke die Bedeutung aller Themen einer Zeitscheibe bzw. setzt deren Präsenz in 
Bezug.  
Darüber hinaus gibt es eine ganze Reihe von ähnlichen bzw. verwandten Ansätzen zur 
Analyse des Wandels von Bedeutung bzw. Frequenz von Textinstanzen.114 Die Art der 
Textinstanzen spielt dabei inhaltlich eine bedeutende Rolle. Die entsprechenden methodi-
schen Ansätze unterscheiden sich vornehmlich in der Datenaufbereitung, danach jedoch 
nur noch unwesentlich. 
Vernetzungsbasierte Analysen 
Die frequenzbasierten Verfahren ermöglichen Einzelanalysen und auch relative Analysen 
der Bedeutung von Themen. Vernetzungs- und Hierarchiemuster sind nur über zusätzli-
che Visualisierungstechniken wie Symbole oder Farben zu ermitteln. Graphbasierte Ver-
fahren können die frequenzbasierten Verfahren daher gut ergänzen.115 Alle Ansätze basie-
ren auf dem Gedanken, dass Beziehungen bzw. kontextuelle Zusammenhänge zwischen 
Sachverhalten gut durch Graphen mit ihren Knoten und Kanten ermittelt werden können. 
Die Knoten repräsentieren dabei die Themen oder Inhalte, die Kanten die Beziehungen 
zwischen den Knoten. So können syntagmatische oder paradigmatische und damit kon-
textuelle bzw. inhaltliche Beziehungen zwischen Wortformen oder Konzepten identifi-
ziert werden.  
Grafbasierte Methoden können in unterschiedlichen Forschungs- und Anwendungsberei-
chen auf eine lange Historie zurückblicken. Die wesentlichen Merkmale eines Graphen – 
die Knoten und Kanten – können viele unterschiedliche Sachverhalte repräsentieren. Im 
Rahmen zeitorientierter Analysen wurde insbesondere die Analyse von Metadaten durch 
Zitations-, Autoren- bzw. Kollaborations- oder Themengraphen unterschiedlicher zeitli-
cher Granularitäten ergiebig studiert. Besonders Patentdaten und wissenschaftliche Publi-
kationsdaten bieten eine Fülle von – für die Evolution von Sachverhalten interessanten – 
Metadaten zu Autoren, Institutionen oder Zitationen. Zu verweisen ist hier auf die Infor-
metrie, die im Kapitel 6 bereits beschrieben wurde, auf die Arbeiten von Chen zur Evolu-
tion wissenschaftlicher Literatur (vgl. Chen 2005; Chen, Lin et al. 2006), auf Erten und 
Harding (vgl. Erten, Harding et al. 2004) und auf Toyoda und Kitsuregawa zur Evolution 
des World Wide Web, in dem Knoten Webseiten und Kanten deren Beziehungen auf Ba-
sis gerichteter Links repräsentieren (vgl. Toyoda und Kitsuregawa 2005). Im Rahmen der 
Evolution des World Wide Web stellen auch Desikan und Srivastava ein interessantes 
                                                           
114 Vgl. Havre, Hetzler et al. 2002; Shaparenko, Caruana et al. 2005; Lægreid und Sandal 2006; Wang und 
McCallum 2006; Qiaozhu Mei 2005. 
115 Die wesentlichen grundlegenden Arbeiten im Bereich graphbasierter Verfahren im Temporal Text Mining 
sind: Feldman, Aumann et al. 1997 und Lent, Agrawal et al. 1997. Darauf aufbauend auch: Erten, Harding 
et al. 2004; Mei und Zhai 2005; Toyoda und Kitsuregawa 2005; Chen 2005. Die für den praktischen Teil 
dieser Arbeit interessanten Publikationen sind: Quasthoff, Richter et al. 2003; Biemann, Heyer et al. 2004; 
Heyer, Quasthoff et al. 2005; Biemann, Böhm et al. 2006; Gottwald, Heyer et al. 2007. 
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Konzept auf Basis der Entwicklung von Webgraphen auf, das ebenso auf andere Inhalte 
übertragen werden kann. Sie unterscheiden nicht nur Knoten und Kanten, sondern analy-
sieren die Evolution des World Wide Web auf drei Ebenen (vgl. Desikan und Srivastava 
2004): 
1. Einzelknoten (Single Nodes) und ihre Eigenschaften über verschiedene Zeitinter-
valle, 
2. Teil- bzw. Subgraphen (Sub-Graphs), die einem Satz von Einzelknoten entspre-
chen und deren Frequenzen bzw. Sequenzen über verschiedene Zeitintervalle 
gemessen bzw. identifiziert werden können sowie 
3. Vollgraphen (Whole Graphs). 
Während erstere eher spezifische Informationen über Zeitscheibenentwicklungen bereit-
stellen (z. B. Angaben über Zusammenhänge einzelner Webseiten in Form von Knoten), 
ermöglicht die Analyse von Vollgraphen allgemeinere Aussagen (z. B. einen Überblick 
über alle einen Sachverhalt beschreibenden Webseiten in Form von Knoten). Desikan und 
Srivastava unterscheiden dabei zwischen der Messung elementarer Eigenschaften wie der 
Anordnung, Größe, Dichte oder Zahl der Bestandteile des Graphen (Knoten und Kanten) 
und der Messung abgeleiteter Eigenschaften wie der durchschnittlichen oder maximalen 
Anzahl von hubs oder authorities (siehe Web Structure Mining) (vgl. Desikan und Sri-
vastava 2004). 
Für intervall- oder zeitreihenbezogene Analysen können Graphen zu Intervall-Graphen 
oder zu Trend-Graphen erweitert werden.116 Erstere gestatten die Analyse von Ähnlich-
keiten und Unterschieden kontextueller Beziehungen zwischen zwei Intervallen eines 
Textkorpus. Letztere erweitern einfache Graphen oder Intervall-Graphen, indem sie sie zu 
Sequenzen eines Graphen kombinieren und dieselbe Analyse über mehrere Zeitscheiben 
hinweg ermöglichen.  
Ein entsprechendes Verfahren stellen Diehl und Görg vor. Sie entwerfen einen so genann-
ten Super Graph als Vereinigung aller Zeitscheiben-Graphen und ihrer Themen und er-
möglichen einfach zu verfolgende Animationen von der Evolution zugrundeliegender 
Themen durch die Verortung von Knoten gemäß dem Supergraphen. Damit wird die Ver-
gleichbarkeit von Knoten und Kanten trotz Dynamik gewährleistet (vgl. Diehl, Görg et al. 
2001; Diehl und Görg 2002).  
Eine besondere Form eines Graphen stellen Mei und Zhai mit dem Theme Evolution 
Graph vor. Sie definieren ihn als ein „weighted directed graph in which each vertex is a 
                                                           
116 Die Intervall-Graphen werden auch Temporal Context Graph (Feldman und Sanger 2007) oder Difference 
Graph (Erten, Harding et al. 2004) genannt, während die Trend-Graphen unter der Bezeichnung Context-
Oriented Trend Graph (Feldman und Sanger 2007), Time Series Graph (Toyoda und Kitsuregawa 2005) 
oder Dynamischer Graph zu finden sind. 
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theme span, and each edge is an evolutionary transition“ (Mei und Zhai 2005). Themen 
werden demnach nicht als – durch Menschen zu erkennende – Cluster von Knoten (Wort-
formen, Kookkurrenzen usw.) repräsentiert, sondern einem konkreten Knoten zugewie-
sen. Die Kanten verbinden nicht die Knoten innerhalb einer Zeitscheibe zur Darstellung 
der Vernetzung, sondern die Knoten zwischen zwei konsekutiven Zeitscheiben. Das Kan-
tengewicht repräsentiert die Ähnlichkeit zwischen zwei Knoten jeweils aus einer anderen 
Zeitscheibe und damit die so genannte Evolution Distance – die Wahrscheinlichkeit, dass 
ein Knotent-1 der Vorgänger des Knotent ist. Ist die Kante signifikant, so besteht wahr-
scheinlich ein Evolutionspfad.117 
10.4.3.6   Halbautomatische Identifikation von Trends 
Die vernetzungsbasierten Analysen vereint die Tatsache, dass sie dem Menschen bei der 
Identifikation aufkommender Thementrends in Dokumentenkollektionen eine maschi-
nenbasierte Datenaufbereitung und eine informationsvisuelle Unterstützung zur Trendi-
dentifiktation anbieten. Das heißt, die Mustererkennung im Sinne des Temporal Text Mi-
ning erfolgt definitiv durch den Menschen. In Anbetracht dessen, dass eine Mustererken-
nung im Temporal Text Mining nie vollautomatisch ablaufen kann und wird (es sei denn, 
Mensch und Maschine werden eins!), sind folgende Ansätze richtungsweisende Schritte 
der halbautomatischen Identifikation von Trends. Notwendig sind diesbezüglich jedoch 
eine in sich schlüssige und umfassende Bedarfsdefinition sowie Grundannahmen bzw. 
Indikatoren, die der Maschine „Intelligenz“ geben und es ihr ermöglichen, zum Beispiel 
Trends explizit zu ermitteln. Den zeitlichen Grundelementen entsprechend kann, wie bei 
den Graphen, zwischen intervall- und zeitreihenbezogenen Trends unterschieden wer-
den.118 Erstere vergleicht Textmuster für Themen wie Frequenzen und Kookkurrenzen 
von Wortformen oder Konzepten zweier Zeitscheiben und identifiziert die Thementrends 
nach einer vorab bestimmten Grundannahme. Im Falle der Identifikation aufkommender 
Trends ist es meist die absolute oder relative Änderungsrate. Die Textmuster können auf 
Basis einer Änderungsrate beispielsweise weiterhin sortiert oder gefiltert werden. Letzte-
re Verfahren sind komplexer. Zeitreihen entsprechender Textmuster müssen verglichen 
und möglicherweise nach Trendmustern geclustert oder klassifiziert werden.  
Liebscher und Belew stellen einen entsprechenden Ansatz zur Identifikation von Trends 
in Dokumentenströmen auf Basis einer Methode der Zeitreihenanalyse vor. Kollektionen 
wissenschaftlicher Publikationen teilen sie in Zeitscheiben auf, extrahieren Uni- und 
Bigramme im Sinne einzelner Wortformen und Nachbarn (Bigramme stellen sich dabei, 
weil konkreter und eindeutiger, als sinnvoller heraus) und unterziehen deren Zeitreihen 
                                                           
117 Der Algorithmus ist vereinfacht wie folgt: (1) Segmentierung der Dokumentenkollektion in Zeitscheiben, 
(2) Identifikation signifikanter Themen für jede Zeitscheibe, (3) Übergangsmodellierung zwischen identifi-
zierten Themen konsekutiver Zeitscheiben. 
118 Kleinberg bezeichnet sie als Two-Point Trends und Trend-Based Methods (Kleinberg 2004). 
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nach einer Glättung der linearen Regression. Die Textmuster mit dem größten Anstieg im 
Gesamtkorpus repräsentieren die aufkommenden und jene mit einem negativen Anstieg 
die rückläufigen Themen. Selbstverständlich können die Textmuster auch nach Anstieg 
sortiert werden. Liebscher und Belew stellen fest, dass es für die Anwendung komplexe-
rer Methoden der Zeitreihenanalyse (vgl. Box, Jenkins und Reinsel 1994) im Falle jah-
resgetrennter Dokumentenkollektionen wissenschaftlicher Publikationen noch zu wenig 
Zeitscheiben für die Erstellung akkurater Modelle gibt und begnügen sich daher mit der 
simplen linearen Regression (vgl. Liebscher und Belew 2003).  
Ähnlich gehen Lægreid und Sandal vor. Sie analysieren jedoch den Wandel von – durch 
eine Namenserkennung (Named Entity Recognition) extrahierten – Namen (vgl. Lægreid 
und Sandal 2006). 
Zeitreihenanalysen werden natürlich auch auf Metadaten unternommen, wie beispielswei-
se die Arbeiten von Popescul, Flake et al. zeigen. Deren Clustering-Algorithmus basiert 
auf Zitationsmustern wissenschaftlicher Literatur-Datenbanken und generiert möglichst 
heterogene thematische Gruppen der meistzitierten Publikationen, die nachfolgend – dem 
Ansatz von Liebscher und Belew ähnlich – einer linearen Regression unterzogen werden 
(Popescul, Flake et al. 2000). 
Einen anderen interessanten Ansatz stellen Lent, Agrawal et al. vor. Auch sie teilen den 
Datenstrom in Zeitscheiben auf und extrahieren die signifikantesten Themen in jeder 
Zeitscheibe. Der Algorithmus zur Themenextraktion basiert jedoch auf der von den Mit-
autoren Agrawal und Srikant entwickelten und bereits im Kapitel zu Temporal Data Mi-
ning vorgestellten Sequenzanalyse auf Basis der Zählung der Vorkommen von Wort-
Kookkurrenzen in vom Nutzer bestimmbaren Dokumentenfenstern (Satz, Absatz usw.). 
Jedem extrahierten und optional einer Schwellenwertfilterung unterzogenen Thema wird 
die entsprechende Dokumentenanzahl pro Zeitscheibe zugewiesen. Unter Nutzung der 
oben bereits beschriebenen Abfragesprache SDL kann der Nutzer die Menge von The-
menentwicklungen nach ihn interessierenden Entwicklungsformen (shapes) filtern (vgl. 
Lent, Agrawal et al. 1997). 
Einen (halb)automatischen und ebenfalls nicht auf Zeitreihen basierten Ansatz zur Identi-
fikation von Thementrends beschreiben Pottenger, Kim und Yang (vgl. Pottenger, Kim et 
al. 2001; Pottenger und Yang 2001). Ihrem Hierarchical Distributed Dynamic Indexing 
liegt die Annahme zugrunde, dass ein aufkommendes Konzept (Emerging Concept) so-
wohl durch ein Frequenzwachstum im Text als auch durch ein wachsendes Aufkommen 
in unterschiedlichen durch das Clustering bestimmten semantischen Gruppen in konseku-
tiven Zeitscheiben bestimmt wird. Ersteres bestimmt die Präsenz des Konzeptes im Text 
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an sich, letzteres seine Vernetzung.119 Sie stellen fest, dass neuronale Netze zur Trend-
klassifikation antrainiert werden können, dass die Präzision der Klassifikation jedoch 
schlecht ausfällt und dass die finale Entscheidung, ob ein durch das System vorgeschla-
genes Konzept tatsächlich einen aufkommenden Trend repräsentiert, dem Domänenex-
perten überlassen werden sollte. Der Gedanke der halbautomatischen Identifikation von 
Trends auf Basis von neuronalen Netzen wird im Kapitel 15.6 wieder aufgegriffen. Dabei 
geht es weniger um die Klassifikation, sondern um ein Clustering konvergenter Trends. 
10.4.3.7   Umgang mit dynamisch aktualisierten Daten 
Viele Anwendungen, besonders im Kontext des Temporal Text Mining, verlangen häufi-
ge, wenn nicht regelmäßige oder sogar dauernde Aktualisierungen der Daten. Im Tages- 
bis Sekundentakt kommen in Kollektionen von Pressenachrichten, Patenten oder wissen-
schaftlicher Literatur dynamisch neue Nachrichten oder Dokumente hinzu, werden modi-
fiziert oder gelöscht. Damit die durch das Mining auf den Datenmengen berechneten 
Muster auch ständig aktuell bleiben, müssen sie prinzipiell im selben Takt erneuert wer-
den. Selbstverständlich können in diesem Fall die Berechnungen ständig neu gestartet 
werden. Dies benötigt viele Ressourcen im Sinne von Speicherplatz, Energie, Rechen-
aufwand oder Zeit und ist daher ineffizient.120 Sinnvoll sind daher als Alternative soge-
nannte inkrementelle Algorithmen, die die berechneten Muster als Basis nehmen und sie 
inkrementell bei jeder neu hinzukommenden Information aktualisieren (vgl. Feldman und 
Sanger 2007). Entsprechende Algorithmen sind aus dem Data Mining bekannt und kön-
nen auf Text Mining und Temporal Text Mining übertragen werden.121 Ein anderer effi-
zienter und robuster Algorithmus zur inkrementellen Aktualisierung häufiger Kookkur-
renzen von Textinstanzen ist der so genannte Borders-Algorithmus (vgl. Mannila und 
Toivonen 1996). Durch absolut oder prozentual bestimmte Schwellenwerte können die zu 
scannenden Kandidaten für Assoziationsregeln reduziert werden, und somit kann auch 
der Rechenaufwand niedrig gehalten werden. 
                                                           
119 Der Algorithmus ist wie folgt: (1) Segmentierung der Dokumentenkollektion in Zeitscheiben, (2) Identifi-
kation signifikanter Themen (Konzepte) für jede Zeitscheibe: Extrahierung komplexer Nominalphrasen als 
Konzepte unter Nutzung regulärer Ausdrücke und Part-of-Speach Tagging, (3) Clustering der Konzepte zu 
semantischen Gruppen auf Basis von Ähnlichkeitsmaßen, (4) Klassifikation von Konzepten in wachsende 
und nicht wachsende Konzepte auf Basis eines neuronalen Netzes mit Änderungsraten und a) sowohl der 
Anzahl semantischer Cluster, in denen die Konzepte auftreten b) als auch der Frequenzen und Kookkurren-
zen der Konzepte als Eingangswerten. 
120 Beispielsweise dauerte eine Berechnung signifikanter Wortformen und Kookkurrenzen einer Patentkollek-
tion in Volltext der Größe von mehr als 5 GB mit einem größeren Computercluster im Rahmen vorliegen-
der Arbeit mehr als eine Woche. 
121 Dies belegen die frühen Arbeiten von Feldman und Dagan (Feldman, Dagan et al. 1998), der FUP-
Algorithmus (Cheung, Han et al. 1996), der FUP2-Algorithmus (Cheung, Lee et al. 1997) und der Delta-
Algorithmus (Feldman, Amir et al. 1996), die die Neuberechnungskosten besonders zeitorientierter und 
kausaler Regeln minimieren. 
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10.5   Web Mining und Temporal Web Mining 
Die Flut speziell digitaler Informationsquellen wird zum großen Teil durch das Internet 
und die unzähligen, sich dynamisch vermehrenden Webseiten und ihre Nutzer mit unter-
schiedlichsten Bedürfnissen getrieben. Klassische Datenexplorationsmethoden des Infor-
mation Retrieval sind auch bei aus dem Web gewonnenen Daten nicht mehr zufrieden-
stellend (vgl. Kobayashi und Takeda 2000). Innovativere Technologien, die Webdaten 
verarbeiten, sind vonnöten. Erfolg versprechende Lösungsansätze des Data Mining oder 
Text Mining im Rahmen des World Wide Web werden auch unter dem Begriff Web Mi-
ning zusammengefasst.  
Neben einer Vielzahl von Definitionen122 stechen folgende zwei wegen ihrer Explizitheit 
heraus:  
Definition „Web mining can be broadly defined as the automated discovery and 
analysis of useful information from the web documents and services using 
data mining techniques.“ (NEMIS 2004)  
sowie  
Definition „Web Mining is the application of data mining techniques to the content, 
structure, and usage of Web resources.“ (Stumme, Hotho et al. 2006, 
S. 128). 
Allen anderen Mining-Disziplinen entsprechend, profitieren Technologien des Web Mi-
ning von der Strukturierung noch nicht strukturierter Daten und betten Verfahren des Da-
ta Mining, Text Mining oder der Informationsvisualisierung sinnvoll ein: (1) das Text 
Mining zur Strukturierung semi- oder nicht explizit strukturierter Daten, (2) das Data Mi-
ning zur Mustererkennung in bereits strukturiert vorliegenden Daten und (3) die Informa-
tionsvisualisierung zur Unterstützung des Menschen bei der Datenexploration. Die im 
Web zu beschaffenden und analysierbaren Daten kategorisieren Srivastava, Cooley et al. 
in vier Gruppen (vgl. Srivastava, Cooley et al. 2000): 
1. Inhaltliche Daten (Content Data) repräsentieren die tatsächlichen Inhalte, die der 
Sender dem Empfänger gemäß Kommunikationsmodell zur Verfügung stellt. 
Dies kann einfacher, nicht explizit strukturierter Text sein, es kann sich jedoch 
auch um strukturierte Daten in Form von Tabellen, Bildern oder Filmen handeln. 
2. Strukturelle Daten (Structure Data) repräsentieren Informationen über die Orga-
nisation der inhaltlichen Daten. Dies können sowohl Dateneinheiten wie HTML- 
oder XML-Tags zur Strukturierung einer Webseite sein als auch Dateneinheiten 
zur Strukturierung mehrerer Webseiten im Sinne von Hyperlinks zur Verknüp-
fung von Webseiten. 
                                                           























3. Nutzungsdaten (Usage Data) sind Informationen über die Nutzung einer be-
stimmten Webseite, die vorwiegend aus ihrer Log-Datei stammen. Dies können 
Zeitangaben zur Nutzung der Webseite sein, IP-Adressen ihrer Besucher, Infor-
mationen über besuchte Pfade sowie über das Navigationsverhalten vor, während 
oder nach dem Webseitenbesuch. 
4. Nutzerprofildaten (User Profile Data) stellen Informationen über die Nutzer einer 
Webseite bereit. Dies können geographische, demographische oder interessens-
bezogene Daten sein, die beispielsweise wiederum aus den Log-Daten oder spe-
ziellen Abfragen und Formularen auf der Webseite gewonnen werden können.  
Entsprechend unterscheiden Kosala und Blockeel auch drei Teilbereiche des Web Mining 
(vgl. Kosala und Blockeel 2000):  
1. das Web Content Mining,  
2. das Web Structure Mining und  
3. das Web Usage Mining.  
In allen drei Bereichen werden die bereits besprochenen Mining-Techniken von Assozia-
tions- und Sequenzanalysen über Clustering bis zu Klassifikationen angewendet und für 
die spezifischen Webansprüche weiterentwickelt. Sie werden nachfolgend detailliert be-
sprochen. 
Abbildung 13. Prozessorientiertes Schaubild des Web Mining. 
Abbildung 13 zeigt ein Prozessschaubild, das das Web Mining in die Datenexploration 
aus quellenorientierter Perspektive einordnet. Je nach Webdatenart werden die drei unter-
schiedlichen Disziplinen des Web Mining bedient, wobei – je nach Strukturiertheit der 
Daten – sofort klassische Verfahren des Data Mining und gegebenenfalls das Text Mi-
ning vorab angewendet werden. 
10.5.1   Web Content Mining 
Das Web Content Mining hat ein verbessertes Gruppieren, Kategorisieren, Analysieren, 
Erschließen und damit ein besseres Verstehen von Webseiteninhalten zum Ziel (vg. NE-
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MIS 2004; Stumme, Hotho et al. 2006, S. 128). Es verfolgt unterschiedliche Forschungs-
stränge, wie folgt (vgl. Kosala und Blockeel 2000):  
• der Einsatz künstlicher Intelligenz zur (semi)autonomen Aufgabenbewältigung, 
• das Lernen, Kombinieren und Verschmelzen von Ontologien, 
• rein statistische und auch anspruchsvollere inhaltsorientierte Ansätze des Infor-
mation Retrieval wie die Latent Semantic Analysis (LSA) (vgl. Deerwester, Du-
mais et al. 1990; Buntine, Perttu et al. 2004; Jin, Zhou et al. 2004),  
• die Nutzung semistrukturierter Eigenschaften von Webseiten wie HTML- oder 
XML-Tags, um logische Strukturen zu erforschen oder  
• das Übertragen heterogener, semistrukturierter Webinhalte in strukturierte, hie-
rarchische Datenbanken durch annotationsbasierte Abfragesprachen. 
Die meisten Methoden des Web Mining sind gegenwärtig noch Abwandlungen des Text 
Mining. Zunehmend bilden auch Multimedia-Daten wie Bilder, Sounds oder Videos 
Web-Inhalte. Die Bedeutung des Multimedia data mining123 im Rahmen des Web Mining 
wächst enorm.  
10.5.2   Web Structure Mining 
Das Web Structure Mining hat zum Ziel, zusätzliche, meist implizit in der Linkstruktur 
von Webdokumenten enthaltene Informationen zu erschließen.124 Dabei bewegt sich der 
Fokus von der Analyse einzelner Webseiten-Kollektionen bis hin zur Analyse des World 
Wide Web als Ganzem. Folgende Forschungsstränge sind signifikant: 
• Die Identifikation von Webseiten als hubs und authorities.125 Hubs sind Websei-
ten, die auf viele andere verwandte Webseiten verweisen, während die Autoritä-
ten im Gegenzug die Webseiten repräsentieren, auf die oft verwiesen wird. 
• Die Identifikation und Kategorisierung von Webhierarchien und Verzeichnissen 
(vgl. Amitay, Carmel et al. 2003). 
• Die makrostrukturelle Analyse des World Wide Web als Ermittlung der kürzes-
ten Wege zwischen und der Clustereigenschaften von Webseiten (vgl. Milgram 
1967; Adamic 1999). 
Web Structure Mining und Web Content Mining werden häufig auch kombiniert einge-
setzt, um auf Basis des Inhalts und der Struktur von Hypertext bessere Ergebnisse für die 
Exploration von Webdaten zu erzielen. 
                                                           
123 Entsprechende Ansätze werden in (Simoff und Zaïane 2000) beschrieben. 
124 Einen Überblick über relevante Arbeiten bietet Chakrabarti (Chakrabarti 2003). 
125 Vgl. Brin und Page 1998; Kleinberg 1999; Page, Brin et al. 1999. 
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10.5.3   Web Usage Mining 
Das Web Usage Mining bezieht sich auf die Analyse des Verhaltens von Web-Nutzern. 
Dabei werden Einträge in Webserver-Log-Dateien herangezogen, die deren Verhalten 
aufzeichnen. Die Dateien können zusätzliche implizite Informationen über die zu analy-
sierenden Webseiten bergen. So können aus dem Klick-Verhalten eines Nutzers auf einer 
Webseite neben den bereits strukturiert vorliegenden oder zusammenhängenden Inhalten 
neue Zusammenhänge und Strukturen gewonnen werden. Beispiele dafür sind Assoziati-
ons- und Sequenzanalysen auf Basis von Warenkorbanalysen oder von durch Abfragen 
von Produkt-Beschreibungsseiten hinterlassenen Informationen in Log-Dateien. Diese 
können für weitere Personalisierungs- und Dynamisierungsmaßnahmen für Webseiten 
(vgl. Mobasher, Cooley et al. 2000), Empfehlungsmechanismen (vgl. Lin, Alvarez et al. 
2002), Monitoring- und Alarmfunktionen (vgl. Morrison, Punin et al. 2004), die Optimie-
rung der Informationsarchitektur und des Designs von Webseiten (vgl. Berendt und Spili-
opoulou 2000; Cooley 2000; Kato, Nakayama et al. 2000) sowie allgemein für die Opti-
mierung ihrer Inhalte genutzt werden (vgl. Kohavi, Masand et al. 2002).  
Methoden des Web Usage Mining sind für die Digital Intelligence sogar besser geeignet 
als das Web Content Mining. Letzteres analysiert die von Autoren geschriebenen und de-
ren Meinung repräsentierenden Texte als Spiegel ihrer realen Wahrnehmungen. Das Web 
Usage Mining hingegen konzentriert sich auf die Webnutzer und deren Verhalten. Sie 
sind zum einen zahlenmäßig der Autorenschaft weit überlegen, und zum anderen können 
sie durch ihr Verhalten reale Entwicklungen früher widerspiegeln. Während Webnutzer 
ihre Sorgen oder Wünsche durch ihr Verhalten implizit kundtun, muss ein Autor seine 
Beobachtungen explizit in Form von Text mitteilen. Erwähnenswert ist, dass die Bedeu-
tung nutzergenerierter Inhalte im World Wide Web stetig zunimmt. Obwohl die durch 
Webnutzer generierten expliziten126 und impliziten Informationen behutsam zu interpre-
tieren sind, können mithilfe des Web Usage Mining aus sorgsam ausgewählten Informa-
tionsquellen repräsentative Informationen zu realen Entwicklungen gewonnen werden.127  
10.5.4   Temporal Web Mining 
Der wachsenden Bedeutung des World Wide Web analog, steigt auch das Interesse, 
Webdaten zeitorientiert zu analysieren und zu extrahieren. Prinzipiell können die oben 
genannten webspezifischen Verfahren des Web Mining auch implizit und explizit zeitli-
che Daten aus dem Web extrahieren und Verfahren des Temporal Data Mining oder 
Temporal Text Mining zur Verfügung stellen. Der Begriff Temporal Web Mining wird in 
der wissenschaftlichen Literatur daher bisher auch nur im Kreise einer Person explizit ge-
nutzt, Mireille Samia. Andere Arbeiten – die ebenso zeitorientierte Explorationen von 
                                                           
126 Gruhl, Guha et al. forschen z. B. im genannten Kontext (Gruhl, Guha et al. 2004; Gruhl, Guha et al. 2005). 
127 Einen guten Überblick über verwandte Forschungen gewähren (Heino und Toivonen 2003; Baron und Spi-
liopoulou 2004). 
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Webdaten zum Ziel haben, sprechen zum Beispiel von Temporal Text Mining oder Spa-
tiotemporal Text Mining (vgl. Mei, Liu et al. 2006). Wahrscheinlich ist, dass sich mit zu-
nehmendem Reifegrad und zunehmender Anwendungsvielfalt auch der Begriff Temporal 
Web Mining etablieren wird. Samia und Conrad beschreiben Temporal Web Mining als 
Erweiterung von Temporal Data Mining und Web Mining:  
Definition:  „Temporal Web mining (TWM) concerns the Web mining of data with 
significant temporal information“ (Samia und Conrad 2007, S. 2). 
Zum Ziel des Temporal Web Mining erklären sie: „to deal with temporal data, such as lo-
cal and Web data, in real time over the Web“ und „predicting temporal data from the con-
tent of the Web data” (Samia und Conrad 2007, S. 3). Die Informationsquellen des Tem-
poral Web Mining sind explizit zeitorientierte Webdaten, die aus dynamischen Webinhal-
ten durch oben beschriebene Verfahren des Web Mining extrahiert werden und danach 
mithilfe beschriebener Verfahren des (Temporal) Text Mining, des (Temporal) Data Mi-
ning und der Informationsvisualisierung exploriert werden. Desikan und Srivastava fas-
sen die grundlegende Motivation des Temporal Web Mining – auch wenn sie das Kon-
zept nicht explizit nennen und unter Temporal Mining, Zeitreihenanalyse und Prognose 
auf Basis von Webdaten führen – folgendermaßen zusammen:  
Definition „The need to study and understand the evolving content, structure and 
usage of interlinked documents has gained importance recently, espe-
cially with the advent of the World Wide Web and online Citation Indi-
ces.“ (Desikan und Srivastava 2003, S. 1) 
Im Rahmen vorliegender Arbeit wurden auch Webdaten in Form von Webseiteninhalten 
(Web Content) exploriert. Da die Daten gecrawled und einer relationalen Datenbank nach 
Zeitscheiben auf Basis ihrer Metadaten überführt wurden und auch die Datenaufbereitung 
mit traditionellen Verfahren des Text Mining erfolgte, führte die Beschreibung entspre-
chender Ansätze unter dem Deckmantel des Temporal Web Content Mining zu weit. 
10.6   Informationsvisualisierung 
Die Datenexploration hat durch die Entwicklung und den Einsatz maschinenbasierter Me-
thoden eine zunehmende Automatisierung erfahren. Dennoch ist eine effektive Analyse 
von Daten ohne das Eingreifen des Menschen nicht möglich. Häufig sind klassische 
computergestützte Datenexplorationswerkzeuge „Black Box“-Systeme, die entweder kei-
ne oder nur eine begrenzte Einflussnahme durch den Benutzer zulassen, der darüber hin-
aus über Statistik- oder Informatikkenntnisse verfügen muss. Die Disziplin der Informati-
onsvisualisierung (Information Visualization) verknüpft die Fähigkeiten des Menschen – 
Flexibilität, Kreativität und das Allgemeinverständnis – mit der enormen Speicherkapazi-
tät und Rechenleistung von Computern. Daher wird sie oft als Ergänzung zu Data Mining 
angesehen und dementsprechend auch Visual Data Mining oder Visual Analytics genannt. 
Erwartungsgemäß sind viele Publikationen mit der Schnittmenge beider Disziplinen auf-
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zufinden.128 Die Hauptvorteile der direkten, interaktiven Einbindung des Menschen ge-
genüber (voll- bis halb)automatischen Verfahren der Künstlichen Intelligenz oder Statis-
tik liegen auf der Hand: 
• Maßgeschneiderte Datenexploration. Die Datenexploration hat zum Ziel, den 
Menschen bei der Bewältigung von Aufgaben zu unterstützen. Sie richtet sich 
daher nach den impliziten und expliziten Zielen des Benutzers. Diese können je-
doch nicht gänzlich operationalisiert werden. Um die Effizienz und Qualität der 
Datenexploration zu steigern, ist es sinnvoll, den Menschen direkt in den Prozess 
der Datenexploration einzubinden. 
• Nutzung existierenden Expertenwissens. Darüber hinaus kann durch die Interakti-
on zwischen Benutzer und Maschine auf das bereits verfügbare Expertenwissen 
des Benutzers zurückgegriffen werden. 
• Handhabung problematischer Datensätze. Der Vorteil der Einbindung des Men-
schen in der Informationsvisualisierung offenbart sich vor allem dann, wenn we-
nig Informationen über die zu untersuchenden Daten bekannt sind, die erwarteten 
Muster nicht klar definiert und die Daten stark inhomogen oder verrauscht sind. 
• Benutzer ohne Datenexplorationsexpertise. Die Datenerforschung kann auch 
durch Benutzer durchgeführt werden, die sich mit den Methoden, Algorithmen 
und Parametern der Datenexploration nicht gut auskennen. 
• Gesteigertes Vertrauen in die Mustererkennung. Wenn der Datenerforscher (und 
später auch der Kommunikator) von Anfang an in den Datenexplorationsprozess 
eingebunden wird, versteht er die Daten besser. Das Vertrauen in die Ergebnisse 
wird erhöht. 
Die Disziplin der Visualisierung kann beschrieben werden als:  
Definition: „The use of computer supported, interactive, visual representations of 
data to amplify cognition.“ (Card, Mackinlay et al. 1999, S. 6) 
Sie umfasst die Wissenschaftliche Visualisierung (scientific visualization) von Daten oft 
technischen, naturwissenschaftlichen Ursprungs, die auf natürliche räumliche Repräsenta-
tionen zurückgreift und die Informationsvisualisierung abstrakter Daten (beispielsweise 
Geschäfts-, Finanz- oder Textdaten), die sich folgendermaßen versteht:  
Definition:  „The use of computer supported, interactive, visual representation of ab-
stract data to amplify cognition.“ (Card, Mackinlay et al. 1999, S. 7).  
Die Informationsvisualisierung ist die Wissenschaft des Erkenntnisgewinns mit Hilfe in-
teraktiver, visueller und analytischer Methoden.129 Die Informationsvisualisierung soll 
                                                           
128 Wie z. B. Keim 2002; Soukup und Davidson 2002; Courseault 2004; Mörchen 2006. 
129 Vgl. Miksch, Lanzenberger et al. 2006; Miksch 2007; Aigner, Miksch et al. 2007, S. 1-2. 
 130
dem Betrachter bei der Entdeckung von Zusammenhängen und beim Verstehen von kom-
plexen Sachverhalten in abstrakten Daten helfen und Erkenntnisgewinnung und Entschei-
dungsfindung erleichtern. Sie dient der Erzeugung geeigneter visueller Repräsentationen 
von Daten und Informationen zur (1) explorativen Analyse, (2) konfirmativen Analyse 
und (3) Präsentation und Kommunikation (vgl. Krömker 2000/01).130 
Zeitorientierte Daten können sowohl eine eigene Kategorie einnehmen als auch in alle 
anderen bereits genannten Kategorien von Datentypen eingehen. Die Zeit ist vielfältig. 
Sie braucht nicht nur durch ein Attribut charakterisiert zu sein, sondern durch eine Band-
breite bereits aufgeführter Eigenschaften. 
10.6.1   Visualisierungstechniken131 
In der wissenschaftlichen Literatur gibt es viele Ansätze, digitale Visualisierungstechni-
ken in eine klare, verständliche und gleichzeitig ausführliche Taxonomie einzuordnen132. 
Einerseits sind Gruppierungen anhand einzelner betrachteter Faktoren zu finden. Ande-
rerseits gibt es Klassifikationen von Visualisierungstechniken anhand mehrerer Perspek-
tiven, die sich wiederum aus folgenden entscheidenden Einzelfaktoren zusammensetzen: 
1. die zu visualisierenden Datentypen, 
2. die Darstellungsart der Daten anhand von Visualisierungsprinzipien,  
3. die Interaktion während der Visualisierung,  
4. die an die Visualisierung gestellten analytischen Aufgaben und  
5. das zugrundeliegende Daten- und Prozessmodell.  
Nachfolgend werden die gängigsten Visualisierungstechniken nach den genannten Ein-
zelfaktoren kurz beschrieben und – falls allgemein möglich und sinnvoll – bewertet. 
10.6.1.1   Visualisierungstechniken nach Datentypen 
In der Informationsvisualisierungsliteratur werden folgende Datentypen besprochen: (1) 
die eindimensionalen, (2) zweidimensionalen, (3) dreidimensionalen und (4) multidimen-
sionalen Daten sowie (5) die Hierarchien und Netzwerke und (6) Text- und zeitorientierte 
Daten: 
                                                           
130 Explorativ zu analysieren bedeutet, dass im Vorfeld keine Hypothese aufgestellt wird. Es wird interaktiv, 
oft ungerichtet gesucht, mit dem Ziel, eine Hypothese zu formulieren. Die konfirmative Analyse hingegen 
hat zum Ziel, eine bereits bekannte Hypothese zu bestätigen oder zu verwerfen. Abschließend dient die 
Präsentation bzw. Kommunikation der Kenntnisvermittlung. Sie stellt Ergebnisse und Fakten für Dritte er-
kennbar dar. Dabei solle eine Visualisierung expressiv, möglichst effektiv und angemessen sein. 
131 Einen interessanten Versuch, eine Vogelperspektive über die vielfältige Landschaft an Visualisierungs-
techniken zu gewinnen, unternehmen Lengler und Eppler (Lengler und Eppler 2007) mit einem entspre-
chenden Periodensystem. 
132 Z. B. Bertin 1983; Wehrend und Lewis 1990; Chuah und Roth 1996; Shneiderman 1996; Tweedie 1997; 
Zhou und Feiner 1998; Card, Mackinlay und Shneiderman 1999; Keim 2002;  Chengzhi, Chenghu und Tao 
2003; Pfitzner, Hobbs und Powers 2003; Aigner, Miksch, Müller, Schumann und Tominski 2007. 
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• Bei eindimensionalen Daten benötigt jeder Punkt eines (1-D-)Objektes für seine 
Position nur eine Zahlenangabe (Koordinate) bzw. ein Attribut. Dieses Attribut 
ist kontinuierlich, sequenziell angeordnet. Farbskalen oder Zahlengeraden stellen 
entsprechende Daten dar. 
• Zweidimensionale Daten sind insbesondere aus der Visualisierung planer Daten 
bekannt. Ein klassisches Beispiel dafür sind geografische Koordinaten. Um einen 
Punkt in einem zweidimensionalen Raum eindeutig zu verorten, sind Angaben in 
zwei Dimensionen notwendig. Die Datenwerte sind größtenteils numerisch. 
• Sollen räumliche reale oder abstrakte Objekte informationstechnisch abgebildet 
werden, so sind drei Dimensionen zur Visualisierung notwendig. Entsprechende 
Daten werden dreidimensional bezeichnet. 
• Die meisten abstrakten Daten besitzen mehr als drei Attribute und können daher 
nicht mit herkömmlichen 2-D- oder 3-D-Darstellungen visualisiert werden. Mul-
tidimensionale Daten können nur mit neueren Techniken visualisiert werden, de-
ren Beispiele nachfolgend zu genüge besprochen werden. 
• Datenelemente können untereinander komplexe Beziehungen besitzen. Hierar-
chien oder Vernetzungen sind charakteristische Eigenschaften von Datenelemen-
ten. Diese können mithilfe von Graphen modelliert werden, wobei die einzelnen 
Datenelemente durch Knoten und deren Beziehungen durch Kanten repräsentiert 
werden können. Je nach Typ der Kanten können sowohl Hierarchien als auch 
Vernetzungen repräsentiert werden. Der Art und dem Detailgrad einer Kante sind 
dabei keine Grenzen gesetzt. Letztlich können sogar Regeln für die Beziehungen 
zwischen Knoten erstellt und damit umfangreiche Ontologien aufgebaut werden. 
• Um mit Inhalten großer Textmengen maschinell umzugehen, werden Texte in der 
Computerlinguistik oft in Beschreibungsvektoren transformiert. Vereinfacht kann 
dies bedeuten, dass alle nicht-trivialen Wörter gezählt und mit einer Hauptkom-
ponentenanalyse oder mit der multidimensionalen Skalierung kombiniert werden 
und die multidimensionalen Daten – wobei in diesem Fall jedes Wort eine Di-
mension darstellt – mithilfe von Visualisierungstechniken beschrieben werden. 
Darüber hinaus steht in der Informationsvisualisierung die Zeit fast nie allein für 
sich. Sie ist an andere Dimensionen bzw. Attribute gekoppelt. Dies kann der Fall 
sein bei 3-D-Daten, die sich oder ihre Position über die Zeit ändern und damit 4-
D-Daten bilden oder bei Texten, die zeitliche Angaben beinhalten oder mit zeitli-
chen Metadaten versehen sind. 
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10.6.1.2   Visualisierungstechniken nach Darstellungsart 
Bezugnehmend auf Keim, der sich besonders intensiv mit der Darstellungsart multidi-
mensionaler Daten beschäftigt hat, können Visualisierungstechniken in Abhängigkeit von 
den ihnen zugrundeliegenden Darstellungsprinzipien in folgende Kategorien unterteilt 
werden (vgl. Keim 2002):  
• geometriebasierte,  
• ikonenbasierte,  
• pixelbasierte,  
• hierarchische und graphenbasierte sowie  
• Verfahren zur visuellen Analyse zeitorientierter Daten.  
In der Praxis, vor dem Hintergrund spezifischer und vielfältigster gleichzeitiger Anforde-
rungen, sind hybride oder zumindest Sequenzen genannter Darstellungsansätze die gän-
gigsten. 
Geometriebasierte Techniken 
Die geometriebasierten Techniken nutzen geometrische Transformationen bzw. Projekti-
onen im Sinne von Verschiebungen, Rotationen, Skalierungen oder Scherungen, um die 
bestmögliche Darstellung multidimensionaler Daten zu erzielen.133 Zwei- oder dreidi-
mensionale Darstellungen können dabei zum Einsatz kommen. Zu den einfachen geomet-
rischen Visualisierungsmethoden gehören Linien-, Punkt-, Säulen-, Kreis- und Netzdia-
gramme. Die nachfolgend genannten zu den Feldmatrizen oder Linien- bzw. Streckenzü-
gen gehörenden Verfahren bauen wesentlich auf diesen Basismethoden auf bzw. erwei-
tern sie. 
a) Feldmatrizen, Panel- oder Tafelmatrizen genannt, bilden multidimensionale Daten in 
Matrizen ab. Damit wird eine Gesamtsicht auf die Daten möglich. Zu den Feldmatrizen 
zählen die Streudiagramm-Matrix, die Prosection-Matrix sowie die Hyperslices (vgl. 
Wijk und Liere 1993) und Hyperboxes (vgl. Alpern und Carter 1991). Nachfolgend wer-
den die ersten zwei beschrieben.  
• Die Streudiagramm-Matrix, auch Punktwolken- oder Scatterplot-Matrix genannt, 
kann im Regelfall zwei bzw. drei Datendimensionen darstellen, wobei jede Da-
tendimension auf einer der zwei bzw. drei orthogonalen Achsen abgebildet wird. 
Dadurch wird eine Ebene aufgespannt, die alle möglichen Wertepaare der Daten-
dimensionen repräsentiert. Auch Datensätze mit höherer Dimension können visu-
                                                           
133 Geometriebasierte Techniken werden besonders hervorgehoben in: Wong und Bergeron 1994; Krömker 
2000/01; Oellien 2003; Kromesch und Juhász 2005. 
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alisiert werden. Ein vierdimensionaler Datensatz wird dann z. B. durch eine 
4 x 4-Matrix von Streudiagrammen dargestellt (vgl. Carr, Littlefield et al. 1987).  
• Die Prosection-Matrix ist eine Projektion einer Sektion multidimensionaler Da-
ten. Die Bezeichnung Prosection versteht sich dabei als Kombination der Begriffe 
Selektion und Projektion. Bei dieser Visualisierungstechnik markiert jeder Daten-
satz einen Datenpunkt im multidimensionalen Datenraum. Von diesem werden 
für eine festgelegte Sektion wiederum orthogonale Projektionen erzeugt und ver-
gleichbar zur Scatterplot-Matrix als Teilsichten in einer Matrix zusammengefasst. 
Bei einem dreidimensionalen Datenraum entsteht beispielsweise eine Dreiecks-
matrix, bei der jede Kombination im Gegensatz zur Scatterplot-Matrix nur einmal 
vorkommt (vgl. Furnas und Buja 1994). 
b) Linien- bzw. Streckenzüge bilden multidimensionale Daten in Form von Linien- bzw. 
Streckenzügen ab. Für jede Dimension wird eine Achse konstruiert, deren Wertebereich 
dimensionsspezifisch skaliert ist. Die Ausprägungen aller Dimensionen eines Datensatzes 
werden dann durch Strecken miteinander verbunden. 
• Der wohl prominenteste Vertreter geometrischer Visualisierungstechniken auf 
Basis von Streckenzügen sind die Parallelen Koordinaten (vgl. Inselberg und 
Dimsdale 1990). Die die Dimensionen repräsentierenden Achsen sind dabei pa-
rallel angeordnet.  
• Die Darstellung multidimensionaler Daten auf Basis von Sternförmigen Koordi-
naten (auch Star Shaped Coordinates oder Circular Parallel Coordinates) ent-
spricht dem Ansatz der Parallelen Koordinaten, mit dem Unterschied, dass die 
Koordinatenachsen sternförmig angelegt sind. 
• Darüber hinaus zählen zu den geometriebasierten Visualisierungstechniken zum 
Beispiel auch die Andrews Curves, die jeden Datenpunkt eines multidimensiona-
len Raumes durch eine Funktion repräsentieren (vgl. Andrews 1972),  
• die Radialen Koordinaten (wie z. B. RadViz), die in einem den parallelen bzw. 
sternförmigen Koordinaten ähnlichen Raum multidimensionale Datenpunkte mit-
hilfe von Elastizitätskonstanten innerhalb aller Dimensionsachsen ausbalancieren 
und die Punkte entsprechend abbilden (vgl. Hoffman, Grinstein et al. 1997) und  
• die Landkartenbasierten Methoden (vgl. Wright 1995; Brath 2003), die abstrakte 
Daten über die Bildmetaphorik geografischer Koordinaten und räumlicher Di-
mensionen visualisieren und damit einen visuell ansprechenden und für den Men-
schen intuitiven Ansatz darstellen. 
Zusammenfassend ermöglichen die geometriebasierten Visualisierungstechniken verlust-
freie Abbildungen multidimensionaler Daten und lassen zweidimensionale Korrelationen 
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gut erkennen. Zudem können sie sowohl qualitative als auch quantitative Datenwerte gut 
repräsentieren. Sind jedoch einzelne Streckenzüge und Korrelationen zwischen mehr als 
zwei Dimensionen bei großen Datenmengen zu verfolgen, sind besonders die Parallelen 
Koordinaten und die Sternförmigen Koordinaten ungeeignet. 
Ikonenbasierte Visualisierungstechniken 
Werden unterschiedliche grafische Attribute wie die Position, die Größe (Länge, Breite 
oder Höhe), die Form, die Farbe, der Helligkeitswert, die Musterung bzw. Textur oder die 
Orientierung eines Elementes systematisch auf Punkte, Linien, Flächen oder Volumen 
angewendet, können multidimensionale Daten systematisch in Form von Icons (bzw. 
Glyphen) repräsentiert werden. Die Dimensionswerte jedes Datensatzes werden dabei auf 
die Icons mit den passenden Eigenschaften abgebildet.134 Aufbauend auf diesen Grund-
elementen der Gestaltung ergeben sich unterschiedliche spezifische ikonenbasierte Visua-
lisierungstechniken, wie Isotype135, Stern-Ikonen136, Chernoff-Gesichter137 (Chernoff 
1973), Strichmännchen138 (Pickett und Grinstein 1988), Shape Coding139 (Beddow 1990), 
Farb-Ikonen (Levkowitz 1991) oder TileBars140 (Hearst 1995). 
Der Vorteil ikonenbasierter Visualisierungstechniken liegt neben der Repräsentierbarkeit 
großer Datenmengen zum einen darin, dass Korrelationen und Gruppen zwischen den 
Dimensionen der Daten gut wahrnehmbar sind. Zum anderen ist positiv anzumerken, dass 
die Ikonen, die einzelne Datensätze repräsentieren, direkt im Beobachtungsraum positio-
niert werden können und somit ein unmittelbares Erkennen der gewünschten Informatio-
nen unterstützen. Nachteilig ist, dass sich einzelne Datensätze schwer identifizieren las-
sen. 
Pixelbasierte Visualisierungstechniken 
Bei pixelbasierten Techniken wird jeder einzelne Dimensionswert eines multidimensiona-
len Datensatzes einem farbigen Pixel zugeordnet, dimensionsabhängig gruppiert und ent-
                                                           
134 Bezüglich der visuellen Gestaltungsvariablen (-dimensionen) ist auf Bertin (Bertin 1983) und Card et al. 
(Card, Mackinlay und Shneiderman 1999) zu verweisen. 
135 ISOTYPE (International System of Typographic Picture Education): umfasst ein System von Piktogram-
men. 
136 Die Datendimensionen werden durch gleichwinklige, im Uhrzeigersinn angeordnete Achsen repräsentiert, 
wobei die Enden der Achsen den Maximalwerten der Datendimensionen entsprechen und miteinander 
(durch eine polygonale Linie) verbunden werden. 
137 Die Datendimensionen werden in Form von Kopf, Nase, Mund und Augen kodiert und somit durch mar-
kante Gesichtszüge repräsentiert. 
138 Den Chernoff-Gesichtern ähnlich, werden verschiedene Datendimensionen durch markante Strichmänn-
chen-Elemente und deren Orientierung kodiert. 
139 Bei dieser auch Auto-Glyph genannten Technik wird einem Gitter jeder Zelle eine Dimension zugewiesen, 
deren Wert durch eine Farbe verschlüsselt wird. 
140 TileBars wurden für das Information Retrieval entwickelt und repräsentieren auf grafische Weise kom-
pakt, wie lang ein Dokument ist, wie häufig und wo der gesuchte Term auftaucht. Dies geschieht durch ein 
großes, das Dokument und dessen Größe repräsentierendes Rechteck, in dem wiederum viele kleine Quad-
rate unterschiedlicher Farbe die Dokumentenabschnitte und ihre Termfrequenzen repräsentieren.  
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sprechend dargestellt. Die Pixel, die zu einem Datensatz gehören und farblich ihre jewei-
ligen Dimensionswerte repräsentieren141, sind somit über die Dimensionsabschnitte ver-
streut und stehen nur über ihre relative Position innerhalb der Abschnitte in Beziehung. 
Dadurch ist es möglich, lokale Beziehungen zwischen Dimensionen, Korrelationen und 
Ausnahmen zu finden. Auf heutigen Bildschirmen können mithilfe von pixelbasierten Vi-
sualisierungstechniken bis zu eine Million Datenwerte gleichzeitig dargestellt werden. 
Die bekanntesten Vertreter dieser Visualisierungsform sind  
• die Rekursiven Muster (Recursive Patterns), die die Pixel in rechteckige Teilbe-
reiche gruppieren und diese Teilbereiche je nach Granularität des Datenraumes 
(z. B. Stunde, Tag, Woche, Monat, Jahr) weiter fraktalähnlich rechteckig anord-
nen (vgl. Keim, Ankerst et al. 1995),  
• die Kreissegmente-Techniken (Circle Segments), die die Pixel in Kreissegmente 
anstatt in rechteckige Teilbereiche aufteilt (vgl. Ankerst, Keim et al. 1996), 
• die Spiral-Technik, die die Pixel spiralförmig gliedert (vgl. Keim und Kriegel 
1994) oder 
• die Pixel Bar Chart-Technik, die traditionelle Säulendiagramme mit pixelbasier-
ten Ansätzen kombiniert (vgl. Keim, Hao et al. 2001). 
Pixelbasierte Visualisierungstechniken vermögen es im Vergleich zu anderen Visualisie-
rungstechniken am besten, große multidimensionale Datensätze detailgetreu zu repräsen-
tieren. Die Herausforderung dabei ist, die Dimensionen effektiv anzuordnen und pixel-
große Farbelemente noch unterscheidbar darzustellen. 
Hierarchische Visualisierungstechniken 
Hierarchische Visualisierungstechniken teilen den multidimensionalen Datenraum in 
Teilbereiche auf und repräsentieren ihn in Hierarchien. Beispiele hierfür sind 
• Die Hierarchische Achse, die einen dreidimensionalen Raum nicht wie gewohnt 
durch drei orthogonale Achsen, sondern durch Achsen, die horizontal hierar-
chisch angeordnet sind, repräsentiert (vgl. Wong und Bergeron 1994). 
• Das Dimensional Stacking, das einen n-dimensionalen Raum in zweidimensiona-
le Teilbereiche unterteilt und diese so lange in einer zweidimensionalen Matrix 
verschachtelt, bis alle Dimensionen abgebildet sind (vgl. LeBlanc, Ward et al. 
1990). 
• Die Worlds within Worlds als eine interaktive hierarchische Darstellung, die auf 
demselben Prinzip wie das Dimensional Stacking aufbaut, mit maximal drei rep-
                                                           
141 Die Farbkodierung der Datenwerte für jede Dimension erfolgt in einem separaten Fenster. 
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räsentierten Dimensionen auf jeder Ebene. Ein n-dimensionaler Raum wird an-
fangs dreidimensional (dreiachsig) dargestellt. Der Nutzer wählt einen Punkt in 
diesem Raum aus. Für diesen wird nun auf einer zweiten hierarchischen Ebene 
ein weiteres Koordinatensystem aufgespannt. Dies wird so lange wiederholt, bis 
alle Dimensionen abgebildet sind. Dieser Interaktionsprozess ist eine Art Infor-
mation Retrieval. Der Nutzer muss wissen, wonach er sucht, weil die Informatio-
nen (Dimensionen) anfangs nicht sichtbar sind (vgl. Feiner und Beshers 1990). 
• Das InfoCube, das Hierarchien durch ineinander verschachtelte transparente Bo-
xen repräsentiert (vgl. Rekimoto und Green 1993). 
• Techniken, die sich der Baummetapher bedienen, wie Treemap (vgl. Shneider-
man 1992) oder Cone Trees (vgl. Robertson, Mackinlay et al. 1991). 
Der Vorteil hierarchischer Visualisierungstechniken liegt darin, dass sie dem Nutzer er-
möglichen, unterschiedliche Detailebenen der multidimensionalen Daten zu erforschen. 
Das heißt, er kann zwischen Überblicks- und Detailvisualisierungen wechseln. Nachteilig 
ist jedoch, dass die hierfür gebrauchte Struktur im Voraus erstellt bzw. sorgfältig ausge-
wählt werden muss, da sie großen Einfluss auf die Qualität der Ergebnisse hat. 
Graphenbasierte Visualisierungstechniken 
Die zuletzt genannten baumorientierten hierarchischen Techniken zählen auch zu den 
graphenbasierten Visualisierungstechniken, die sich mit den hierarchischen Visualisie-
rungstechniken teilweise überschneiden. Einen hervorragenden visuellen Eindruck zu 
graphenbasierten Visualisierungstechniken vermittelt die Webseite 
http://www.visualcomplexity.com. 
In der Graphentheorie ist ein Graph ein Gebilde aus einer Menge von Punkten bzw. Kno-
ten, zwischen denen Linien bzw. Kanten verlaufen. Sind die Knoten und Kanten mit Na-
men versehen, so liegen benannte Graphen vor. Graphen werden gerichtet oder orientiert 
genannt (Directed Graph), wenn eine Ordnung zwischen den Knoten besteht. Diese wird 
durch einen Pfeil zwischen den Knoten dargestellt. Darüber hinaus können Knoten oder 
Kanten auch mit Werten versehen sein. Diese Graphen werden dann gewichtet oder be-
wertet genannt. Die Gewichte können durch Farben, Texturen oder auch Dicken und 
Größen der Kanten oder Knoten repräsentiert werden. 
Graphen können multidimensionale Daten gut repräsentieren. Entscheidend ist, mit wel-
chen Methoden die Dimensionen und ihre Werte auf den Graphen abgebildet werden. 
Hierzu werden unter anderem Gestaltungsalgorithmen, Abfragesprachen, Clusteralgo-
rithmen oder Abstraktionstechniken genutzt. Einen guten Überblick über entsprechende 
Techniken bietet die Arbeit von Battista, Eades et al. (Battista, Eades et al. 1994). Darauf 
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aufbauend geben Herman, Melancon et al. einen guten Überblick über unterschiedliche 
Layoutmethoden für Graphen wie: 
• die Baummetapher (rechteckige, ballonförmige oder radiale Layouts),  
• Layouts generell gerichteter Graphen (auch Sugiyama-Layout),  
• nicht deterministische Layouttechniken142,  
• Raster-Layouts (grid layouts),  
• hyperbolische Layouts oder  
• fortgeschrittene dreidimensionale graphische Visualisierungstechniken (vgl. 
Herman, Melancon et al. 2000). 
Graphen ermöglichen es dem Nutzer, schnell und intuitiv Datenmengen auf einen Blick 
zu überblicken und insbesondere Beziehungen zwischen den Datensätzen gut zu erken-
nen. Je größer die Menge an Datensätzen ist und je mehr Dimensionen die Daten enthal-
ten, desto schwerer wird der Nutzer die Daten explorieren können. Spezielle graphenori-
entierte Navigations- und Interaktionstechniken, wie sie später noch beschrieben werden, 
können den Nutzen von Graphen enorm steigern.  
10.6.1.3   Visualisierungstechniken nach Art der Interaktion143 
Eine Aussage von Bertin beschreibt Interaktion zwischen Daten und ihren Nutzen vortref-
flich: „A graphic is not drawn once and for all; it is constructed and reconstructed until it 
reveals all the relationships constituted by the interplay of the data. (Bertin 1981). Wäh-
rend sich die Einteilung der Visualisierungstechniken hinsichtlich der Daten- und Darstel-
lungstypen nur auf die Datenrepräsentation konzentriert, kommt bei der Interaktionsper-
spektive der Benutzer ins Spiel. Interaktionen erlauben es dem Datenanalysten, direkt mit 
den Visualisierungen zu interagieren und ermöglichen damit eine effektive Datenexplora-
tion. Er kann eine Visualisierung je nach Explorationsziel gezielt verändern und ver-
schiedene Visualisierungstechniken miteinander kombinieren.  
Es ist auch selbsterklärend, dass entsprechende Techniken im Kontext zeitorientierter Da-
ten von besonderem Interesse sind. Die Möglichkeit, durch die Zeit interaktiv zu navigie-
ren und zwischen unterschiedlichen zeitlichen Granularitäten zu wechseln, ist für eine ef-
fektive Datenexploration vielversprechend. Keim beschreibt allgemeine Interaktions- und 
Visualisierungstechniken und unterteilt sie in: (1) interaktive bzw. dynamische Projekti-
                                                           
142 Auch Spring Layouts oder Force-Directed Methods genannt. 
143 Die hier vorgenommene Kategorisierung von Interaktionstechniken erfolgt aus Nutzerperspektive. Eine 
Taxonomie für Interaktionstechniken aus Entwicklerperspektive stellen Chuah und Roth vor. Sie beschrei-
ben die Benutzerschnittstelle eines Visualisierungssystems und ihre Basisinteraktionskomponenten in Form 
von Eingabe, Ausgabe und Operation (vgl. Chuah und Roth 1996). 
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on, (2) interaktive Filterung bzw. Selektion, (3) interaktives Zooming, (4) interaktive Ver-
zerrung und (5) interaktives Linking und Brushing (Keim 2002): 
• Interaktive bzw. dynamische Projektionen verändern Projektionen multidimensi-
onaler Daten dynamisch. Ein Beispiel ist die GrandTour-Technik, die alle für den 
Datenanalysten interessanten zweidimensionalen Projektionen einer multidimen-
sionalen Datenmenge in einer Serie von Scatterplots darstellt (vgl. Asimov 
1985). Die Serie kann dabei zufällig, manuell oder datenabhängig erzeugt wer-
den. 
• Durch die interaktive Filterung bzw. Selektion von Daten kann der Datenanalyst 
große Datenmengen aufteilen und nur interessante Teilmengen betrachten. Die 
Teilmengen kann er durch Browsen durch die Daten direkt oder durch vorab spe-
zifizierte Abfragen nach Eigenschaften auswählen. Entsprechende Anwendungs-
beispiele sind Dynamic Queries (vgl. Goldstein und Roth 1994; Fishkin und Sto-
ne 1995), InfoCrystal (vgl. Spoerri 1993) und Magic Lenses (vgl. Bier, Stone et 
al. 1993). 
• Eine Herausforderung im Umgang mit großen Datenmengen ist, sie schnell und 
variabel in unterschiedlichen Auflösungen zu visualisieren. Interaktives Zooming 
ermöglicht einen interaktiven Wechsel zwischen komprimierten und dekompri-
mierten Datensichten. Dabei sollte es nicht nur eine einfache Vergrößerung bzw. 
Verkleinerung ermöglichen, sondern auch die Datenrepräsentation je nach De-
tailgrad verändern, zum Beispiel von einzelnen Pixeln bei niedrigem Zooming-
Faktor über Icons bei mittlerem bis zu beschrifteten Objekten bei hohem Zoo-
ming-Faktor, siehe beispielsweise TableLenses (vgl. Rao und Card 1994). 
• Damit der Datenanalyst beim Betrachten von Details nicht den Überblick über 
das Gesamte verliert, kann die interaktive Verzerrung nützlich sein. Ein Über-
blick über entsprechende Techniken findet sich bei Leung und Apperley (vgl. 
Leung und Apperley 1994). Entsprechende Ansätze sind zum Beispiel die Bifocal 
Displays (vgl. Spence und Apperley 1982), die Perspective Wall (vgl. Mackinlay, 
Robertson et al. 1991), die Fisheye Views (vgl. Furnas 1981), die Document Lens 
(vgl. Robertson und Mackinlay 1993), Hyperbolische Visualisierungen (vgl. 
Lamping, Rao et al. 1995) sowie die Hyperboxen (vgl. Alpern und Carter 1991). 
• Durch Linking and Brushing (Verknüpfung und Einfärbung) können verschiede-
ne Visualisierungstechniken zusammengeführt werden, indem die zu betrachten-
den Datenobjekte oder -dimensionen eingefärbt oder anderweitig markiert wer-
den und somit über alle kombinierbaren Visualisierungstechniken aufzufinden 
sind. Die Nachteile der einzelnen werden so ausgeglichen. Interaktive Verände-
rungen in einer Visualisierung werden sofort in den anderen Visualisierungen 
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sichtbar. Sinnvolle Kombinationen ergeben sich aus Scatterplots, Balkendia-
grammen oder Parallelen Koordinaten. 
10.6.1.4   Visualisierungstechniken nach Art der visuellen Aufgabe 
Eine ausführliche Beschreibung typischer Fragestellungen oder Aufgaben der Visualisie-
rung bietet Krömker in einem Vorlesungsskript. Er stellt acht verschiedene Problemklas-
sen dar (vgl. Krömker 2000/01, S. 9f.)144: 
• Die Identifikation. Welchen Wert haben Daten in einem bestimmten Gebiet? 
• Die Lokalisierung. Wo liegen Daten eines bestimmten Wertes? 
• Die Korrelation. Gibt es Zusammenhänge zwischen Variablen oder zwischen Da-
tenwerten und bestimmten Gebieten des Beobachtungsraumes bzw. bestimmten 
Zeitpunkten? 
• Der Vergleich. Wie unterscheiden sich die Datenwerte in einem bestimmten Ge-
biet oder zu unterschiedlichen Zeitpunkten? 
• Die Verteilung. Wo liegen Extremwerte und Ausreißer? Lassen sich Muster in 
den Datenwerten bzw. Trends erkennen? 
• Die Häufigkeit. Welche Datenwerte treten besonders häufig auf? 
• Die Gruppierung. Welche Datenwerte lassen sich anhand gemeinsamer Eigen-
schaften zusammenfassen? 
• Die Kategorisierung / Klassifizierung. Welche Datenwerte müssen oder können 
aufgrund unterschiedlicher Eigenschaften separiert werden? 
Diese Problemklassen dienen auf jeden Fall auch einem besseren Verstehen der Tätigkei-
ten bei der zeitorientierten Datenexploration im Rahmen der Digital Intelligence.145 
10.6.1.5   Visualisierungstechniken nach Visualisierungsprozess 
Die bisher vorgenommene Einteilung von Visualisierungstechniken war tendenziell da-
tenbezogen (Datentyp, Darstellungsart) oder nutzerbezogen (Interaktion, Aufgabe). 
Vollständigkeitshalber sei hier auch die Kategorisierung von Visualisierungstechniken 
                                                           
144 Diese Taxonomie allgemeiner Visualisierungsaufgaben bezieht sich sowohl auf die von Wehrend und Le-
wis erstellte Taxonomie der zehn Aufgaben eines Datenanalysten unabhängig vom visuellen Anwendungs-
gebiet (vgl. Wehrend und Lewis 1990) sowie auf die von Zhou und Feiner auf ersteren aufbauende erwei-
terte Taxonomie, die die zehn genannten Aufgabenklassen auf einer höheren abstrakten Ebene zu drei visu-
ellen Absichten zusammenfasst (organization, signaling, transformation) und diesen auf niederer Ebene 
elementare visuelle Techniken zuordnet (vgl. Zhou und Feiner 1998). 
145 Diese Liste betrachtet eher die Nutzerperspektive von Visualisierungstechniken. Dabei ist wichtig zu wis-
sen, dass Datenanalysten bzw. Nutzer von Visualisierungen im Vergleich zu Entwicklern entsprechender 
Werkzeuge grundsätzlich verschiedene Anliegen haben. Mit diesem bedeutenden Aspekt setzen sich 
Chengzhi, Chenghu et al. auseinander (Chengzhi, Chenghu et al. 2003). 
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nach Visualisierungsprozess genannt und auf einschlägige Veröffentlichungen verwie-
sen146, die allgemein und vereinfacht den Datenfluss bei Visualisierungstechniken als Pro-
zess über drei Transformationen und damit vier Datenzustände beschreiben. Chi baut dar-
auf auf und entwickelt eine Taxonomie von Visualisierungstechniken und beschreibt für 
genannte Techniken die entsprechenden Datenzustände und Transformationsoperatoren 
(vgl. Chi 2000; Chi 2002). Dies schafft Transparenz, dient einem besseren Verständnis 
bekannter und neuer Techniken und ist damit auch für die Entwicklung eigener Visuali-
sierungsanwendungen zweckdienlich.  
10.6.2   Zeitorientierte Visualisierungstechniken 
Bisher gibt es nur wenige auf die Darstellung multidimensionaler zeitorientierter Daten 
spezialisierte Methoden und Werkzeuge, wie folgendes Zitat bestätigt: „Analysis of tex-
tual data also includes the extraction of trends or theme evolution over time: however, 
this field doesn’t offer yet a lot of visualization techniques.“ (NEMIS 2003, S. 24).147 Aus 
Gründen der Effizienz (weil schnell umzusetzbar) und Gewohnheit (Nutzer sind traditio-
nelle Visualisierungstechniken gewohnt) ist es sinnvoll, traditionelle Verfahren der In-
formationsvisualisierung auf die Visualisierung zeitorientierter Daten zu übertragen. Zeit 
wird normalerweise als quantitative Größe wahrgenommen bzw. auf einer quantitativen 
Domäne abgebildet und kann daher mit bekannten Visualisierungssystemen148 wie bei-
spielsweise XmdvTool (XmdvTool 2007), Visage Link (MAYA 2007) oder SimVis (Do-
leisch, Mayer et al. 2004) sowie den generischen geometrie-, ikonen-, pixel-, graphbasier-
ten und hierarchischen Techniken visualisiert werden. Doch die Zeit hat – wie bereits 
ausführlich beschrieben – viele proprietäre Eigenschaften. Daher sind auch spezifische 
zeitorientierte Techniken sinnvoll. Für einfache Aufgaben übertreffen jedoch die generi-
schen die spezialisierten Ansätze, weil sie einfach zu verstehen und zu lernen sind. 
Die Zeitabhängigkeit zeitorientierter Daten kann sowohl statisch (die Zeit wird im Raum 
repräsentiert) als auch dynamisch (die Zeit wird weiterhin in der zeitlichen Dimension 
repräsentiert) abgebildet werden.149 Nachfolgend werden beide Repräsentationen zeitori-
                                                           
146 Haber und McNabb entwickeln ein allgemeines Datenflussmodell im Kontext der Wissenschaftlichen Vi-
sualisierung (vgl. Haber und McNabb 1990), das Card, Mackinlay et al. für die Informationsvisualisierung 
erweitern (vgl. Card, Mackinlay et al. 1999). 
147 Vgl. auch (Wong, Cowley, Foote, Jurrus und Thomas 2000; Aigner, Miksch et al. 2007). 
148 Chengzhi, Chenghu et al. nehmen in (Chengzhi, Chenghu et al. 2003) eine Klassifikation von Visualisie-
rungssystemen vor. 
149 Eine andere Unterteilung bieten Silva und Catarci. Sie unterscheiden zwischen vier Darstellungsarten zeit-
orientierter Daten (vgl. Silva und Catarci 2002): (1) Zeitscheiben: kontinuierliche lineare Abfolge einer 
oder mehrerer Dimensionen (Variablen) und deren Eigenschaften und Beziehungen zu diskreten Zeitpunk-
ten bzw. -intervallen, (2) periodische Zeitscheiben: kontinuierliche periodische Abfolge einer oder mehre-
rer Dimensionen (Variablen) und deren Eigenschaften und Beziehungen zu diskreten kalendarischen Zeit-
mustern, (3) multiple Zeitscheiben: verzweigte Abfolge mehrerer Zeitscheiben oder periodischer Zeitschei-
ben zu diskreten Zeitpunkten bzw. -intervallen und (4) Momentaufnahmen: Visualisierung einer oder meh-
rerer Dimensionen (Variablen) und deren Eigenschaften und Beziehungen zu einem konkreten Zeitpunkt 
bzw. -intervall. 
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entierter Daten ausführlicher beschrieben und entsprechende Konzepte aus wissenschaft-
lichen Veröffentlichungen kurz vorgestellt. 
10.6.2.1   Statische Repräsentationen 
Statische Repräsentationen verändern sich nicht automatisch über die Zeit, sondern ver-
mitteln die zeitliche Dimension über visuelle Heuristiken räumlicher Herkunft. Die räum-
lich abgebildete Zeit kann durch alle vorgestellten Darstellungsarten repräsentiert werden, 
beispielsweise über geometriebasierte (Positionierungen und Längen auf gewöhnlichen 
linearen, zirkulären und spiralförmigen Zeitskalen) oder ikonenbasierte Techniken (visu-
elle Gestaltungsparameter auf Basis von Winkeln, Farbe, Transparenz, Liniendicke und 
anderen Kennzeichnungen). Statische Repräsentationen erlauben eine Visualisierung der 
Datenevolution auf einen Blick. Damit können Evolutionsschritte der Daten leichter ver-
glichen werden (vgl. Müller und Schumann 2003). Sie sind hervorragend geeignet für 
quantitative Aussagen beispielsweise mithilfe von Zeitdiagrammen, Zeitachsen von paral-
lelen Koordinaten oder Panel-Matrizen.  
Sollen lineare oder periodische zeitorientierte Daten statisch visualisiert werden, so wer-
den meist graphische oder textuelle Darstellungen von Ereignissen in chronologischer 
Folge, auch Zeitachsen genannt, genutzt. Die meisten interaktiven Zeitachsen nutzen 
zweidimensionale Darstellungen, in denen die Zeit durch einen Reiter (slider) – versehen 
mit diskreten Zeitpunkten bzw. Perioden spezifischer zeitlicher Granularitäten – repräsen-
tiert wird. Zu den bekanntesten herkömmlichen statischen Repräsentationen zeitorientier-
ter Daten zählen geometriebasierte Visualisierungstechniken: 
• Sequenzgraphen können zeitorientierte Daten eindimensional chronologisch ge-
ordnet abbilden. Weil Markierungen zur Visualisierung von Datenelementen ge-
nutzt werden, können sie nur qualitative (nominale) Zeitreihendaten repräsentie-
ren. 
• Histogramme erweitern die Sequenzgraphen in die zweite Dimension. Sie stellen 
zeitdiskrete und exakte Werte in einem zweidimensionalen Diagramm zum Bei-
spiel mit der X-Achse als Zeitachse dar. Punkt-, Balken- und Liniengraphen sind 
Untermengen davon. Punktgraphen nutzen die zusätzliche Dimension und visua-
lisieren quantitative Datenwerte durch den Abstand der Punkte von der zeitlichen 
Hauptachse. Liniengraphen verbinden die Punkte, die Datenelemente repräsentie-
ren, durch Linien, um deren zeitliche Beziehung zu betonen. Balkengraphen nut-
zen Balken anstelle von Punkten, um die Vergleichbarkeit der Datenelemente zu 
unterstützen. Dabei kann ein Balken einen oder auch die Summe mehrerer Di-
mensions- bzw. Variablenwerte darstellen. 
Erweiterungen genannter zeitachsenbasierter statischer Techniken sind zum Beispiel: 
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• die bereits erwähnte dreidimensionale Interaktions- und Navigationsmethode 
Perspective Wall (Mackinlay, Robertson et al. 1991), 
• der TimeSearcher (Hochheiser und Shneiderman 2001), ein Visualisierungswerk-
zeug für Zeitreihendaten mit einem Abfragemodell, mit dem zu suchende Zeitpe-
rioden und Werteräume spezifiziert werden können, 
• das ThemeRiverTM-Werkzeug (Havre, Hetzler et al. 2002), das auf den fließenden 
und damit seine Breite über die Zeit ändernden Fluss als Metapher zurückgreift. 
Der Wandel von Themen in großen Dokumentenkollektionen kann als kontinu-
ierlicher Fluss statisch dargestellt werden, indem zeitdiskrete Werte einzelner 
aufeinander folgender Zeitscheiben interpoliert und approximiert werden. Farbi-
ge, die Themen repräsentierende Streifen ändern ihre Breite auf der Zeitachse 
und stellen somit die Änderung der Bedeutung eines Themas dar. Einen ähnli-
chen Ansatz stellen auch Shaparenko, Caruana et al. vor (Shaparenko, Caruana et 
al. 2005); 
• der History flow-Ansatz (Viégas, Wattenberg et al. 2004) versucht Ähnliches auf 
Dokumentenbasis. Er hat zum Ziel, die Evolution von Dokumenten (bzw. Wiki-
Einträgen), deren Inhalte und Autoren besser nachzuvollziehen. Die Horizontale 
repräsentiert dabei die Zeitabschnitte bzw. die Dokumentenversion und die Ver-
tikale das Dokument und dessen Abschnitte, 
• die Lifestreams (Freeman und Gelernter 1996, S. xx), die ein neues zeitorientier-
tes Speichermodell für Dokumente vorstellen, das das Dokumentenmanagement 
vereinfacht und 
• Ansätze zur Visualisierung der Webevolution (Chi, Pitkow et al. 1998). 
Auch Linien- bzw. Streckenzüge können der Visualisierung zeitorientierter Daten dien-
lich sein. Tominski, Abello und Noirhomme-Fraiture nutzen radiale Koordinaten zur Vi-
sualisierung multidimensionaler zeitorientierter (periodischer) Daten und stellen das Ti-
meWheel und MultiComb vor (Tominski, Abello et al. 2004), die Noirhomme-Fraiture 
mit seinem Temporal Star um die Dreidimensionalität erweitert (Noirhomme-Fraiture 
2002): 
• das TimeWheel (Zeitrad), das aus einer zentralen Zeitachse und weiteren sie um-
kreisenden Achsen besteht, die die zeitabhängigen Daten repräsentieren. Linien 
verbinden die Zeit (Zeitachse) mit den einzelnen Werten der zeitabhängigen Va-
riablen (Achsen).  
• das MultiComb, das einem Stern ähnelt und eine Visualisierung aller zeitorien-
tierten Daten anhand zirkulär angeordneter multipler Zeitachsen ermöglicht. Da-
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bei können die Zeitachsen entweder orthogonal zum Umkreis oder auf dem Um-
kreis liegen. 
Die Zeit schreitet kontinuierlich voran, doch ihre Granularitäten wie Tage, Wochen, Mo-
nate oder Jahre stellen stets wiederkehrende Perioden dar. Einfache zyklische (periodi-
sche) Daten werden optimalerweise durch Kreis- bzw. Spiralgraphen dargestellt. Spiral-
graphen haben im Vergleich zu Kreisgraphen den zusätzlichen Vorteil, dass sie Kontinu-
ierlichkeit gut hervorheben können. Sie sind gut geeignet zur Darstellung quantitativer, 
insbesondere periodischer Daten, wobei die Kenntnis der Periodenlänge wie bei kalenda-
rischen Daten vorteilhaft ist. Sind die Perioden nicht bekannt, müssen sie zunächst visuell 
oder maschinell durch Data Mining ermittelt werden.150  
Sollen bereits bekannte zeitlich granulare Eigenschaften dargestellt bzw. soll zwischen 
unterschiedlichen zeitlichen Granularitäten wie Tagen, Monaten oder Jahren unterschie-
den werden, sind kalendarische Darstellungen sinnvoll. Diese können mit oben genann-
ten Techniken kombiniert werden (vgl. Wijk und Selow 1999). Exemplarische Methoden 
sind der Visual Scheduler (Beard 1990), der Calendar Visualizer (Mackinlay, Robertson 
et al. 1994), der Spiral Calendar sowie TimeScape (Rekimoto 1999), das eine Kalender- 
mit einer Zeitachsendarstellung verbindet.  
Alle genannten Repräsentationen können – um mehrdimensionale zeitorientierte Daten 
darzustellen – auch verschachtelt bzw. kombiniert werden. Es entstehen multiple Punkt-, 
Balken-, Linien-, Kreis- und Spiralgraphen oder Darstellungsformen wie zum Beispiel  
• das Chess Plot, das den Sequenzgraphen erweitert,  
• die Interactive Parallel Bar Charts (Chittaro, Combi et al. 2003), die, auf dem 
klassischen Balkengraphen aufbauend, mehrere Zeitreihen parallel und dreidi-
mensional darstellen können oder  
• die bereits beschriebene Worlds within Worlds-Darstellung. 
Zudem können unterschiedliche bereits beschriebene Interaktionstechniken, wie die inter-
aktive bzw. dynamische Projektion, die interaktive Filterung bzw. Selektion, das interak-
tive Zooming, die interaktive Verzerrung oder das interaktive Linking und Brushing zeit-
orientierte Visualisierungstechniken maßgeblich erweitern. 
Zu den ikonenbasierten Visualisierungsverfahren zeitorientierter Daten können das Lexis 
Pencil (auch Helix- oder Bleistift-Ikonen), das TimeTube, die GANTT-Graphen, LifeLi-
nes oder PlanningLines sowie das PeopleGarden gezählt werden (vgl. Tominski, Schulze-
Wollgast et al. 2005): 
                                                           
150 Überblick über entsprechende Techniken geben Carlis und Konstan 1998 und Weber, Alexa et al. 2001. 
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• Das Lexis Pencil bedient sich des Bleistiftes als Metapher. Die unabhängige Va-
riable Zeit bewegt sich dabei entlang der Bleistiftlänge, während die einzelnen 
Bleistiftseiten die zeitabhängigen bzw. zeitorientierten Variablen repräsentieren. 
Die Repräsentation kann um weitere Dimensionen erweitert werden, indem der 
oder die Bleistifte beispielsweise Punkte auf einer Karte markieren. 
• Das TimeTube (vgl. Chi, Pitkow et al. 1998) organisiert und visualisiert mithilfe 
von so genannten Disk Trees in einem dreidimensionalen Raum die Evolution 
von Webseiten. Die Disk Trees symbolisieren die Hyperlinkstruktur einer Web-
seite. 
• Für die Darstellung und Analyse zeitlicher Abläufe von Projekten oder von Le-
bensgeschichten wurden Visualisierungsmethoden wie die GANTT-Karten (vgl. 
Wilson 2003), LifeLines (vgl. Plaisant, Mushlin et al. 1998; Plaisant, Shneider-
man et al. 1998) und PlanningLines (vgl. Aigner, Miksch et al. 2005) entwickelt. 
LifeLines beispielsweise stellen die Zeit entlang der X-Achse dar und nutzen die 
Y-Achse zur Kategorisierung von Ereignissen. Horizontale Balken schildern da-
bei die Dauer von Ereignissen (z. B. Krankenhausaufenthalt), während Zeit-
punktmarkierungen zur Beschreibung diskreter Ereignisse (z. B. medizinische 
Tests) genutzt werden. Die Bedeutungen und Beziehungen von Ereignissen wer-
den unter anderem durch grafische Attribute wie Farben oder Breiten dargestellt. 
Durch zusätzliche Interaktions- und Navigationsmechanismen wird das Browsen 
und Suchen unterstützt. 
• Der PeopleGarden (Xiong und Donath 1999) visualisiert die Aktivität von Nut-
zern und ihr soziales (vernetztes) Verhalten in Online-Interaktionsumgebungen 
(Foren, Newsgroups usw.). Ein Blütenblatt symbolisiert ein Individuum, der 
Blumengarten die Umgebung. Mithilfe unterschiedlicher visueller Codes können 
die Zeit einer Nutzernachricht (Reihenfolge, Farbsättigung), die Anzahl der Ant-
worten (Kreise über dem Blütenblatt), ein neues Thema (Farbe) oder die Dauer 
der Aktivität eines Nutzers (Blumenhöhe) dargestellt werden. 
Im Kontext der zeitorientierten Exploration (sozialer) Netzwerken, insbesondere im 
World Wide Web oder im Rahmen wissenschaftlicher Publikationen, werden besonders 
graphen- und hierarchiebasierte Visualisierungsverfahren genutzt.151 Je nach Anwen-
dungsgebiet werden unterschiedliche Systeme entwickelt. Während Collberg, Kobourov 
et al. die Evolution von Software mithilfe dynamischer Graphen analysieren (Collberg, 
Kobourov et al. 2003), stellen Erten, Harding et al. ein System zur graphbasierten Explo-
ration zeitorientierter Computerliteratur-Daten(banken) vor (Erten, Harding et al. 2005). 
                                                           
151 Entsprechende Ansätze beschreiben: Fisher und Dourish 2004; Barabási, Jeong et al. 2002; Jackson 2002; 
Doreian und Stokman 1997; Doreian 2006; Collberg, Kobourov et al. 2003; Erten, Harding et al. 2005. 
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Weitere Ansätze wurden oben bereits im Rahmen von Temporal Web Mining und Tem-
poral Text Mining beschrieben. 
Neben all den beschriebenen statischen Visualisierungstechniken abstrakter zeitorientier-
ter Daten nehmen die statischen Visualisierungstechniken der räumlich-zeitorientierten 
Daten einen großen und auch älteren Zweig der Visualisierung ein. Dieser zählt jedoch 
zur Disziplin der wissenschaftlichen Visualisierung und wird im Rahmen dieser Arbeit 
daher nicht näher besprochen.152  
10.6.2.2   Dynamische Repräsentationen 
Dynamische Repräsentationen ändern die zu visualisierenden Daten über die Zeit, wie es 
bei Animationen oder Diavorführungen der Fall ist. Im Grunde sind darunter bewegte 
Repräsentationen bzw. Animationen (motion-based data visualization) auf Basis (multi-
dimensionaler) zeitorientierter Daten (vgl. Moere 2004) zu verstehen. Die Daten brau-
chen folglich nicht in statische, räumliche Konzepte konvertiert zu werden, sondern be-
halten ihre natürlichen zeitlichen Eigenschaften. Dynamische Repräsentationen eignen 
sich insbesondere zur visuellen Analyse von Veränderungen, zum Verfolgen von Trends 
bzw. Bewegungen sowie für Aussagen zur Dauer, Änderungsgeschwindigkeit oder An-
ordnung der zu visualisierenden Objekte oder Zustände. Ein direkter Vergleich zwischen 
verschiedenen Zeitpunkten ist jedoch nicht möglich. 
Alle bisher beschriebenen Visualisierungsmöglichkeiten dynamischer Graphen können – 
wie ihr Name bereits vermuten lässt – prinzipiell auch zu den dynamischen Repräsentati-
onen gezählt werden. Unterstützt durch die zunehmende Integration von Interaktions- und 
Navigationstechniken wird eine Abgrenzung aller Visualisierungstechniken für zeitorien-
tierte Daten zwischen statischen und dynamischen Repräsentationen zunehmend schwie-
riger. Ein Graph kann zum Beispiel zeitliche Entwicklungen statisch mithilfe von Farben 
oder Annotationen beschreiben. Ebenso kann er diese als dynamischer Graph auch durch 
eine Abfolge zeitlich geordneter Momentaufnahmen beschreiben, deren Zwischenstufen 
zusätzlich approximiert und geglättet werden. Entsprechende Möglichkeiten bestehen 
nicht nur für graphenbasierte, sondern auch für hierarchie-, ikonen-, pixel- oder geomet-
riebasierte Visualisierungstechniken. Der zeitliche Aspekt zeitorientierter Daten wird 
nicht explizit visualisiert. Der Nutzer erfährt ihn implizit bzw. naturgemäß, folglich eine 
Abbildung der Zeit auf Zeit und nicht im Raum. 
Neben Erweiterungen besprochener statischer Repräsentationen um eine dynamische 
Komponente werden folgende Repräsentationen in der Wissenschaft als explizit dyna-
misch beschrieben: 
                                                           
152 Einen Überblick über entsprechende spezifisch räumlich-zeitorientierte Ansätze geben Andrienko, 
Andrienko et al. 2003 und Compieta, Martino et al. 2007. 
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• Die Feature and event based flow visualization (vgl. Reinders, Post et al. 2001): 
animierte Visualisierungen auf Basis von Datenabstraktionen und ikonenbasier-
ten Repräsentationen. 
• Die Dynamic Timelines (vgl. Kullberg 1995): Übertragung von statischen Zeit-
leisten in zwei- oder dreidimensionale dynamische Repräsentationen. 
• Die Information flocking boids (vgl. Moere 2004): Moere greift auf die Metapher 
eines Vogelschwarms (flocking birds) zurück, um die Evolution bzw. Bewegung 
so genannter boids (bird-objects) in einem Schwarm (flock) in Form zeitorientier-
ter Informationsobjekte zu visualisieren bzw. zu simulieren. Ein regelbasiertes 
System kontrolliert und aktualisiert die sich über die Zeit verändernden Daten-
werte wohl definierter dreidimensional dargestellter Informationsobjekte. Diese 
können beispielsweise Aktien von an der Börse notierten Unternehmen repräsen-
tieren. 
• Die Anemone (vgl. Fry 1997): Die Evolution der Nutzung von besuchten Websei-
ten stellt Frey mithilfe der Metapher einer wachsenden Pflanze dar. Während 
neue Webseiten durch neue Zweige der Pflanze dargestellt werden, wachsen bzw. 
schrumpfen die Zweige, die häufiger bzw. seltener besuchte Webseiten repräsen-
tieren. 
Vor dem Hintergrund insgesamt fast zehn Mannjahre Entwicklungserfahrung sowie einer 
erfolgreich umgesetzten und sich in Weiterentwicklung befindenden Dienstleistung der 
Digital Intelligence kann mit Sicherheit behauptet werden, dass eine gezielte und syste-
matische Informationsvisualisierung dem Betrachter die Entdeckung von Zusammenhän-
gen und das Verstehen komplexer Sachverhalte in multidimensionale zeitorientierte 
(Text)Daten enorm hilft und die Erkenntnisgewinnung und Entscheidungsfindung unge-
heuer erleichtert. Die Betrachterrolle und damit die unterschiedlichen Anforderungen an 
ein Informationssystem divergieren dabei grundsätzlich stark. Während der Experte der 
Digital Intelligence und tägliche Nutzer entsprechender Systeme tendentiell explorativen 
und konfirmativen Analysen große Bedeutung zumessen sollte, ist der allgemeine Kunde 
eher an einer expressiven, effektiven und angemessenen Präsentation und Kommunikati-
on interessiert. Doch bei der optimalen, kollektiv und dezentral organisierten Digital In-
telligence ist diese klare Unterscheidung nicht mehr angebracht. Der Experte der Digital 
Intelligence ist zwar Experte in Bezug auf Datenexplorationsmethoden, kann jedoch nie-
mals Fachexperte der zu explorienden Daten sein. Dieser Fachexperte sollte stets und von 
Anfang an in die Datenexploration eingebunden werden. Weil Visualisierungen unabhän-
gig von jedem Schritt einer Datenexploration und in Breite möglichst expressiv, effektiv 
und angemessen sein sollten, erscheint eine Unterscheidung von Visualisierungstechniken 
für Experten und Laien im Kontext der Digital Intelligence nicht zweckdienlich. So mö-
 147 
gen einige vorgestellte Visualisierungstechniken, insbesondere interessante Ansätze von 
Feldmatrizen, Linien- bzw. Streckenzügen oder pixelbasierten oder ikonenbasierten 
Techniken, auf ihren spezifischen und wissenschaftlichen Entstehungs- und Anwen-
dungskontext vortrefflich zugeschnitten sein. Doch sind sie schwer zu kommunizieren, 
weil vorerst eine für alle Betrachter gemeinsame Sprache gefunden werden muss und dies 
einen großen Erklärungsaufwand erfordert. Intuitive und sofort und für jedermann ver-
ständliche Visualisierungstechniken – folglich Techniken, die gewohnten zeitlichen und 
räumlichen Wahrnehmungsroutinen des Menschen entsprechen – sind in der Digital Intel-
ligence klar im Vorteil. Dazu zählen die einfachen aus der mathematischen Grundschule 
bekannten Basismethoden wie Linien-, Punkt-, Säulen-, Kreis- und Netzdiagramme. Her-
vorzuheben sind auch die landkartenbasierten sowie graphenbasierten Visualisierungs-
techniken. Obwohl sie im Vergleich zu Feldmatrizen, Linien- bzw. Streckenzügen oder 
pixelbasierten Techniken weniger akkurat und verlustfrei multidimensionale Daten reprä-
sentieren, ermöglichen sie ihrem Beobachter eine intuitive Vogel- und Zusammenhangs-
perspektive, die im Kontext der Digital Intelligence von großer Bedeutung ist.153 Entspre-
chende statische oder dynamische zeitorientierte Repräsentationen sollten sie ergänzen. 
Während statische zeitorientierte Landkarten oder Graphen den Wandel zeitorientierter 
Sachverhalte in Daten auf einen Blick operationalisieren und so in der Praxis, falls nur 
auf die Papierformpräsentation zurückgegriffen werden kann, gegenüber dynamischen 
Varianten eindeutig im Vorteil sind, haben letztere den Vorteil, dass sie den Beobachter 
intuitiv und sofort in ihren Bann ziehen. Entsprechende Umsetzungen sind jedoch auf-
wendig und zumindest in Form von Landkarten eher Zukunftsmusik. Entscheidend ist 
auch, dass vor dem Hintergrund einer selbsterklärenden Repräsentation auch symboli-
sche, die Datensätze erklärende, Daten mit einbezogen werden können. Des Weiteren für 
das Scanning und Monitoring in der Digital Intelligence enorm wichtig sind auch alle ge-
nannten Formen von Interaktionstechniken, sofern sie intuitiv nutzbar sind. 
10.6.2.3   Ereignisbasierte Repräsentationen154 
Das Kapitel der ereignisbasierten Repräsentationen ist hier zum einen vollständigkeits-
halber aufgeführt, um einen umfassenden Überblick zu geben über die Möglichkeiten der 
zeitorientierten Repräsentationen. Zum anderen dient er jedoch auch als bedeutender 
Ausblick für Umsetzungsmöglichkeiten eines Systems der Digital Intelligence in Form 
einer teilautomatisierten Prozesssteuerung anhand von Regeln bzw. Indikatoren. Hierfür 
müssen jedoch die Ereignistypen spezifiziert werden, wofür noch enorm großer empiri-
scher Aufwand im Rahmen der Digital Intelligence betrieben werden muss. 
                                                           
153 Falls gewünscht, können Details in Form von z. B. Tabellen nachgereicht werden. 
154 Den breitesten Überblick über ereignisbasierte Repräsentationen in der Literatur liefert Tominski (To-
minski 2006). Er stellt auch ein Prozessmodell für die ereignisbasierte Repräsentation vor. 
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Ereignisbasierte Repräsentationen stellen Daten in Form von Ereignissen bzw. Ereignis-
instanzen dann dar, wenn sie einem vom Nutzer vorab bestimmten Ereignistypen entspre-
chen. Ereignisse können sowohl durch Datensätze bzw. Tupel als auch durch Datenfelder 
bzw. Attribute bestimmt werden. Ein Datensatz ist dabei eine abgeschlossene Einheit in-
nerhalb einer Datei oder Datenbank. Diese Einheit – oft auch Tupel genannt – enthält in 
der Regel mehrere Datenfelder (Attribute, Elemente oder auch Merkmale), die sich in der 
Struktur und Beschaffenheit in jedem weiteren Datensatz derselben Datei oder Datenbank 
wiederholen. Ein Datensatz wird üblicherweise durch runde Klammern angegeben, wie z. 
B. (a, b, c) für drei Elemente. Das entsprechende Ereignis wird Datensatz- bzw. Tupel-
Ereignis genannt. Ein Datenfeld ist ein Attribut bzw. Element eines Datensatzes bzw. im 
übertragenen Sinne ein Merkmal eines konkreten Objektes, das oder dessen Eigenschaf-
ten beispielsweise durch einen Datensatz repräsentiert werden. Das entsprechende Ereig-
nis wird Datenfeld- bzw. Attribut-Ereignis genannt. Tabelle 11 veranschaulicht den Un-
terschied zwischen einem Datensatz- und einem Datenfeld-Ereignis anhand einer zeitori-
entierten Folge einfacher Datensätze in einer Datenbank. Die Datenfelder werden durch 
die Spalten A1, …, A4 (Datum, Wortform, Wortanzahl und Konzept) dargestellt; die Da-
tensätze hingegen durch die einzelnen Zeilen t1,…, t4. 
Tabelle 11. Datensatz-Ereignis (rot) und Datenfeld-Ereignis (grün). 
 A1 A2 A3 A4  
 Datum Wortform Wortanzahl Konzept  
t1 2007-09-22 Aluminium 45 Leichtmetall  
t2 2007-09-25  3  ET 
t3 2007-09-26 … …   
t4 2007-09-27 Aluminium 53   
t5 … … …   
   EA   
Das Datensatz-Ereignis tritt dann auf, wenn ein oder mehrere Datensätze in der zeitorien-
tierten Folge von Datensätzen in einer Datenbank für den Beobachter interessant sind, 
wie z. B. (1) Datensätze mit einem ganz bestimmten Wert für ein oder mehrere Datenfel-
der (alle tn mit Wortform = „Aluminium“), (2) Datensätze mit Werten eines oder mehre-
rer Datenfelder über oder unter einem bestimmten Schwellenwert (alle tn mit Wortanzahl 
>45) oder (3) Ereignisse, die Datenfeldwerte eines Datensatzes mit entsprechenden Da-
tenfeldwerten anderer Datensätze in Beziehung setzen (t mit größter Wortanzahl aller tn). 
Das Datenfeld-Ereignis hingegen beschreibt ein Ereignis, das eintritt, wenn bestimmte 
Datenfeldbedingungen in einer Datenbank erfüllt sind. Es konzentriert sich nicht auf die 
Datenfelder einzelner Datensätze, sondern auf ein oder mehrere Datenfelder einer Daten-
bank über mehrere bzw. alle Datensätze hinweg. Ein Datenfeld-Ereignis tritt beispiels-
weise auf (1) wenn die Standardabweichung eines Datenfeldes einer Folge von Datensät-
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zen durch Hinzukommen neuer Datensätze eine bestimmte Schwelle überschreitet oder 
(2) wenn sich die – anhand der Standardabweichung berechnete – Rangreihenfolge der 
einzelnen Datenfelder einer zeitorientierten Folge von Datensätzen durch Hinzukommen 
neuer Datensätze ändert. 
Multidimensionale zeitorientierte (Text)datenmengen im Fokus dieser Arbeit beinhalten 
eine zeitlich gegebene Ordnung bzw. Beziehung zwischen ihren Datensätzen. Eine Se-
quenz von Datensätzen stellt eine entsprechende Beziehung dar. Jeder Datensatz hat so-
wohl einen wohl definierten Vorgänger als auch einen wohl definierten Nachfolger. Diese 
Sequenzinformation bildet die Kerninformation zeitorientierter Datensätze. Ein Sequenz-
Ereignis ist somit ein interessantes Intervall bzw. eine Spanne (zeitlich) geordneter Da-
tensätze (siehe Zeitscheibe). Diese können nur in Datensätzen spezifiziert werden, deren 
zeitbestimmende Datenfelder einen ordinalen oder kardinalen Wertebereich beinhalten. 
Ein Sequenz-Ereignis liegt beispielsweise vor, (1) wenn der Wert eines Datenfeldes in 
aufeinanderfolgenden Datensätzen absolut oder sogar relativ wächst oder (2) über die ge-
samte Zeitscheibe ein bestimmtes Wachstum erfährt. Wie nach Sequenzen in einer Da-
tenbank gesucht wird, ist keine neue Frage in der Forschung.155 Gesucht wird nach einfa-
chen, dennoch mächtigen und robusten Methoden, Sequenz-Ereignisse zu detektieren und 
zu visualisieren. Letztlich bleiben die entwickelten Ansätze dennoch komplex, schwer im 
Umgang und für ihre (End)nutzer schwer kommunizierbar.  
Aus Sicht der Informatik besteht ein Ereignis aus statischen Aspekten (Fakten, Zustän-
den, Bedingungen) und dynamischen Aspekten (Ereignis, Aktion, Prozess) einer betrach-
teten Welt oder eines betrachteten Systems (vgl. Tominski und Schumann 2004; To-
minski 2006). Ereignisse sind immer in Verbindung mit einer Aktion oder Reaktion zu 
verstehen. Sie können sowohl Ursache als auch Effekt sein. In relationalen Datenbank-
Managementsystemen werden Ereignisse als Regel aus dem Tripel Ereignis, Bedingung 
und Aktion verstanden. Bei bestimmten Ereignissen (wie z. B. dem Einfügen, der Verän-
derung, dem Löschen von Daten in Datenbank-Managementsystemen usw.) sollen be-
stimmte Aktionen ausgeführt werden, wenn bestimmte Bedingungen erfüllt sind, wie fol-
gende Regel verdeutlicht: 
Ereignis: ON update TO frequency OF word 
Bedingung: IF new.frequency > 2 * (old.frequency) 
Aktion: DO alarm 
(5) 
Diese Art der Aktionsauslösung wird auch Trigger genannt. Im genannten Beispiel wird 
bei der Aktualisierung der Frequenz eines Wortes in einer Datenbank ein Alarm ausge-
löst, wenn sich die Frequenz mehr als verdoppelt. Es gibt unterschiedliche Ansätze der 
                                                           
155 Mit zeitorientierten Datenbanken und Sequenzen setzten sich bereits Snodgrass und Ahn (Snodgrass und 
Ahn 1985) und Gadia und Vaishnav (Gadia und Vaishnav 1985) bereits 1985 auseinander, sowie Seshadri, 
Livny et al. (Seshadri, Livny et al. 1994) oder Sadri, Zaniolo et al. (Sadri, Zaniolo et al. 2004). 
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Visualisierung von Ereignissen, die in der Wissenschaft der Informationsvisualisierung 
besprochen werden und von denen die Digital Intelligence grundsätzlich lernen kann: 
• die Visualisierung von Ereignissen in Datenbanken (Coupaye, Roncancio et al. 
1999),  
• die Visualisierung von Ereignissen in Prozessen (Matkovic, Hauser et al. 2002),  
• die Visualisierung von netzwerksicherheitsrelevanten Daten (Erbacher, Walker et 
al. 2002) oder klinischen Daten (Chittaro, Combi et al. 2003), 
• die Visualisierung von Software und Ereignissen in Algorithmen (Brown und 
Sedgewick 1998) 
• sowie die bereits vorgestellten merkmalsbezogenen und ereignisbasierten Visua-
lisierungen themenspezifischer Entwicklungen (Vorliegen eines bestimmten 
Trends) und Ereignisse (Aufkommen eines bestimmten Themas) auf Basis von 
Textströmen im Rahmen des Temporal Text Mining (Reinders, Post et al. 2001). 
Bei der Implementierung müssen folgende drei Schritte bedacht werden: 
1. die Spezifikation von Ereignistypen, 
2. die Erkennung von Ereignisinstanzen und 
3. die Repräsentation identifizierter Ereignisinstanzen. 
Die (1) Spezifikation von Ereignistypen, folglich die Bestimmung, was ein interessantes 
Ereignis darstellt sowie dessen informationstheoretische und -technische Operationalisie-
rung, stellt eine der größten Herausforderung der Digital Intelligence dar. Vereinfacht ge-
sprochen, muss zum einen das für die Fragestellung relevante implizite Wissen des Fra-
genden in explizites Wissen übersetzt werden (vgl. Wartburg 2000, S. 236), zum anderen 
ist das explizite Wissen im weiteren Schritt in die formale Sprache der Maschine zu über-
setzen. Der Intelligence Analyst, dem die Frage (1a) „Ich suche nach allem, was an Be-
deutung gewonnen hat!“ gestellt würde, könnte zwar das Ziel der Frage erahnen, weil er 
womöglich ihren Kontext und den Fragesteller kennt. Nichtsdestotrotz müsste er Gegen-
fragen stellen und die Fragestellung gemeinsam mit dem Anfragenden spezifizieren. Eine 
einfache Maschine besitzt nicht diese Art von Intelligenz oder Hintergrund- bzw. Kon-
textwissen. Sie versteht nicht, nach welchem Thema, in welchem Zeitraum, an welchem 
Ort sie zu suchen hat und was der Anfragende unter Bedeutung versteht. Die konkretisier-
te Frage (1b) „Ich suche nach allen Themen, die sich innerhalb der letzten zehn Jahre 
mehr als vervierfacht haben!“ kann zwar immer noch nicht einfach und sofort maschinell 
verarbeitet werden (es sei denn, der Maschine steht eine auf diese Fragestellungsart spezi-
fizierte Ontologie zur Verfügung). Dennoch würde die Frage die Arbeit des Analysten 
und insbesondere im Umgang mit maschineller Unterstützung vereinfachen.  
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Sind die interessanten Ereignistypen spezifiziert und liegen sie in formaler Sprache vor, 
kann nun im zweiten Schritt nach entsprechenden Ereignisinstanzen in den vorliegenden 
maschinell verarbeitbaren Daten gesucht werden.  
Die (2) Erkennung von Ereignisinstanzen ist nur möglich, wenn die zu untersuchenden 
Daten maschinell verarbeitbar und die zu untersuchenden Merkmale (zum Beispiel Wör-
ter und deren Frequenzen über verschiedene Zeitscheiben) extrahiert vorliegen. Erst dann 
können die Variablen der auf die zu untersuchenden Daten angepassten Formel des Er-
eignistyps durch konkrete Datenwerte ersetzt und die Formel damit evaluiert bzw. auf ih-
re Gültigkeit geprüft werden. Grundsätzlich wird zwischen der Erkennung von Datensatz-
, Datenfeld- und Sequenzereignissen unterschieden. Während die Variablen der Ereignis-
formel des Datensatzereignistyps mit den Werten des zu untersuchenden Datensatzes 
substituiert werden, werden die Variablen des Datenfeldereignistyps mit den Werten des 
zu untersuchenden Datenfeldes gefüllt. Um Sequenzereignisse zu erkennen, werden Me-
thoden benötigt, die Intervalle von Datensätzen finden können, die den Bedingungen 
„erweiterter“ Ereignisformeln entsprechen. Die enormen Kapazitäten moderner relationa-
ler Datenbank-Management-Systeme können den Prozess der Erkennung von Ereignissen 
stark vereinfachen. Dies bedeutet, dass die Ereignisformeln grundsätzlich auch in Abfra-
gesprachen übersetzt werden können.156  
Die (3) Repräsentation identifizierter Ereignisinstanzen hat zum Ziel, die den spezifizier-
ten Ereignistypen entsprechenden erkannten Ereignisinstanzen sowohl vom Rest der Da-
ten hervorzuheben als auch zwischen erkannten Ereignisinstanzen unterschiedlicher Er-
eignistypen zu unterscheiden. Folgende Fragen müssen dabei berücksichtigt werden: 
• Welcher Ereignistyp liegt vor? Handelt es sich um ein Datensatz-, Datenfeld- 
oder Sequenzereignis? 
• Liegt ein globales oder lokales Ereignis bezogen auf die betrachteten Daten vor? 
Während globale Repräsentationen Ereignisse im Kontext der Gesamtdaten dar-
stellen, sind lokale Ereignisrepräsentationen nur für einen bestimmten Datenteil 
gültig. 
• Wie wahrscheinlich und bedeutend ist es, dass ein Ereignis auftritt bzw. wieder 
auftritt? Ein Ereignis kann auftreten, kann jedoch auch stets auftreten bzw. nie 
auftreten. Falls ein Ereignis bereits aufgetreten ist, kann es wieder auftreten, je-
doch auch stets wieder auftreten bzw. nie wieder auftreten. Dieser Möglichkeits-
raum wird schematisch in Tabelle 12 dargestellt.  
                                                           
156 Für detaillierte Informationen und weitere Referenzen zur Erkennung von Sequenzereignissen wird auf 
folgende Veröffentlichungen verwiesen: Snodgrass und Ahn 1985; Elmasri, Wuu et al. 1990; Chomicki 
1994; Seshadri, Livny et al. 1994; Ozsoyoglu und Snodgrass 1995; Wu, Jajodia et al. 1998; Sadri, Zaniolo 
et al. 2004. Silva und Catarci erforschen darüber hinaus auch visuell unterstützte zeitliche Abfrageansätze 
(Temporal Visual Queries) (Silva und Catarci 2002). 
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Tabelle 12. Auftreten und Wiederauftreten eines Ereignisses. 
Ereignis kann stets nie 
auftreten 
wieder auftreten 
Je nach Interessenlage, Domäne und Fragestellung für den Beobachter hoch-
interessant bis nicht bedeutend. 
 
• Soll das Ereignis implizit oder explizit repräsentiert werden und mit welcher Vi-
sualisierungsmethode? Implizite Ereignisrepräsentationen stellen Ereignisse im 
Rahmen der originalen Visualisierungstechnik dar, indem Visualisierungspara-
meter ereignisbasiert automatisch angepasst werden. Damit werden die Ereignis-
se in die allgemeine Datenvisualisierung integriert. Die Anpassungen können au-
genblicklich oder graduell erfolgen (z. B. das Einfärben einer Linie in einem Li-
niendiagramm, sobald sich die durch sie repräsentierten Werte über einem be-
stimmten Schwellenwert befinden). Im Gegensatz zur impliziten konzentriert sich 
die explizite Ereignisrepräsentation nur auf die Ereignisinstanzen. Die visuelle 
Repräsentation der Ereignisse erfolgt getrennt von der visuellen Repräsentation 
der Daten (z. B. das Aufleuchten eines Icons im geschilderten Fall eines Linien-
diagramms). 
10.7   Zusammenfassung 
Kapitel 10 besprach die für die Digital Intelligence relevanten wissenschaftlichen An-
strengungen der visuellen und analytischen Exploration multidimensionaler zeitorientier-
ter Daten und bildet somit neben den zeitorientierten Daten den zweiten Eckpfeiler der 
Informatik-Grundlagen der Digital Intelligence. Abbildung 14 stellt den entsprechenden 
synoptischen Überblick dar. Die einzelnen Bausteine wurden bereits intensiv in den vor-
hergegangenen Kapiteln beschrieben. Zu betonen ist hier nochmals, dass keine Methode 
für sich alleine den Erfolg einer Digital Intelligence ausmacht und dass das effiziente Zu-
sammenwirken aller Methoden vor dem jeweiligen Kontext – z. B. der Frage oder den zu 
explorierenden Daten – im Zyklus der Digital Intelligence stets Vorrang haben sollte. 
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Abbildung 14. Synopsis zu zeitorientierten Datenexplorationsmethoden. 
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11   Konzeptuelle Strukturen 
„The ideal […] would be to work with taxonomies that can automatically adjust to ac-
commodate new terms.“ (Karanikas und Theodoulidis 2002). Dieser Aussage im Kontext 
des Text Mining stimmt der Autor voll und ganz zu. Obwohl im Rahmen dieser Arbeit 
kein großer Schritt zur Erfüllung dieses Ideales von dynamisch sich adaptierenden und 
weiterentwickelnden Wissensrepräsentationen bzw. konzeptuellen Strukturen unternom-
men werden kann, muss der ungeheueren Bedeutung konzeptueller Strukturen für die Di-
gital Intelligence Rechnung getragen werden und entsprechende Grundlagen besprochen 
werden. 
Die Wissensrepräsentation (knowledge representation) oder hier die Wissenschaft kon-
zeptueller Strukturen befasst sich mit dem Aufbau formaler Beschreibungen für und mit 
den Darstellungen von Wissensstrukturen sowie mit Werkzeugen zur automatisierten Be-
arbeitung derselben. Sie steht für den Querschnittsbereich von Psychologie, Informati-
onswissenschaft, Informatik, künstlicher Intelligenz und Computerlinguistik und bildet 
die Grundlagentechnologie intelligenter Systeme (vgl. Görz und Wachsmuth 2000).157 
Entsprechende Technologien werden auch als „semantische Technologien“ bezeichnet. 
Um nachfolgend ein klares Gesamtbild zu ermöglichen, sollen vorab einige Grundbegrif-
fe dieser Disziplin geklärt werden. Es gibt verschiedene Möglichkeiten oder Formate, 
Wissen zu modellieren, zum Beispiel: (1) prozedural (Regeln)158, (2) logisch (deklara-
tiv)159, (3) objektorientiert (z. B. framebasierte Sprachen160) oder (4) netzartig (z. B. Se-
mantische Netze161, Topic Maps). In den Anfängen der Forschung an semantischen Tech-
nologien wurden prozedural- und logikbasierte Ansätze als geeignetste Form der Wis-
sensrepräsentation proklamiert. Mithilfe der wohl definierten Semantik rein logischer 
Ausdrücke bzw. Regeln sollte korrekt und vollständig deduziert bzw. gefolgert werden (z. 
                                                           
157 Prinzipiell stehen hier zwei Denkschulen gegenüber. Die Vertreter der „starken KI-These“ sind der Mei-
nung, dass menschliche Intelligenz durch reine Berechnungsoperationen simulierbar ist, während die 
„schwache KI-These“ die operationalisierte Informationsverarbeitung lediglich als einen Aspekt der Intel-
ligenz betrachtet. 
158 z. B. „wenn … dann“-Axiome. 
159 z. B. „Automobilunternehmen“ (Konzept) = „Unternehmen“ (Konzept) „baut“ (Relation) „Automobile“ 
(Konzept). Durch die deklarative Logik erlaubt dieses Repräsentationsformat eine Redundanz-, Konsis-
tenz-, und Vollständigkeitsprüfung sowie eine dynamische Erweiterung des Wissens durch automatisches 
Schließen. 
160 „Frame“: ein von Marvin Minsky in den 70er Jahren geprägtes Konstrukt der Wissensrepräsentation, das 
Sachverhalten, Objekten oder Ereignissen im Sinne von Frames Attribute zuweist, die sie vererben können. 
Es wurden framebasierte Sprachen und Systeme entwickelt, die in der KI Anwendung finden. 
161 Semantische Netze sind formale Modelle von (expertenbasierten) Konzepten, die durch benannte (typisier-
te) Kanten (Hierarchien, Synonymien, Antonymien, Kausationen, Eigenschaften oder Instanzen) miteinan-
der in Beziehung gebracht werden. Thesauren, Taxonomien und Wortnetze sind Formen semantischer Net-
ze mit eingeschränkter Menge von Relationen. Wortnetze unterscheiden sich von semantischen Netzen dar-
in, dass sie nicht die Beziehung von Instanzen zu Konzepten modellieren, sondern sich rein auf die In-
stanzebene und die psycholinguistisch interessanten bzw. automatisch auf Datenbasis berechneten Relatio-
nen beschränken. 
 155 
B. Aussagenlogik, Prädikatenlogik, Funktionslogik, modale Logik, Axiologie usw.). Dies 
ist auch ihr Vorteil. Der Nachteil ist ihr hoher Entwicklungsaufwand, denn jeder einzelne 
Zusammenhang muss modelliert werden. Bei netzartigen Wissensrepräsentationsformaten 
hingegen erfolgt die Bedeutungsfestlegung über eine netzwerkartige, graphbasierte Erfas-
sung der Objekte mit ihren Beziehungen (Luger 2001, S. 227).  
Je nach Repräsentationsformat kommen unterschiedliche Konstrukte und Sprachen (Syn-
tax) der Wissensrepräsentation zur Anwendung. Erstere werden beispielhaft in Tabelle 13 
aufgeführt: 
Tabelle 13. Repräsentationskonstrukte zur Modellierung von Wissen; Quelle: eigene Darstellung 
in Anlehnung an Stollberg 2002. 
Primitiv Verwendung zur Modellierung von … 
Konzept, Begriff Objekttyp / mentales Verständniskonstrukt 
Instanz Konkrete Ausprägung eines Konzeptes („Individuum“) 
Eigenschaft Erfassung der Eigenschaften von Konzepten 
Relation Beziehung zwischen Konzepten oder Instanzen 
Regeln Axiome, Bedingungen 
… … 
Begriffe bzw. Konzepte sind die einfachste Form eines Repräsentationskonstruktes. Sie 
dienen der Erfassung der grundlegenden Objekte einer Wissensdomäne. Sie sind die ge-
dankliche Zusammenfassung bzw. ein Verständnismodell konkreter Gegenstände oder 
Sachverhalte, die sich durch gemeinsame Merkmale auszeichnen. Es gibt unterschiedli-
che Verständnisse bzw. Positionierungen von Konzepten. Sie können zum einen: (1) 
sprachunabhängig, in Form reiner Verständnismodelle, (2) linguistisch basiert, folglich 
auf Textkorpora beruhend162 oder (3) gemischter Form sein. Der „Begriff“ im Rahmen der 
Terminologielehre wird in DIN 2342 folgendermaßen definiert: „Denkeinheit, die aus ei-
ner Menge von Gegenständen unter Ermittlung der diesen Gegenständen gemeinsamen 
Eigenschaften mittels Abstraktion gebildet wird.“ Es wird zwischen so genannten konkre-
ten, individuellen Gegenständen und ihren gedanklichen Zusammenfassungen zu gedach-
ten allgemeinen Gegenständen bzw. Denkeinheiten unterschieden. Erstere erlebt der 
Mensch in seiner Umwelt. Sie sind zeitlich gebundenen und materieller oder nichtmate-
rieller Art. Letztere werden als Begriffe bzw. Konzepte bezeichnet. Ein Beispiel ist das 
„Automobil“ im Sinne eines mehrspurigen Fortbewegungsmittels mit eigenem Antrieb.  
Instanzen sind konkrete Ausprägungen eines Konzeptes und stellen das zur Verfügung 
stehende Wissen dar, wie zum Beispie: Instanz „Audi A4 (Fahrgestell-Nr. XYZ123)“ des 
Konzeptes „Automobil“. Sie werden auch als Individuen (Individuals) bezeichnet. Die 
Konzepte und Instanzen können durch Eigenschaften (Properties) bzw. Attribute be-
                                                           
162 Im Text Mining bzw. der automatischen Sprachverarbeitung ist das Konzept als Äquivalenzklasse seman-
tisch ähnlicher Wortformen zu verstehen, die auf Grundlage ähnlicher Verwendungskontexte berechnet 
werden. 
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schrieben werden, wie zum Beispiel: Eigenschaften „motorisiert“ und „mehrspurig“ des 
Konzeptes „Automobil“. 
Die in der Tabelle letztgenannten Konstrukte sind die Relationen und die Regeln.  
Erstere beschreiben Beziehungen, Interaktionen oder Verhältnisse zwischen Konzepten 
oder auch Instanzen und ermöglichen somit die Kontextualisierung von Daten oder In-
formationen, wie zum Beispiel die untergeordneten Konzepte „Audi A4 (Modell)“ und 
„VW Golf (Modell)“ des übergeordneten Konzeptes „Automobil“ „werden gebaut“ durch 
das untergeordnete Konzept oder auch Instanz „Volkswagen AG“ des übergeordneten 
Konzeptes „Unternehmen“. Nachfolgend sind mögliche Typen von Relationen beispiel-
haft aufgelistet:  (1) merkmalsgebundene Relationen („hat Eigenschaft“), (2) taxonomi-
sche Relationen („ist über- / untergeordnet“), (3) ereignisgebundene Relationen („findet 
statt“), (4) partitive Relationen („ist Teil von“), (5) assoziative bzw. mehrdimensionale 
Relationen: Vernetzung von Konzepten, (6) Synonym-Relationen, (7) Antonym-
Relationen, (8) Nominative Relationen („hat Namen“), (9) lokative Relationen („lokali-
siert in“) oder (10) kausale Relationen („führt zu“). Die Attribute einer Wissensrepräsen-
tation können auch die Schnittstelle der Wissensrepräsentation zum Text Mining und da-
mit zu konkreten Texten repräsentieren. So kann das Unternehmen „Volkswagen AG“ als 
Konzept in Texten beispielsweise durch folgende attributive Schüsselwörter repräsentiert 
werden: „Volkswagen AG“, „Unternehmen Volkswagen“, „Volkswagen“, „Volkswagen 
Aktiengesellschaft“ oder „Volkswagen Inc.“. Die entsprechende Wildcard könnte in die-
sem Fall „Volkswag*“ sein. 
Regeln bestimmen ein Konzept oder eine Relation durch Beschränkungen, Bedingungen 
oder Axiome näher. Sie werden dazu genutzt, um Wissen zu repräsentieren, das aus ande-
ren Konzepten nicht abgeleitet werden kann, wie zum Beispiel das Axiom „ein Automo-
bil kann nicht fliegen“ des Konzeptes „Automobil“. Eine beispielhafte Bedingung ist: 
wenn Konzept „Automobil“ und Eigenschaft „kein Dach“, dann Konzept „Cabriolet“. 
Ebenso kann das Konzept „Cabriolet“ auch als untergeordnetes Konzept des übergeord-
neten Konzeptes „Automobil“ mit der Eigenschaft „ohne Dach“ repräsentiert werden. 
Darüber hinaus können im Rahmen von Bedingungen auch Wahrscheinlichkeiten be-
stimmt werden. 
Die zur Wissensmodellierung notwendigen Wissensrepräsentationssprachen163 stellen die 
Syntax zur Modellierung bereit. Sie alle dienen der Wissensrepräsentation, beruhen je-
doch auf unterschiedlichen Wissensrepräsentationsformaten, greifen auf unterschiedliche 
Konstrukte zurück und bedienen entsprechend unterschiedliche Anwendungen. 
                                                           
163 Beispielhaft seien folgende Sprachen genannt: XML und spezialisierte Formen wie OML/CKML, UML, 
OCML, DTD, KIF, ODL, RDF, DAML+OIL, OWL, F-Logic oder CyCL. 
 157 
Die wesentlichen, für die Digital Intelligence relevanten konzeptuellen Strukturen sind in 
folgender Abbildung nach zunehmender Semantik bzw. zunehmender Nutzung von Wis-
sensrepräsentationskonstrukten zusammengefasst:164 
 
Abbildung 15. Konzeptuelle Strukturen mit steigender Semantik bzw. Explizitheit; Quelle: eigene 
Darstellung. 
Liegen mehrere einen bestimmten Kontext gemeinsam repräsentierende bzw. experten- 
oder maschinenbasiert aggregierte Konzepte bzw. Instanzen165 ungeordnet und bezie-
hungslos in einer Sequenz vor, so liegen Listen vor oder im Falle von Anwendungen des 
World Wide Web auch so genannte Tags, Folksonomie(n) oder Wortwolken.  
Expertenbasiert und domänenspezifisch überprüfte Listen stellen kontrolliertes Vokabular 
dar und werden auch Terminologien genannt.  
Die einzelnen Listenelemente einer Terminologie können erklärt und definiert, in Bezie-
hung gesetzt sowie durch Regeln näher bestimmt, d. h. mit Eigenschaften versehen wer-
den.  
Im einfachsten Fall – einer Terminologie samt Erklärungen bzw. Definitionen – liegt ein 
Glossar vor.  
Werden die einzelnen Elemente einer Terminologie oder eines Glossars zusätzlich mit 
hierarchischen Informationen („ist übergeordnet“ bzw. „ist untergeordnet“) versetzt bzw. 
hierarchisch angeordnet (Klassen, Unterklassen usw.), entsteht eine Taxonomie. Sie ist 
die sprachwissenschaftliche Klassifizierung und hierarchische Anordnung aller Konzepte 
in Taxa (Gruppen) bzw. Kategorien. Außer der hierarchischen Struktur lassen sich jedoch 
                                                           
164 Eine ebenso aussagekräftige Darstellung über das Spektrum semantischer Technologien aus Sicht des Se-
mantic Web stellt Davis vor. Dabei geht er auf die wachsende Komplexität der Zusatzinformationen se-
mantischer Technologien zum einen und die entsprechende Mächtigkeit, Beschreibungsgenauigkeit bzw. 
Kapazität zum anderen ein (vgl. Davis 2008). 
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keine weiteren Beziehungen zwischen den Elementen definieren (Ullrich, Maier et al. 
2003, S. 3). 
Ein Thesaurus stellt wie eine Terminologie ein kontrolliertes Vokabular eines Fachge-
biets dar und erweitert das nur hierarchische Modell der Taxonomie, indem es neben Hie-
rarchien auch Synonyme und Antonyme verwaltet. In diesem Zusammenhang sind die 
Projekte WordNet166 und GermaNet zu erwähnen. Sie bieten sprachwissenschaftliche 
Universalthesauren für die englische und die deutsche Sprache und ermöglichen auch die 
Modellierung komplexerer Relationen von Hypernymen oder Redewendungen zwischen 
den Begriffen (Ullrich, Maier et al. 2003, S. 4). 
Auch für die Ontologie ist eine allgemeine Begriffsdefinition schwierig, da je nach Autor 
darunter verschiedene Systeme subsumiert werden. So lassen sich einige der zuvor ge-
nannten konzeptuellen Strukturen (z. B. Taxonomien, Thesauri) wahlweise als Vorläufer, 
Alternativen oder spezielle Formen von Ontologien auffassen. Die Ontologie ist in dieser 
Arbeit eine formalisierte, explizite Spezifizierung einer gemeinsamen Konzeptualisierung 
(vgl. Gruber 1993). „Formalisierte“ steht für eine von Mensch und Maschine lesbare 
Sprache, „explizite Spezifizierung“ für die oben beschriebenen Wissensrepräsentations-
konstrukte (Konzepte, Eigenschaften, Relationen, Regeln usw.), „gemeinsame“ für die 
zwischen verschiedenen Menschen festgelegte Übereinkunft und „Konzeptualisierung“ 
für ein abstrahiertes Modell. Auf Abbildung 15 verweisend, entsteht eine Ontologie, 
wenn alle genannten Eigenschaften eines Thesaurus zusätzlich durch Regeln ergänzt 
werden, die bestimmen, wann oder wo die Relationen zutreffen. Grundsätzlich können 
Ontologien je nach Anwendung in unterschiedliche Typen unterteilt werden: (1) Top-
Level-Ontologie: repräsentiert sprach- und domänenunabhängige allgemeingültige Kon-
zepte wie Zustand, Ereignis, Prozess oder Zeit, (2) mittlere Ontologie: repräsentiert Kon-
zepte mittlerer Spezialisierung, (3) Domänenontologie: repräsentiert stark spezialisierte 
domänenspezifische Konzepte, (4) axiomatisierte Ontologie: Konzepte unterscheiden sich 
durch Axiome, (5) Anwendungsontologie: für eine bestimmte Anwendung bzw. Aufgabe 
erstellte Wissensrepräsentation oder (6) Meta-Ontologie: repräsentiert Konzepte und Re-
lationen, die zur Ontologieerstellung gebraucht werden oder noch abstrakter in (1) Light-
weight- und (2) Heavyweight-Ontologien. Lightweight-Ontologien beinhalten Konzepte 
und Instanzen sowie deren Hierarchien, Beziehungen und die Eigenschaften, die sie be-
schreiben. Weil sie keine Regeln enthalten und damit beispielsweise auch netzartig (z. B. 
durch semantische Netze) modelliert werden könnten, dürften sie nach oberer Definition 
prinzipiell nicht zu den Ontologien zählen. Doch hierzu gibt es unterschiedliche Auffas-
sungen. Heavyweight-Ontologien dagegen erweitern die Lightweight-Ontologien um lo-
gische Regeln und Einschränkungen, wodurch die beabsichtigte Bedeutung einzelner 
Aussagen innerhalb der Ontologie klarer wird und logisches Schlussfolgern ermöglicht 
                                                           
166 http://wordnet.princeton.edu. 
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wird. Experten unterschiedlicher Bereiche brauchen somit nur ihr jeweiliges Spezialwis-
sen und die dafür notwendigen Inferenzprozesse zu modellieren. Das deklarative und 
prozedurale Wissen mehrerer Wissensrepräsentationen kann geteilt werden und braucht 
daher nicht von Neuem erstellt zu werden.  
Das Semantic Web hat in Bezug auf Ontologien eine besondere Bedeutung. Es hat deren 
Weiterentwicklung und Nutzung enorm vorangetrieben167 und durch die „Ontology Web 
Language“ (OWL) einen Standard definiert, mit dem Ontologien für das Semantic Web 
modelliert werden können. Die typische Ontologie für das World Wide Web beinhaltet 
eine Taxonomie und einen Satz von Schlussfolgerungen und Beziehungen (Berners-Lee, 
Hendler et al. 2001). 
Spezielle zeitorientierte konzeptuelle Strukturen zur Identifikation zeitorientierten Wis-
sens in heterogenen Datenmengen werden durch Spiliopoulou und Müller (Spiliopoulou 
und Müller 2003), Hobbs und Pan (Hobbs und Pan 2004; Pan 2005) besprochen. Doch 
auch die im Kapitel 9.1.1 genannten Grundelemente und Operatoren stellen eine Form 
zeitorientierter Konzepte dar. 
Wesentlich ist, dass die relevanten Aspekte einer Wissensdomäne bzw. der relevante 
Weltausschnitt in eine geeignete maschinenlesbare Symbolebene überführt werden und 
Bedeutung und Inhalt trotz konzeptioneller Trennung maschinell verarbeitet werden kön-
nen. Die Wissensbestände müssen dabei (1) möglichst vollständig und dennoch effizient, 
korrekt und konsistent, (2) breit zugänglich und wieder verwendbar sowie (3) modular in 
einer formalen, von Computern verarbeitbaren Darstellung beschrieben werden (vgl. 
Owsnicki-Klewe, Luck et al. 2000, S. 157; Gruber 1993).  
                                                           
167 Beispiele hierfür sind: Fensel 2000; Stollberg 2002; Gardarin, Kou et al. 2003; Hobbs und Pan 2004; Kla-
witter 2005; Pan 2005; Köhler, Philippi et al. 2006; Zhou 2007. 
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Abbildung 16. Erweiterter Thesaurus der verbundwerkstoffintegrierten Adaptronik als Beispiel 
für eine konzeptuelle Struktur; Quelle: eigene Darstellung. 
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Abbildung 16 ist ein Beispiel für eine in der Praxis genutzte (Walde und Stehncken 2006) 
konzeptuelle und morphembasierte Struktur zur Filterung relevanter Patente, wissen-
schaftlicher Literatur, Pressedokumente und Webseiten im Kontext „verbundwerkstoffin-
tegrierter Adaptronik“. Nach der oben ausgeführten Beschreibung konzeptueller Struktu-
ren handelt es sich um eine spezielle Form des Thesaurus. Bestimmt ist das Konzept der 
„verbundwerkstoffintegrierten Adaptronik“, das sich aus zwei Subkonzepten zusammen-
setzt, den „Verbundwerkstoffen“ (composites) und der „Adaptronik“ (adaptronics), die 
nur im Zusammenspiel vier, für die Adaptronikexperten interessanten Anwendungsgebie-
te bilden: die „Schwingungsreduktion“, das „Health monitoring“, die „kontinuierliche 
Formkontrolle“ und die „diskrete Formkontrolle“. Das Konzept der Verbundwerkstoffe 
kann dabei aus sprachlicher Sicht unterschiedlich beschrieben werden. So kann die Spra-
che allgemein von „Verbünden“ oder „composites“ sein oder von „Matrizen“ oder „Fa-
sern“. Des Weiteren gibt es sprachliche Spezialformen von Verbünden wie z. B. „CFK“ 
oder „GFK“ oder andere Subkonzepte wie z. B. spezielle nanogroße Verbundwerkstoffe. 
Das emergente Konzept der Adaptronik ist technologisch und damit auch sprachlich noch 
weniger ausdifferenziert. Literatur, die Adaptronikkonzepte diskuttiert, kann Wörter, 
Phrasen oder Sätze wie “adaptronics”, “adaptronical”, “adaptive material”, “smart mate-
rial” oder “materials that are intelligent” nutzen, um ein und dasselbe zu beschreiben. Un-
ter Berücksichtigung unterschiedlicher Sprachen steigt die Vielfalt möglicher Beschrei-
bungen für ein und dasselbe Konzept weiter. Das Konzept der „Adaptronik“ kann durch 
Subkonzepte wie „adaptiv / adaptation“, „intergriert / patch“, „intelligent, aktiv, smart, 
advanced“, „actor / actuator / sensor” oder „adaptr” und deren Schnittmengen bestimmt 
sein. Um eine umfassende und dennoch präzise Datenexploration zu ermöglichen, ist die 
Nutzung von Morphemen und Negativlisten unabdingbar. Während das Morphem 
“adaptr“ eineindeutig für das Konzept Adaptronik steht, können adaptive und damit teil-
weise auch zur Adaptronik zählende Eigenschaften von Materialien in deutscher oder 
englischer Sprache durch Morpheme wie „adapt“, „autonom“, „anpass“, „selbstreg“, 
„self-reg“ oder „selfreg“ beschrieben werden.  
Alle Subkonzepte sind miteinander in Form eines Thesaurus durch semantische Relatio-
nen wie “ist Spezialisierung von”, “ist Teil von” oder “ist Anwendung von” verbunden 
und ermöglichen damit eine eindeutige Datenexploration. Denn ein Wort, ein Morphem 
oder eine Phrase eines Subkonzeptes allein (z. B. “intelligent” des Subkonzeptes “intelli-
gent/active/smart/advanced”) kann die verbundwerkstoffintegrierte Adaptronik nicht ein-
eindeutig beschreiben. Dies ist viel wahrscheinlicher, wenn es mit einem Wort oder einer 
Phrase aus dem Subkonzept „Verbundwerkstoffe“ in einem Dokument, Abstrakt oder so-
gar Satz zusammen erscheint. Weiter gedacht könnten die Relationen auch zu Regeln und 
damit der Thesaurus zu einer Ontologie erweitern werden. 
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Abbildung 17 zeigt die Prominenz genannter Konzepte der verbundwerkstoffintegrierten 
Adaptronik in der Textdatenbank WEMA von 1996 bis 2005.168. Jeder Knoten steht für 
ein Konzept und zeigt flächenmäßig die durch eine einfache Morphemsuche gefundene 
und durch Experten überprüfte Wortmenge, die ihn repräsentiert. Zum Beispiel wurden 
insgesamt 310.000 (laufende) verbundwerkstoffbeschreibende Wörter und 3.500 unter-
schiedliche Wortformen (Wortvielfalt) gezählt. Die Summe aller Wörter der WEMA ist 
durch den schwarzen Halbkreis in der Abbildung rechts oben repräsentiert. Solche Analy-
sen können die Prominenz eines Themas in einer großen Textmenge schnell darstellen. 
Interessant ist, wenn entsprechende Analysen über Zeitscheiben unternommen werden 
und so die Dynamik von Konzepten verfolgt wird.  
Abbildung 17. Thesaurus der verbundwerkstoffintegrierten Adaptronik mit Prominenz in der Da-
tenbank WEMA von 1996 bis 2005; Quelle: eigene Darstellung. 
                                                           
168 Die Basis war hier die Literaturdatenbank TEMA® zu den Themen Technik und Management mit biblio-
grafischen Daten und deutschen und englischen Abstrakten internationaler Veröffentlichungen jeglicher 
Art. Als Quelle dienen 1450 periodische Publikationen, Fachzeitschriften, Forschungs- und Konferenzbe-
richte, Bücher, Dissertationen von theoretischen über experimentelle bis zu anwendungsspezifischen und 
wirtschaftlichen Themenbehandlungen. Enthalten sind über 2,12 Mio. Dokumente von 1979 bis heute mit 
einem jährlichen Zuwachs von ca. 120.000. Die WEMA® ist eine Teildatenbank der TEMA® und die be-
deutendste deutschstämmige Literaturdatenbank für Werkstoffe und Materialien. Sie umfasst Themen rund 
um deren Gewinnung, Fertigung und Prüfung. Für die Arbeit stand zum Zeitpunkt der Analyse nur die Ge-
samtheit der Daten bis 2005 zur Verfügung. Diese wurde einer Volltextanalyse unterzogen. Die Zeitscheibe 
2005 alleine umfasste ~360.000 Sätze, ~250.000 unterschiedliche Wörter, ~8.000.000 laufende Wörter und 
~110.000.000 Assoziationen. 
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12   Synopsis für die zeitorientierte Datenexploration 
Die Grundlagen für eine Synopsis informatikrelevanter Disziplinen der zeitorientierten 
Datenexploration wurden in den vorangegangenen Kapiteln geschaffen. Das Konzept Zeit 
wurde mit all seinen Aspekten näher beschrieben. Das Konzept der zeitorientierten Daten 
und je nach Strukturgrad unterschiedliche Arten dieser (Daten, Metadaten und Texte) 
wurde definiert. Weiterhin wurde eine umfassende Literaturrecherche zu Methoden zeit-
orientierter Datenexploration unternommen. Besprochen wurden analytische, visuelle und 
interaktionsbezogene Ansätze sowie konzeptuelle Strukturen, die bei der Speicherung 
menschlichen (oder maschinellen) Wissens in Daten sowie umgekehrt bei der Wissens-
entdeckung bzw. Datenexploration herangezogen werden können. Abbildung 18 baut auf 
diesen theoretischen Grundlagen auf und fasst die drei bereits beschriebenen Eckpfeiler 
der Informatik-Grundlagen der Digital Intelligence zusammen:  
• die zeitorientierten Daten als zu explorierende Basis: Metadaten, Daten, Text 
sowie ihr zeitorientierter Aspekt, 
• die Methoden der zeitorientierten Datenexploration, die analytisch, visuell und 
interaktionsbezogen sein können sowie 
• die konzeptuellen Strukturen, wie z. B. Begriffe (Konzepte), Listen, Terminolo-
gien, Glossare, Taxonomien, Thesauren oder Ontologien, die die Exploration 
maßgeblich unterstützen können und eine Schnittstelle zwischen Maschine und 
Mensch sowie auch Maschinen an sich bilden. 
 
Abbildung 18. Disziplinorientierter Rahmen für die zeitorientierte Datenexploration; Quelle: ei-
gene Darstellung. 
Abbildung 18 wird im Anhang weiter detailliert, in dem alle relevanten und in dieser 
Promotionsarbeit besprochenen Disziplinen, Konzepte und Methoden aus der Informatik 
für die zeitorientierte Datenexploration dem Kapitel B2 entsprechend synoptisch darge-
stellt werden. Die Synopsis bietet sodann eine Vogelperspektive und die erste grobe Ori-
entierung im Kontext der noch diffusen Disziplin der zeitorientierten Datexploration. 
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Je nach Datengrundlage, Fragestellung, Zeit oder Kostenrahmen führen in der Digital In-
telligence unterschiedliche Wege zum Ziel. Mit Erkenntnissen und Methoden alleine aus 
der Wissensrepräsentation, der analytischen oder visuellen zeitorientierten Datenexplora-
tion sind erfahrungsgemäß nur selten zielgerechte und damit befriedigende Ergebnisse zu 
erzielen. Vielmehr kommt es auf eine sinnvolle Kombination der unterschiedlichen Me-
thoden an.  
Unabhängig vom zeitorientierten Aspekt wird im Rahmen der Exploration von Text die 
Kombination maschinenunterstützter, massendatentauglicher und -getriebener Verfahren 
des Text Mining mit semantisch hochauflösenden Wissensrepräsentationen diskutiert. 
Die Devise dabei lautet, die beiden oft als gegensätzlich bzw. nicht vereinbar geltenden 
rein statistischen und rein expertenbasierten Ansätze zu verknüpfen durch eine stärkere 
sowohl computerlinguistische als auch textlinguistische Fundierung (Mehler und Wolff 
2005). Mehler und Wolff bekräftigen, dass analytische Verfahren (speziell Text Mining) 
mittlerweile unverzichtbar sind für den Aufbau von Wissen(srepräsentationen) und diese 
im Gegenzug auch das Text Mining in Form der Wissensentdeckung erheblich verbes-
sern.169 
Abgesehen von den konzeptuellen Strukturen ist auch die Verknüpfung informationsvi-
sueller mit analytischen Datenexplorationsmethoden extrem wichtig, um das ultimative 
Ziel der Wissensentdeckung zu erreichen: „relevantes“ Wissen zu entdecken. Beide Dis-
ziplinen suchen nach effektiven Möglichkeiten, Wissen aus Massen von Daten durch Fil-
tern unerwünschter Informationen oder Rauschen zu extrahieren. Fayyad, Grinstein et al. 
behaupten „Without the statistics measures to reflect the support of a pattern, the visuali-
zation would be meaningless. We simply don’t know if a sequence is strong enough to be 
a ’pattern’ even though we can spot it. With the graphical encoding of visualization, the 
pattern mining approach would be enhanced with both spatial and temporal information 
that in turn help humans to interpret the mining results.” (Fayyad, Grinstein et al. 2001). 
Kombinierte statistische und visuelle Methoden sind der Weg zum Ziel. Noch deutlicher 
und mit dem Fokus auf zeitorientierte Daten (Sequenzmuster) beschreiben (Wong, Cow-
ley et al. 2000) die Verbindung von Text Mining bzw. Data Mining mit der Informations-




                                                           
169 Auf die Verbindung von Wissensrepräsentation und Temporal Text Mining gehen Yetisgen-Yildiz und 
Pratt explizit ein (vgl. Yetisgen-Yildiz und Pratt 2006). 
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Tabelle 14. Vergleich visueller und analytischer Verfahren; Quelle: eigene Darstellung in Anleh-
nung an Wong, Cowley et al. 2000. 
 Stärken Schwächen 
Visuelle  
Methoden 
- schneller Überblick über Zusammen-
hang und Verteilung von Textmustern 
möglich 
- neben Frequenzen auch das zeitliche 
Auftreten einzelner Textmuster er-
schließbar 
- genaue Musterverbindungen schwer erkennbar 
- nur ein Teil des Korpus und entsprechende In-




- vermitteln detaillierte Informationen 
für alle Sequenzmuster, egal welcher 
Bedeutung 
- zeitliche Verteilung einzelner Sequenzmuster 
schwer vermittelbar (starke Muster identifizier-
bar, jedoch nicht deren zeitliche Verteilung) 
- Größe der textuellen Ausgabe; Menschen ver-
stehen „Bilder” besser als Textsequenzen 
 
Obwohl die Bedeutung der Kombination von Analytik und Visualisierung mittlerweile 
bewiesen ist und beide in konkreten Anwendungen bereits kombiniert praktiziert werden, 
ist deren Potenzial sowohl aus wissenschaftlicher als auch praktischer Sicht noch lange 
nicht ausgeschöpft. Dies gilt insbesondere für die noch junge und sich noch institutionali-
sierende Disziplin der zeitorientierten Datenexploration. Durch die Erfahrung vieler Stu-
dien im Rahmen der Digital Intelligence kann behauptet werden, dass kombinierte und 
damit die jeweiligen Schwächen analytischer bzw. visueller Datenexplorationsverfahren 
ausgleichenden Ansätze die Ergebnisse zeitorientierter Datenexploration in Bedeutung 
und Verständnis enorm bereichern. 
 166
C – UMSETZUNG EINES DIGITAL-
INTELLIGENCE-SYSTEMS 
Der traditionelle Ansatz der Strategischen Frühaufklärung identifiziert neue (technologi-
sche) Entwicklungen auf Basis eines dezentralen, unbewussten, sozialen Netzwerkes. 
Dies bedeutet, dass Fachexperten optimalerweise weltweit mit anderen Experten in ihrem 
Fachgebiet vernetzt sind und sich austauschen und somit immer auf dem neuesten Ent-
wicklungsstand bleiben. Für die Innovation innerhalb einer größeren Institution ist es eine 
unerlässliche Grundlage, dass sie für alle relevanten Fachthemen mindestens einen Fach-
experten bestellt oder zumindest einen schnellen und systematisch organisierten Zugriff 
zu weltweiten Experten pflegt. Weil Inventionen und Innovationen erfahrungsgemäß an 
Schnittstellen und Grenzen der Fachthemen entstehen, reichen lose Experten- oder Wis-
sensinseln nicht aus. Gewährleistet muss sein, dass sich die internen und externen Exper-
ten einer Institution mit unterschiedlichen Fachthemen miteinander austauschen, folglich 
ein Expertennetzwerk bilden, und somit „über den Tellerrand hinausschauen“.  
Vor dem Hintergrund einer dynamisch, komplexen Welt und einer zunehmenden Infor-
mationsflut ist es offensichtlich, dass im Kontext der Frühaufklärung nicht immer zu-
sammenhängende und vernetzte Sichten und teilweise nur Momentaufnahmen Einzelner 
ermittelt werden können. Weiterhin ist bekannt, dass Analysen aus Kosten- und Zeigrün-
den oft unvollständig und intransparent sind und man Gefahr läuft, wesentliche und wich-
tige Themen zu übersehen. 
Ziel der Digital Intelligence und entsprechender Dienstleistungen ist es, laufende Innova-
tionsaktivitäten um die systematische Exploration aller von Experten weltweit hinterlas-
senen digitalen Spuren zu ergänzen und seriöse Erkenntnisse für strategische Entschei-
dungen zu liefern. Dabei hat sie zwei wichtige Prämissen: 
1. Die digitalen Spuren von Menschen z. B. in Patenten, in wissenschaftlichen Pub-
likationen, in der Presse oder anderen neuen Formen digitaler Medien (Suchindi-
zes, Webseiten usw.) spiegeln „reale“ Erscheinungen und Entwicklungen signifi-
kant wider. 
2. Um aussagekräftige Ergebnisse zu liefern, müssen repräsentative Datenquellen 
exploriert werden. Zum umfassenden Scanning neuester Technologietrends mit 
großer Breite sollten daher nicht nur einzelne und regionale, technologie- oder 
branchenspezifische Publikationsreihen ausgewertet werden, sondern möglichst 
globale, technologie- und branchenübergreifende Publikationsarchive mit Histo-
rie. 
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Das aktuell in der Praxis in einem großen Automobilkonzern zu explorierende Textdaten-
volumen von Patenten, wissenchaftlichen Publikationen und globalen Pressemitteilungen 
übertrifft den zwei- bis dreistelligen Terabytebreich. Die maßgeschneiderte Exploration 
ist nur mit einer intelligenten Informationslogistik und dem Filtern durch die kollektive 
Intelligenz eigener Fachexperten anzugehen. 
Theoretische Grundlagen hierfür sind im Kapitel B geliefert worden. Dieses Kapitel stellt 
eine Dienstleistung und ein System der Digital Intelligence vor, das auf Basis besproche-
ner Erkenntnisse entwickelt wurde und in einem großen automobilen Vielmarkenkonzern 
erfolgreich angewendet wird.  
Neben der Beschreibung der Umsetzung eines umfassenden Digital-Intelligence-Systems, 
ist das Hauptziel dieser Forschungsarbeit, Methoden zur Identifikation emergenter bzw. 
evolutionärer schwacher Signale (Sachverhalte) zu entwickeln, die in Textdaten in Form 
eines Trends über die Zeit sowohl häufiger als auch semantisch reicher auftreten (z. B. 
mit anderen Sachverhalten zusammen erscheinen). Die intervallbezogenen und insbeson-
dere die gerichteten Zeitreihenentwicklungen sind dabei von besonderem Interesse. Ent-
sprechende neue Scanning- und Monitoringansätze werden in Kapitel 15 besprochen. 
Vorab werden jedoch für Untersuchungen der Digital Intelligence sinnvolle textbasierte 
Indikatoren (Kapitel 13) sowie Anforderungen an ein entsprechendes System hergeleitet 
(Kapitel 14). 
13   Bestimmung textbasierter Indikatoren 
Um die Digital Intelligence in Form der Identifikation schwacher Signale auf Basis digi-
taler textueller Informationsquellen umzusetzen, müssen entsprechende Beobachtungsfel-
der identifiziert werden, die durch datenexplorative (mathematisch-statistische oder in-
formationsvisuelle) Methoden quantifiziert werden können.  
Auf Basis strukturierter Daten – wie es Metadaten fortschrittsorientierter textueller Lite-
ratur sind – gibt es in der Informetrie viele Ansätze, die aufgaben- und datenspezifisch 
zugeschnitten werden (vgl. Porter und Cunningham 2005). Einen expliziten umfassenden 
Kriterienkatalog für die Informetrie gibt es jedoch nicht. Ein Grund dafür ist, dass es kei-
ne festen Kategorien für Beobachtungsfelder gibt. Metadaten sind grundsätzlich für alle 
Informationsquellen und Medienformate unterschiedlich.  
Erst recht gibt es keinen Kriterienkatalog für Beobachtungsfelder unstrukturierter bzw. 
nicht explizit strukturierter Textdaten. Um ein entsprechendes Raster zu entwickeln und 
das Konzept der schwachen Signale im Kontext digital Textdaten zu operationalisieren, 
kann auf Erkenntnisse der Erforschung komplexer dynamischer Systeme in den System- 
oder Komplexitätswissenschaften zurückgegriffen werden (vgl. Walde 2004). Um schwa-
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che Signale bzw. evolutionäre sowie revolutionäre Entwicklungen in komplexen dynami-
schen Systemen zu identifizieren, sind 
• deren Bestandteile und 
• Beziehungen zwischen den Bestandteilen sowie  
• deren Wandel, das heißt die Bestandteile und Beziehungen im zeitlichen Verlauf 
zu analysieren. In Bezug auf Metadaten repräsentieren die unterschiedlichen Metadaten 
und deren Instanzen die Bestandteile. Allgemein können sie in mindestens drei wesentli-
che Kategorien eingeteilt werden, nämlich in die Fragen nach dem: (1) „wer“ dokumen-
tiert (Autor oder Institution) (2) „was“ (welchen Sachverhalt) (3) „wann“ bzw. „wie“ 
entwickelt sich das „wer“ oder „was“, wobei erstere [(1) und (2)] die Bestandteile und 
Beziehungen repräsentieren und letzteres [(3)] den Wandel. 
Im Text Mining und dessen Anwendung in der Digital Intelligence können im Kontext 
unstrukturierter oder nicht explizit strukturierter Daten (Texten) auf der maschinenbasier-
ten Textinstanzebene erfahrungsgemäß 
• die Bestandteile durch das Vorkommen (ja oder nein), die Häufigkeit und die Be-
deutung (Signifkanz) von grundformreduzierten Wörtern, 
• die Beziehungen durch deren Vernetzungen170, z. B. die Nachbarn oder die Kook-
kurrenzen von Wörtern, 
und auf der experten- bzw. konzeptuellen Ebene 
• die Bestandteile durch das Vorkommen (ja oder nein), die Häufigkeit, die Bedeu-
tung (Signifkanz) sowie die Vielfalt der Textinstanzen innerhalb von Konzepten 
(Wie viele unterschiedliche Synonyme gibt es zu einem Konzept?) und 
• die Muster durch deren Vernetzungen171, Hierarchien172 und Regeln173 repräsen-
tiert werden. 
In der Digital Intelligence ist die Analyse der Verknüpfung unstrukturierter mit struktu-
rierten Daten als selbstverständlich anzusehen. So können sowohl die maschinen- als 
auch expertenbasierten Erkenntnisse in unterschiedlichen Metadatenkontexten stehen und 
signifikante Informationen für schwache Signale bergen. 
Genannte Bestandteile und Beziehungen von Texten stellen die Grundlage für die dritte 
wichtige Komponente – den Wandel. In der Digital Intelligence mit einem langfristigen 
Zeitfokus hat sich ein jährlicher Zeithorizont auf Jahres- und teilweise Jahrzehntebene für 
                                                           
170 Z. B. in Form von Wortnetzen. 
171 Z. B. in Form von Thesauren. 
172 z. B. in Form von Taxonomien. 
173 Z. B. in Form von Ontologien. 
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sinnvoll herausgestellt (siehe zeitliche Granularität) – ersteres eher für zeitorientierte 
Analysen auf Basis von Zeitreihen174, letzteres in Bezug auf zwei oder drei Zeitinterval-
le.175 In der Praxis der zeitorientierten Datenexploration haben sich darüber hinaus Fragen 
nach  
• der Existenz von Sachverhalten an sich (Besteht ein Sachverhalt zu einer be-
stimmten Zeit?), 
• deren Verortung (Wann existiert ein Sachverhalt?), 
• deren Frequenz (Wie oft erscheint ein Sachverhalt?), 
• deren zeitlichen Intervall (Wie lange besteht ein Sachverhalt?), 
• deren Änderungsart und -rate (Wie, wie schnell und stark ändert sich ein Sach-
verhalt?), 
• deren Sequenz (Welche Ordnung haben die Sachverhalte?), 
• deren Synchronisation (Welche Sachverhalte treten gemeinsam auf?) und  
• deren Neuheitsgrad 
als bedeutend für den Wandel textueller Bestandteile und Beziehungen herausgestellt. 
Neu heißt zum Beispiel, ob ein Sachverhalt in einem der genannten Beobachtungsfelder 
• absolut neu auftritt, folglich zum ersten Mal aufkommt oder 
• relativ neu auftritt, folglich nach bisher seltenem Auftreten stark oder sogar 
sprunghaft ansteigt. 
Der Änderungsaspekt sollte weiter operationalisiert werden. So kann zwischen 
                                                           
174 Für die zeitorientierte Textanalyse in Bezug auf Zeitreihen bzw. mehrere Zeitscheiben sind neben der zeit-
lichen Ordnung bzw. Relation von Sachverhalten folgende Fragen stellvertretend: (1) Welche Sachverhalte 
treten absolut neu auf oder werden nicht mehr besprochen? (2) Welche Sachverhalte treten relativ neu auf 
oder schwinden? Ist die Bedeutung konkreter Sachverhalte wachsend oder abnehmend? (3) Wie entwickelt 
sich deren Bedeutung konkret (stark, schwach, exponentiell usw.)? (4) Welche Sachverhalte sind über 
mehrere Zeitscheiben hinweg bedeutend / konstant? (5) Wie verändert sich die Vernetzung der über mehre-
re Zeitscheiben besprochenen Sachverhalte? (6) Gibt es neu aufkommende oder schwindende Beziehungen 
zwischen Sachverhalten in späteren Zeitscheiben? Auf welche Art und Weise ändert sich die Vernetzung 
(absolut, relativ, stark, schwach, exponentiell usw.)? (7) Wie ist der Lebenszyklus eines Sachverhaltes? 
Wie entwickelt er sich, bzw. reift er nicht nur nach Bedeutung, sondern auch inhaltlich? Verschmelzen 
zwei oder mehrere Sachverhalte? (8) Sind zyklische oder saisonale Entwicklungen zu beobachten? 
175 Bei der zeitorientierten Textanalyse in Bezug auf Intervalle können erfahrungsgemäß z. B. folgende signi-
fikante Fragestellungen auftreten: (1) Ist ein zu- oder abnehmender Trend eines Sachverhaltes zwischen 
zwei Zeitscheiben zu erkennen? Wie stark oder schwach ist er ausgeprägt? (2) Welche Sachverhalte sind in 
der späteren Zeitscheibe hinzugekommen oder verschwunden? (3) Wie ändert sich die Vernetzung der 
Sachverhalte? Gibt es neue Beziehungen zwischen Sachverhalten in der späteren Zeitscheibe? (4) Ähneln 
sich die in beiden Zeitscheiben besprochenen Sachverhalte, oder unterscheiden sie sich enorm? 
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• gerichteten Zu- oder Abnahmen (Trends) z. B. linearer, exponentieller, logarith-
mischer, parabolischer, hyperbolischer oder logistischer Form sowie sich nicht 
ändernden Beobachtungsfeldern und  
• Zyklen, Diskontinuitäten oder sogar Chaos im Wandel von Beobachtungsfeldern 
unterschieden werden.176 
Tabelle 15 fasst die textdatenbasierten Beobachtungsfelder für die Digital Intelligence 
nach den bekannten system-dynamischen Kategorien nochmals zusammen. 
Tabelle 15. Textdatenbasierte Beobachtungsfelder für die Digital Intelligence 
Bestandteile Muster Wandel (Intervall oder Zeitreihe): zeitorientierte Muster 
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Die maschinelle und informationsvisuelle Datenexploration soll beantworten können, ob 
eine Text- oder Konzeptinstanz überhaupt vorkommt, wie häufig sie vorkommt, wie be-
deutend sie für den Referenzkorpus oder den zu untersuchenden Korpus ist, wie sich 
Wortformen oder Kookkurrenzen über die Dokumentenkollektion verteilen, wie sie ver-
netzt sind, welche Hierarchien zwischen Wortformen einer Taxonomie ermittelt werden 
können oder welche Regeln auf Basis einer Ontologie bestätigt oder erlernt werden kön-
nen. Dabei repräsentieren konzeptuelle Strukturen aus Erfahrung eine seriöse und umfas-
sende Grundlage für frühaufklärungsbezogene Aussagen, wenn nicht sogar die einzige. 
Sie bilden einen festen Rahmen, dessen Dynamik einfach nachzuvollziehen und überprü-
fen ist. Eine entscheidende Frage der Digital Intelligence ist daher, wie konzeptuelle 
Strukturen effizient erschlossen werden können. 
Zeitorientierte Muster bauen auf statischen Mustern auf, indem sie sie um die zeitliche 
Dimension erweitern. Die zeitliche Relation (Kommt eine signifikante Kookkurrenz vor 
oder nach einer anderen vor?), die zeitliche Granularität (Sind bestimmte Muster täglich 
                                                           
176 Interessant in diesem Kontext ist die Neologismen-Forschung von Quasthoff (Quasthoff 2007). Er unter-
scheidet u. a. zwischen (1) echten Neologismen (z. B. Gesundheitsprämie oder brutalstmöglich), (2) bisher 
niederfrequenten Wörtern, dessen Häufigkeit unaufhaltsam steigt (z. B. DVD) oder die in der Allgemein-
sprache plötzlich auffallen (z. B. Acrylamid oder Feinstaub), (3) ereignisabhängigen Wörtern (z. B. Papst-
wahl), (4) Wörtern mit neuer Bedeutung sowie (5) Bezeichnern für Einzelobjekte oder Gruppen. 
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oder nur monatlich anzutreffen?), die Zu- oder Abnahme eines Musters oder die Art und 
Weise dieser Zu- oder Abnahme über mehrere Zeitscheiben hinweg sind hervorzuheben-
de Eigenschaften eines zeitorientierten Musters. Sie bilden die Basis aller Exploration di-
gitaler Textströme (zeitorientierte Daten) und damit auch der Identifikation schwacher 
Signale bzw. evolutionärer und revolutionärer Entwicklungen von Sachverhalten.  
Die Exploration von Lebenszyklen, Diskontinuitäten oder sogar Chaos im Rahmen der 
Digital Intelligence stellt im Vergleich zu intervallbezogenen oder gerichteten Zeitreihen-
entwicklungen die nächst höhere Anforderungsstufe an die Datenexploration dar. Für alle 
genannten Formen des Wandels bildet die Analyse des evolutionären Verhaltens die Ba-
sis. Ein vielversprechender Ansatz zur Identifikation von Diskontinuitäten ist die Analyse 
des Neuheitsgrades. Eine absolute oder relative Neuigkeit innerhalb eines einzigen Beo-
bachtungsbereiches kann ein Indikator für einen plötzlich radikalen, tiefgreifenden Wan-
del durch einen quantitativen Sprung repräsentieren. Der qualitative Sprung (Niveauände-
rung) oder Trendbruch (Richtungsänderung) ist – wie die Erkenntnis, dass ein Signal 
nicht mehr schwach sondern stark ist – als komplexes Phänomen im Zusammenspiel 
mehrerer textueller und metadatenbezogener Beobachtungsfelder zu verstehen und dar-
über hinaus auf einer erfolgreichen Identifikation der evolutionären Entwicklung eines 
Konzeptes aufzubauen. Entsprechendes gilt auch für Zyklen und das deterministische 
Chaos. 
14   Anforderungen an ein Digital-Intelligence-System 
Wie oben bereits erläutert, ist die Digital Intelligence als informationstechnologische Dis-
ziplin eine die Strategische Frühaufklärung ergänzende, nie ersetzende Disziplin. Sie 
dient der gezielten Operationalisierung, Erweiterung und Vertiefung sowie der Optimie-
rung und Beschleunigung der technologischen und gesellschaftlichen Frühaufklärung. Sie 
unterstützt die dezentral organisierten Inventions- und Innovationsaktivitäten, in dem sie 
bei der Navigation durch das Datendickicht, der Informationsveredelung und der Identifi-
kation von schwachen Signalen hilft. Allgemein sind fünf informationstechnologische 
Schwerpunkte zu nennen: 
• die partielle Automatisierung von Aufgaben und Prozessen.  
• Hilfe bei der Sammlung, Strukturierung und Ablage der Flut an Daten.  
• Hilfe bei der Suche in diesen Daten. 
• Hilfe bei der Verteilung und Kommunikation von Daten und Wissen. 
• Hilfe bei weiterführenden Auswertungen (Datenanalysen), die mit reinem Men-
schenverstand nicht lösbar sind. 
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Optimalerweise bietet die Digital Intelligence jedem Fachexperten Methoden und Werk-
zeuge zur Informationsveredelung zu Hand, die es ihm ermöglichen, auf eine intuitive Art 
seine tägliche Arbeit effizienter zu gestalten oder bisher nicht durchführbare Arbeiten an-
zugehen. Doch sind und bleiben viele der im Kapitel B beschriebenen Ansätze hoch 
komplex und fern jeglicher Intuition. Die einzige realistische Umsetzungsmöglichkeit ist, 
Technologien und Lösungen je nach Erfahrungshintergrund, Anforderung und Komplexi-
tät zu staffeln und entsprechend anzubieten. Daher kann nicht die Sprache sein von einem 
Produkt für die Digital Intelligence, sondern von einer Dienstleistung und einem Pro-
duktkatalog bzw. System, der unterschiedliche Frühaufklärungsbedürfnisse befriedigen 
kann und den dezentral organisierten auch frühaufklärungstätigen Fachexperten in den 
Prozess der Digital Intelligence je nach Erfahrungshintergrund einbindet. Eine Dienstleis-
tung der Digital Intelligence sollte daher 
• Informationsberichte und -auswertungen unterschiedlicher Breite und Tiefe durch 
maßgeschneiderte Dienstleistungen als auch automatisierte Produkte anbieten, 
• Mitarbeiter untereinander und mit externem Wissen und Experten vernetzen, 
• Transparenz bzgl. Prozess und Daten anbieten,  
• effizient: schnell, günstig und wieder verwendbar sein und  
• Qualität und Objektivität als Entscheidungsgrundlage bieten. 
Ein Digital-Intelligence-System hat als soziotechnisches strategisches Informationssys-
tem die Aufgabe, seine Nutzer bei der Aufwertung frühaufklärungsrelevanter Daten zu 
handlungsorientiertem Wissen und damit langfristigen strategischen Entscheidungen 
durch den Einsatz geeigneter Informations- und Kommunikationstechnologien zu unter-
stützen. Es befriedigt zweckorientiert die Nachfrage nach für die strategische Planung re-
levanten Informationen über Märkte, Konkurrenz oder Technologien. Ein Digital-
Intelligence-System zur strategischen Frühaufklärung auf Basis digitaler Textdaten sollte 
fachlich als aktives Wissensmanagement auf einem aktiven Knowledge Warehouse mit 
einer Datenversorgung in Echtzeit aufbauen (vgl. Kapitel 7). Die Exploration sowohl 
strukturierter als auch semistrukturierter multidimensionaler zeitorientierter Daten ist zu 
gewährleisten. Der komplexe Prozess der Veredelung frühaufklärungsrelevanter Informa-
tionen sollte durch eine teilweise automatisierte Prozesssteuerung anhand von Regeln 
bzw. Indikatoren, durch ein Workflow- und Content-Management sowie durch Portal-
technologien erleichtert werden. Angesichts langjähriger Erfahrungen in der Entwicklung 
und Anwendung entsprechender Systeme sind folgende Funktionen zu erfüllen: 
• Schneller analytischer Zugriff auf alle multidimensionalen zeitorientierten Daten 
in Form interner und externer sowie strukturierter und unstrukturierter Datenquel-
len verschiedener Inhalte und Herkunft mit zum Teil mehreren Millionen for-
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schungs- und technologie- bzw. inventions- und innovationsrelevanten Datensät-
zen. 
• Einfache Navigation als Orientierungshilfe in dieser Datenflut zum Kennenlernen 
der Daten sowie zur Bedarfsbestimmung. 
• Reaktive Aufklärung, Trend- und Diffusionsanalyse: Ermöglichen der Verfolgung 
thematisch bereits als relevant identifizierter Signale im Sinne eines kontinuierli-
chen Monitoring und deren weitere Vertiefung (Drill-Downs bzw. Expertisen) 
um eine bessere Bewertung zu ermöglichen177 oder auf künftige Werte schließen 
zu können – konkret heißt das z. B. Aufbereitung des zeitlichen und kontextuel-
len178 Verlaufs von Sachverhalten; Suche nach bekannten Mustern, Korrelationen, 
Überlappungen und Kausalitäten; Entdecken von Unterbrechungen oder Ausbrü-
chen; Untersuchung der Verteilung zur Entdeckung von Datenkonzentration. 
• Aktive Frühaufklärung: Ermöglichen der Identifikation schwacher Signale; 
Frühwarnsystem, das nach im Vorfeld bestimmten Kriterien (Indikatoren, kriti-
sche Erfolgsfaktoren) und auf Grundlage von konzeptuellen Strukturen teilauto-
matisiert auf besondere Sachverhalte bzw. auffällige Datenkonstellationen oder -
entwicklungen hinweist. 
• Die Daten in den Drill-Downs können (sofern es lizenzrechtliche Bedingungen 
erlauben) bis zur Datenbasis bzw. zum einzelnen Dokument abgerufen werden. 
Verdichtungsstufen und Detailinformationen können frei gewählt werden. 
• Nutzern können aktive und passive Zugriffsrechte vergeben werden. 
• Nutzer können das System auch als Content Management System nutzen, d. h. sie 
können nicht nur mit den originalen Daten arbeiten, sondern sie auch aggregie-
ren, umordnen, neue Inhalte hinzufügen, sie aktualisieren und verwalten. 
• Nutzer können das System als Kollaborations- oder Kommunikationsplattform 
nutzen, d. h. sich austauschen und z. B. Nachrichten / Ausnahmeberichte für Er-
gebnisse der Frühaufklärung erstellen. 
Im Kern der Digital Intelligence und eines entsprechenden informations- oder soziotech-
nischen Systems steht ein mächtiges Datenexplorationssystem. Dieses soll auf kontinuier-
lich aktualisierte, aussagekräftige Quellen und langfristige Datenarchive zugreifen. Für 
die Digital Intelligence eines global agierenden Konzerns muss gewährleistet werden, 
dass die wesentlichen Textmedien im Sinne sowohl traditioneller Formate wie Patente, 
                                                           
177 Z. B. die Bestimmung des Reifegrades einer Technologie. 
178 Ein spezielles Thema oder Sachverhalt kann gleichzeitig oder zeitlich verschoben in unterschiedlichen 
Medienarten (z.B. Patente, wissenschaftliche Literatur, Presse, Blogs, Foren, Webseiten usw.), von unter-
schiedlichen Autoren und Institutionen, an unterschiedlichen Orten oder mit unterschiedlichen anderen 
Sachverhalten innerhalb eines Textes ( = Kontext) besprochen werden. 
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wissenschaftliche Literatur oder Pressemeldungen als auch internetspezifische und nut-
zergenerierte Formate wie Blogs, Foren oder Suchmuster von Suchmaschinen weltweit 
und damit in mehreren Sprachen einem simultanen Scanning und Monitoring unterzogen 
werden können. Im Unterschied zu rein theoretischen Ansätzen muss ein System in der 
Praxis zeitnah Ergebnisse erzielen und daher bereits auf vorhandene und aussagekräftige 
Datenarchive zugreifen können. Der Anspruch im Kontext von Patenten ist beispielswei-
se, dass weltweit alle jemals angemeldeten oder veröffentlichten Patente analysiert wer-
den können. Ähnliches gilt für die anderen genannten Textsorten, wobei zu bemerken ist, 
dass dies umfassend – und speziell für nutzergenerierte Daten im Internet – nie gelingen 
kann. Die Vielfalt sowohl strukturiert als auch unstrukturiert vorliegender Textsorten und 
Informationsquellen kann daher nur mit einem breiten und teilweise maßgeschneiderten 
Datenexplorationsmethodenzugang gewährleistet werden.  
Abschließend ist nochmals die soziotechnische Komponente eines Digital-Intelligence-
Systems hervorzuheben. In einem Informationssystem ergänzen menschliche und techni-
sche Komponenten einander, insbesondere weil zur Ableitung von Handlungsempfehlun-
gen aus vorliegenden Informationen menschliche Intelligenz erforderlich ist. Ein Infor-
mationssystem ist für den Menschen geschaffen, zum einen, um ihm Arbeit abzunehmen 
und zum anderen, um durch ihn nicht lösbare Aufgaben zu übernehmen. Es dient primär 
nicht dem Aufbau eigener Intelligenz.179 Dies ist nötigenfalls „nur“ der Weg zum Ziel: 
das Wissen ihrer menschlichen Nutzer bzw. Kunden zu erweitern. Trotz enormer Fort-
schritte in Disziplinen wie dem Maschinellen Lernen oder der Künstlichen Intelligenz ist 
eine vollständige Automatisierung der Frühaufklärung nicht absehbar. 
15   Beschreibung der Umsetzung eines Digital-Intelligence-
Systems 
Die nachfolgende Beschreibung eines Digital-Intelligence-Systems beruht auf den Erfah-
rungen einer in einem globalen automobilen Vielmarkenkonzern erfolgreich umgesetzten 
Dienstleistung namens Di.Ana – für „Digitale Analyse“ stehend.  
Eine ausführliche Beschreibung aller im Rahmen dieser Dienstleistung genutzten An-
wendungen und Methoden wäre in diesem wissenschaftlichen Rahmen zu umfangreich 
und nicht zielführend. Zum einen wurden sie in vielen anderen Wissenschafts- und Ver-
triebspublikationen bereits detailliert beschrieben [z. B. (Trippe 2003, Porter 2005)] und 
würden somit methodisch keinen wissenschaftlichen Neuigkeitswert mehr darstellen. 
Zum zweiten – im Falle der Analyse strukturierter Metadaten – wären sie ganz dem Data 
Mining oder Temporal Data Mining zuzuschreiben. Je nach Aufgabe, Fragestellung, Da-
                                                           
179 Der Begriff „Intelligenz“ im Rahmen dieser Arbeit versteht sich im Kontext der Diskussion um starke 
oder schwache Intelligenz als „schwache Intelligenz“. 
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tenformat, -quelle oder -volumen dienen sie z. B. der Analyse und Trendanalyse der 
Kombination von Dokumenten, Termen, Jahren, Autoren oder Institutionen und ermögli-
chen somit bessere und schnellere Antworten auf Fragen nach dem Wer, Wie, Was, 
Wann, Wo, Woher oder Warum gesellschaftlicher oder technologischer Entwicklungen. 
Hauptaugenmerk dieses Kapitels liegt in der Beschreibung eigen- und neuentwickelter 
Technologien insbesondere aus dem (Temporal) Text Mining bzw. den oben beschriebe-
nen datenexplorativen Forschungsdisziplinen der wissensrepräsentations-, frequenz- und 
vernetzungsbasierten Analyse sowie der halbautomatischen Identifikation von Trends. Sie 
haben das Ziel, die Exploration der in Tabelle 15 und im Kapitel 13 besprochenen textda-
tenbasierten Beobachtungsfelder für die Digital Intelligence zu ermöglichen bzw. zu ver-
einfachen und sollen sich in den Prozess der umgesetzten Digital Intelligence neben ande-
ren lizensierten oder frei verfügbaren Technologien bzw. Werkzeugen pragmatisch ein-
reihen können. Vorgestellt werden:  
• eine neu entwickelte Frühaufklärungs-Plattform, die den Prozess der Informati-
onsveredelung unterstützen und skalieren soll, 
• das interaktive, für ein Monitoring (und Scanning) nutzbare Softwarewerkzeug 
WCTAnalyze zur automatischen Extraktion themenspezifischer Ereignisse, 
• das interaktive, für ein Monitoring (und Scanning) geeignete Softwarewerkzeug 
SemanticTalk zur graphbasieten zeitorientierten Textexploration sowie 
• ein neuer Ansatz der Datenexploration, der mittels HD-SOM-Scanning die halb-
automatische Identifikation von Trends ermöglicht und sich somit hervorragend 
zum Scanning eignet. 
Alle Technologien sind nur Mittel zur Aufwertung frühaufklärungsrelevanter Daten zu 
handlungsorientiertem Wissen. Die in der umgesetzten Digital Intelligence genutzten Da-
ten werden im zweiten Kapitel dieses Kapitels beschrieben.  
15.1   Konzept einer Dienstleistung der Digital Intelligence 
Di.Ana hat das Ziel, Forscher des Konzerns mit validen Informationen über Technologien 
zu versorgen, damit sie bestmögliche strategische Entscheidungen treffen können. Von 
besonderem Interesse sind dabei die Dynamik der Vernetzung und Entwicklung sowie der 
Reifegrad automobiler Technologien, entsprechende Aktivitäten in der Wissenschaft, 
beim Wettbewerb oder Zulieferern sowie das Interesse und die Wahrnehmung entspre-
chender Technologien beim Kunden. 
Die umgesetzte komplexe Dienstleistung kann vereinfacht durch ein 3-Schalenmodell wie 
in Abbildung 19 beschrieben werden. 
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Abbildung 19. Gestaffeltes 3-Schalenmodell einer Digital-Intelligence-Dienstleistung; Quelle: 
eigene Darstellung. 
Die großen heterogenen Datenmengen, die die Quellen der Digital Intelligence bilden und 
strukturiert und unstrukturiert, sowohl zentral (lokal auf Server) als auch dezentral (frei 
oder lizenzgebunden) vorliegen, müssen sinnvoll und systematisch im Kontext der Früh-
aufklärung veredelt werden. Dafür greift die Dienstleistung auf vielfältige Technologien 
zurück. Den Kern der umgesetzten Dienstleistung bilden neben den Daten daher die 
Technologien. Hierzu gehören alle eigenentwickelten, lizensierten und frei verfügbaren 
Technologien sowie die technisch umgesetzten Zugänge zu den Daten, die zum Teil noch 
beschrieben werden. Unterschiedliche Dienstleistungen dienen als Schnittstelle zum 
Kunden. Den Di.Ana-Berater und -Experten mit seinem spezifischen Digital-Intelligence-
Know-How zeichnet z. B. eine andere Dienstleistungsqualität aus als die reine Bedienun-
terstützung von Werkzeugen oder die Definition von Datenfiltern. Die äußere Schale rep-
räsentiert die sozio-technische bzw. kollaborative Komponente der Dienstleistung und 
damit die noch zu beschreibende Frühaufklärungs-Plattform.  
Um eine optimale Informationsveredelung zu ermöglichen, werden die genannten Scha-
len gestaffelt kombiniert. Es entsteht ein Katalog von vier Digital-Intelligence-
Kernprodukten bzw. -Dienstleistungen mit unterschiedlicher Breite, Tiefe, Automatisie-
rung und Skalierbarkeit (vgl. Abbildung 20): die Portalnutzung, das Technologiescan-
ning, die Tiefenanalysen und die Steckbriefe. 
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Abbildung 20. Digital-Intelligence-Kernprodukte durch eine kombinierte Staffelung der Schalen; 
Quelle: eigene Darstellung. 
15.1.1   Portalnutzung 
Die Herausforderung der Digital Intelligence ist, dass sie dem Kunden auf der einen Seite 
rechtzeitig und so schnell wie möglich präzise Informationen auf einer umfassenden Da-
tenbasis im Sinne optimaler individueller Ergebnisse zur Verfügung stellen und auf der 
anderen Seite selber so effizient wie möglich arbeiten möchte. Diese allgemeingültige 
Diskrepanz zwischen inhaltlicher Güte und wirtschaftlicher Effizienz wurde nach zwei-
jähriger seriell-manueller datenexplorativer Arbeit (insbesondere mit dem Kernprodukt 
der Tiefenanalysen) innerhalb einer industriellen Großorganisation besonders deutlich. 
Der einzige Ausweg ist und war die Entwicklung einer Intranet-Plattform, die die tägliche 
Kommunikation mit dem Kunden systematisiert, vereinfacht und ihn sogar direkt interak-
tiv in den Prozess der Digital Intelligence einbindet. Das Portal im Intranet ist eine Frü-
haufklärungs-Plattform für jedermann innerhalb des Konzerns. Es zielt darauf ab, die 
Frühaufklärung auf alle Plattformnutzer und auch nicht explizit beauftragten Frühaufklä-
rer auszuweiten und ist daher selbsterklärend und sollte selbst bedient werden können. 
Angedacht ist dennoch eine persönliche Bedienunterstützung sowie Hilfe bei der Daten-
filterung.  
Die Plattform unterstützt wiederkehrende Prozesse der Digital Intelligence, insbesondere 
die Bedarfsdefinition und die abschließende Archivierung und Kommunikation der Er-
gebnisse, durch ein auf sie zugeschnittenes Content Management und Kollaborationssys-
tem. Mit einem innovativen Vorschlagssystem für den Aufbau von Suchstrategien (Da-
tenfilter), die Verknüpfung unterschiedlicher Datenquellen zur Suche sowie einfache Da-
tenanalysemöglichkeiten wird der inhaltliche Fachexperte direkt in die Datenexploration 
eingebunden. Er kann auf der Plattform seine inhaltlichen Fragestellungen spielerisch 
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selber überprüfen und vertiefen und auf Basis eigener Suchanfragen z. B. im Sinne von 
Schlüsselwörtern und logisch kombinierter Folgen dieser Datenanalysen anstoßen. Da-
durch wird Vertrauen und Wertschätzung gegenüber den komplexen, nur durch den ver-
sierten Digital-Intelligence-Experten durchführbare Tiefenanalysen geschaffen sowie die 
Basis für ein kollaboratives Scanning innerhalb der Nutzergemeinschaft. 
Die technologische Grundlage der Portalnutzung wird im Kapitel 15.3 ausführlicher be-
schrieben. 
15.1.2   Steckbriefe 
Je mehr wohl definierte Suchstrategien durch die kollaborative Portalnutzung entstehen, 
desto interessanter und wertvoller wird das Produkt der Steckbriefe (vgl. Wilbers et al. 
2010). Der Steckbrief ist ein standardisierter digitaler oder gedruckter Bericht über 
Schlüsselpersonen, -institutionen oder Entwicklungen in einem definierten Sachverhalt 
und beruht auf informetrischen Methoden. Dadurch ist der Steckbrief skalierbar und eig-
net sich für umfangreiche Innovationsaktivitäten. 
 
Abbildung 21. Steckbrief zum Sachverhalt „Augmented Reality“; Quelle: eigene Darstellung. 
Abbildung 21 zeigt einen beispielhaften Steckbrief zum Sachverhalt „Augmented Reali-
ty“ auf Basis jeweils einer einfachen Suchstrategie für Patente und wissenschaftliche Pub-
likationen.180  
                                                           
180 In diesem einfachen Fall war die Suchstrategie am 24.09.2009 zur Patentfilterung: „ALLD=(Augment* 
ADJ Realit*) AND PRDS>=(20040101)“ und die Suchstrategie zur Filterung wissenschaftlicher Publikati-
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Die Vorderseite (links) zeigt die 10 weltweit führenden Institutionen zum Thema sortiert 
nach Signifikanz für die Zeit von 2004 bis 2009. Unterschieden wird in diesem Fall zwi-
schen den weltweiten Patentpublikationen (obere Tabelle) und den weltweiten wissen-
schaftlichen Publikationen (untere Tabelle). Die Signifikanz wird auf Basis anerkannter 
bibliometrischer Formeln berechnet (vgl. Ernst 2003, S. 239ff.; Wilbers et al. 2010). Der 
Vergleich von Patentportfolios unterschiedlicher Institutionen ist durch einen Vergleich 
ihrer relativen Patentsituation möglich. Diese bewertet sowohl Qualität als auch Quantität 
in einem integrierten Wert. Die Quantität kann durch die Gesamtanzahl der Patentpubli-
kationen gemessen werden. Für die Qualität wurden im genannten Beispiel vier unter-
schiedliche Indikatoren herangezogen, die in unterschiedlichen Gewichtungen in den Ge-
samtindikator einfliessen können:  
• der Anteil tatsächlich erteilter Patente im Verhältnis zu allen Anmeldungen im 
Forschungsfeld, 
• die Breite der technologischen Grundlage (gemessen durch Anzahl an Patentklas-
sen pro Patent), 
• der Anteil der internationalen Patente (d. h. Triadepatente) und 
• die durchschnittliche Häufigkeit, mit der ein Patent zitiert wird. 
Für den Vergleich von Institutionen in einem Technologiefeld im wissenschaftlichen 
Kontext gibt es ebenso anerkannte Metriken. Im geschilderten Fall wurde zur Messung 
der Qualität zuerst für jede Publikation eines Instituts bestimmt, wie viele Zitate diese 
Publikation erhalten hat im Vergleich zur durchschnittlichen Zitatanzahl der Zeitschrift, 
in der publiziert wurde. Das Resultat wurde in Beziehung gesetzt zur durchschnittlichen 
Anzahl an Zitaten, die ein Artikel im betrachteten Technologiefeld erhält. Somit ergab 
sich der Einfluss der Publikationen eines Instituts in allen Journalen des Technologiefel-
des. Die Quantität wurde wiederum durch die Gesamtzahl der Publikationen bestimmt 
(Raan 2006, S. 412; Wilbers et al. 2010).  
Die Rückseite des Steckbriefes zeigt eine Landkarte aller wissenschaftlichen Publikatio-
nen zum Sachverhalt „Augmented Reality“ auf Basis derselben oben genannten Suchstra-
tegie. Die Landkarte wurde erstellt mithilfe von ThemeScape einer mächtigen, zu den ge-
ometriebasierten Techniken (Linien- bzw. Streckenzüge: Landkartenbasierte Methoden) 
gehörenden kommerziellen Visualisierunganwendung auf Basis selbstorganisierter Kar-
ten (ThemeScape 2008). ThemeScape ordnet Dokumente als Datenpunkte auf einer zwei-
dimensionalen Landkarte auf Basis ihrer gemeinsam auftretenden Schlüsselwörter an. Je 
näher die Datenpunkte, desto mehr gemeinsame Schlüsselwörter haben sie und desto ähn-
licher sinn die Dokumente, die sie repräsentieren. Je mehr Datenpunkte und damit Do-
                                                                                                                                                               
onen „ALL=(Augment* ADJ Realit*) AND (TF>=(2004) AND TF<=(2009))“ unter Nutzung entsprechen-
der Schnittstellen von Thomson Reuters. 
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Automobile Elektrotraktion 
kumente einen ähnlichen Sachverhalt besprechen, desto größer ist die farblich und durch 
Höhenlinien visualisierte Erhebung. Die Dokumente bilden symbolisch einen Berg. 
15.1.3   Tiefenanalysen 
Das dritte und auch älteste Produkt der Dienstleistung Di.Ana sind die expertenbasierten 
Tiefenanalysen. Auf Wunsch bzw. Beauftragung werden aufwendige und maßgeschnei-
derte Analysen mit großer Tiefe, Transparenz und hoher Qualität erzeugt. Beantwortet 
werden kann alles, was die zugrundeliegenden Daten und Metadaten enthalten. Die Be-
darfsdefinition unternimmt der Methodenexperte der Digital Intelligence mit dem inhalt-
lichen Fachexperten bzw. Kunden direkt und billateral. Diese individuelle Komponente 
bindet viel Expertenkompetenz und -zeit und ist daher kostenintensiv. Die lange Erfah-
rung mit dieser nicht skalierbaren Tätigkeit motivierte letztlich die Entwicklung der Frü-
haufklärungs-Plattform und der Steckbriefe, die bereits erste allgemeine Fragen beant-
worten und den Kunden mehr in den Intelligence-Kreislauf einbeziehen können. 
Mit Hilfe vielfältiger Werkzeuge und Methoden aus den Bereichen des Information Ret-
rieval, Data Mining, Text Mining und der Informationsvisualisierung [vgl. z. Β. (Trippe 
2003; Porter 2005)] kann das Team der Digital Intelligence systematisch und kontinuier-
lich maßgeschneiderte Expertisen über Technologien, Wettbewerber und Zulieferer, pub-
lizierende Institutionen und Individuen oder die PR- und Kundenwahrnehmung erstellen. 
Diese können in Form von Einseitern, umfangreichen Powerpoint-Präsentationen, schrift-
lichen Berichten über den aktuellen Forschungs- und Entwicklungsstand oder als Charts 
und Graphen direkt über die Frühaufklärungs-
Plattform kommuniziert werden.  
Ein Beispiel für einen Einseiter ist Abbildung 
22. Ermittelt werden z. B. die weltweit 
führenden Experten für Lithium-Ionen-
Batterien, deren Vernetzung sowie 
Informationen über wissenschaftliche 
Literatur, Patente, Pressemeldungen sowie 
Kundenperspektiven aus Internetforen bzw. 
Weblogs. Spannend ist darüber hinaus, den 
Verlauf eines Themas von der Vergangenheit 
über die Gegenwart zu verfolgen, um auf 
dieser Basis Prognosen bzw. 
Zukunftsszenarien zu erstellen. 
Abbildung 22. Einseiter zum Sachverhalt 
Elektrotraktion; Quelle: eigene Darstellung. 
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Ein anderes Beispiel ist der interne Bericht zur verbundwerkstoffintegrierten Adaptronik 
(Walde und Stehncken 2006). Auf Basis des gemeinsam mit Fachexperten erstellten und 
im Kapitel 11 (Abbildung 16 und 17) vorgestellten Thesaurus wurde eine Tiefenanalyse 
auf Basis der Datenbank WEMA von 1996 bis 2005 unternommen.181 
Abbildung 23 zeigt die zeitliche Entwicklung der Frequenzen der Konzepte des Thesau-
rus (obere Graphen A, B, C jeweils mit verschiedener Bezugsbasis). Daneben wird die 
Entwicklung der übergeordneten Bereiche Adaptronik und Verbundwerkstofftechnik zu-
sammengefasst (untere Graphen) und relativ zum Korpus betrachtet. Zunächst ist deutlich 
zu erkennen, dass alle Konzepte über die Jahre an Häufigkeit zunehmen – wenn auch auf 
unterschiedlichem Niveau. Das bedeutet allerdings nicht notwendigerweise eine Zunahme 
an Bedeutung dieser Wissenschaftsgebiete, wie ihre Frequenzsteigerung relativ zum Kor-
pus der WEMA offenbart. Die Veröffentlichungen, die sich pauschal mit Verbundwerk-
stofftechnik beschäftigen, nehmen zwar um ca. 50 % zu, stellen jedoch 1996 wie auch 
2005 ca. 0,5 % aller neuen Veröffentlichungen dar. Die Dokumente, die Relevanz für die 
Adaptronik haben, legen bei der Frequenz hingegen um ca. 100 % zu und erweitern ihre 
Bedeutung innerhalb des Korpus der WEMA um ca. 20 % (von ca. 0,25 % auf 0,3 %). 
Abbildung 23. Häufigkeit der durch Morpheme bestimmten Konzepte der verbundwerkstoffinteg-
rierten Adaptronik in der WEMA von 1996-2005; Quelle: eigene Darstellung. 
Ein anderer Indikator für die Entwicklung eines Wissenschaftsgebiets ist die Vielfalt von 
Schlüsselwörtern eines Konzeptes (vgl. Tabelle 15). Von ihr kann das Entstehen, die Di-
versifikation sowie Spezialisierung von Wissenschaftsgebieten abgeleitet werden. Abbil-
dung 24 zeigt einen deutlichen Unterschied der Tendenz der Bereiche Adaptronik und 
Verbundwerkstofftechnik im Kontext aller technischen Entwicklungen. Die Verbund-
                                                           
181 Insgesamt weniger als 300 relevante Disserationen, Konferenzberichte, Buchkapitel, Monografien, Zeit-
schriftenaufsätze oder Onlinepublikationen wurden als relevant identifiziert. 
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werkstofftechnik zeichnet sich 1996 zwar durch eine etwa doppelt so große Diversifikati-
on und Bandbreite gegenüber der Adaptronik aus. Sie durchläuft jedoch über den betrach-
teten Zeitraum eine Spezialisierungstendenz und reduziert die Vielfalt um etwa 25 %. 
Hingegen startet der Bereich der Adaptronik auf niedrigerem Niveau, erweitert jedoch 
seine Wirkungsbreite um fast 20 % bis 2005. Gegenüber einer nahezu linearen Zunahme 
der Veröffentlichungen zum Themengebiet der Verbundwerkstoffe, durchläuft die 
Adaptronik dem internen Bericht zufolge eine exponentielle Entwicklung. 
Ähnliche Analysen wurden auch für die Nachbarschaften und Assoziationen der Konzep-
te unternommen. Je mehr Indikatoren182 aus dem Temporal Text Mining (siehe Tabelle 
15) sowie der Informetrie für ein Konzept ähnliche Tendenzen aufweisen, desto sicherer 
und valider sind die Aussagen zu seiner Entwicklung. 
Abbildung 24. Vielfalt der durch Morpheme bestimmten Konzepte der verbundwerkstoffintegrier-
ten Adaptronik in der WEMA von 1996-2005; Quelle: eigene Darstellung. 
                                                           
182 Indikatoren dieser Trendanalyse waren z. B.: Wortvielfalt, Wortnennungen, Frequenz von Konzepten, 
Vielfalt und Nennungen der Nachbarn, Vielfalt und Nennungen der Assoziationen für Konzepte, Doku-
mentenanzahl, Dokumentenart, Dokumentensprache, inhaltliche Einordnung des Themengebiets nach Ka-
tegorien, Fachordnung der TEMA / WEMA, Autorenanzahl, veröffentlichende Institution, Institutionsan-
zahl und -art, Art der Themenbehandlung. 
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Eine getrennte Betrachtung der Entwicklung der Arbeitsfelder der verbundwerkstoffin-
tegrierten Adaptronik erlaubt weitere Rückschlüsse auf die aktuelle Forschung. Abbil-
dung 25 zeigt das Assoziationsvorkommen aller Konzepte der vier Hauptarbeitsfelder. 
Alle bringen zunehmend mehr Veröffentlichungen hervor, die in der Darstellung nach 
wirtschaftlichem („W“), technischem („T“), entwicklungslastigem („E“) oder Anwen-
dungsschwerpunkt („A“) unterteilt sind.183 Ein Großteil der Arbeiten entfällt auf die Be-
reiche der aktiven Schwingungsreduktion und kontinuierlichen Formkontrolle. Das Ma-
ximum liegt bei allen Arbeitsfeldern im Jahre 2002, was vor allem auf das Ende des Leit-
projekts Adaptronik und die daraus resultierenden Abschlußberichte und Konferenzbei-
träge zurückzuführen ist (Walde und Stehncken 2006). Das Arbeitsfeld der diskreten 
Formkontrolle ist erst ab dem Jahre 2000 in einer nennenswerten Anzahl von Veröffentli-
chungen behandelt worden und stellt damit den jüngsten Forschungsbereich der Adaptro-
nik dar. 
Abbildung 25. Entwicklung der Adaptronik-Hauptarbeitsfelder in der WEMA von 1996 bis 2005; 
Quelle: eigene Darstellung. 
Diese Abbildungen sind nur die Basis für weitergehende Analysen, die gemeinsam mit 
den Fachexperten angegangen werden sollten. Sie zeigen, dass das Zusammenspiel von 
Temporal Text Mining und der Informetrie eine große Bereicherung für die Digital Intel-
ligence ist. Alle Tiefenanalysen haben eins gemeinsam – der ihnen zugrunde liegende 
Prozess der Informationsveredelung ist der gleiche (vgl. Sage und Rouse 1999, S. 6; Re-
ger 2001, S. 537; Porter und Cunningham 2005, S. 323). Um ihn möglichst effizient und 
nachvollziehbar zu gestalten, hat sich folgende Vorgehensweise als sinnvoll erwiesen: 
                                                           
183 Grundsätzlich wurde erwartet, dass die entwicklungslastigen Publikationen in den ersten Zeitscheiben 
überwiegen, während die wirtschaftlichen und anwendungsorientierten Publikationen später an Bedeutung 
gewinnen. Dies konnte statistisch jedoch nicht bewiesen werden. 
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1. die Identifikation von präzisen und dennoch umfassenden Suchstrategien 
a. auf Basis von Schlüsselwortkombinationen184 für eine textmedienüber-
greifende Informationsbeschaffung 
b. oder auf Basis von Kombination von Klassifikationen (z. B. IPC-
Klassen, Manual Codes oder Assignee Codes) und Schlüsselwörtern185 
für eine Informationsbeschaffung in mit Metadaten angereicherten Text-
medien wie z. B. Patenten, 
2. die Informationsbeschaffung relevanter Textdokumente für denselben Zeitraum 
über alle eigenen, freien oder lizensierten Schnittstellen, 
3. die halbautomatische oder expertenbasierte Exploration beschaffter Textdoku-
mente samt Metadaten mit Hilfe eigenentwickelter oder lizensierter186 Explorati-
onswerkzeuge 
a. entweder datenschnittstellensolitär oder 
b. datenschnittstellenübergreifend 
4. und abschliessend die Kommunikation der Analysen und die darauf aufbauende 
Strategieformulierung 
a. sowohl datenschnittstellensolitär 
b. als auch -übergreifend, wie in den Abbildung 22 und 26 veranschaulicht. 
Datenschnittstellen bzw. sogar Medientypen übergreifende Analysen mit dem Ziel, Diffu-
sion nicht nur zwischen Sachverhalten und Menschen, sondern auch zwischen Medienty-
pen zu erforschen, sind auch in der Digital Intelligence und ihren verwandten Disziplinen 
neu. Während einige technologienahe Forschungsansätze Patente und Wissenschaft mit-
einander kombinieren und andere wiederum eher konsumentennahe Presse- und Online-
Publikationen, sind Patent-, Literatur-, Presse- und Onlinemedien übergreifende Ansätze 
in der Literatur nicht anzutreffen. Mit Hilfe der hier vorgestellten Werkzeuge wird dies 
im Rahmen der Dienstleistung Di.Ana technisch und praktisch ermöglicht und in Abbil-
                                                           
184 Suchstrategie für den Sachverhalt von Kohlenstoffnanoröhren: (carbon OR Kohlenstoff) SAME ((nano 
ADJ tube*) OR Nanor?hre OR Nanoroehre OR nanotube)) oder Suchstrategie für den Sachverhalt der 
Variablen Ventilsteuerung für Diesel: (((variabl* ADJ (valve* ADJ (train or drive) OR valvetrain OR 
valvedrive)) OR (variabl* ADJ exhaust* ADJ valve*) OR ((cam* ADJ phaser) OR camphaser) OR (adjust 
NEAR6 cam* NEAR6 valve*) OR (((valve* ADJ (train OR drive) OR valvetrain OR valvedrive) AND 
phaser) OR VVT)) AND Diesel). 
185 Suchstrategie für Patenteinreichungen in Derwent (Derwent 2010) seit dem Jahr 2000 durch die japani-
schen Automobilhersteller Honda und Toyota zum Sachverhalt Lithium-Ionen-Batteriesysteme für Elektro-
fahrzeuge: (ALLD=((Lithium-Ion* OR Li-Ion*) NEAR2 (cell* OR batter* OR akku* OR accum*)) OR 
MC=((X16-B01F1*) AND (X21*))) AND CK=(HOND OR TOYT OR TOYW OR TOYX OR TOZS OR 
TOYO) AND PRD>=(20000101). 
186 Z. B. VantagePoint von der Firma Search Technology, Inc. oder Explorationsmöglichkeiten auf der Platt-
form Thomson Innovation von der Firma Thomson Reuters. 
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dung 26 auch veranschaulicht, jedoch aus Fokusgründen vorliegender Promotionsarbeit 
nicht weiter vertieft. 
Abbildung 26. Wachsender Einfluss und Diffusion des Sachverhaltes Kohlenstoffnanoröhren über 
verschiedene Medientypen hinweg; Quelle: eigene Darstellung. 
15.1.4   Technologiescanning 
Das vierte und für die Frühaufklärung immanenteste Produkt ist das Technologiescan-
ning. Es ist ein umfassender und aufwendiger, dennoch effizienter und transparenter Be-
richt über die neuesten Technologietrends mit großer Breite. Die Sprache kann sein von 
einem 360-Grad-Scanning bzw. der Identifikation schwacher Signale, wenn alle verfüg-
baren Daten systematisch und kontinuierlich auf Basis eines vorab definierten Kriterien-
katalog187 von den Datenanalysten exploriert werden. Im Zusammenspiel mit einem Por-
tal, das die Frühaufklärungsgemeinschaft einer Institution gewissenhaft mit Suchstrate-
gien pflegt, können auch die eigenen Aktivitäten mit denen anderer oder aller, die digitale 
Spuren hinterlassen, abgeglichen werden (Benchmarks, Identifikation „weißer Felder“). 
Abbildungen 27 und 28 zeigen beispielhaft ein Scanning automobilrelevanter Technolo-
gien. In diesem einfachen und allgemeinen Beispiel wurden alle bei der WIPO (World 
Intellectual Property Organization; http://www.wipo.int) zwischen 24.11.2006 und 
23.11.2009 publizierten Patente exploriert, die – im von Derwent World Patents Index® 
(Derwent 2010) erstellten Zusatzfeld USE188 – „car* OR automo* OR vehicle*“ enthiel-
ten. Abbildung 27 zeigt eine wiederum mit ThemeScape erstellte Patentlandkarte. Ihr Ziel 
ist das grobe thematische Gruppieren aller 28.331 Dokumente aus der Vogelperspektive, 
die Identifikation der Hauptthemen, ihrer inhaltlichen Nähe sowie Größe. 
                                                           
187 Dies können unterschiedlichste Indikatoren auf Dokumenten- oder Textebene sein (siehe Kapitel 13), wo-
bei zusätzlich auch Wissen aus der Informetrie zu Rate gezogen werden kann. 
188 „USE“ ist ein von Experten für jedes Patent zusätzlich bestimmtes Metadatenfeld, das das Anwendungs-
feld eines Patentes beschreibt. Im geschilderten Fall waren Technologien in der automobilen Anwendung 
von Interesse. Daher war die Suche im USE-Feld präziser als eine allgemeine Volltextsuche. 
Carbon Nanotubes: (carbon OR Kohlenstoff) SAME ((nano ADJ tube*) OR 

























Abbildung 27. Patentlandkarte automobilrelevanter Technologien mit 13 Haupttechnologiefeldern 
und ihrer Publikationsanzahl von Nov. 2006 bis Nov. 2009; Quelle: eigene Darstellung. 
Abbildung 28 nimmt die so gewonnenen Cluster als Grundlage für eine Trendanalyse. 
Auf dem Graphen wird die durchschnittliche Patentwachstumsrate der identifizierten 
Haupttechnologiefelder abgetragen und verglichen mit anderen, nicht automobilnahen 
Technologien.  
Das Technologiescanning hat eine große Herausforderung. Konzepte wie das 360-Grad-
Scanning oder die Identifikation schwacher Signale implizieren, dass die zu identifizie-
renden Technologien vorab noch nicht bekannt sein können, sondern sich in Form schwa-
cher Signale erkennbar machen. Das oben angeführte Beispiel automobilrelevanter Tech-
nologien würde so per definitionem dem Scanning nicht zugeschrieben werden können, 
denn ihm kam ein thematisches Filtern – nämlich das nach „car* OR automo* OR vehic-
le*“ – zuvor. Die potenziell zu explorierende Datenmenge würde ohne thematische Filte-
rung ins Unermessliche wachsen. Die Lösung ist zum einen Pragmatismus in Form 
zweckmäßiger Filter (siehe oberes Beispiel) und zum anderen die Entwicklung von Me-
thoden, die größere Datenvolumina explorieren und Sachverhalte nicht nur thematisch, 
sondern auch nach ihrem zeitorientierten Verlauf unterscheiden können (vgl. Temporal 
Data Mining, Temporal Text Mining, zeitorientierte Datenexploration). Text Mining ba-
sierte, weiter zu verfolgende anwendungsorientierte Forschungsansätze sind z. B. bei Lee 
et al. zu finden (Lee, Lee et al. 2008), in dem sie Technologie- und Produktroadmaps auf 
Basis von Schlüsselwörtern aus Patentdaten erstellen, oder im bereits beschriebenen An-
satz von Heyer et al. zur Volatilitätsanalyse von Wörtern (Heyer, Holz et al. 2009).  
 187 
Abbildung 28. Durchschnittliche Patentwachstumsrate (Nov. 2006 - Nov. 2009) automobiler 
Haupttechnologien im Vergleich zu „Computer Games“ und „Augmented Reality Systems“; Quel-
le: eigene Darstellung. 
Ein viel versprechender eigener Ansatz wird im Kapitel 15.6 im Kontext der halbautoma-
tischen Identifikation von Trends beschrieben. 
15.2   Relevante Daten für die Digital Intelligence (Beispiel) 
Strategische, speziell für die Inventions- und Innovationsfähigkeit einer wettbewerbsori-
entierten Institution relevante Daten sind in herkömmlichen Controlling-, Indikatoren- 
oder Geschäftskennzahlsystemen nicht oder nur zum Teil zu finden. Sie sind schwer zu-
gänglich, liegen unstrukturiert vor und sind – zumal Unternehmungen ein offenes, nicht 
autarkes gesellschaftliches System sind – insbesondere unternehmensextern zu suchen. 
Um dem Anspruch der Digital Intelligence gerecht zu werden, ermöglicht die umgesetzte 
Dienstleistung einen breiten Zugang zu textuellen Quellen und Archiven mit dem An-
spruch, globale und langfristig historische189 Entwicklungen umfassend nachzuvollziehen. 
Dabei wird sowohl auf hochwertige lizensierte als auch frei im Internet zugängliche In-
formationsquellen zurückgegriffen. Ermöglicht wird die integrierte interdisziplinäre Ana-
lyse von  
• Patentschriften aller bedeutenden weltweiten Patentämter190, 
                                                           
189 Zugriff auch auf Veröffentlichungen vor 10-100 Jahren. 
190 WIPO, USPTO, EPO, DPMA, Japan, China, Russland, Korea, UK, Frankreich usw. Um zu gewährleisten, 
dass auch Patente in Sprachen wie z. B. Russisch, Japanisch, Südkoreanisch, Spanisch oder Chinesisch 
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• aktuellen, rückblickenden und fachübergreifenden Informationen über wissen-
schaftliche Aktivitäten in Zeitschriften191, Büchern192 und Konferenzen, Semina-
ren oder Workshops193), 
• globalen Presse- und Produktinformationen aus über 11.000 verschiedenen füh-
renden Tageszeitungen, Wirtschaftsmagazinen und Nachrichtenagenturen.194 
Des weiteren wird die Kompetenz zum systematischen Monitoring sowohl des weltwei-
ten Suchverhaltens über Suchmaschinen wie z. B. Google und entsprechend indizierten 
Webdaten als auch nutzergenerierter Daten wie Blogs, Foren oder Social Networks aus-
gebaut. Die umgesetzten Web-Mining-Aktivitäten (Web Usage Mining195, Web Structure 
Mining oder Web Content Mining196) werden hier – sofern sie von herkömmlichen Data- 
und Text-Mining-Aktivitäten abweichen – nicht besprochen und sollten gesondert be-
trachtet werden. Zu beachten ist, dass sich die Datenbeschaffung und -aufbereitung im 
Web Mining mit all seinen Facetten von herkömmlichen Methoden stark unterscheidet. 
Ein technologie- sowie gesellschaftsbezogen umfassendes und globales Web Mining um-
zusetzen, ist aus Gründen der vorherrschenden Mediendynamik nicht möglich. Doch auch 
hier zeichnen sich auf Basis innovativer Technologien und Geschäftsmodelle neue Mög-
lichkeiten ab.  
Dieser breite Medienquellen- und Medientypenzugang gewährt eine hervorragende und 
aussagekräftige Datenbasis. Bei spezifischen, individuellen Anfragen und Problemstel-
lungen können jedoch auch andere Quellen maßgeschneidert hinzugezogen werden. 
15.3   Frühaufklärungs-Plattform 
Wesentliches Erfolgskriterium der Digital Intelligence ist ihre breite und kollaborative 
Anwendung. Im Falle der Dienstleistung Di.Ana ist die soziotechnische Komponente die 
namensgleiche Frühaufklärungs- und Informationsplattform, erreichbar unter „di.ana“ im 
Intranet der automobilen Organisation. Sie wird nachfolgend beschrieben. 
Das der Intranet-Plattform zugrundeliegende Softwaresystem besteht aus einer Drei-
Schichten-Architektur, mit einer  
• clientseitigen Präsentationsschicht (presentation tier / layer) als Kunden- bzw. 
Benutzerschnittstelle zur Repräsentation und Eingabe von Daten,  
                                                                                                                                                               
evaluiert werden können, wird parallel und systematisch auch auf Übersetzungen spezieller Dienstleister 
zurückgegriffen (z. B. Derwent World Patents Index®). 
191 Wissenschaftliche Datenbanken wie z. B. Inspec®, Web of Science®, Current Contents Connect® oder 
ScienceDirect®. Bzgl. Zeitschriften werden zur Zeit über 40 Millionen Datensätze aus mehr als 9.300 re-
präsentativen gesellschafts-, geistes- und naturwissenschaftlichen Zeitschriften exploriert. 
192 Über 2.000 wissenschaftliche Monografien. 
193 Über 4 Millionen Publikationen von über 60.000 Veranstaltungen. 
194 Dialog, ThomsonReuters, Lexis Nexis. 
195 Nutzung z. B. der API von Google zur Analyse von Suchmaschinenaktivitäten. 
196 Nutzung z. B. von Technorati, Nielsen Online oder Compete. 
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• einer serverseitigen Anwendungslogikschicht (business tier / application layer), 
die alle Verarbeitungsmechanismen vereint und als logische Schnittstelle zwi-
schen der Präsentationsschicht und  
• der sowohl zentral als auch dezentralen serverseitigen Datenhaltung (integration 
tier / data layer) dient. 
Mit Verarbeitungsmechanismen sind traditionelle Funktionen wie die Verwaltung, die 
Filterung, der Export, erste einfache Analysen und Sortieren von Daten sowie die Kom-
munikation und Kollaboration zwischen den Systemnutzern gemeint. Hierfür wird auf 
Content-Management- sowie Kollaborationssysteme zurückgegriffen, die für die Ansprü-
che der Frühaufklärung und Datenexploration gezielt erweitert wurden. Die teilweise au-
tomatisch oder von den Nutzern der Plattform durchgeführten groben Erstanalysen kön-
nen im zweiten Schritt durch Beauftragung des Teams der Digital Intelligence durch ex-
pertenbasierte Analysen mit speziellen und komplexeren Datenexplorationswerkzeugen 
ergänzt werden. 
In einer der ersten Arbeiten um Text Mining im Kontext der Frühaufklärung behaupten 
Kontostathis (Kontostathis 2003): „When a user is trying to understand a large amount of 
data, a system that allows an overview, at multiple levels of detail and from multiple per-
spectives, is particularly helpful.“ Dies ist auch eines der Ziele der Intranet-Plattform. Ih-
re Nutzer können 
• neue technologische oder gesellschaftliche Sachverhalte erstellen, beschreiben 
und mit Dokumenten und Bildern versehen, 
• bereits bestehende und durch andere Nutzer definierte Sachverhalte auf der Platt-
form lesen und editieren, 
• für definierte Sachverhalte relevante, logisch verknüpfte Schlüsselwortfolgen 
(Queries; Suchstrategien) und wiederum Verknüpfungen jener (Super-Queries) 
bestimmen, speichern und kontinuierlich erweitern, 
• die Suchstrategien rekursiv mit Hilfe automatisch generierter quellenspezifischer 
Kookkurrenzen oder Vorschlagslisten verfeinern, 
• relevante Dokumente aus der enormen Datenmenge auf Basis der entstandenen 
Suchstrategien medien- bzw. quellenbezogen filtern und 
• die Dynamik von Sachverhalten über die Jahre in unterschiedlichen Medientypen 
und Quellen durch automatisch generierte Trendcharts auf Basis der vorab defi-
nierten Suchstrategien nachvollziehen. 
Somit ermöglicht und unterstützt diese Plattform sowohl individuell als auch soziotech-
nisch oder organisationsbezogen umgesetzte Frühaufklärungsaktivitäten. 
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Besondere Aufmerksamkeit kommt der Ermittlung und Evaluierung der Schlüsselwörter 
zu. Sie beeinflussen die automatisch generierten Analysen zu einem hohen Maß. Zu be-
achten ist, dass je nach Informationsquelle und Medientyp unterschiedliche Schlüsselwör-
ter und Suchalgorithmen gebraucht werden, um eine möglichst umfassende und dennoch 
präzise Informationsbeschaffung zu ermöglichen. Präzise und umfassend kann dies nur 
eine Expertise lösen. Doch Grundlage hierfür kann auch die Frühaufklärungsplattform 
sein. Im Gegensatz zu herkömmlichen Suchmaschinen kommt bei der entwickelten Früh-
aufklärungsplattform dem Medientypus in Form von Patenten, wissenschaftlicher Fachli-
teratur, Presse, Suchmaschinen-Suchmustern, Blogs oder Foren und deren sprachlichen 
und semantischen Unterschieden eine besondere Bedeutung zu. Das Information Retrie-
val, folglich der Suchstrategieaufbau, die Suche an sich und die Ergebnispräsentation, 
kann für alle genannten Medientypen getrennt oder kombiniert durchgeführt werden. Dies 
ermöglicht eine 
1. bessere Bewertung der Suchstrategien sowohl in Bezug auf ihre Precision als 
auch Recall im Kontext der traditionellen Ziele des Information Retrieval und 
2. eine bessere Diffusionsanalyse von Sachverhalten nicht nur über die Zeit, son-
dern auch über verschiedene Medientypen hinweg. 
Die Bestimmung der optimalen Suchstrategie ist hierbei als rekursiver soziotechnischer 
Prozess zu verstehen – sozial, weil ein oder mehrere Nutzer in Interaktion eine Suchstra-
tegie verfeinern können, technisch, weil der Bestimmungsprozess durch maschinelle Ver-
fahren des Information Retrieval und Text Mining (z. B. Kookkurrenzanalyse) unterstützt 
wird und rekursiv, weil mehrere Nutzer und Mensch-Maschine-Interaktionen hinterein-
ander durchgeführt werden können, um die optimale Suchstrategie zu definieren. Ein 
stark vereinfachter und beispielhafter Anwendungsfall für die Intranet-Plattform ist in 
Abbildung 29 als Use-Case-Diagramm in der Modellierungssprache UML dargestellt. 
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Abbildung 29. Use-Case-Diagramm in UML197 für Di.Ana-Plattform; Quelle: eigene Darstellung. 
Dabei wird zwischen drei spezifischen Nutzerrollen unterschieden: 
• dem Expert,  
• dem Application Admin und  






                                                           
197 Ein Pfeil bedeutet hier, dass ein Akteur oder ein Use Case einen anderen Use Case initiiert. Er verdeutlicht 
die sequenzielle Reihenfolge der Programmprozessschritte. 
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Abbildung 30. Screenshot (A) der Di.Ana-Plattform, Fokus: Taxonomie von Sachverhalten zur 
Bearbeitung und Bearbeitung der Beschreibung einzelner Sachverhalte durch Content-
Management-System; Quelle: eigene Darstellung. 
Der Application Admin ist der informationstechnologische, daten- und quellenbezogene 
sowie (frühaufklärungs-)methodenbezogene Spezialist. Mit Expert ist der Fachexperte 
gemeint, der einen spezifischen Teilbereich der zu untersuchenden Inhalte am besten 
kennt und hinsichtlich anderer fachlicher Inhalte einen Nutzer, folglich den User / Re-
searcher darstellt. 
Der Fachexperte für Nanoröhren sucht z. B. im Anwendungsfall „carbon nanotubes“ nach 
einer medienbezogenen Umfeldanalyse seines Fachthemas und erstellt auf der Frühauf-
klärungsplattform einen neuen Sachverhalt „carbon nanotubes“ und beschreibt bzw. defi-
niert ihn mit Text, Bildern und zusätzlichen Dokumenten (Abbildung 30). 
Das Konzept [A]: „carbon nanotubes“ besteht vereinfacht aus den zwei Subkonzepten 
[A1]: „carbon“ und [A2]: „nanotube“, die er getrennt von einander erstellt (Abbildung 
31).198 Für beide bekommt er bei Bedarf unter Nutzung der Subkonzepte als Schlüssel-
wörter  (Use Case: Request Keyword Suggestions) Vorschläge aus einer Kookkuurrenza-
nalyse auf Basis eines Referenzkorpus wissenschaftlicher Fachliteratur und einer Schlüs-
selwortfilterung von Patentklassen.  
                                                           
198 Auf der Präsentationsschicht werden die Konzepte eingegeben und damit der Anwendungslogikschicht zur 
Verfügung stellt. 
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Abbildung 31. Screenshot (B) der Di.Ana-Plattform, Fokus: Hinzufügen von Konzepten und Vor-
schläge für entsprechende Schlagwörter; Quelle: eigene Darstellung. 
Auf Basis dieser Vorschlagslisten (Use Case: Review Keyword Suggestions) kann der 
Fachexperte nun sein implizit oder explizit vorhandenes Wissen bestätigen, abgrenzen 
oder gegebenenfalls sogar erweitern. Für 
das Subkonzept [A1]: „carbon“ bestimmt 
er nun beispielsweise die Suchstragie [a1]: 
„carbon OR Kohlenstoff” und für das 
Subkonzept [A2]: „nanotube“ die Such-
strategie [a2]: „nanotube OR ‚nano-tube’ 
OR Nanoröhre OR Nanoroehre“ (Use Ca-
se: Set up keywords) und definiert zusätz-
lich ein neues Konzept [A3]: „carbon na-
notube abbreviations“ mit der Suchstrate-
gie [a3]: „CNT OR DWNT OR SWNT 
OR MWNT” (Abbildung 32). 
Abbildung 32. Screenshot (C) der DI.ANA-Plattform, Fokus: Bestimmung von Suchstrategien für 
die jeweiligen Konzepte; Quelle: eigene Darstellung. 
Für alle genannten Einzelkonzepte kann der Fachexperte weiterhin anhand von Suchtref-
fern in unterschiedlichen Textsorten (z. B. Patente, wissenschaftliche Fachliteratur, Pres-
setexte, Suchmaschinenmuster oder Blogs) kontinuierlich überprüfen (Use Case: Review 
Keyword Search Results), ob die jeweilige Suchstrategie exklusiv bzw. präzise genug und 
erschöpfend an sich und für jeden einzelnen Medientypen ist und modifiziert sie gegebe-
nenfalls (Use Case: Modify Keywords) (Abbildung 33). Selbstverständlich ist die 
Textsorten getrennte Dokumentenanzeige nicht nur zur zwischenzeitlichen Überprüfung 
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der Suchstrategie geeignet, sondern als 
finales Ergebnis auch für die inhaltliche 









Abbildung 33. Screenshot (D) der DI.ANA-
Plattform, Fokus: Dokumentensuche und –
anzeige; Quelle: eigene Darstellung.  
 
Bei Bedarf können die definierten Subkonzepte [A1], [A2] und [A3] auch logisch mitein-
ander verknüpft werden, damit das vom Fachexperten zu analysierende Konzept [A]: 
„carbon nanotubes“ präzise und umfassend durch die entsprechende Suchstrategie [a] = 
([a1] AND [a2]) OR [a3] bestimmt wird (Use Case: Build and Save Keyword Sets) (Ab-
bildung 34). 
 
Abbildung 34. Screenshot (E) der Di.Ana-Plattform, Fokus: Logische Verknüpfung von Konzep-
ten; Quelle: eigene Darstellung. 
Der Vorteil dieser Methode ist nicht nur die detaillierte ontologische Auseinandersetzung 
mit dem entsprechenden Wissens- und Suchraum und die Gewährleistung sowohl eines 
großen Umfangs (Recall) als auch Präzision (Precision), sondern auch die Wiederver-
wendbarkeit aller einmal definierten Konzepte. Dies stellt einen großen Vorteil in einem 
soziotechnischen Informationssystem dar. 
Sobald der Fachexperte eine für ihn optimale Suchstrategie definiert hat, kann er sie frei-
geben und damit einen weiteren Prozess in Gang setzen – die Trendanalyse. Optimaler-
weise sollte der Application Admin noch die Möglichkeit haben, die Suchstrategien aus 
Inhalts- und Methodensicht auf Konsistenz und Richtigkeit zu überprüfen (Use Case: 
Check Keywords and Keyword Sets), freizugeben (Use Case: Apply and Unlock Keyword 
 195 
Data) und die Datenbeschaffung und -berechnung zeitlich zu terminieren (Use Case: 
Schedule Retrieval Task). Die auf den lizensierten Informationsquellen und Textsorten 
berechneten absoluten und relativen jährlichen Dokumentenfrequenzen können dem Nut-
zer anschließend als Zeitreihengraphen präsentiert werden (Use Case: Analyze Time Se-
ries Data), bei umfangreichen horizontalen und vertikalen Konzepträumen optimalerwei-
se mithilfe eines Konzeptbrowsers (Use Case: Browse Taxonomy) (Abbildung 35). 
Abbildung 35. Screenshot (F) der Di.Ana-Plattform, Fokus: Zeitreihengraphen für einzelne Kon-
zepte; Quelle: eigene Darstellung. 
Das Komponenten-Diagramm der Plattform Di.Ana wird in Abbildung 36 ebenfalls in 
UML beschrieben, wobei zur besseren Strukturierung zwischen Komponenten sowohl auf 
der Präsentations-, Anwendungslogik- und Datenhaltungsschicht als auch internen und 
externen Komponenten unterschieden wird. 
 
Abbildung 36. UML-Komponenten-Diagramm für Plattform Di.Ana; Quelle: eigene Darstellung. 
Die Komponente Web Front-End ist sowohl die Schnittstelle zwischen dem Di.Ana-
Nutzer und dem maschinellen, softwaretechnischen Di.Ana-System bzw. der Anwen-
dungslogikschicht. Auf der softwaretechnischen Präsentationsschicht liegend ermöglicht 
sie dem Nutzer, Sachverhalte zu bestimmen, suchen, lesen, filtern, kommunizieren und 
speichern und leitet alle Nutzeraktionen weiter an die Komponente Application Server auf 
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der Anwendungslogikschicht. Diese steuert alle Di.Ana-relevanten softwareseitigen 
Kommunikationsprozesse und bildet wiederum die Schnittstelle zwischen der Präsentati-
onsschicht und der Datenhaltung, wobei die Komponente Drupal CMS (Content Mana-
gement System) den Rahmen für die Nutzer- und Rechteverwaltung des Di.Ana-Systems 
bildet. Die Komponente Application Server wird nachfolgend sowie in Abbildung 37 de-
taillierter beschrieben. Sie besteht aus unterschiedlichen Subkomponenten. Die Page 
Builder-Komponente enthält Funktionen zum dynamischen Seitenaufbau. Sie integriert 
dabei die Komponente Trend Chart Factory sowie partiellen HTML-Code, der von der 
Komponente Taxonomy & Content Builder geliefert wird. Der auf dieser Basis generierte 
HTML-Code wird als Antwort zum Client (Web-Browser) gesendet. Die bereits genannte 
Trend Chart Factory verarbeitet Taxonomie-bezogene Zeitreihen-Daten (Frequenzen), 
die vom Internal DB-Server abgefragt werden. Die Zeitreihen-Daten werden dabei an ein 
Framework übergeben, das die verschiedenen Trend-Charts client-seitig für das jeweilige 
Taxon und die enthaltenen Keyword-Sets grafisch darstellt. Der Taxonomy & Content 
Builder generiert HTML-Code für die benutzerseitige Menü-Struktur (z. B. Organisati-
ons-Taxonomie) sowie HTML-Code, der die Inhalte (z. B. Beschreibung, Keywords, Be-
arbeiter) des jeweils aufgerufenen Taxons enthält. Menü-Struktur und Inhalte werden 
vom Internal DB-Server abgefragt. Die Daemon-Komponente ermittelt durch zyklische 
Abfragen auf dem Internal DB-Server, welche Taxa vom Administrator zur (externen) 
Zeitreihen-Frequenz-Abfrage freigegeben und noch nicht vom Daemon selbst abgearbei-
tet wurden. Vom Administrator freigegebene Taxa enthalten Keyword-Sets und ggf. Su-
per-Queries, auf deren Grundlage die Zeitreihen-Frequenz-Abfrage bei den Content Pro-
viders (Web Services) erfolgt. Die von den Web Services zurückgelieferten Frequenz-
Daten persistiert der Daemon im Internal DB-Server. Die Frequenz-Daten stehen im An-
schluss der Komponente Trend Chart Factory zur Verfügung. Die Content Update Fac-
tory steuert die Persistierung der benutzerseitigen Eingaben (Anlegen, Bearbeiten oder 
von Queries, Taxonomien oder generellem Inhalt) und ist damit abhängig vom Query 
Converter, der vom Benutzer eingegebene Keyword-Sets und Super-Queries in ein syn-
taktisches Format konvertiert, das die Konsistenzprüfung der Abfragen in der Daemon-
Komponente minimiert und die jeweilige Umwandlung in das von den verschiedenen 
Web Services erwartete Query-Format vereinfacht. Der Web Request Broker vermittelt 
benutzerseitige Suchanfragen an die Komponenten Request Builder, Crawler und Result 
Parser. Die Komponente Request Builder übermittelt dabei die Benutzeranfrage an Ex-
ternal Search Engines (WWW). Die Komponente Crawler vertieft ggf. das Resultat durch 
Weiterverfolgung spezifischer Links in der Antwort einer External Search Engine. Die 
Komponente Result Parser verarbeitet das zurückgelieferte Resultat (in aller Regel 




Abbildung 37. UML-Komponenten-Diagramm der Di.Ana-Plattform mit Detaillierung der Kom-
ponente Application Server; Quelle: eigene Darstellung. 
Die Di.Ana-Plattform als eine Komponente der Dienstleistung Di.Ana wird durch weitere 
unabhängig von der Plattform entwickelte oder lizensierte externe Data- und Text Mining 
Anwendungen ergänzt. Sie sind im UML-Komponenten-Diagramm als Paket dargestellt 
und können unter anderem auch auf die interne Datenbank zugreifen und entsprechende 
semi- oder unstrukturierte Daten mit komplexeren Methoden explorieren. Entsprechende 
Werkzeuge (z. B. HD-SOM-Scanning, VantagePoint, ThemeScape, WCTAnalyze, Se-
manticTalk) werden für Tiefenanalysen oder das Technologiescanning im Rahmen der 
Dienstleistung Di.Ana genutzt. 
15.4   WCTAnalyze und automatische Extraktion themenspezifischer 
Ereignisse 
WCTAnalyze ist eine von Grund auf neu entwickelte Software, die durch den täglichen 
Umgang mit großen zeitlich geordneten dynamischen Textkollektionen im Rahmen der 
Digital Intelligence angeregt, in einer Diplomarbeit als Werkzeug umgesetzt und auf zwei 
Konferenzen der wissenschaftlichen Öffentlichkeit präsentiert wurde (Gottwald, Heyer et 
al. 2007; Gottwald, Richter et al. 2008). Die zwei Hauptaufgaben der Software sind: 
1. das Erzeugen und Erweitern einer effizienten Datenstruktur für die Exploration 
des Wandels der dynamischen zeitlich indizierten Textkollektion und 
2. die interaktive manuell-visuelle Datenexploration. 
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Die Basis der Software und der zu ermöglichenden Datenexploration bilden in Zeitschei-
ben aufgeteilte Textkorpora, die jeweils natürlichen Sprachverarbeitungsprozessen unter-
zogen werden (vgl. Biemann, Bordag et al. 2004; Kapitel 10.4.1 Datenaufbereitung). Lis-
ten für Wortformen und Kookkkurrrenzen werden erzeugt, deren Vorkommen gezählt 
und Signifikanz berechnet mit dem log-likelihood-Maß nach Dunning (Dunning 1993). 
Die besondere Herausforderung galt nun einer Lösung zur effizienten Speicherung von 
Daten, zur Erweiterung neuer Daten ohne aufwändige Neuberechnung und Umstrukturie-
rung sowie zum schnellen Zugriff auf die Daten in Form zeitorientierter Muster von 
Wortformen, von Konzepten als semantisch verwandten Klassen von Wortformen und 
deren Kookkurrenzen. Umgesetzt wurde wie in Gottwald et al. (Gottwald, Richter et al. 
2008) bzw. noch umfangreicher in Gottwald (Gottwald 2007) beschrieben eine effiziente 
Datenablage für Wortformen sowie Kookkurrenzen über Zeitscheibenfolgen in Form von 
Binärdateien, die über einen Wortserver als Index angesteuert werden. 
Auf Basis dieser Datenstruktur können die in Tabelle 15 und im Kapitel 13 besprochenen 
textdatenbasierten Beobachtungsfelder für die Digital Intelligence effizient durch einge-
baute Visualisierungstechniken exploriert werden. Durch Linien- bzw. Histogramme mit 
unterschiedlichen integrierten Glättungsfiltern zur Rauschunterdrückung und Kurvenglät-
tung (Gottwald 2007, S. 41ff.) sowie Tabellen kann der zeitscheibenbezogene Wandel der 
textuellen Bestandteile (Wortformen, Konzepte sowie deren Vorkommen, Häufigkeit, 
Bedeutung und Vielfalt) und deren Vernetzung in chronologischer Reihenfolge visuali-
siert werden. Der Nutzer kann den chronologischen Verlauf von Sachverhalten in den 
großen dynamischen Textkollektionen einfach nachvollziehen und zeitorientierte Muster 
wie Zu- und Abnahmen, gerichtete Trends sowie zyklisches, diskontinuierliches oder 
chaotisches Verhalten von Sachverhalten besser identifizieren. 
Die Visualisierung des Wandels der Vorkommen (Kommt eine Wortform oder ein Kon-
zept in den jeweiligen Zeitscheiben vor?), der Häufigkeit (Wie häufig kommt eine Wort-
form oder ein Konzept in den jeweiligen Zeitscheiben vor?) und der Bedeutung (Wie sig-
nifikant ist eine Wortform oder ein Konzept in den jeweiligen Zeitscheiben?) von Wort-
formen oder Konzepten sowie der zu einem Konzept gehörenden Wortformenanzahl (Aus 
wie vielen unterschiedlichen Wortformen besteht ein Konzept in den jeweiligen Zeit-
scheiben?) hat das Ziel, quantitative Entwicklungen nachzuvollziehen, zu charakterisieren 
und zu vergleichen. Sie soll aufzeigen, dass und mit welcher Intensität sich etwas ändert 
oder nicht. Dabei kann auf Visualisierungen absoluter, relativer199, relativer normierter, 
relativer skalierter200 oder normierter kumulierter Summen201 von Auftretenshäufigkeiten 
                                                           
199 Die relative Auftretenshäufigkeit eines Konzeptes K in einer Zeitscheibe Z ist der Anteil der Auftretens-
häufigkeit von K an den Auftretenshäufigkeiten aller Wortformen der Zeitscheibe Z. 
200 Normierung oder Skalierung (auf das Intervall [0, 1]) der relativen Auftretenshäufigkeit eines Konzeptes 
K, damit im Wertebereich der relativen Auftretenshäufigkeit zu weit auseinander liegende Kurven besser 
vergleichbar werden. 
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von Wortformen oder Konzepten über mehrere Zeitscheiben zurückgegriffen werden. Mit 
den Normierungen, Skalierungen oder auch Kumulierungen wird eine bessere Vergleich-
barkeit der zum Teil in Qualität und Quantität stark variierenden in Zeitscheiben vorlie-
genden Textkorpora. 
Neben der Exploration von Auftretenshäufigkeiten von Wortformen und Konzepten, er-
möglicht WCTAnalyze auch eine Analyse ihrer Vernetzung, folglich die quantitative Ex-
ploration des Wandels von Kookkurrenzen von Wortformen oder Konzepten, in Form 
von Vorkommen, der Häufigkeit und der Bedeutung von Kookkurrenzen sowie der zu ei-
nem Konzept gehörenden Kookkurrenzenanzahl. Wie bei den Auftretenshäufigkeiten für 
Wortformen und Konzepte kann auf die Visualisierung von absoluten, relativen, relativen 
normierten und normierten kumulierten Summen relativer Kookkurrenzenanzahlen pro 
Wortform oder Konzept über die Zeitscheiben zurückgegriffen werden. Desweiteren kann 
auch die Verteilung von Kookkurrenzen über die Zeitscheiben und das Hinzukommen, 
das Verschwinden oder die Stetigkeit von Kookkkurrenzen in verschiedenen Zeitinterval-
len betrachtet werden sowie eine Analyse der Schnittmengen von Kookkurrenzen unter-
nommen werden. Hierfür wird nicht nur auf Liniendiagramme zurückgegriffen, sondern 
auch auf Kookkurrenzentabellen und -diagramme. Dies bietet neben den verschiedenen 
Perspektiven auf quantitative Veränderungen der textuellen Beobachtungsfelder von dy-
namischen Textkollektionen auch die Erschließung konkreter Inhalte, das heißt den 
Zugriff auf die einzelnen Elemente der Konzepte und Kookkurrenzenmengen selbst. Für 
weitere Details, Softwarespezifika und mengentheoretische Beschreibungen wird auf die 
Diplomarbeit von Gottwald verwiesen (Gottwald 2007, S. 44-61) sowie Abbildungen ent-
sprechender Visualisierungstechniken (Gottwald 2007, S. 65-69). 
Motiviert durch die „Wörter des Tages“202 mit insgesamt 1.799 Nachrichtentextkorpora 
repräsentierenden Zeitscheiben der Granularität von einem Tag als Datengrundlage zur 
Evaluierung, wurde im Rahmen von WCTAnalyze ein Verfahren zur automatischen Er-
kennung themenspezifischer Ereignisse angeregt. Umgesetzt wurde ein auf Shared Nea-
rest Neighbor Clustering basierter und in Ertöz et al. beschriebener Clusteransatz (Ertöz, 
Steinbach et al. 2003), der bei Vorgabe eines aus mehreren Wortformen bestehenden 
Konzeptes als Ergebnis Gruppen oder Cluster von Wortformen mit inhaltlichen und 
nachvollziehbarerweise auch zeitlichen Gemeinsamkeiten liefert. Ausgegangen wird da-
bei, dass häufig gemeinsam auftretende Kookkurrenten nicht nur themenspezifische Ge-
meinsamkeiten, foglich syntagmatische und paradigmatische Beziehungen, sondern auch 
zeitliche Beziehungen aufweisen. Gottwald nennt ensprechende Kookkurrenten ereignis-
                                                                                                                                                               
201 Aufsummieren der relativen Auftretenshäufigkeiten eines Konzeptes K über alle Zeitscheiben Z. 
202 Die Wörter des Tages ist ein durch die Abteilung Automatische Sprachverarbeitung an der Universität 
Leipzig kontinuierlich aufgebauter Textkorpus (http://www.wortschatz.uni-leipzig.de). Im Rahmen von 
(Gottwald 2007) bestand die Datengrundlage aus einer Ansammlung deutscher Textkorpora von bis zu 35 
nationalen und regionalen deutschen Online-Nachrichtenquellen aus dem Zeitraum zwischen Januar 2001 
und Dezember 2005. 
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beschreibende Kookkurrenten203. Basis für diese Gruppen bilden die relativen Auftretens-
häufigkeiten oder Signifikanzwerte der Kookkurrenten des vorgegebenen Konzeptes. Ei-
ne Matrix mit einem Ähnlichkeitsmaß für alle Kookkurrenzen wird soweit ausgedünnt, 
bis für jeden Kookkurrenten nur noch der Ähnlichkeitswert für seinen k nächsten Nach-
barn (Shared Nearest Neighbor, SNN) besteht. Für die ausgedünnte Kookkurrenzenmatrix 
wird ein SNN Graph erzeugt, der alle Kookkurrenten der Kookkurrenzen als Knoten über 
eine gemeinsame Kante miteinander verbindet. Abschliessend werden die Kernknoten 
identifiziert und die Cluster entsprechend benannt. 
Abschliessend soll WCTAnalyze kurz kritisch gewürdigt werden. Es ist ein mächtiges 
Werkzeug für die umfangreiche halbautomatische (bzw. interaktive) Exploration zeitori-
entierter Textmuster, das die Digital Intelligence insbesondere in rein unstrukturierten 
Textdaten (Temporal Text Mining) maßgeblich unterstützen kann. Es bietet Möglichkei-
ten, sowohl den zeitlichen Verlauf von textuellen Beobachtungsfeldern quantitativ zu er-
kennen als auch deren inhaltlichen Bezug zu interpretieren. Nachteilig ist, dass die zu be-
obachtenden Sachverhalte, folglich Wortformen oder sogar Konzepte, vorgegeben wer-
den müssen. Dies genügt den Ansprüchen eines Monitorings und auch einer Exploration, 
jedoch noch nicht dem halbautomatischen Scanning in der Digital Intelligence. Auch die 
in der Arbeit von Gottwald beschriebene „automatische Erkennung themenspezifischer 
Ereignisse“ (Gottwald 2007, S. 104) setzt voraus, dass die Erkennung themenspezifisch 
ist. Wortformen oder Konzepte müssen vorab angegeben werden. WCTAnalyze ergänzt 
und erweitert somit die oben beschriebenen wissenschaftlichen Disziplinen (1) der Identi-
fikation und zeitorientierten Organisation von Themen, damit in besonderem Maße das 
Projekt Topic Detection and Tracking (TDT) mit seinen Aufgaben der Segmentation, der 
First Story Detection / New Event Detection, Topic Detection, Topic and Event Tracking 
und Story Link Detection, (2) der wissensrepräsentationsbasierten sowie (3) zeitorientier-
ten Analyse von Frequenz, Vernetzung und Hierarchien. Explizit liegt der Fokus von 
WCTAnalyze auf Ereignissen und nicht auf Trends von Sachverhalten. Die Exploration 
letzterer unterliegt der manuellen Exploration. 
15.5   SemanticTalk 
Im Rahmen vorliegender Forschungsarbeit wurde ein bereits existierendes, an der Uni-
versität Leipzig entwickeltes und ausführlich in den Veröffentlichungen von Biemann, 
Böhm, Heyer und Melz (Biemann, Böhm et al. 2004a; Biemann, Böhm et al. 2004b)204 
beschriebenes graphenbasiertes Visualisierungswerkzeug namens SemanticTalk erwei-
tert. Die Erweiterung hatte zum Ziel, die zeitorientierte Analyse von Frequenz und Ver-
                                                           
203 Ereignisbeschreibende Kookkurrenten (EbK) sind nach Gottwald „Kookkurrenten von Bedeutungsklassen 
themenspezifischer Begriffe, welche mindestens einem themenspezifischen Ereignis aus dem durch die 
themenspezifischen Begriffe vorgegebenen Ereignisraum zuordenbar sind.“ (Gottwald 2007, S. 72) 
204 Die Grundlagen für die Visualisierungstechnik sind bereits in der Diplomarbeit von Schmidt zu finden 
(Schmidt 1999). 
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netzung zu unterstützen, indem sowohl statische als auch dynamische Graphen auf Basis 
unstrukturierter Textdaten erstellt und exploriert werden können.  
SemanticTalk ist ein Softwarewerkzeug zur Exploration semantischer Beziehungen in-
nerhalb von Kookkurrentenmengen von Texten durch Graphen bzw. Wortnetze auf einer 
zweidimensionalen Fläche. Der Vorteil dieser Repräsentationsform ist, dass sie einen 
schnellen Überblick über die signifikantesten Inhalte großer Textmengen bzw. deren 
Schlüsselwörter und Assoziationen ermöglicht und somit als „visueller Browser auf der 
Dokumentenkollektion“ (Biemann, Heyer et al. 2004) eingesetzt werden kann. Realisiert 
wird die Visualisierung des Graphen durch TouchGraph, einem Tool samt offener Soft-
warebibliothek (http://www.touchgraph.com), das den Graphen, bestehend aus Knoten 
(den Wörtern) und Kanten (deren Kookkurrenzen) gemäß eines Ladungs-Feder-Modells 
automatisch anordnet. Gespeichert werden die zu visualisierenden Graphen in RDF (Res-
source Description Framework), wobei die Wörter und Kookkurrenzen sowohl durch Lis-
ten vorbestimmt als auch gefiltert werden können nach absteigender Frequenz oder Signi-
fikanz, durch Entfernen von Stopwörtern oder Eingrenzen auf eine maximale Anzahl an 
Knoten und Kanten. 
Die zeitorientierte Erweiterung besteht nun darin, dass Knoten und Kanten einzelner je-
weils eine Zeitscheibe repräsentierender RDF-Dateien zu einer RDF-Datei zusammenge-
fügt werden können, aufgebaut aus Knoten- und Kanteninformationen für jede einzelne 
Zeitscheibe. Jedem Knoten wird auf der grafischen Benutzerschnittstelle ein fester Ort 
zugewiesen. Dies ermöglicht dem Benutzer das Verfolgen der Entwicklung von Knoten 
(und damit auch Kanten), die in mehreren Zeitscheiben vorkommen, und die Exploration 
folgender graphbasierter Indikatoren für zeitorientierte Textdaten: 
• absolut neue Kanten: Kanten, die vorher nicht existierten, 
• verstärkte / schwächere Kanten: Kanten mit einem größeren / kleineren Gewicht 
im Vergleich zur vorherigen Sequenz (repräsentiert durch die Kantendicke), 
• absolut neue Knoten: Knoten, die vorher nicht existierten, 
• verstärkte / schwächere Knoten: Knoten mit einem größeren / kleineren Gewicht 
im Vergleich zur vorherigen Sequenz (repräsentiert durch die Knotengröße), 
• stabile Knoten: Knoten, deren Gewicht zwischen den Sequenzen konstant bleibt 
sowie 
• stabile Kanten: Kanten, deren Gewicht zwischen den Sequenzen konstant bleibt. 
Grundsätzlich kann zwischen folgenden Visualisierungstechniken unterschieden werden: 
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• Falls nur eine Zeitscheibe vorhanden ist, besteht keine Notwendigkeit der zeitli-
chen Exploration. Dies stellt den bereits vorhandenen Standardmodus von Se-
manticTalk dar. 
• Entwicklungen über Zeitscheiben hinweg können in Form von Trend-Graphen 
über eine statische (statischer Graph) oder über eine dynamische Repräsentation 
eines Graphen (dynamischer Graph) erfolgen. Ersterer signalisiert die Entwick-
lung von Knoten und Kanten eines Graphen über ihre Farben und Farbintensität 
auf einen Blick. Letzterer ermöglicht – einem bewegten Film gleich – die Reprä-
sentation der Entwicklung von Wortformen und deren Kookkurrenzen über eine 
durch einen Schieberegler gesteuerte Sequenz von Zeitscheibengraphen wie in 




Abbildung 38. Beispiel für einen dynamischen 
Trend-Graphen: Nach der diskreten Formkon-
trolle gefilterter Ausschnitt aus einer Sequenz 
von zehn Zeitscheiben (1. [1996], 3. [1998], 5. 
[2000], 7. [2002] und 10. [2005]), berechnet auf 
Basis einer automatischen statistischen Volltext-






Die einfachste Form des statischen Graphen ist der Intervall-Graph (siehe Abbildung 39). 
Er stellt eine Entwicklung in zwei Zeitscheiben dar. Hinzugekommene Knoten werden 
grün, weggefallene rot und in beiden Zeitscheiben vorkommende Knoten blau eingefärbt. 
Abbildung 39. Beispiel für eine Spezialform des statischen Trend-Graphen, den Intervall-
Graphen. Der Screenshot zeigt die mit dem ConceptComposer berechneten signifikantesten Kno-
ten und Kanten der Zeitschrift „auto motor und sport“205 (1. Intervall: 1994-1999, 2. Intervall: 
1999-2004). Die Kreise kennzeichnen inhaltliche Cluster206, die Pfeile inhaltliche Besonderheiten. 
 
Die zweite Form des statischen Graphen signalisiert die zeitorientierte Entwicklung von 
Knoten über mehr als zwei konsekutive Zeitscheiben auf einen Blick. Blaue Knoten stel-
len in allen Zeitscheiben vorkommende Wortformen dar; rote Knoten signalisieren Wort-
formen, die in späteren Zeitscheiben tendentiell207 nicht mehr vorkommen und grüne 
Knoten stellen in späteren Zeitscheiben tendentiell neu hinzugekommene Wortformen 
dar. Je intensiver die Einfärbung, desto häufiger ist der jeweilige Knoten im gesamten 
Projekt vorhanden. Die erste und letzte Zeitscheibe der statischen Gesamtsicht auf alle 
                                                           
205 Die Zeitschrift „auto motor und sport“ ist die bedeutendste deutschsprachige Zeitschrift rund um das Au-
tomobil und den automobilen Motorsport mit einem zweiwöchentlichen Erscheinungsrhythmus. Zur Ver-
fügung stand ein digitales Volltext-Archiv von insgesamt 261 Heften (Heft 1 / 1994 (30.12.1994) bis 26 / 
2004 (08.12.2004). Dies entsprach 261 Textdateien, unformatiert (*.txt-Format) der Größe von 88 MB mit 
insgesamt 374.833 unterschiedlichen Wortformen. 
206 Großer Kreis rechts unten: automobile Eigenschaften; Kern des Kreis links oben: automobile Marken; 
Rest des Kreises links oben: Automodelle; Kreis oben mittig: Formel 1. 
207 Auf Basis von Schwellenwert. 
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Zeitscheiben können jeweils mit einem Schieberegler verschoben werden (siehe Abbil-
dung 40, links oben).  
 
Abbildung 40. Beispiel für einen statischen Trend-Graphen: Der Screenshot zeigt die mit dem 
ConceptComposer berechneten signifikantesten Knoten und Kanten aus insgesamt zehn Zeitschei-
ben (1996-2005) der Literaturdatenbank WEMA. Das obere Cluster umfasst die englischen 
Schlüsselwörter, das untere die deutschen. 
Zusätzlich ist noch ein Zeitscheibenvergleich ausgehend von einer Zeitscheibe in beide 
Richtungen des zeitlichen Verlaufs mit einer zu bestimmenden Anzahl von Zeitscheiben 
möglich. Diese Art von Graphen wird hier radialer Trend-Graph genannt. Er hat den 
Vorteil, dass der Nutzer durch einen Zeitscheibenregler einen bestimmten Zeitpunkt sel-
ber auswählen kann, für den er sowohl die Vergangenheit als auch die Zukunft des durch 
den Graphen repräsentierenden Sachverhaltes betrachten und so interaktiv den zeitlichen 
Wissensraum explorieren kann. 
Somit ergänzt die Erweiterung von SemanticTalk die Visualisierungstechniken von 
WCTAnalyze hervorragend. Es bietet eine intuitive Erschließung komplexer Entwicklun-
gen auf einen Blick und zeigt gut die Dynamik und Intensität von Vernetzungen auf. 
15.6   Halbautomatische Identifikation von Trends 
WCTAnalyze und die zeitorientierte Erweiterung von SemanticTalk bieten Möglichkei-
ten, zeitorientierte Textdaten und Trends einzelner Sachverhalte visuell zu explorieren. 
Der Anspruch an ein Werkzeug der Digital Intelligence und deren Automatisierung geht 
noch einen Schritt weiter. Erstrebenswert ist es, Trendverläufe von tendenziell Millionen 
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durch Wort-, Konzept- oder deren Vernetzungshäufigkeiten repräsentierenden Sachver-
halten sowohl nach deren Konvergenz208 zu clustern als auch nach vorab benutzerdefinier-
ten Verläufen / Verlaufsformen zu klassifizieren und „auf einen Blick“ vergleichbar zu 
machen. Das Ziel besteht mit anderen Worten in einer zusätzlichen Aggregation nach 
zeitlichen Ähnlichkeiten – in diesem Fall nicht nur durch rein menschliche Wahrnehmung 
wie in den Kapiteln 15.3 bis 15.5, sondern auch maschinell. Auf den nächsten Seiten wird 
die Software-Lösung HD-SOM-Scanning beschrieben, die für das Scanning im Rahmen 
der Digital Intelligence eingesetzt wird. Davor jedoch wird der prototypische Versuch ei-
ner Zeitreihenkorrelation umschrieben, der die Lösung inspirierte. 
15.6.1   Zeitreihenkorrelation 
Die Grundidee für den nachfolgend beschriebenen Ansatz des HD-SOM-Scanning war 
eine einfache Korrelationsanalyse. Sie wurde auf Basis von Zeitreihendaten bestehend 
aus zehn Sequenzen unternommen, die mit dem Concept Composer berechnet wurden 
(siehe Abbildung 41). 
Abbildung 41. Ausschnitt aus einem Excel-Diagramm (1) von mehr als 30.000 Zeitreihen (1996-
2005) in der Senkrechte, die eine Auswahl von Wortformen und deren Aggregationen (Konzepte) 
sind, die in der WEMA die Elemente209 des Periodensystems der Elemente repräsentieren, (2) mit 
Musterzeitreihen in der Waagerechten und (3) der sich ergebenden Korrelationsmatrix, die als Er-
gebnis den Korrelationskoeffizienten der Zeitreihenmatrizen (1) und (2) repräsentiert. 
Korreliert wurden die Zeitreihen für Wortformen oder Konzepte mit den in Abbildung 42 
visualisierten Musterzeitreihen, die sowohl unterschiedliche Formen von Sprüngen als 
auch geraden, logarithmischen und exponentiellen Anstiegen innerhalb einer Zeitreihe 
                                                           
208 Auch zeitliche bzw. kontemporäre Korrelationen von Zeitreihen. 
209 Z. B. kann das Konzept Aluminium durch Wortformen wie Al, Al-Blech, Al-Legierung, Al-alloy, Alumi-
num oder Ag-Al-Cu repräsentiert werden. Diese wurden im ersten Schritt mit einer umfangreichen Such-
strategie identifiziert und im zweiten Schritt durch Experten überprüft. 
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umfassten.210 Zur Berechnung wurde dabei der Pearson-Korrelationskoeffizient verwen-
det. Durch das Setzen von Filtern, Sortieransätze sowie automatische Zellenformatierun-
gen innerhalb einer Tabellenkalkulationsanwendung wurde eine Datenexploration bzw. 
der Vergleich der Zeitreihen für Wortformen oder Konzepte anhand ihrer zeitlichen Kor-
relation vereinfacht. Weil die resultierenden Korrelationskoeffizienten für sich noch keine 
Aussage über die Übereinstimmung der Wertebereiche zu explorierender Zeitreihen 
ermöglichen, wurden zur Ermittlung ihrer Bedeutung zusätzlich auch ihre Standardab-
weichungen, Maximal- sowie Durchschnittswerte untersucht. 
Abbildung 42. Musterzeitreihen und deren Visualisierung als Korrelationsbasis für zu untersu-
chende Zeitreihen. 
Dies ermöglichte eine erste operationalisierte Konvergenzanalyse der Trendverläufe von 
Sachverhalten, die durch Wort-, Konzept- oder Vernetzungshäufigkeiten repräsentiert 
wurden. Abbildung 43 zeigt ein Beispiel für die Korrelation von Zeitreihen zufällig aus-
gewählter Wortformen mit den in Abbildung 42 definierten Musterzeitreihen. Die Zeit-
reihe der Wortform „Sensor“ korreliert beispielsweise am stärksten mit der Musterzeit-
reihe t1-10={2, 3, 4, 6, 10, 16, 25, 40, 63, 100} (vgl. Abbildung 42: exponentieller Anstieg 
von 1.-10. Zeitscheibe).  
Abbildung 43. Ausschnitt aus dem internen Bericht zur verbundwerkstoffintegrierten Adaptronik 
(Walde und Stehncken 2006): Zufällig ausgewählte Wortformen, deren Zeitscheiben-Häufigkeiten 
und Korrelataionskoeffizienten zum Standardsignal (bzw. Musterzeitreihen) aus Abbildung 42. 
Mit Hilfe dieses Ansatzes konnten bis zu 64.000211 Sachverhalte nach ihrer Korrelation 
mit positiven und negativen exponentiellen, logarithmischen oder geraden Anstiegen sor-
tiert werden. Zusätzlich zur Konvergenzanalyse wurden auch andere Maße wie die Stan-
                                                           
210 Das gedankliche Fundament für die genutzten Zeitreihen bildeten sowohl die Publikation von Rai und 
Kumar zu mathematischen Modellen für die Technologiesubstitution (Rai und Kumar 2003) als auch die 
Gedanken von Micic zum Zukunftsmanagement (Micic 2006). 
211 Bedingt durch die von MS Excel gesetzte Zeilengrenze pro Tabellenblatt. 
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dardabweichung zu Rate gezogen. Dies ermöglichte eine gute Exploration der in Tabelle 
15 im Kapitel 13 beschriebenen gerichteten zeitorientierten Muster und deren Signifi-
kanz. 
15.6.2   HD-SOM-Scanning 
Beim HD-SOM-Scanning handelt es sich um eine für die Bedürfnisse der Digital Intelli-
gence eigenentwickelte Methode auf Basis einer – auf einer hybriden Distanzfunktion ba-
sierten – selbstorganisierten Karte212 [Hybrid Distance-Function Self-Organizing Map 
(HD-SOM)]. Selbstorganisierte Karten gelten als ein wichtiges Instrument zur Untersu-
chung multidimensionaler Daten. Seit ihrer Entwicklung durch Teuvo Kohonen in den 
1980er Jahren sind zahlreiche Abwandlungen und Erweiterungen der SOM in der wissen-
schaftlichen Literatur vorgeschlagen und in der Praxis erprobt worden. Bei einer SOM 
handelt es sich um ein Künstliches Neuronales Netzwerk (KNN)213, das wesentlich auf 
den Prinzipien konkurrierenden und unüberwachten Lernens214 basiert. Ein weiteres we-
sentliches Merkmal der SOM liegt in der topologieerhaltenden Dimensionsreduktion, die 
es ermöglicht, multidimensionale Daten auf eine topographische Karte (gewöhnlich ein 
zwei- oder dreidimensionales Raster, häufig auch als „Neuronengitter“ bezeichnet) zu 
clustern oder zu projizieren – unter Erhalt der Ähnlichkeitsrelationen zwischen den Ein-
gabemustern. In abstrakter Form lässt sich der Algorithmus zur Dimensionsreduktion in 
folgenden sechs Schritten zusammenfassen: 
1. Initialisierung der Verbindungsgewichte (auch bezeichnet als Gewichtsvektoren 
oder Positionsvektoren) im Neuronengitter (dem Raster der Ausgabeneuronen). 
2. Bestimmung des Siegerneurons für ein präsentiertes Eingabemuster (nach dem 
„winner takes all“-Prinzip gibt es für jeden Eingabevektor genau ein Neuron, das 
zu diesem die größte Ähnlichkeit aufweist). 
3. Bestimmung des Nachbarschaftsgrades der anderen Ausgabeneuronen zum Sie-
gerneuron. 
4. Anpassung der Gewichtsvektoren des Siegerneurons und jener Ausgabeneuronen, 
welche im vor der Initialisierung festgelegten Nachbarschaftsradius um das Sie-
gerneuron liegen. 
5. Wiederholung der Schritte (2) bis (4) für jedes weitere Eingabemuster. 
6. Wiederholung der Schritte (2) bis (5), solange, bis die vor der Initialisierung fest-
gelegte Abbruchbedingung (z. B. Epochenanzahl) erfüllt ist (auch neuronaler 
Lernprozess oder Training des neuronalen Netzwerks genannt). 
                                                           
212 Auch Self-Organizing (Feature) Map (SOM) oder Kohonen-(Feature-)Map. 
213 Engl. Artificial Neural Network (ANN). 
214 Engl. Competitive and unsupervised learning. 
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Für ein Clustering konvergierender Trendverläufe (siehe gerichtete Trends) in Form von 
Zeitreihendaten sind „klassische“ SOM-Varianten nur suboptimal geeignet. Ein wesentli-
cher Grund hierfür liegt in der in diesen Varianten verwendeten Funktion zur jeweiligen 
Bestimmung des Siegerneurons. Es handelt sich dabei um eine Distanzfunktion, die den 
geringsten Abstand zwischen einem Eingabevektor zu den vorliegenden Positionsvekto-
ren ermittelt. Am gebräuchlichsten ist dabei die Verwendung der Euklidischen Distanz. 
Ein grundsätzliches Problem, das unter Verwendung der Euklidischen Distanz (wie auch 
bei Verwendung verwandter Distanzmaße) bei der Verarbeitung zeitorientierter Daten 








abnehmender Trend 8 4 3 2 0
zunehmender Trend 0 2 7 10 12
Referenztrend 4 3 5 6 6
1. 2. 3. 4. 5.
 
Abbildung 44. Ab- und zunehmender Trend als Zeitreihe mit der gleichen Euklidischen Distanz 
zum Referenztrend. 
Die als „abnehmender Trend“ bezeichnete streng monoton fallende Folge und die als 
„zunehmender Trend“ bezeichnete streng monoton steigende Folge besitzen die gleiche 
Euklidische Distanz zum „Referenztrend“ (d(x,y) = 8,544). Das Beispiel in Abbildung 44 
kann somit veranschaulichen, dass  in einem KNN, dessen Aktivitätszentren auf Grundla-
ge Euklidischer Distanzen generiert werden, für die beiden Eingabemuster „zunehmender 
Trend“ und „abnehmender Trend“ ein und dasselbe Gewinnerneuron ermittelt werden 
kann – obwohl der sequenzielle Verlauf beider Eingabemuster fast komplementär ist. In 
einem SOM-basierten KNN muss dies zwar nicht zwangsläufig der Fall sein, da übli-
cherweise sofort nach Ermittlung des Gewinnerneurons für ein Eingabemuster A die Ver-
bindungsgewichte in Richtung auf den Eingabevektor angepasst werden – somit also be-
vor das nächste Eingabemuster B präsentiert wird. Doch bleibt das Komplementari-
tätsproblem auch hier im Grundsatz bestehen. Denn es ist keineswegs auszuschließen 
(und bei großen Datenmengen auch keineswegs unwahrscheinlich), dass nach Anpassung 
der Verbindungsgewichte an ein Eingabemuster A, für ein anderes – einen gegenläufigen 
Trend repräsentierendes – Eingabemuster B dasselbe Gewinnerneuron ermittelt wird. In 
diesem Fall würden die zuvor an Eingabemuster A angepassten Verbindungsgewichte des 
Gewinnerneurons (wie auch der benachbarten Neuronen) wiederum in entgegengesetzter 
Richtung angepasst werden. Geschähe dies in jeder Trainingsepoche, so würden die Ge-
wichtsvektoren des entsprechenden Neurons und seiner Nachbar-Neuronen weder zum 
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einen noch zum anderen Trend konvergieren, sondern sich zwischen den gegenläufigen 
Trends „einschwingen“. Ein zur Untersuchung von Trendverläufen durchgeführtes 
Clustering von Zeitreihendaten ist deswegen potenziell in Teilen unscharf. 
Um die Verarbeitung zeitorientierter Daten durch eine SOM zu optimieren, wurden in 
den vergangenen Jahren in der Wissenschaft verschiedene Konzepte vorgeschlagen und 
implementiert. Genannt seien an dieser Stelle die sogenannte Temporal Kohonen Map 
(TKM) und die Recurrent Self-Organizing Map (RSOM), die als eine Weiterentwicklung 
der TKM angesehen werden kann (vgl. Koskela, Varsta et al. 1998).215 Beide SOM-
Varianten stellen nicht nur eine bloße Modifikation, sondern eine wesentliche Erweite-
rung der klassischen SOM dar, und sie fokussieren sich nicht primär auf eine Clusterana-
lyse, sondern begreifen sich auch und vor allem als Werkzeuge zur Klassifikation von 
Zeitreihen, Sequenzanalyse oder Vorhersage von Zeitreihen. Weniger prominent ist die 
von Lampinen und Oja vorgeschlagene AR-SOM, bei der das Euklidische Distanzmaß 
durch ein „autoregressive (AR) model“ operational ersetzt wird (vgl. Lampinen und Oja 
1989). Eine derartige Modifikation der klassischen SOM – der Austausch oder die Ver-
änderung der Distanzfunktion – ist für die hier behandelte spezifische Untersuchung von 
Trendverläufen in Zeitreihendaten der naheliegendste Ansatz. 
Zur Modifikation der Distanzfunktion bietet sich in der hier behandelten Problematik der 
Einsatz von Korrelationskoeffizienten an, und, um die Funktion robust gegenüber gegen-
läufigen Trendverläufen zu machen, insbesondere der Einsatz von Rangkorrelationskoef-
fizienten216. In einer für die Digital Intelligence entwickelten Anwendung zur zeitorien-
tierten Datenexploration wurden deshalb drei der gebräuchlichsten Korrelationskoeffi-
zienten implementiert: 
1. Pearsons Korrelationskoeffizient. 
2. Spearmans Rho (Rangkorrelationskoeffizient). 
3. Kendalls Tau (Rangkorrelationskoeffizient). 
Der Einsatz des Pearson-Korrelationskoeffizienten, der den linearen Zusammenhang zwi-
schen zwei mindestens intervallskalierten Merkmalen berechnet, bietet sich an, wenn die 
Gesamtheit der Eingabemuster normalverteilt ist; ansonsten sinkt seine Zuverlässigkeit. 
Zur Identifizierung konkordanter gerichteter Trendverläufe besser geeignet sind Rangkor-
relationskoeffizienten wie Spearmans Rho oder Kendalls Tau. Spearmans Rangkorrelati-
onskoeffizient wird ähnlich wie Pearsons Korrelationskoeffizient berechnet, wobei die 
Grundlage der Berechnung nicht durch die Variablenwerte, sondern durch deren Rang-
                                                           
215 Eine Übersicht über verschiedene Konzepte gibt Kostela in seiner Promotionsarbeit über „Neural Network 
Methods in Analysing and Modelling Time Varying Processes“ (Koskela 2003). 
216 Rangkorrelationskoeffizienten messen, wie gut eine beliebige monotone Funktion den Zusammenhang 
zwischen zwei Variablen beschreibt, ohne Annahmen über die Wahrscheinlichkeitsverteilung der Variab-
len zu machen. 
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werte gebildet wird. Bei Kendalls Tau bildet die relative Anordnung der Ränge die Be-
rechnungsgrundlage, was diesen Rangkorrelationskoeffizienten u. a. robust gegenüber 
statistischen Ausreißern macht. 
Ein Nachteil beim alleinigen Einsatz von Rangkorrelationskoeffizienten besteht aller-
dings in der Indifferenz gegenüber den unterschiedlichen lokalen Steigungscharakteristi-
ka und der absoluten Frequenz gerichteter Trends. So kann der Rangkorrelationskoeffi-
zient für einen exponenziell und einen linear ansteigenden gerichteten Trend gleich bzw. 
absolut konkordant sein. Auch zwischen einer Folge mit hohen und einer Folge mit nied-
rigen Funktionswerten verhalten sich Rangkorrelationskoeffizienten bei analogem Werte-
verlauf indifferent. Der alleinige Einsatz von Rangkorrelationskoeffizienten ist deshalb 
nur dann sinnvoll, wenn das Untersuchungsziel in der Identifikation analoger Wertever-
läufe, unabhängig von Frequenz und lokalen Steigungscharakteristika der gerichteten 
Trends, besteht. Andernfalls empfiehlt sich die Kombination von Rangkorrelationskoeffi-
zienten mit einer herkömmlichen Distanzfunktion. Eine entsprechende Kombination von 
Korrelationskoeffizienten mit der Euklidischen Distanz zur Ermittlung der Gewinnerneu-
ronen innerhalb einer SOM begründet das Konzept der im Rahmen dieser Forschungs- 
und Anwendungsarbeit entstandenen „Hybrid Distance-Function Self-Organizing Map“ 
(HD-SOM). 
Je nach Untersuchungsziel sollte der Einfluss der Euklidischen Distanz und der Korrelati-
onskoeffizienten in der HD-SOM größer oder 
kleiner gewählt werden können, um verschiedene 
Differenzierungen bei der Entfaltung der 
Clustermap zu ermöglichen. Um diese Flexibilität in 
der Untersuchungsmethodik umzusetzen, wurde zur 
Festlegung der Einflussgröße jeder Funktion ein 
Gewichtungsfaktor implementiert. In der 
Anwendung sind die Distanzfunktionen frei 
kombinierbar, parametrisierbar und erweiterbar. Der 
Screenshot in Abbildung 45 illustriert die 
Festlegung von Funktion und Gewichtungsfaktor 
aus Benutzersicht. 
Abbildung 45. Festlegung der Trainingseigenschaften für 
das HD-SOM-Scanning. 
Für die zur Darstellung des „Komplementaritätsproblems“ in Abbildung 44 aufgeführter 
Trends ergeben sich nach einer Skalierung der Funktionswerte auf einen Bereich zwi-
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schen 0 und 1217 unter Verwendung der Euklidischen Distanz mit Gewichtungsfaktor 2 
und Kendalls Tau mit Gewichtungsfaktor 3 folgende Werte: 
Tabelle 16. Distanz des ab- und zunehmenden Trends zum Referenztrend aus Abbildung 44. 
 abnehmender Trend zunehmender Trend 
Distanz zum Referenztrend  
(Euklidische Distanz mit Gewichtungsfaktor 2,  
Kendalls Tau mit Gewichtungsfaktor 3) 
0,637 0,217 
 
Bereits anhand dieses einfachen Beispiels wird deutlich, dass durch die Implementierung 
der hybriden Distanzfunktion in einer SOM die Bildung heterogener Cluster in Abhän-
gigkeit von (1) analogen Werteverläufen, (2) Frequenz (Bedeutung) und (3) Steigungs-
charakteristik des gerichteten Trends ermöglicht wird. Das Konzept der HD-SOM schafft 
somit im Besonderen eine hervorragende Grundlage zur Exploration und Darstellung 
schwacher Signale bzw. Clustern oder Klassifikation unterschiedlicher Trendverlaufsda-
ten (z. B. Wort-, Konzept- oder deren Vernetzungshäufigkeiten) von Sachverhalten nach 
deren Konvergenz. 
In vielen Datenexplorationssitzungen auf Basis selbstorganisierter Karten wurde jedoch 
deutlich, dass die selbstorganisierten Karten neben den oben genannten Vorteilen wie z. 
B. der Topologieerhaltung auch einen Nachteil haben. Selbstorganisierte Karten sind für 
Analytiker, die den Umgang mit koordinaten-basierten Graphen und Diagrammen ge-
wohnt, jedoch nicht mit dem Interpretieren multidimensionaler Daten auf Cluster-Maps 
vertraut sind, intuitiv schwer verständlich. Daher wurde das HD-SOM-Scanning um das 
Konzept einer „statischen, attraktor-basierten Initialisierung“ erweitert.  
Als (funktionale) Parameter für die Initialisierung [vgl. Abbildung 46 zur Initialisierung 
der selbstorganisierten Karte mit Möglichkeiten der Parametrisierung der Netzwerktopo-
logie (Aus wie vielen Neuronen soll die Karte bestehen?), der Neuronendimension (Wie 
viele Zeitpunkte/-scheiben haben die zu explorierenden Zeitreihen?) und Attraktoren] der 
Verbindungsgewichte der Neuronen im KNN können jene Musterzeitreihen dienen, die 
für die konventionelle Zeitreihenkorrelation (Abbildung 42) bereits eingesetzt wurden.  
                                                           
217 Alle drei oben genannten Korrelationskoeffizienten können Werte zwischen +1 und -1 annehmen, wobei 
das Vorzeichen die Richtung und der Betrag die Stärke des Zusammenhangs der jeweils verglichenen 
Merkmale kennzeichnet. Für eine Kombination mit der Euklidischen Distanz wird der Wertebereich des 
jeweiligen Korrelationskoeffizienten auf Werte zwischen 0 und 1 skaliert. Ebenso wird die Euklidische 
Distanz auf Grundlage der Eingabewerte auf einen Wertebereich zwischen 0 und 1 skaliert. Somit gibt das 




Abbildung 46. Initialisierung des neuronalen Netzes für das HD-SOM-Scanning. 
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Den vier Eckpunkten im Neuronengitter werden dabei jeweils eine Musterzeitreihe sowie 
ein Wertebereich im Intervall [0,1] zugeordnet.218 Abbildung 47 zeigt ein Beispiel für eine 
initialisierte Karte auf Basis der in Abbildung 46 dargestellten Parameter. Der Wertever-
lauf einer Funktion, die steigend ist, beginnt dann im zuvor bestimmten Minimum des 
Wertebereichs und endet in dessen Maximum – vice versa bei fallenden Funktionen. Die 
Gewichtsvektoren der vier Eckpunkte können somit in Abhängigkeit von gewählter 
Funktion und zugeordnetem Wertebereich als Extrema im Neuronengitter initialisiert 
werden. Die dazwischenliegenden Neuronen werden anschließend in jeweiliger Relation 
zu den vier Extrema initialisiert und zwar so, dass in einem Neuronengitter mit ungerader 
Neuronen-Anzahl der Mittelpunkt zwischen zwei Extrema mit den Mittelwerten beider 
Gewichtsvektoren initialisiert wird und der Mittelpunkt des gesamten Netzes die Mittel-
werte aus den Gewichtsvektoren aller vier Extrema enthält. 
Abbildung 47. Beispiel für eine initialisierte Karte. 
Die in der Lernphase des KNN erzielte Wirkung besteht sowohl in einer klareren als auch 
gezielten topologischen Ausdifferenzierung der generierten Karte, wie sie in Abbildung 
47 zu sehen ist. Die Menge der niederfrequent exponentiell ansteigenden Zeitreihen dis-
tanziert sich beispielsweise auf der Karte klar von hochfrequenten exponentiell anstei-
genden Zeitreihen, wenn zwei Extrema mit exponentiellen Funktionen im hohen und 
niedrigen Wertebereich initialisiert wurden. Die Eingabemuster werden in diesem Falle 
von den Extrema gewissermaßen „angezogen“, weshalb man sie in topologisch-
funktionaler Hinsicht als Attraktoren bezeichnen kann. 
                                                           
218 Die Zeitreihendaten werden vor der Präsentation im KNN innerhalb des Intervalls [0,1] normalisiert. 
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Abbildung 48. Screenshot eines KNN mit attraktor-basierter Initialisierung zur Exploration kon-
vergierender Trendverläufe in der HD-SOM-Anwendung; Quelle: eigene Darstellung. 
Abbildung 48 ist ein beispielhafter Screenshot für eine mit oben dargestellten Einstellun-
gen (Abbildung 45 und 46) berechnete selbstorganisierte Karte. Datengrundlage waren 
die auf Basis der WEMA in zehn Zeitscheiben berechneten und bereits in Abbildung 41 
im Kontext der Zeitreihenkorrelation ausschnittsweise dargestellten Zeitreihen, die die 
konzeptuell aggregierten Frequenzen der Elemente des Periodensystems repräsentieren. 
Das exponentiell ansteigende Cluster links oben im Bild enthält die Elemente Alumini-
um, Eisen und Titan, das exponentiell abfallende Cluster rechts unten die Elemente Stick-
stoff, Sauerstoff, Neptunium, Osmium, Amerikium und Thalium. 
Die statische attraktor-basierte Initialisierung des KNN besitzt neben der besseren topo-
logischen Ausdifferenzierung den weiteren Vorteil, dass verschiedene Untersuchungen 
besser vergleichbar werden. Und nicht zuletzt können die aus unterschiedlichen Daten 
generierten Karten bei jeweils identischer Initialisierung auch viel schneller analysiert 
und miteinander verglichen werden. 
Abbildung 49 stellt abschließend eine zusätzliche und für die Frühaufklärung potenziell 
wertvolle Explorationsmethode des HD-SOM-Scanning vor, die Verknüpfungen (bzw. 
Assoziationen, Kookkurrenzen) von Sachverhalten (bzw. Konzepten, Kookkurrenten) be-
trachtet. Basis war der interne Bericht zur verbundwerkstoffintegrierten Adaptronik 
(Walde und Stehncken 2006) bzw. der im Kapitel 11 (Abbildung 16 und 17) vorgestellte 
Thesaurus und die im Kapitel 15.1.3 vorgestellte Tiefenanalyse auf Basis der Datenbank 
WEMA von 1996 bis 2005. Die innovative Explorationsmethode bedient sich der Idee, 
dass bisher isolierte Disziplinen wie z. B. die Biologie und die Mechanik oder die 
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Adaptronik und die Verbundwerkstoffe plötzlich zusammen auftreten und ein neues Kon-
zept bilden, wie im genannten Fall die Biomechanik oder die verbundwerkstoffintegrierte 
Adaptronik. Für die Frühaufklärung bzw. die frühzeitige Identifikation schwacher Signale 
spannend ist dabei,  
1. wann Kookkurrenzen zum ersten Mal auftreten und damit möglicherweise eine 
revolutionäre Entwicklung zu beobachten ist oder 
2. wenn sich die Entwicklung der Kookkurrenzen auffällig anders verhält als die ih-
rer Kookkurrenten. 
Die wie in Abbildungen 45 und 46 initialisierte selbstorganisierte Karte in Abbildung 49 
gruppiert sowohl die Kookkurrenten als auch Kookkurrenzen der werkstoffintegrierten 
Adaptronik nach ihrer zeitlichen Kongruenz. Darüber hinaus werden sie auch farblich un-
terschieden – die Kookkurrenten sind rot und die Kookkurrenzen grün gekennzeichnet. 
Für jede Kookkurrenz können ferner auch ihre Kookkurrenten über Kanten dargestellt 
werden. Damit kann dem zweiten oben genannten Punkt Rechnung getragen und analy-
siert werden, inwieweit sich die zeitorientierte Entwicklung der Kookkurrenz von der ih-
rer Kookkurrenten unterscheidet. Die grüne Kookkurrenz im KNN rechts unten repräsen-
tiert eine eher niederfrequent exponentiell fallende Zeitreihe und setzt sich zusammen aus 
den Kookkurrentenkonzepten „Faser/Fibre“ (links oben; hochfrequent exponentiell an-
steigendes Cluster) und der verbundwerkstoffintegrierten Adaptronikanwendung „Health 
Monitoring“ (links unten; niederfrequent exponentiell ansteigendes Cluster). Die grüne 
Kookkurrenz links oben aus dem eher hochfrequent exponentiell ansteigenden Cluster 
hingegen setzt sich zusammen aus den Kookkurrentenkonzepten „Faser/Fibre“ und „Ver-
bund/Composite“. Am spannendsten im Kontext der Frühaufklärung wäre, wenn sich die 
Kookkurrenzen exponentieller oder dynamischer entwickelt hätte, in Abbildung 49 folg-
lich weiter links oben befinden als ihre Kookkurrenten. Dies sollte in weiteren Untersu-
chungen empirisch getestet und untermauert bzw. widerlegt werden. Die Grundlagen für 
entsprechende Untersuchungen sind jedoch mit dem HD-SOM-Scanning geschaffen. 
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Abbildung 49. Screenshot eines KNN mit attraktor-basierter Initialisierung zur Exploration kon-
vergierender Trendverläufe in der HD-SOM-Anwendung; Quelle: eigene Darstellung. 
Im Vergleich zum genannten Anwendungsfall des Temporal Text Mining ist die Nutzung 
des HD-SOM-Scanning auf Basis von Metainformationen wie z. B. expertenbasierten 
Klassifikationen von Patenten (und damit im Kontext des Temporal Data Mining) prag-
matischer und damit im ersten Schritt sogar sinnvoller.  
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D – ZUSAMMENFASSUNG 
Das Ziel der Digital Intelligence ist, die Zukunftsgestaltung auf Basis valider und fundier-
ter digitaler Information zu unterstützen. Mit Hilfe innovativer Technologien der 
(halb)automatischen Sprach- und Datenverarbeitung sollen bereits auf Basis menschlicher 
Quellen erkannte Strömungen abgesichert oder widerlegt werden, Schlüsselthemen und 
latente Zusammenhänge aus einer nicht überschaubaren, verteilten und inhomogenen Da-
tenmenge frühzeitig oder zumindest rechzeitig erkannt und schnell und zielgerichtet be-
reitgestellt werden. Die Digital Intelligence ermöglicht damit auch, durch menschliche 
Intelligenz erahnte, gar nicht oder nur mit Expertenwissen nachvollziehbare und identifi-
zierbare Entwicklungen explizit, messbar und objektiv zu machen.  
Ziel dieser Forschungsarbeit ist und war, die theoretischen Grundlagen hierfür zu bilden, 
Informatik-gestützte Methoden der Frühaufklärung weiter oder neu zu entwickeln und ein 
Beispiel einer erfolgreich umgesetzten Lösung in einem globalen technologieorientierten 
Konzern zu beschreiben. 
Der Erfolg der Digital Intelligence hängt maßgeblich von drei Kriterien ab:  
1. den Methoden und Werkzeugen der Datenexploration und ihrer Effizienz, Mäch-
tigkeit und Ergonomie219, 
2. dem Zugang zu und dem Informationsgehalt der Daten und 
3. den Menschen (auch Organisationen) als Kunden, Zu- und Mitarbeiter der Digital 
Intelligence und der Akzeptanz und dem Vertrauen, die sie dieser relativ jungen 
Disziplin schenken. 
Ingenieurwissenschaftlich motiviert, konzentrierte sich die vorliegende Forschungsarbeit 
überwiegend auf Punkt 1 und die Möglichkeiten und Innovationen der Informatik, ohne 
dabei Punkt 2 und 3 ganz außer Acht zu lassen.  
Im Kapitel B0 wird die Digital Intelligence hergeleitet und definitiert. Besprochen wer-
den weiterhin Textmedienformate als Träger von Sachverhalten und Diffusionskanäle in 
der Informationslandschaft, die Disziplin der Informetrie als wichtige Grundlage der Di-
gital Intelligence und Informationssysteme und deren Entwicklungsstufen. Kapitel B1 
führt in die Disziplin der Strategischen Frühaufklärung ein, beschreibt die für die Strate-
gische Frühaufklärung und Digital Intelligence wesentliche Diffusionsforschung aus 
Markt-, Technologie- und Informationsquellenperspektive und definiert das Konzept der 
„schwachen Signale“. Kapitel B2, als tatsächlicher theoretischer Kern der Forschungsar-
beit, entwickelt den ersten disziplinorientierten Rahmen der Möglichkeiten der Informatik 
zur Unterstützung der zeitorientierten Datenexploration. Bestimmt werden die Konzepte 
                                                           
219 Die große Datenmenge und ihre Dynamik muss schnell und einfach exploriert werden können. 
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Zeit, Daten, Text und Metadaten als wesentliche Charakteristika multidimensionaler zeit-
orientierter Daten. Dem folgt die Beschreibung des aktuellen wissenschaftlichen Diskur-
ses über die analytischen, visuellen und interaktionsbezogenen Methoden der zeitorien-
tierten Datenexploration. Gemeint sind die zeitorientierten Datenbankabfragen, das zeit-
orientierte Information Retrieval, das Date Mining und insbesondere Temporal Data Mi-
ning, das Web Mining mit seinen Unterformen Web Content Mining, Web Structure Mi-
ning, Web Usage Mining und insbesondere Temporal Web Mining sowie unterschiedli-
che Visualisierungstechniken mit einem speziellen Fokus auf die zeitorientierten Visuali-
sierung, von den statischen über die dynamischen bis hin zu den ereignisbasierten Tech-
niken. Neben der breiten und synoptischen Zusammenstellung zeitorientierter Datenex-
plorationsmethoden ist die Herleitung und Bestimmung des Temporal Text Mining sowie 
Beschreibung seiner unterschiedlichen Formen eine wissenschaftliche Neuerung. Kapitel 
B2 abschließend werden verschiedene konzeptuelle Strukturen als Hintergrundwissen zur 
Exploration vorliegender Daten besprochen. 
Auf Basis der Erkenntnisse aus Kapitel B beschreibt Kapitel C die Entwicklung und Um-
setzung einer Dienstleistung bzw. Systems der Digital Intelligence. Zuvor werden Indika-
toren hergeleitet, die aus reinen Volltexten gewonnen werden können. Sie können die In-
dikatoren der Informetrie auf Basis strukturierter Metadaten im Kontext der Digital Intel-
ligence ausgezeichnet ergänzen. Ebenso werden die Anforderungen an ein System der 
Digital Intelligence beschrieben.  
Im Kontext der umgesetzten Dienstleistung der Digital Intelligence sind folgende neu 
entwickelte Methoden und Werkzeuge hervorzuheben: 
• Ein innovatives Portal zur Frühaufklärung, das die Grundlage bildet für die kol-
lektive und kollaborative Komponente und die Skalierbarkeit und Kundennähe 
der Dienstleistung. 
• Zwei neue – hauptsächlich für das Monitoring in der Digital Intelligence nutzbare 
– Werkzeuge und Methoden aus dem Temporal Text Mining namens  
- WCTAnalyze zur interaktiven manuell-visuellen Datenexploration sowie 
einem Versuch zur automatischen Extraktion themenspezifischer Ereig-
nisse und  
- SemanticTalk zur zweidimensionalen Exploration der Dynamik semanti-
scher Beziehungen innerhalb von Kookkurrenzenmengen von Texten 
durch Graphen bzw. Wortnetze. 
• Ein Werkzeug mit dem vorläufigen Namen HD-SOM-Scanning, das ein radikal 
neues Konzept zur Identifikation schwacher Signale umsetzt, d. h. die Unterstüt-
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zung der Identifikation auffälliger evolutionärer und tendenziell auch revolutio-
närer Entwicklungen in digitalen Textarchiven. 
Um die Bedeutung der insgesamt gewonnenen und in einer konzernweiten Lösung sogar 
umgesetzten Erkenntnisse der Digital Intelligence zu unterstreichen, ist auf Specht und 
Möhrle zu verweisen, die drei Gründe nennen, warum Ansätze der Identifikation schwa-
cher Signale dennoch an ihre Grenzen stoßen könnten (Specht und Möhrle 2002, S. 
343ff.): 
1. Begrenztheit einzelner Indikatoren, reale (komplexe, dynamische) Entwicklungen 
bzw. schwache Signale als komplexe Gebilde von Einzelsignalen abzubilden, 
2. Fehlen sowohl theoretischen als auch empirischen Wissens für das Festlegen von 
Indikator-Grenzwerten, bei deren Überschreitung ein Warnsignal ausgelöst wird, 
3. künstliche Begrenzung des Scanning und Monitoring wegen informationsflutbe-
gründeter Filteransätze und damit Verringerung der Wahrscheinlichkeit, schwa-
che Signale z. B. im Sinne der Bedeutung von Entwicklungen in anderen Bran-
chen für die eigene Branche zu identifizieren. 
Die erste Begründung wird auf Basis der gewonnen theoretischen und praktischen Er-
kenntnisse unterstützt. Schwache Signale sind ein komplexes Gebilde und können nicht 
durch einzelne Indikatoren abgebildet werden. Wie die angeführten Beispiele zeigten, 
wird die Intelligence deshalb nicht in Form einzelner Indikatoren angeboten, sondern als 
standardisierte Dienstleistung mit unterschiedlichen Produktkategorien auf Basis eines 
komplexen Gebildes zusammenhängender Indikatoren. Diese fußen nicht nur auf bekann-
ten informetrischen Kenngrößen, sondern auch auf den neu hergeleiteten textbasierten In-
dikatoren, die jene der Informetrie ergänzen. Besonders wertvoll ist dies, wenn keine 
strukturierten Metadaten vorliegen. Des Weiteren baut die umgesetzte Dienstleistung 
nicht nur auf Kenngrößen auf, die einer einzigen Textsorte und damit Kontext entstam-
men, sondern verbindet Kenngrößen unterschiedlicher Textsorten. Zusammengesetzte 
Einsichten aus Spuren in Patenten, wissenschaftlicher Literatur, Presse oder webbasierten 
Inhalten bieten eine breitere und solidere Basis für strategische Entscheidungen. Die vor-
liegende Forschungsarbeit mit ihrer disziplinorientierten Synopsis zeitorientierter Daten-
explorationsmethoden bildet eine gute Basis, das genannte komplexe Gebilde von Kenn-
größen bzw. die Anwendung mathematisch-statistischer Methoden bei der Quantifizie-
rung geschriebener Kommunikation als Seismograph schwacher Signale sowie die Erfor-
schung des Reifegrades ganzer Wissenschafts- und damit auch Technologiefelder zu er-
möglichen. Zu verweisen ist hier auf mit dieser Arbeit zusammenhängende und weiter-
führende Forschungen, wie z. B. das Forschungsvorhaben von Albert mit dem Titel „De-
velopment of a system of text based indicators for supporting strategic foresight of large 
industrial corporations“ (Albert 2009). Diese hat zum Ziel, die von Specht und Möhrle in 
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Punkt 2 gemeinten Lücken im theoretischen und empirischen Wissen durch neue Er-
kenntnisse weiter zu schließen. 
Die größten theoretischen und praktischen Fortschritte erzielte die vorliegende Arbeit je-
doch im dritten von Specht und Möhrle genannten Punkt zur Begrenztheit der Ansätze 
zur Identifikation schwacher Signale. Mit Hilfe einer Frühaufklärungs-Plattform wurde 
eine kollaborative und kollektive Komponente der Digital Intelligence konzipiert und 
entwickelt, die die Bedarfsdefinition sowie Informationsbeschaffung (insbesondere den 
Aufbau von Suchstrategien) standardisiert, kollektiviert und damit skalierbar macht sowie 
den Kunden der Digital Intelligence direkt in der Prozess einbindet und damit die Akzep-
tanz und das Vertrauen in die Ergebnisse dieser noch jungen Disziplin erhöht. Die im Ka-
pitel 8.3 beschriebenen Studienergebnisse von Michaeli und Kunze zum Arbeitsaufwand 
im Frühaufklärungsprozess mit etwa zehn Prozent für die Bedarfsdefinition und etwa 
vierzig Prozent für die Informationsbeschaffung heben das Potenzial der Plattform zu-
sätzlich hervor.  
Ein weiterer Meilenstein im Kontext der bisherigen Begrenztheit der Frühaufklärung ist 
der neue zeitorientierte Datenexplorationsansatz HD-SOM-Scanning zur Identifikation 
schwacher Signale. Herkömmliche zeitorientierte Explorationsverfahren verfolgen eher 
einen Monitoringansatz, d. h. sie wählen ein oder einige Sachverhalt(e) im ersten Schritt 
aus und explorieren diese im zweiten Schritt seriell oder parallel nach zeitlichen Auffäl-
ligkeiten. Das vorgestellte Verfahren identifiziert zeitliche Auffälligkeiten von Sachver-
halten in einem großen Datentopf durch ein Clustering konvergierender Trendverläufe 
auf Basis einer topologieerhaltenden selbstorganisierten Karte und macht sie matrixähn-
lich auf einen Blick intuitiv lesbar. Verbunden werden somit zwei bisher schwer koppel-
bare Aspekte im Umgang mit dimensionsreduzierten Graphen oder Diagrammen: die To-
pologieerhaltung einer selbstorganisierten Karte und die intuitive Lesbarkeit von Matrix-
darstellungen (wie z. B. die Portfoliodarstellung in Form einer BCG-Matrix). Dabei kann 
die Art der zu untersuchenden zeitlichen Auffälligkeiten frei bestimmt werden und die 
Zeitreihen der text- oder metadatenbasierten Beobachtungsfelder brauchen vorab thema-
tisch nicht gefiltert werden. Darüber hinaus besitzt das neue Datenexplorationsverfahren 
den Vorteil, dass bei jeweils identischer Initialisierung verschiedene Untersuchungen viel 
schneller analysiert und miteinander verglichen werden können. Des Weiteren wird mit 
dem neuen Verfahren des HD-SOM-Scanning der Idee Rechnung getragen, dass schwa-
che Signale früher bemerkbar sind, wenn nicht nur die Dynamik von Sachverhalten, son-
dern auch neu aufkommende Kookkurrenzen und die Dynamik dieser identifiziert werden 
kann. Denn auf der attraktor-basiert initialisierten Karte können neben den Datensätzen 
für die gewöhnlichen Zeitreihen der zu untersuchenden Sachverhalte auch deren Kook-
kurrenzen in Form von Datensätzen bzw. -punkten eingeschleust werden. 
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Diese Operationalisierung der Identifikation schwacher Signale ist in der Frühaufklä-
rungswissenschaft und -praxis bisher beispiellos. Die Nutzbarkeit des neuen zeitorientier-
ten Datenexplorationsverfahrens soll in Zukunft empirisch untermauert werden. 
Eine wichtige Erkenntnis dieser Forschungsarbeit ist weiterhin, dass ein Informationssys-
tem und die Digital Intelligence als Disziplin nicht nur auf technische Komponenten wie 
Hardware, Datenbanken oder Software reduziert werden darf, sondern als System mitein-
ander kommunizierender Menschen und Maschinen verstanden werden muss, die Infor-
mationen sowohl erzeugen als auch benutzen. Vom Menschen hängt der Erfolg maßgeb-
lich ab, denn er ist eine bedeutende Quelle (z. B. durch das Verfassen der Publikationen 
an sich oder die expertenbasierten konzeptuellen Strukturen als Hintergrundwissen zur 
Exploration) und letztlich auch Kunde der erzielten Ergebnisse.220 Ein technisches System 
allein kann kaum informieren. Es kann nur Mittler von Informationen zwischen Informa-
tionsanbietern und -abnehmern sein. Zur Ableitung von Handlungsempfehlungen aus vor-
liegenden Daten und Informationen ist und bleibt menschliche Intelligenz erforderlich. 
Technische und soziotechnische Systeme (Informationssysteme) sind für den Menschen 
geschaffen, zum einen, um ihm Arbeit abzunehmen und zum anderen, um durch ihn effi-
zient nicht lösbare Aufgaben zu übernehmen. Sie dienen primär nicht dem Aufbau eige-
ner Intelligenz. Dies ist nötigenfalls „nur“ der Weg zum Ziel: das Wissen ihrer menschli-
chen Nutzer bzw. Kunden zu erweitern. 
Zu betonen ist in dem Zusammenhang auch das Konzept der Dienstleistung. Am Anfang 
und am Ende einer jeden Digital Intelligence steht ihr Kunde oder Nutzer. Der Kunde 
muss sich individuell und gut beraten fühlen. Optimal wäre natürlich, wenn jeder Kunde 
oder Nutzer selber methodischer Experte im Sinne der Digital Intelligence wäre und sie 
dezentral und unternehmensweit organisiert wäre. Dies ist jedoch nur bis zu einem gewis-
sen Grad möglich. Einfach und immer wiederkehrende Aufgaben können zwar automati-
siert werden, doch die Anforderungen an die Digital Intelligence sind zunehmend indivi-
duell und komplex. Eine Aufgabenteilung zwischen dem inhaltlichen und dem methodi-
schen Experten im Sinne der Digital Intelligence scheint eine sinnvolle und notwendige 
Lösung zu sein. 
Abschließend sei gesagt, dass die Digital Intelligence nicht alle Herausforderungen der 
Frühaufklärung lösen kann. Doch technologische Fortschritte, homogene und umfangrei-
chere Datenzugänge sowie ein wachsendes menschliches Methoden- und Technologie-
verständnis tragen dazu bei, die Implementierungslücken zu schließen.  
                                                           
220 Selbstverständlich kann eine Datenexploration auch automatisch und ohne ständige Interaktion mit dem 
Menschen nur auf Basis vorab durch ihn definierte Kriterienkataloge oder einmal festgelegte konzeptuelle 
Strukturen erfolgen. Ob entsprechende Ergebnisse dann von anderen bei der Vorauswahl der Kriterien 
nicht gegenwärtigen Menschen akzeptiert, verstanden oder sogar geschätzt werden, ist fraglich. Jeder 
Mensch, Organisation und Kultur besitzt andere Denkstrukturen und -mechanismen, an die sich andere 
Menschen, aber auch Maschinen und Methoden anpassen müssen, falls sie sie verstehen möchten. 
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Die Digital Intelligence ist als ständiger Kreislauf zu verstehen, in dem wie in einer Spira-
le aus der soziotechnischen Interaktion zwischen sowohl Menschen als auch Maschinen 
und Methoden aus Daten und Fakten hoch aggregiertes und maßgeschneidertes frühauf-
klärungsrelevantes Wissen bzw. so genannte „Intelligence“ reifen kann. Die Nutzung von 
Methoden und Werkzeugen der Datenexploration ohne Kenntnis der spezifischen Eigen-
schaften der zu untersuchenden Daten und ohne Beachtung der individuellen Bedürfnisse 
der Kunden und Nutzer der „Intelligence“ wird keinen Mehrwert erzielen. Erfolgsent-
scheidend ist das reibungslose Zusammenspiel von Mensch, Maschine und Daten. 
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Anhang A: Prozessbilder entwickelter Anwendungen des (Temporal) Text Mi-
ning 
Abbildung 50. Prozessbild für statistikbasierte Sprachidentifikation auf Satzbasis mit LanI; Quel-
le: eigene Darstellung. 
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Abbildung 51. Prozessschaubild der Umsetzung des POS-Tagging, der Grundformreduktion, der 
Phrasenextraktion sowie des Anlernens der sprachlich unterschiedlichen CPT für das POS-





Abbildung 52. Prozessschaubild für das Anlernen von CPT zum Taggen von Wortarten als Be-





Abbildung 53. Prozessschaubild für das Anlernen von CPT zur Grundformreduktion (für die 




Abbildung 54. Prozessschaubild für die Grundformreduktion als Bestandteil des Prozesses in Ab-





Abbildung 55. Prozessschaubild für die Phrasenextraktion als Bestandteil des Prozesses in Abbil-




Abbildung 56. Einfaches Prozessschaubild für den ConceptComposer mit Komponenten zur Be-
rechnung der Signifikanz von Wortformen und Kookkurrenzen sowie Komponenten zur Graphbe-
rechnung für SemanticTalk (GraphDistiller, GraphMerger); Quelle: eigene Darstellung. 
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Abbildung 57. Zwei unterschiedliche Möglichkeiten der Berechnung der Signifikanz von Wort-
formen (Formeln für Häufigkeitsquotient und Likelyhood-Ratio); Quelle: eigene Darstellung. 
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Abbildung 59. Synopsis der zeitorientierten Datenexploration; Quelle: eigene Darstellung. 
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