Abstract-Recently, developing efficient processing techniques in spatio-temporal databases is very hot topic. Many applications, such as mobile information systems, traffic control system, and geographical information systems, can benefit from efficient processing of spatio-temporal queries. In this paper, we focus on processing an important type of spatio-temporal queries, the Knearest neighbour (KNN) queries. Different from the previous research, the locations of objects are located by the sensors which are deployed in a grid-based manner. As the positioning technique used is not the GPS technique, but is the sensor network technique, this results in a greater uncertainty on object location. With the uncertain location information of objects, we try to design efficient algorithm to process the KNN queries.
I. INTRODUCTION
The K-nearest neighbour (KNN) query is an important type of the spatio-temproal queries. Given a set of object S o , a query object q, and a value of K, the KNN query finds the Knearest neighbours of q among S o For each moving object tackled in this paper, its location cannot be obtained through the GPS technique. Instead, the moving object is monitored by taking advantage of another positioning technique, sensor-based tracking system. As the location of each object is determined by the sensor network, the uncertainty of object's location is much higher than that of object monitored by the GPS technique. This would incur a higher cost of processing the KNN queries. In the following, we will discuss the difficulties that need to be addressed in processing the KNN queries.
. Previous studies [1, 2, 3, 4, 5, 6 ] focus on processing the KNN queries on moving objects whose locations are obtained through the GPS technique. In this paper, we take the moving objects monitored by the sensor network into consideration in processing the KNN queries.
The first difficulty is how to quantify the uncertainty of moving objects. As the moving objects are monitored in the sensor network, the uncertainty of objects is dominated by the number of sensors. Due to the limited number of sensors, different deployment strategies for the sensor network will result in different uncertainty of object locations. As such, developing an appropriate sensor deployment is important to effectively reduce the uncertainty of object locations.
The second difficulty is how to develop an efficient index for managing the objects moving in the sensor network. The existing index structures are well-designed for the moving objects that have precise location information. In this paper, we consider the moving objects with uncertainty when the KNN query is processed. Therefore, a new index structure is needed to manage such moving objects.
The third difficulty is how to design an efficient KNN query processing algorithm to find the K-nearest neighbours of the query object. Due to the movement of objects, the query result would change with time (that is, the query result is dependent on the current location of the query object). This makes the execution of the KNN query more complicated. We will discuss the characteristic of the KNN query so as to develop the query processing algorithm with better performance.
The last difficulty is how to reasonably give each moving object a probability of being the K-nearest neighbour (i.e., the probability of object being the query result). As the objects move with uncertain location, there exist some objects that are possible to be the K-nearest neighbour (that is, these objects are possible answers for the KNN query). When the number of possible answers increases, the situation becomes very hard to choose the most appropriate objects. Therefore, a probability model must be built to reasonably provide probabilistic answers to the KNN query.
The remainder of this paper is organized as follows. In Section II, the uncertain model is introduced. Section III describes the grid index used in query processing. In Section IV, we present the proposed algorithm for answering the KNN query. Section V presents the designed probability model. Finally, Section VI concludes this paper.
II. UNCERTAIN MODEL To monitor the moving object, we need to design a sensor deployment to construct the sensor network. In the constructed sensor network, each object moves with uncertain location as time progresses. In the following, we introduce the sensor deployment strategy, and then present the uncertain model for the moving objects.
A. Sensor Deployment
Different sensor deployment strategies would result in different covering regions of sensor network, which incurs a significant difference between the uncertainties of objects' locations. To effectively reduce the cost of constructing the sensor network, we apply a grid deployment strategy to build the sensor network. Let us use Fig. 1 to illustrate the grid deployment. In this example, the sensor network is constructed by 9 sensors. As each sensor has the same sensing radius r, the distance between each sensor is equal to r. It is easy to implement a grid-based sensor network, and thus the constructing cost can be effectively reduced. As the sensing technique of the sensor network cannot precisely monitor the moving objects, the locations of objects in the sensor network are uncertain. As for the uncertain extent of each object, it is dependent on the covering region of sensor network. Using the above grid deployment, each object is monitored by at least 2 sensors (i.e., the 2 coverage), and is monitored by at most 4 sensors (i.e., the 4 coverage). That is, each object in the jail belongs to one of the 2 coverage, the 3 coverage, and the 4 coverage (depicted as the blue regions shown in Figure 1) .
B. Object Uncertainty
For each object, it is monitored by at least 2 sensors. However, due to the inherent uncertain property of sensors, the convict and the jail guard are imprecisely tracked. That is, we can know the possible locations of each object, instead of its precise location. Let us consider again the example in Fig.  1 . For the 2 coverage region monitored by the sensor 5 and the sensor 6, all the points inside it could be the actual location of object. Similarly, the 3 and 4 coverage regions represent the possible locations of object. We term the coverage regions the uncertainty regions.
When the KNN query is processed, different locations of object would result in different query results. As such, all the points inside the uncertainty region need to be considered in processing the KNN query. However, as we can see from Fig.  2(a) , the shape of the uncertainty regions (including the 2, 3, and 4 coverage regions) is irregular, which makes it hard to quantify the uncertainty of object. As a result, we adopt a minimum rectangle to enclose the uncertainty region as shown in Fig. 2(b) , and utilize it to approximate the uncertainty region in query processing. We term the minimum bounding rectangle the approximate region. III. INDEX STRUCTURE To efficiently manage the objects moving in the sensor network, a well-designed index structure is required. However, the uncertainty on object locations makes the design and the maintenance of index structure much harder. In this section, we design a grid index to store the location information of the objects. In the following, we first describe the designed grid index. Then, we illustrate how to manage the objects using the grid index.
A. Grid Index
In our model, the uncertainty of objects' locations is represented as an approximate region with rectangular shape. We use a grid index to efficiently manage the approximate regions. The data space covering the entire jail is first divided into N*N grid cells, and then each grid cell stores information of the objects, and the sensor inside it. Consider the example in Fig. 3 . There are 5 objects o 1 to o 5 moving in the sensor network. The entire space of network is divided into 3*3 grid cells and monitored by 9 sensors s 1 to s 9 . That is, each sensor is located at the centre of a grid cell and responsible for monitoring this cell. In the sequel, we describe the data structures used for storing information of the sensors and the objects. In this paper, we focus on processing the KNN query for moving objects in the grid-based sensor network. Given a sensor s issuing the query and a value of K, the KNN query retrieves the K-nearest neighbours of s. We develop an efficient algorithm combined with the grid index to answer the KNN query. In the following, we first define the parameters used to prune the non-qualifying objects and then illustrate the detailed steps of the algorithm. For ease of explanation, we assume that the 1NN query is processed (i.e., K = 1).
Fig. 4 Illustration of parameters

A. Parameters and Pruning Criteria
Three parameters are used to design the pruning criteria. Step 3: for each object kept from Step 2, its probability of being the query result is computed (which will be discussed later).
Let us use Fig. 5 to illustrate how the query processing algorithm works. Assume that the sensor s 5 issues the NN query. The network expansion starts from the grid cell monitored by sensor s 5 V. PROBABILITY MODEL The probability model is designed to reasonably give each object a probability that quantifies the possibility of being the query result. Based on the probability, the server can provide more useful information for the user to decide the most appropriate result. The following parameter, P(o), is designed to compute the probability of the object o being the query result.
z
, where Ai(o) (1 i n) is the area of the i th region of object o that overlaps the circle whose radius is equal to the length of the pruning distance (here, the circle is denoted as C), and A(o) refers to the area of the approximate region of object o.
Let us use Fig. 6 , which continues the example in VI. CONCLUSIONS In recent years, many studies focused on processing techniques in spatio-temporal databases. In this paper, we tried to apply the query processing techniques to the environment of sensor network, in which objects are monitored by sensors and move with uncertainty. We first designed an effective mechanism to quantify the uncertainty of the objects moving in the sensor network. Then, we developed a grid index to efficiently manage the objects with uncertainty. We also proposed an efficient algorithm to answer the KNN query. Finally, a reasonable probability model was designed to quantify the possibility of each object being the query result. 
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