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ABSTRACT 
The time response of a generalized second order Phase-
Locked Loop to step and ramp inputs is described by a functional 
power, truncated at the third order term. The responses 
given by the functional power series differs from the 
analog simulation by less than 6 % when the inputs are below 
2.0 rad (rad/sec). 
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There are many real world systems which, although non-
linear, are represented by a linear model because the systems 
are only slightly nonlinear. There are still other systems 
with stronger nonlinearities which are also represented by 
a linear model because it is the only present means for anal-
ysis in a reasonable amount of time. 
The main reason for the use of a linear model is the 
ease of analysis to which the linear model lends itself. 
With this linear model, superposition holds and the very 
powerful transform tools can be used. 
There are systems which are nonlinear by physical nature, 
such as wave propagation through the earth. Other syste~s 
are nonlinear because of a desired process such as modulation 
or demodulation. The resulting nonlinear system is usually 
analyzed by assuming the nonlinear component to be linear 
for certain ranges of input amplitudes or particular input 
amplitudes. Saturating devices can be assu.rned linear if the 
saturated region is not entered. Describing functions are 
used to give an equivalent linear gain for a nonlinearity 
with a particular sinusoidal input amplitude. Although 
higher order correction terms can be applied to the describing 
function, this method is limited to a steady state analysis 
of a system. 
Another approach to the an~lysis of nonlinear systems is 
the use of a functional power series. This method is somewhat 
analogous to the transform mP.thod used for linear system. 
viii 
Although this method is still approximate because the func-
tional power series is usually truncated after the first 
several terms, it represents some nonlinear systems much more 
closely than the linear approximations. 
The function~l power series method of analysis usually 
can be used where the nonlinearity in the system is continuous. 
1 
1. INTRODUCTION 
A. Nature of the Problem 
A practical system to be handled by the functional 
power series method is the phase-locked loop. This is a 
system currently of much interest in data transmission 
applications. Using the functional expansion method, a treat-
ment will be developed which is analogous to the transform 
treatment for linear systems. The phase-locked loop can be 
used for synchronous demodulation of radio signals. 
In a phase-locked loop (PLL), the output of a voltage 
controlled oscillator is compared with the input sign~l in a 
phase detector. The phase detector is usually a multiplier. 
The phase error signal is then passed through a loop filter 
and the outnut cf the filter is used to control the frequency 
of the voltage controlled oscillator. The operation of the 
system tends to bring the phase error signal to zero. The 
error signal from the multiplier phase detector is proportic~­
al to the sine of the phase error. Because the multiplier 
is in the loop, the system is nonli~car. 
2 
H. Summary of Previous \IJ'"ork in ATea 
In an important early paper of PLL, Jaffe and Rechtin1 
derived an expression for an optimum loop filter as a function 
of the signal to noise ratio (SNR). These authors linearized 
the system equations by assuming that the error signal was 
proportl.onal to the phase error instead of the sine of the 
phase error. 
2 In a paper by Rey , the transfer function of the loop 
was derived for several loop filters. This was one of the 
first papers where the PLL is modeled as a pendulQ~ subject 
to a driving torque and friction. However, the same lineari-
zing assun1ptions used by Jaffe and Rechtin are used in obtain-
ing most of the results. 
Develet3 takes the nonlinear nature of the loop into 
account by using a gain term which is proportional to the 
negative exponential of the variance of the phase error. 
Viterbi4 uses the Fokker-Planck equat~on (associated 
with heat diffusion and pendulum problems) to find the steady 
state phase e~ror and the error variance for the first order 
loop. 
Charles and Linsey5 extended the technique of Vite.rbi to 
type II systems. These authors also derived equ~tions for 
error variance and unlock statistics. 
6 A model proposed. by Van Trees follows previous wo:::-k 
by George7 , Brill1ant8 , Barrett9 , and Wiener10 • Van Trees 
uses a functional series expansion, first mentioned by 
Volterra 11 , to represent the ~.nput-0ut-put relation of the 
nonlinear system. In his paper, he derives equations for 
3 
phase error variance for a first order and simplified second 
order loop. 
The analysis in this thesis will also make use of the 
functional power series. The work of Van Trees will be ex-
tended to a generalized second order PLL. Expressions for 
the time response will be derived for step and ramp inputs. 
4 
II. THE AKALYSIS OF THE LOOP 
The common representation for the phase locked loop is 
shown in figure 1 • The simplified model which will be the 
starting point here was suggested by Develet3 . In this model 
(figure 2), the phase of the input sinusoid is the input 
signal and the phase of the sinusoid from the voltage contTolled 
oscillator is the feedback signal. The amplitude of the input 
may be absorbed as a gain in the loop filter since the input 
sinusoid will be assumed to have a. constant amplitude here. 
It should be realized that changes in loop gain in a system 
can affect stability. 
The form for the loop filter will be of the integral plus 
proportional type. This will cause the system to be type II. 
A type II system has zero steady state error to a ramp input. 
The inpulse response for the loop filter in transform 
notation is 
H(s) ( 1 
where the amplitude of the input sinusoid has been absorbed 
in A1 , the loop gain term. 
The noise input can be replaced by another noise signal 
added to the output of the phase detector. The autocorrelation 
function for this modified noise signal is reduced in magnitude 
by the square of the input sinusoid ~agnitude. 


















Figure 2. Develet's modified model of the loop 
6 
In order to put the system equation into a form from 
which it is relatively easy to derive functional kernels, 
both inputs are combined ahead of the loop filter. The 
loop as is now modified is shown in figure 3. The combined 
inputs will be represented by x(t). 
The equation for the loop error signal is differentlal 
eq_uation form is 
p 
H(p) E(t) + sin E(t) 
p 
_ RTPT e(t) + N(t) = x(t) (2 
whe:ce p 1.s the differenttal operator ~t· 
The output of the system can be expressed as a functional 
power series in terms of the input. 
E ( t ) = E1 (X, t ) + E2 ( x, t) + E3 (X, t) + • • • 
where E1 (x,t) is a linear functional of the input x(t), 
E2 (x,t) is a qua.dratic functional of the input, and so 011. 
(3 
p 





Figur-e 3. A simplified model of the loop proposed by 
Van Trees. · 
7 
8 
In~erting Eq. 3 into Eq. 2 and expanding sin E(t), the 
system. equation becomes 
or 
(4 
The functional equations are obtained by equating terms of 
equal order. 
Hlp) E1 + E1 = x(t) first order (5 
"'0 
E2 M' 0 second order (6 H"lp) + .J.:J.-., = c.. 
lilPT E3 + E3 
1 3 third order (7 = 3f El 
p 






These differential equations may be solved successively 
for the components of the error signal. The solution of the 
equations can be found using transforms. The transform 
equations, for zero initial conditions, can be obtained from 
the differential equation by replacing the di.fferential opera-
tor, p, with the transform variable, s. 
The first order (linear) component of the er~or signal 
is 
= H(s)XL2_l 
s = H[S) 
A1 (s + A2 )X(s) 
2 
s + A1 s + A1A2 
The second order term is 
= H( s_LQ_ 
s - HTST = o. 
• (9 
( 1 0 
The third crder term is obtained by the use of Georges 
algebra of systems described briefly in Appendix 1. 
H( s 1 ) 
+fH s 1 ) 
( 1 1 
10 
Because the second order term was zero, the fourth term 
is also zero. It follows that all even order terms are zero. 
The first and third order transfer functions are respec-
tively 
H(s) 
- s + H( s r ( 12 
( 1 3 
For a step phase input to the original system, the input 
to the modified system must be 
X(s) s 
=Frrsr .§_ -s s H( sf 
where S is the magnitude of the step input. 
Th~ first and third order transform equations for a step 
input are now 
11 
s sS ( 1 5 
= s + H( s) = 
s s s ( 1 6 
The inverse transformation for these equations is done 
in Appendix 2. The first and third order time equations are 
( 17 
s3 4 -ut [ A '*' ""' 
= :-::-4 A e - B cos(wt + "' - 9) + 3 cos(wt - 2't') 
96w 
- ~ cos (wt - 3<1>) + cos (wt - 4¢ )] + 
[~ cos(3wt - ¢ + e) - cos(3 t - 4¢) - 3 cos(~t + 2$) 
+ ¥ cos(wt - 3¢~ c 1 e 
where 




The time response of the system using the first and third 
terms of the functional power series is 
( 1 9 
For a ramp input to the original system, the input to 
the modified system is 
X(s) s R 
= if(Sj 2 
s 
R (20 
= sH( s J • 
where R is the magnitude of the ramp input. 
The first and third transform equations for a ramp 
input are now 




+ A1s + A1A2 
• (21 
13 
1 H(s1 + s2 + s2) 
= 31 s 1 + s 2 + s 3 + H(s 1 + s 2 + s 3 ) 
R 1 (22 
The calculation of the inverse transforms is also in 
Appendix 2. The first and ~hird order time equations for a 
ramp input to the system are 
(23 
R
3 at[ 2! = - 4 Ae- -cos ( wt - ¢ ) + cos ( w t - 2¢ ) 
96w 0 
A ~ R3 -3crt) 
- 3 cos (wt - 3¢) + B cos (wt - 2~ -9) + ( 4 Ae 
96w 
[cos(3wt - ~) - ~ cos(wt - 2¢) + 3 cos(wt + 3$) 
- ~ cos{3wt + 2~ + e ~ . (24 
14 
It is important to know how well the Phase-Locked Loop 
behaves in the presence of noise. A prime reason for the 
existance of the loop is its ability to operate in low SNR 
situations. A good index of performance of the loop is the 
variance of the error signal compared with the variance of 
the noise input. 
Let the noise input to the original system, n(t), be 
white and Gaussian with spectral height ~ and zero mean. 
The autocorrelation for this signal is 12 , 13 
• 
(25 
The noise input to the modified system, N(t), then has 
the autocorrelation function 
- N2 6 (u) 
2A 
• 
where A is the rms value of the coherent received signal. 
(26 
The average or mean value of the system error signal is 
zero by inspection. 
15 
The variance of the error signal is 
(27 
The terms of the variance up to the second power of the 





The equations derived for the step and ramp inputs were 
tabulated with the aid of the IBM 360 computer. Responses 
were computed for inputs of from 1 rad. (rad./sec.) to 
3 rads. (rad./sec.). The responses of a digital simulation 
of the analog system were also calculated on the computer. 
The system was also simulated on the TR 48 analog computer. 
When the functional response was compared with the results 
of the analog simulation, the two differed by the amounts 
listed in table 1 • 
INPUT MAX % DIFFERENCE ** ~
1 .o rad .3 % 
1 .o rad/sec .3 % 
2.0 rad 5.7 % 
2.0 rad/sec 5.2 % 
3.0 rad 66.4 % 
3.0 rad/sec 51 .4 % 
Table I. Conparison of functional and analog responses 
Plots showing the responses of the functional approx-
imation, and the digital analog simulation (SIM 1 ), are sho-r,rn 
on graphs 1 through 3. The curves given by SIM 1 are identi-
cal to those obtgined on the TR 48. 
** MAX DIFF. BST ~TEEN CURVES X 1 OO MA.X % DIFFERENCE - -------------
- MAX VALUE O:B1 ANALOG SIM. 
17 
IV. CONCLUSIONS AND RECOHNE1~ATICNS 
This thesis has shown that the transfer relation for 
a type II Phase-Locked Loop can be approximated by a func-
tional power series. The truncated series (after the third 
order term) predicts the step and ramp response with reason-
ably good accuracy when the input is held below 2 rad (rad/sec). 
The reduction process for the multi-dimensionsl transforms 
is a major discouragement to their usage. Multidimensional 
transforms for the analysis of nonlinear systems would be 
much easier to use if a table existed for the association of 
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In aLy physical syste~ the outnut of the system depends 
Realizable 
sys~e~s are nonanticinatory thus ou·tput canno~c. 
denend on future in)uts. If the system happens to be linear 
then the input-ou~put rela~ion can be represented by the 
!u~iliar convolution integral. 
00 
f 
y(t) = h. ll(u.)x(t - u)du 
J_go 
(29 
where h(u) is the impulse response of the system. 
The convolucion intc-_Tal is a .functional. In uarticular, 
since t~e or2sent value of the output depends on oas~ and 
~~.,_ :f1.:nct:Lonal is a fur1ction 'l'lhose value depend on another 
function evaluated throu~hout some range of ar~uments. 
figure 4a the output is obt~insd by multiplying the outputs 
of two linear systems. 
21 
y( t) x(t~ h(t) 
X t h(t) 
{a) {b) 
Figure 4. Quadratic systems 
In figure 4b the output is obtained by squaring the output 
of a linear system. In either case the equation relating 
output to input is 
., tJD 
y(t) = J fl (u1 )h1 (~ )x(t - u 1 )x(t - u2 )du1 du2 
_,. -tJD 
(30 
where h2 (u1 ,u2 ) = h1 (u1 )h1 (u2 ). 
This equation is a second order functional in the input 
x(t). The kernel of the second order convolution integral 
is h 2 (u1 ,u2 ). Similar relationships can be shown for higher 
order systems. 
In many nonlinear systems with nonlinear elements which 
can be approximated by a power series, the input-output 
relation is not a single n-order convolution but instead an 
infinite sum or power series of multi-order convolutions. 




Figure 5 • Multi-order system 
In equation form, this relationship can be written 
y(t) = 
- u ) 1 
22 
(31 
It should be noted that this representation of systems 
contains the linear system ~s a case where the kernels of 
order greater than the first are zero. 
A main disadvantage to the use of the functional power 
series in analyzing nonlinear systems is the difficulty of 
obtaining the kernels of higher order than the first. Bec2use 
23 
of this difficulty, the series· is usually tru..Ylcated after a 
few terms. Except for a few special cases, closed forms for 
the series are not easily obtained. 
For stable systems, it is necessary that14 
(32 
where i = 1 , 2 , • • . . 
The system is realizable if 
(33 
where i = 1 ,2, ••• , n. 
The series will converge if 
(34 
Chosing different time variables in the multi-dimensional 
convolution equation, a multi-dimensional transform relation-
ship can be written for the series. 
24 




_j__ fo· ( ) +std 2 nj s e s 
... 
and so on. 
Certain relationships exist between the multi-dimension, 
s, domain and the multi-dimension time domain which are im-
portant. 
25 
These are stated below withput proof. Proofs are given by 
Van Trees and George?'7 
0. 
Jh1 (u1 )x(t - u1 )du1 H1 ( s) X( s) (36 
-oo 
G<l .tO 








= 2~JJH1 (-s)F(s)ds (39 
-00 
26 
George has developed a method by which nonlinear systems 
can be cascaded. This method is a considerable aid in ob-
taining the s-transform for the kernels of the multi-dimensional 
convolutions. The method is summarized below. 
a) For a linear system L followed by a n-dimensional 
system N, the total transfer function is 
( 41 
b) For a n-dimensional nonlinear sustem N followed by a 
linear system, L, the total transfer function is 
(42 
After the output of the system is found in the multi-
dimensional s domain for a particular input, the time response 
is obtained by the multi-dimensional inverse Fourier integral 
with all times set equal. Considerable reduction in calcu-
lation is obtained when the multi-dimension transforms are 
reduced to a one dimension transform before inversion. A 
technique for this reduction by association of vartables has 
also been given by George. 
A simple example, given by George and also by Van Trees, 
shows how the association of variables is accomplished. This 
example is given below. 
where 
For 
Y2 ( s 1. 's2 ) = __ _;A;;:;.._ _ 
s 1 + s2 + a 
<Jill .., 




s 1 + b 
+ a s 1 
= 1 I ( ) st - Y s e ds ( 2 nj .) 
-00 
(/II 
Y(s) 2 ~j fs1 A B = b + s2 + a s 1 + 
_., 
Letting s = sl + s2 




B 0 ( sl + s 2 )t 
+ b s2 + 
c e ds 1 ds2 
(44 
0 
c ds2 ( 45 • s2 + 
0 ds2 (46 s2 + c 
This integral may be evaluated by residues considering 
only the left-hand plane poles. The result is 
A BC Y( s) = --=-- --~;..._­
s+a s+b+c 
Thus, by associating s2 with s2 , 
A becomes A 
s + a 
(47 
28 
and B 0 
s 1 + b s2 + c 
becomes BC 
Higher dimension transforms can be reduced by repeated 
application of the above relations. The association operation 
will be symbolized by a circled "a". 
i.e. s 2 @ s 1 will mean s 2 associated with s 1 • 
29 
APPENDIX 2 
CALCULATION OF TIME RESPONSE FOR A STEP AND RAMP INPUT 
First Order Term_for a Step Inn~ 
From Eq. 15, the linear component of the error signal 
for a step input is 
(48 
where e is the magnitude of the phase step. This equation 
can be expanded to 
9 -j(o + jw) 
s 
2 s + o + jw + 
j ( o jw) 
s + 0 - jc.v (49 
h .A, w ere o· = 2 ; and w = jA1A 2 - !' • 
Inverting this expression, the linear time response to a step 
is 
· E(t) = g -0 t ( ,f.) - - Ae sin wt - ~ {).} 
where a + j w = A.j:_ and use is made of the relation 
F* -jtOt + e 
2 
(50 
Third Order Comnonent of Phase Error for Step Innut 
From Eq. 16, the transform ezpression for the third 
order error response is 
A1 ( s + A2 ) 
where H1 (s) = 8 • 




and w = 
1 [(o+_jw) 






the expression can be rewritten 
• (53 
Now by associating s3 with s2 , the expression becomes 
1 [ J [ 2 o + jw o - j w (o + jw) s1 + o + jw - s1 + o - jw s2 + 2 (o + jw) 
2(o +W ) + (o - fwl 2 2 2 J 
s2 + 2o s2 + 2 o - jw) • 
(54 
32 
This expression for E3 can in turn be rewritten 
2 2 2 2 J 2 o + w cr + ~ w 2 o + w cr - 1w 
- ?(_~ __ Jj-:-:-:\_(_~..!-~~-"::\ + _2_{ __ j_(g __ .L-~-l-
(s1 + cr + jwJ s2 + 2o J ~ + cr - jkJ}f s2 + 2o 
(55 
After associating s2 with s 1 , the expression becomes 
(56 
or 
E3 ( s) = M r __{_£_+ _,i~t ( o - _j£] [__(£--trl~----
s Ls + o + jw - · s + o - j\() s + 3 \a~) 
where M 
s 
2 2 3{a + ~ )(a -~1 
s + 3a + jw 
• 
The inverse transform of this expression is 
33 
(57 
[~ cos(3wt - ¢ + S ) - 3 cos(wt + 2¢) + 3J-cos(wt - 3¢) 
- C 0 s ( 3 wt - 4¢ ) J . (58 
where o + jw = Aj_ and a + 2jw = BL§.. 
34 
First Order Comnonent of Error Signal for a Phase Ramn Innut 
-· .... --.--,;-------·-----..;,.....----.-------
From Eq. 21, the linear component of the error signal 
for a ramp input is 
R ; 
where R is the magnitude of the slope of the ramp. 
The inverse transform of this expression is 
R 
E1 (t) == w -ot ( ) e sin wt 
where o and ~ have been previously defined. 
(59 
(60 
Third .Qrst~r Com.Q.Q!l§.!l! _ _Qf_Er££!: §_~gnal for a Phase Ramn Innut 
The third order component of error signal for a ramp input 
is, from Eq. 22 
( 61 
35 
Substituting the expression for H1 (s) in this equation, 
the new equation becomes 
(62 
The exprP.ssion formed by associating s 3 with s2 is 
1 2 1 
2·--o + j2w- s2 + 2 a + s2 + 2 o -
(63 
The expression formed by associating s 2 with s 1 is 
3 3 
s + 3o + jw + s + 3a - jw (64 
The inverse transform of this expression is 
- 3 cos(tut - 3!1>) + ~ cos(«Jt - 2~ - ~ )] 
+ 3 cos(wt + 3¢) - ~ cos(3wt + 2~ +13 )] (65 
where and o + 2 j&U - BL§. • 
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APPENDIX 2 
CALCULATION OF THE VARIANCE OF ERROR ·siGNAL FOR AN INPUT OF 
WHITE GAUSSIAN NOISE 
Since all even order terms of the error signal are zero, 
the expression for the variance is 
(66 
The input noise signal to the original system is a sample 
function from a white Gaussian process. The autocorrelation 
function for this signal is12 ,l3 
R(t) = ~- o(t) • (67 
The noise signal was modified for use in the system by 
normalizing with the coherent signal amplitude. The auto-
correlation function for this modified signal is 
R'(t) = N2 o(t) • 2A 
(68 
38 
The mean of both signals is zero. The mean of the error 
signal will also be zero. 
The variance can be evaluated term by term. The first 
term is 
Oot 00 
<E~> ~ J Jg1 (u1 )g1 (u;) <x( t - u1 )x( t - u2 >> du1 du2 
.... -eP 
(69 
where x(t) is the normalized input noise. 
N 
~x(t- u 1 )x(t- u2 );> = 2~ o(u1 - u2 ) (70 
The expression for first order variance becomes 
0" .a 












Integrals of the above form appear commonly in control 
theory and the method developed by Mersman will be used to 
evaluate them here (see Appendix 5). 
Making use of the above integral relation the expression 
for first order variance is 
(73 
where 
A1 (s + A2 ) G ( s ) = __,..--::...-.-. _ _..;;;;._.__ 
s
2 
+ A1 s + A1A2 




(74-= . 4A 
0 
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After expanding the determinants and simplifying, the 
expression becomes 
(75 
The expression for the second term in the expression for 
variance is 
... 
~1E3:> - ~1 (u1 )x(t 
--
OQ 




The fourth moment of a Gaussian process can be factored~5 
(77 
After substituting the above into the variance equation 
and simplifying by integration, the result is 
""' -~1E3:> ~ (2:2)2jl ~~ (u1 )g3(u1 ,u3,u3)du1du3 
.... ~~ 
... .,0 
+ (2:2):/" ~~ (ul )g3(u3,u3,u1 )duldu3 
-Oo --
(78 
The kernel g 3 (u2 ,u3 ,u3 ) is symmetric and the three integrals 
can be combined. 
42 
The form for the cross-variance now is 
01> d' 
<:E1E3:> = 3(2~2)~~1(u1 )g3(U1 ,u2,u2)duldu2 (79 
_ .. _ .. 







2 ~j f(-s)G(s)ds 
-ooe 
(82 
These three e~uations will be used on the transforms of 
the kernels in the variance e~uation to compute the result. 
(83 
After expanding and associating s 2 with s 3 , this expres-
sion becomes 
(84 
Nm-r letting s 2 ~0 
(85 
44 
The variance equation is now 
(86 
The equation is now in the form where the determinant 





where 2A1 1 0 0 
2 2A1A2 -




(A1A2)2 2 2 0 2A1A2 2A1A2 + A1 
0 0 0 (A1A2)2 
and 
0 1 0 0 
A2 - Al 2A1A2 
2 
+ A1 2A1 1 
w :::: (89 
2 2 2 2 A2 2A1A2 - A2 
(A1A2) 2A1A2 2A1A2 + 1 
4 
A1A2 0 0 (A1A2) 
2 




The expression for cross-variance is now 
(92 
The total variance of the error signal with terms up to 
the second is 
where z N is the ratio of noise power to coherent = 
2A2 
signal po'tver applied to the original system. 
The calculation of the higher order terms of the variance 
rapidly becomes difficult but can be done in the s&me manner 
as the above. 
47 
APPENDIX 4 
COHPUTOR PROGRA:t-fS USED IN THESIS 
I) FUNCTIONAL EQUATIONS 
II) "SIH 1 u DIGITAL SI!-1ULATION OF AN ANALOG SYSTE:H 
III) ANALOG SD1ULATION ON THE TR-48 ANALOG COHPUTOR 
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EVALUATION OF AN INTEGR..A..L OCCURING IN CONTROL SYSTE!v1 TH"EORY 
Quite often in the preparation of this thesis it was 
necessary to evaluate an integral of the form 
I 2~j J;(s)M~ ds 
-Oo 
(94 
where G(s) bns n b n-1 bo + n-1s + + 
H(s) a sm 
m + 
a sm-1 
m-1 + . . . + a 0 
and all zeros of H(s) are in the left half plane. 
A great deal of time was spent in evaluating these 
integrals by residues before the following method was made 
known to me by Dr. Pazdera of the UVili Electrical Engineer:lng 
Department. The derivation of this method is due to Mersman~ 6 













































































• 0 0 
. 0 0 
. 0 0 
( 96 
. 0 0 
. 0 0 
. 0 0 
• 
(97 
Only the even powers of G(s) appear in the G determinant 
since the odd powers give no contribution to the value of the 
integral. 
The G array is the same as the H array except for the 
first column of G, which contains coefficients of G(s). 
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