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SHEAVES AND SYMPLECTIC GEOMETRY OF
COTANGENT BUNDLES
STE´PHANE GUILLERMOU
Abstract. We recall several results of the microlocal theory of
sheaves of Kashiwara-Schapira and apply them to study the sym-
plectic geometry of cotangent bundles. We explain how we can re-
cover the Gromov nonsqueezing theorem, the Gromov-Eliashberg
rigidity theorem, the existence of graph selectors, we prove a three
cusps conjecture about curves on the sphere and we recover more
recent results on the topology of exact Lagrangian submanifolds of
cotangent bundles.
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Introduction
As the title suggests this paper explains some applications of the mi-
crolocal theory of sheaves of Kashiwara and Schapira to the symplectic
geometry of cotangent bundles. The main notions of the microlocal
theory of sheaves are Sato’s microlocalization, introduced in the 70’s,
and the notion of microsupport of a sheaf, introduced by Kashiwara
and Schapira in the 80’s. These notions were motivated by the study of
modules over the ring of (micro-)differential operators. The link with
the symplectic geometry was noticed (a deep result of [29] says that
the microsupport of any sheaf is coisotropic) but not used to study
global aspects of symplectic geometry until the papers [39] of Nadler-
Zaslow and [43] of Tamarkin. The paper [39], together with [37], show
that the dg-category of constructible sheaves on a real analytic man-
ifold M is equivalent to the triangulated envelope of a version of the
Fukaya category of T ∗M . The paper [43] proves non-displaceability
results in symplectic geometry using the properties of the microsup-
ports of sheaves. Building on the ideas of this paper it is explained
in [21] how to associate a sheaf with a Hamiltonian isotopy of a cotan-
gent bundle. In this paper we go on in this direction and use sheaves to
recover some classical results of symplectic geometry (the Gromov non-
squeezing theorem and the Gromov-Eliashberg rigidity theorem) and a
more recent result, which says that a compact exact Lagrangian sub-
manifold of a cotangent bundle is homotopically equivalent to the base.
We also prove a result about cusps of curves on the sphere (Arnol’d
three cusps conjecture).
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Before we give more details we recall some facts about the micro-
support. Let M be a manifold of class C∞ and let k be a ring. We
denote by D(kM) the derived category of sheaves of k-modules over
M . The microsupport SS(F ) of an object F of D(kM) is introduced
in [28]. It is a closed subset of the cotangent bundle T ∗M , conic for the
action of R+ on T ∗M . It is defined as the closure of the set of singular
directions with respect to F , where (x; ξ) ∈ T ∗M is said non singular
if the restriction maps from a neighborhood B of x to B ∩ {f < f(x)}
induce isomorphisms between H iFx and lim−→B∋xH i(B∩{f < f(x)};F ),
for all functions f with df(x) = ξ and all i ∈ Z. The easiest example
is SS(kN) = T
∗
NM , where kN is the constant sheaf on a submanifold
N of M . In general the microsupport can be a very singular set but it
is coisotropic in some sense (see Theorem 1.3.6). If M is real analytic
and F is constructible, then SS(F ) is Lagrangian. Any smooth conic
Lagrangian submanifold of T ∗M is locally the microsupport of some
sheaf on M .
The microsupport is well-behaved with respect to the standard sheaf
operations. An important example is the composition. Let Mi, i =
1, 2, 3, be three manifolds and let qij be the projection from M1×M2×
M3 to Mi ×Mj . For K1 ∈ D(kM1×M2) and K2 ∈ D(kM2×M3) we set
K1 ◦K2 = Rq13!(q−112 K1
L⊗ q−123 K2). We can define a set theoretic analog
of the composition where direct and inverse images are replaced by the
same set operations and the tensor product by the intersection. Then,
under some geometric hypothesis, we have SS(K1 ◦ K2) ⊂ SS(K1) ◦
SS(K2).
In [43] a sheaf version of the Chekanov-Sikorav theorem (see [10]
and [42]) is given. A more functorial version is given in [21] as follows.
Let Φ be a R>0-homogeneous Hamiltonian isotopy of T˙
∗M = T ∗M \
T ∗MM . Then there exists a sheaf KΦ on M
2 which is invertible for
the composition (there exists K ′ such that KΦ ◦K ′ = k∆M ) and such
that S˙S(KΦ) is the graph of Φ. Here we let S˙S(F ) be SS(F ) with the
zero section removed. We then have S˙S(KΦ ◦ F ) = Φ(S˙S(F )) for any
F ∈ D(kM) and F 7→ KΦ ◦ F is an auto-equivalence of D(kM ). We
recall this in Part 2.
Since the microsupport is conic it is rather related with the con-
tact geometry of the sphere cotangent bundle than the symplectic ge-
ometry of the cotangent bundle. We can also consider a Legendrian
submanifold of the 1-jet space J1(M) as a conic Lagrangian subman-
ifold in T ∗(M × R) contained in {τ > 0}, where we use the coordi-
nates (t; τ) on T ∗R. In [43] Tamarkin also remarks that a sheaf F
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on M × R with a microsupport in {τ ≥ 0} comes with natural mor-
phisms τc : F −→ Tc∗(F ), where c ≥ 0 and Tc is the vertical transla-
tion in M × R, Tc(x, t) = (x, t + c). A useful invariant of F is then
e(F ) = sup{c ≥ 0; τc(F ) 6= 0}. It is introduced in [43] and used in [7]
to obtain displacement energy bounds. We use it in Part 6 to prove
classical nonsqueezing results. Our proof is a baby case of the proof of
Chiu of a contact nonsqueezing theorem in [12].
In Part 6 we use some operations on sheaves introduced in [30] (cut-
off lemmas) to reduce the size of a microsupport. These operations
are compositions with the constant sheaf on a cone. We recall them in
Part 3, where we also prove that a sheaf F whose microsupport can be
decomposed into two disjoint (and unknotted) subsets, say S˙S(F ) =
S1 ⊔ S2, can itself be locally decomposed, up to constant sheaves, as
F1 ⊕ F2 with S˙S(Fi) = Si.
We also use the cut-off results in Part 5 to prove that a Legendrian
submanifold of J1(M) has a graph selector as soon as it is the micro-
support of a sheaf F satisfying some conditions at infinity. The graph
selector is given by the boundary of the support of a section of F .
In Part 7 we prove the Gromov-Eliashberg rigidity theorem as a
consequence of the involutivity theorem of Kashiwara-Schapira. The
starting point is very simple. Let M be a manifold and let φn be a se-
quence of homogeneous Hamiltonian isotopies of T˙ ∗M which converges
in C0 norm to a diffeomorphism φ∞ of T˙
∗M . Let Kn ∈ D(kM2) be
the sheaf associated with φn as recalled above. Then we can consider
a kind of limit K∞ of Kn and the microsupport of K∞ is contained in
the graph of φ∞. We deduce from the involutivity theorem that this
graph is Lagrangian, hence that φ∞ is a symplectic map. This idea
does not work directly to prove a local statement but we can cut-off
the microsupport (using the cut-off results recalled in Part 3) and make
it work.
The main result of this paper is a sheaf theoretic proof that a com-
pact exact Lagrangian submanifold L of a cotangent bundle T ∗M is
homotopically equivalent to M . This is done in Parts 9-13. This result
was previously obtained with Floer homology methods (see the begin-
ning of Part 13 for references). However we do not recover the more
precise results of Abouzaid and Kragh, who proved in [4] that the map
L −→ M is a simple homotopy equivalence and gave some conditions
on the higher Maslov classes in [3] (we only prove the vanishing of the
first two classes; for the other classes we should use sheaves of spectra
– see [26, 25]).
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An important tool for our proof is the Kashiwara-Schapira stack
µSh(kΛ) of a Lagrangian submanifold Λ of a cotangent bundle T
∗M .
In [30] Kashiwara and Schapira consider the “microlocal” category
D(kM ; Ω) where Ω is a subset of T
∗M . It is defined as the quotient of
D(kM) by the subcategory formed by the F such that SS(F ) ∩ Ω = ∅.
When Ω runs over the open subsets of T ∗M this gives a prestack on
T ∗M and we consider its associated stack, say µSh(kT ∗M). In [30] it is
proved that the Hom sheaf in µSh(kT ∗M) is H0µhom where µhom is a
variant of Sato’s microlocalization (our stack has a very poor structure
because the triangulated structure does not survive in the stackification
and we only obtainH0µhom, not µhom). The stack µSh(kΛ) is the sub-
stack of µSh(kT ∗M) formed by the objects with microsupport contained
in Λ. One step in the proof of the homotopy equivalence L ≃ M is the
construction of a sheaf representing a given global object of µSh(kΛ),
where Λ is a conic Lagrangian submanifold of T ∗(M×R) deduced from
L by adding one variable. This is done in Part 12. A similar result
is obtained by Viterbo in [51] using Floer homology methods. More
precisely, any given F ∈ µSh(kΛ)(Λ) is represented by F ∈ D(kM×R)
such that F− := F |M×{t}, t ≪ 0, vanishes and F+ := F |M×{t}, t ≫ 0,
is locally constant. Then we prove that F 7→ F+ gives an equivalence
between the category DΛ,+ formed by the F such that S˙S(F ) ⊂ Λ and
F− ≃ 0 and the subcategory Dlc(kM ) of D(kM) of locally constant
sheaves. We prove another equivalence between DΛ,+ and Dlc(kΛ).
Hence Dlc(kM) is equivalent to Dlc(kΛ) and it follows that L −→ M
is a homotopy equivalence. Actually the proof is not so straightfor-
ward. We first prove the fully faithfulness of F 7→ F+ in Part 12, then
use this fully faithfulness in the beginning of Part 13 to prove some re-
sult on the Poincare´ groups and the vanishing of the first Maslov class.
For this we need to know that µSh(kΛ)(Λ) has many objects. But the
first Maslov class is an obstruction to the existence of a global object in
µSh(kΛ). To bypass this problem we first work in the orbit category of
sheaves (see Part 9) where there is no such obstruction. The orbit cat-
egory contains less information than D(kM ) but the above argument
works well enough in this framework to obtain the vanishing of the
Maslov class. Then we can go back to the usual category of sheaves
and we can prove Dlc(kM) ≃ Dlc(kΛ), as claimed.
Acknowledgments. The starting point of this paper is a discussion
with Claude Viterbo. He explained me his construction of a quan-
tization in the sense of this paper using Floer homology and asked
whether it was possible to obtain it with the methods of algebraic anal-
ysis. Masaki Kashiwara gave me the idea to glue locally defined simple
SHEAVES AND SYMPLECTIC GEOMETRY OF COTANGENT BUNDLES 7
sheaves under the assumption that the Maslov class vanishes. Claire
Amiot explained me that we can use the orbit category to work without
this vanishing assumption. The idea of applying the involutivity the-
orem to the C0-rigidity emerged after several discussions with Claude
Viterbo, Pierre Schapira and Vincent Humilie`re. The work on the three
cusps conjecture was motivated by discussions with Emmanuel Giroux
and Emmanuel Ferrand. I also thank Sylvain Courte, Pierre Schapira
and Nicolas Vichery for several remarks and many stimulating discus-
sions.
Part 1. Microlocal theory of sheaves
We recall here some results of [30] that will used very often. The
notion of microsupport of a sheaf is in particular very important. We
recall its definition and its behaviour under sheaf operations. We also
recall quickly the definition of Sato’s microlocalization and the µhom
functor, later introduced by Kashiwara and Schapira; it will be used
in particular in §10 to define a category of sheaves associated with a
Lagrangian submanifold of a cotangent bundle.
When [30] was written, it was not well understood how to deal with
unbounded derived categories. In particular the theory of microsup-
port is written for bounded derived categories of sheaves. Moreover
one of the fundamental lemmas was proved using an induction on the
cohomological degree and its extension to the unbounded case could be
unclear. However this problem has been solved in [41] and we will state
the results on the microsupport for unbounded categories (although the
sheaves we consider later are always locally bounded).
1.1. Notations
We mainly follows the notations of [30].
Geometry. We denote by πM : T
∗M −→ M the cotangent bundle of
M . If N ⊂ M is a submanifold, we denote by T ∗NM its conormal
bundle. We identify M with T ∗MM , the zero-section of T
∗M . We set
T˙ ∗M = T ∗M \T ∗MM and we denote by π˙M : T˙ ∗M −→M the projection.
For any subset A of T ∗M we define its antipodal Aa = {(x; ξ) ∈ T ∗M ;
(x;−ξ) ∈ A}.
The cotangent bundle T ∗M carries an exact symplectic structure.
We denote the Liouville 1-form by αM . It is given in local coordinates
(x; ξ) by αM =
∑
i ξidxi. We denote by H : T
∗T ∗M ∼−→ TT ∗M the
Hamiltonian isomorphism. We have H(dxi) = −∂/∂ξi and H(dξi) =
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∂/∂xi. We usually identify T
∗T ∗M and TT ∗M by −H . The Hamilton-
ian vector field Xh of a function h : T
∗M −→ R is given in coordinates
by Xh(x; ξ) =
∑
i
∂h
∂ξi
∂h
∂xi
− ∂h
∂xi
∂h
∂ξi
.
Let f : M −→ N be a morphism of real manifolds. It induces mor-
phisms on the cotangent bundles:
(1.1.1) T ∗M
fd←−M ×N T ∗N fpi−→ T ∗N.
Let N ⊂ M be a submanifold and A ⊂ M any subset. We denote by
CN(A) ⊂ TNM the cone of A along N . If M is a vector space, x0 ∈ N
and q : M −→ TN,x0M denotes the natural quotient map, then
(1.1.2) CN(A) ∩ TN,x0M =
⋂
U
⋃
x∈A∩(U\{x0})
q([x0, x)),
where U runs over the neighborhoods of x0 and [x0, x) denotes the half
line starting at x0 and containing x.
If A,B are two subsets ofM , we set C(A,B) = C∆M (A×B). Identi-
fying T∆M (M ×M) with TM through the first projection, we consider
C(A,B) as a subset of TM . If M is a vector space and x0 ∈ M , we
have
(1.1.3) C(A,B) ∩ Tx0M =
⋂
U
⋃
x∈A∩U, y∈B∩U, x 6=y
q([y, x)),
where U runs over the neighborhoods of x0.
Sheaves. We consider a commutative unital ring k of finite global di-
mension (we will use k = Z or k = Z/2Z). We denote by Mod(k)
the category of k-modules and by Mod(kM) the category of sheaves
of k-modules on M . We denote by D(kM) (resp. D
b(kM), D
lb(kM ))
the derived category (resp. bounded derived category, locally bounded
derived category) of Mod(kM). (Hence D
lb(kM) is the subcategory of
D(kM) formed by the F such that F |C ∈ Db(kC), for any compact
subset C ⊂ M .)
We recall some standard notations (following mainly [30]). For a
morphism of manifolds f : M −→ N , we denote by Rf∗,Rf! : D(kM ) −→
D(kN) the direct image and proper direct image functors. We denote
by f−1, f ! : D(kN ) −→ D(kM ) their adjoint functors. We thus have
adjunctions (f−1,Rf∗) and (Rf!, f
!). We let
L⊗ (or ⊗ if there is no need
to derive) and RHom the tensor product and internal Hom sheaf. We
have an adjunction (
L⊗,RHom). For the inclusion j : Z −→ M of a
subset of M and F ∈ D(kM ) we often write
F |Z = j−1F.
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When Z is locally closed we define
FZ = j!j
−1F, RΓZ(F ) = Rj∗j
!F.
When F = kM is the constant sheaf we set for short kZ = (kM)Z =
j!(kZ). (In case of ambiguity we write kM,Z = (kM)Z , but in general the
ambient manifold M is understood.) We have natural isomorphisms
FZ ≃ F ⊗ kZ , RΓZ(F ) ≃ RHom(kZ , F ).
We recall that, if Z is closed and U is open, then Γ(U ;kZ) = {f : Z ∩
U −→ k; f is locally constant}. If Z ′ is locally closed and Z is a closed
subset of Z ′, we have an exact sequence 0 −→ kZ′\Z −→ kZ′ −→ kZ −→ 0.
We deduce the excision distinguished triangles, for any F ∈ D(kM),
FZ′\Z −→ FZ′ −→ FZ +1−→,
RΓZ(F ) −→ RΓZ′(F ) −→ RΓZ′\Z(F ) +1−→ .
If U is open, we let RΓ(U ;−) be the derived section functor. We set
H i(U ;F ) = H iRΓ(U ;F ). We let Γc(−) be the functor of sections
with compact support and RΓc(−) its derived functor. If a : M −→
{pt} is the map to a point, we thus have RΓ(M ;F ) ≃ Ra∗(F ) and
RΓc(M ;F ) ≃ Ra!(F ). We also set RΓZ(U ;F ) = RΓ(U ; RΓZ(F )) and
H iZ(U ;F ) = H
iRΓZ(U ;F ).
We denote by ωM the dualizing complex on M . Since M is a man-
ifold, ωM is actually the orientation sheaf shifted by the dimension,
that is, ωM ≃ orM [dM ]. (In general it is defined by ωM = a!(k{pt}),
where a : M −→ {pt} is the map from M to a point.) We also use the
notation ωM |N = f
!(kN) for the relative dualizing complex. We have
ωM |N ≃ ωM ⊗ f−1(ω⊗−1N ) ≃ orM ⊗ f−1(orN)[dM − dN ]. The duality
functors are defined by
(1.1.4) DM( • ) = RHom( • , ωM), D′M( • ) = RHom( • ,kM).
For two manifoldsM,N and F ∈ D(kM), G ∈ D(kN ) we define F
L
⊠G ∈
D(kM×N) by
F
L
⊠G = q−11 F
L⊗ q−12 G,
where qi (i = 1, 2) is the i-th projection defined on M ×N .
We recall some useful facts (see [30, §2, §3]).
Proposition 1.1.1. Let f : M −→ N be a morphism of manifolds,
F,G,H ∈ D(kM), F ′, G′ ∈ D(kN). Then we have
(a) RHom(kU , F ) ≃ RΓ(U ;F ), for U ⊂M open,
(b) RΓ(U ; RHom(F,G)) ≃ RHom(F |U , G|U), for U ⊂M open,
(c) H iF is the sheaf associated with V 7→ H i(V ;F ),
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(d) H iRHom(F,G) is the sheaf associated with V 7→ Hom(F |V , G|V [i]),
(e) RHom(F L⊗G,H) ≃ RHom(F,RHom(G,H)),
(f) Rf!(F
L⊗ f−1F ′) ≃ (Rf!F )
L⊗ F ′, (projection formula),
(g) f !RHom(F ′, G′) ≃ RHom(f−1F ′, f !G′),
(h) Rf∗RHom(F,G) ≃ RHom(Rf!F,Rf∗G), if f is an embedding,
(i) for a Cartesian diagram
M N
M ′ N ′
f
g g′
f ′
we have the base change
formula f ′−1Rg′!(F
′) ≃ Rg!f−1(F ′),
The adjunction between
L⊗ and RHom together with kU ⊗ kU ≃ kU
give Hom(kU ,D
′(kU)) ≃ Hom(kU ,kM) ≃ H0(U ;kM). The canonical
section of this last group gives a morphism kU −→ D′(kU ). Similarly we
have a natural morphism kU −→ D′(kU). In the following case they are
isomorphisms.
If the inclusion U ⊂ M is locally homeomorphic to the inclusion
]−∞, 0[× Rn−1 ⊂ Rn (for example, if ∂U is smooth), then (a) and (b)
yield the first isomorphism in (1.1.5) below. The second one follows
from the first one applied toM\U and the exact sequence 0 −→ kM\U −→
kM −→ kU −→ 0.
(1.1.5) kU
∼−→ D′(kU), kU ∼−→ D′(kU).
1.2. Microsupport
1.2.1. Definition and first properties. We recall the definition of
the microsupport (or singular support) SS(F ) of a sheaf F , introduced
by M. Kashiwara and P. Schapira in [28] and [29].
Let F ∈ D(kM) and p = (x0; ξ0) ∈ T ∗M be given. We choose a
real C1-function φ on M satisfying dφ(x0) = ξ0 and we consider the
restriction morphism “in the direction p” for a given degree i ∈ Z:
(1.2.1) H iFx0 ≃ lim−→
U
H i(U ;F ) −→ lim−→
U
H i(U ∩ {x; φ(x) < φ(x0)};F ),
where U runs over the open neighborhoods of x. We are interested
in the points p where this morphism is not an isomorphism (for some
φ and i). Taking the cone of the restriction morphism we obtain the
following definition.
Definition 1.2.1. (see [30, Def. 5.1.2]) Let F ∈ D(kM). We define
SS(F ) ⊂ T ∗M as the closure of the set of points (x0; ξ0) ∈ T ∗M such
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that there exists a real C1-function φ on M satisfying dφ(x0) = ξ0 and
(RΓ{x;φ(x)≥φ(x0)}(F ))x0 6≃ 0.
We set S˙S(F ) = SS(F ) ∩ T˙ ∗M .
The following properties are easy consequences of the definition:
(a) the microsupport is closed and R+-conic, that is, invariant by the
action of (R+,×) on T ∗M ,
(b) SS(F ) ∩ T ∗MM = πM(SS(F )) = supp(F ),
(c) the microsupport satisfies the triangular inequality: if F1 −→ F2 −→
F3
+1−→ is a distinguished triangle in D(kM ), then SS(Fi) ⊂ SS(Fj) ∪
SS(Fk) for all i, j, k ∈ {1, 2, 3} with j 6= k.
Example 1.2.2. (i) If F is a non-zero local system on a connected
manifold M , then SS(F ) = T ∗MM , the zero-section. Conversely, if
SS(F ) ⊂ T ∗MM , then the cohomology sheaves H i(F ) are local systems,
for all i ∈ Z. (We say that F is locally constant for short.)
(ii) If N is a smooth closed submanifold of M and F = kN , then
SS(F ) = T ∗NM .
(iii) Let U ⊂ M be an open subset with smooth boundary. Then
SS(kU) = (U ×M T ∗MM) ∪ T ∗,out∂U M,
SS(kU) = (U ×M T ∗MM) ∪ (T ∗,out∂U M)a,
where T ∗,out∂U M = {(x;λdf(x)); f(x) = 0, λ ≥ 0}, if U = {f < 0} and
df 6= 0 on ∂U .
(iv) Let λ be a closed convex cone with vertex at 0 in E = Rn. Then
SS(kλ) ∩ T ∗0E = λ◦, where λ◦ is the polar cone of λ:
(1.2.2) λ◦ = {ξ ∈ E∗; 〈v, ξ〉 ≥ 0 for all v ∈ E}.
For a given a > 0 we define ha : E −→ E, x 7→ ax. We clearly have
h−1a (kλ) ≃ kλ. Hence SS(kλ) is invariant by the map induced by ha
on T ∗E. Since the microsupport is closed, we deduce the rough bound
SS(kλ) ⊂ E × λ◦ by letting a −→ 0.
(v) Let F ∈ D(kR) be such that S˙S(F ) = {(0; ξ); ξ > 0}. It follows
from (i) that F |R\{0} is locally constant, hence F |U± is constant, where
U± = {±x > 0}. In particular (RΓ{x;φ(x)≥φ(x0)}(F ))x0 ≃ 0 for any
x0 6= 0 and any function φ with dφ(x0) 6= 0. Hence the only pos-
sibility to have a non trivial microsupport is (RΓ{x;φ(x)≥φ(0)}(F ))0 6≃
0 for some function φ with dφ(0) > 0. This means (RΓZF )0 6=
0, where Z = U+. Let us set Br = ]−r, r[. Since F |U± is con-
stant, RΓ(Br; RΓZF ) is independent of r > 0. Hence we have in fact
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(RΓZF )0 ≃ RΓ(R; RΓZF ). Let us set E = (RΓZF )0. By the adjunc-
tion (a−1,Ra∗) where a : R −→ {pt} is the projection, the isomorphism
E ∼−→ RΓ(R; RΓZF ) = Ra∗RΓZF gives a morphism u : ER −→ RΓZF .
By the adjunction (
L⊗,RHom) we obtain from u another morphism
v : EZ −→ F . We have (RΓZ(EZ))0 ≃ E and the morphism v induces
an isomorphism (RΓZ(EZ))0 ∼−→ (RΓZF )0. In other words, defining G
by a distinguished triangle G −→ EZ v−→ F +1−→, we have (RΓZG)0 ≃ 0.
By the triangle inequality we deduce that S˙S(G) = ∅, hence G is a
constant sheaf on R and we can write G = E ′
R
for some E ′ ∈ D(k). In
conclusion there exist E,E ′ ∈ D(k) and a distinguished triangle
E ′
R
−→ EZ −→ F +1−→ .
Conversely a sheaf F defined by such a distinguished triangle satisfies
S˙S(F ) = {(0; ξ); ξ > 0} and (RΓZF )0 ≃ E.
1.2.2. Functorial operations.
Proposition 1.2.3. (See [30, Prop. 5.4.4].) Let f : M −→ N be a
morphism of manifolds and let F ∈ D(kM ). We assume that f is proper
on supp(F ). Then SS(Rf!F ) ⊂ fπf−1d SS(F ), with equality when f is
a closed embedding.
Example 1.2.4. With the notations of Proposition 1.2.3 we assume
that f is an embedding. Let F ∈ D(kN ) be such that SS(F ) ⊂ T ∗MN .
Then there exists a locally constant G ∈ D(kM) such that F ≃ f∗G.
Indeed, since SS(F )∩T ∗(N \M) = ∅, we have F |N\M ≃ 0, by the prop-
erty (b) after Definition 1.2.1. Hence F ≃ f∗G where G = f−1F . Then
SS(F ) = fπf
−1
d SS(G) by Proposition 1.2.3 and we deduce SS(G) ⊂
T ∗NN . Now the result follows from Example 1.2.2-(i).
We recall some notations of [30, Def. 6.2.3].
LetM andN be two real manifolds and f : M −→ N a morphism. Let
Γf ⊂M×N be the graph of f . We have T ∗Γf (M×N) ≃M×NT ∗N . IfX
is a manifold and Λ a Lagrangian submanifold of T ∗X , the Hamiltonian
isomorphism identifies TΛT
∗X with T ∗Λ. Applying this to X = M×N
and Λ = T ∗Γf (M ×N), we obtain a natural identification
TT ∗Γf (M×N)
T ∗(M ×N) ≃ T ∗(M ×N T ∗N).
We also remark that T ∗M has a natural embedding in T ∗(M ×N T ∗N)
as T ∗M = T ∗(M ×N T ∗NN). For a conic subset A ⊂ T ∗N we set
(1.2.3) f ♯(A) = T ∗M ∩ CT ∗Γf (M×N)(T
∗M ×A).
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Example 1.2.5. Let f be the embedding of Rm in Rn+m. We take
coordinates (x′, x′′; ξ′, ξ′′) on T ∗Rn+m such that Rm = {x′ = 0}. Then
(x′′∞, ξ
′′
∞) ∈ f ♯(A) if and only if there exists a sequence {(x′n, x′′n; ξ′n, ξ′′n)}
in A such that x′n −→ 0, x′′n −→ x′′∞, ξ′′n −→ ξ′′∞ and |x′n| |ξ′n| −→ 0.
Example 1.2.6. With the notations of (1.2.3) we say that f is non-
characteristic for A if
f−1π (A) ∩ f−1d (T ∗MM) ⊂ M ×N T ∗NN.
If A ⊂ T ∗N is closed conic and f is non-characteristic for A, then
f ♯(A) = fdf
−1
π (A).
Theorem 1.2.7. (See [30, Cor. 6.4.4].) Let f : M −→ N be a morphism
of manifolds and let F ∈ D(kN ). Then
SS(f−1F ) ⊂ f ♯(SS(F )) and SS(f !F ) ⊂ f ♯(SS(F )).
If f is smooth, these inclusions are equalities. If f is non-characteristic
for SS(F ), then the natural morphism
f−1F ⊗ ωM |N −→ f !(F )
is an isomorphism, where ωM |N ≃ orM ⊗ f−1(orN)[dM − dN ] is the
relative dualizing complex.
Proposition 1.2.8. (See [30, Prop. 5.4.5].) Let N, I be manifolds. We
assume that I is contractible. Let f : N × I −→ I be the projection. Let
F ∈ D(kN×I). Then SS(F ) ⊂ T ∗N ×T ∗I I if and only if f−1Rf∗(F ) ∼−→
F .
Example 1.2.9. We set M = Rn, S = {xn = 0}, Z = {xn ≥ 0}
and Λ = {(x1, . . . , xn−1, 0; 0, ξn); ξn > 0}. Let F ∈ D(kM ) be such that
S˙S(F ) = Λ. Then there exist E,E ′ ∈ D(k) and a distinguished triangle
E ′M −→ EZ −→ F +1−→ .
Indeed, we can identify M with a product I ×N , where I = Rn−1 and
N = R. Then Λ = T ∗I I × {(0; ξn); ξn > 0}. By Proposition 1.2.8 we
can write F ≃ f−1G for some G ∈ D(kN), where f : N × I −→ I is the
projection. By Theorem 1.2.7 we must have S˙S(G) = {(0; ξn); ξn > 0}
and we conclude with Example 1.2.2-(v).
Let δM : M −→ M2 be the diagonal embedding. For conic subsets
A,B ⊂ T ∗M we set
(1.2.4) A +̂B = δ♯M(A×B).
In local coordinates A +̂ B is the set of (x; ξ) such that there exist
two sequences (xn; ξn) in A and (yn; ηn) in B such that xn, yn −→ x,
ξn + ηn −→ ξ and |xn − yn||ξn| −→ 0 when n −→∞.
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Example 1.2.10. If A,B ⊂ T ∗M are closed conic subsets such that
Aa ∩B ⊂ T ∗MM , then A +̂B = A +B.
For the definition of cohomologically constructible we refer to [30,
§3.4]. An example of a cohomologically constructible sheaf F is given
by the case where F is constructible with respect to a Whitney stratifi-
cation (that is, the restriction of F to each stratum is locally constant
and of finite rank).
Theorem 1.2.11. (See [30, Cor. 6.4.5].) Let F,G ∈ D(kM). Then
SS(F
L⊗G) ⊂ SS(F ) +̂ SS(G),
SS(RHom(F,G)) ⊂ SS(F )a +̂ SS(G),
SS(D′F ) = SS(F )a.
We assume that SS(F )∩ SS(G) ⊂ T ∗MM and that F is cohomologically
constructible. Then the natural morphism D′F
L⊗G −→ RHom(F,G) is
an isomorphism.
Remark 1.2.12. Let M,N be manifolds and let q1, q2 be the projec-
tions from M × N to M , N . For F ∈ D(kM) and G ∈ D(kN) The-
orem 1.2.11 implies SS(RHom(q−11 F, q−12 G)) ⊂ SS(F )a × SS(G) and
SS(q−11 F
L⊗ q−12 G) ⊂ SS(F )× SS(G).
Using the +̂ operation we can give a version of Proposition 1.2.3 for
an open embedding. We only state the case where the boundary of the
open subset is smooth (see [30] for the general case).
Theorem 1.2.13. (See [30, Thm. 6.3.1].) Let j : U →֒ M be the em-
bedding of an open subset with a smooth boundary. Let F ∈ D(kU ).
Then SS(Rj∗F ) ⊂ SS(F ) +̂ SS(kU)a and SS(Rj!F ) ⊂ SS(F ) +̂ SS(kU).
The next result follows immediately from Proposition 1.2.3 and Ex-
ample 1.2.2 (i). It is a particular case of the microlocal Morse lemma
(see [30, Cor. 5.4.19]), the classical theory corresponding to the con-
stant sheaf F = kM .
Corollary 1.2.14. Let F ∈ D(kM), let φ : M −→ R be a function
of class C1 and assume that φ is proper on supp(F ). Let a < b in
R and assume that dφ(x) /∈ SS(F ) for a ≤ φ(x) < b. Then the
natural morphisms RΓ(φ−1(]−∞, b[);F ) −→ RΓ(φ−1(]−∞, a[);F ) and
RΓφ−1([b,+∞[)(M ;F ) −→ RΓφ−1([a,+∞[)(M ;F ) are isomorphisms.
Here is another useful consequence of the properties of the micro-
support which appears in [38].
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Corollary 1.2.15. Let M be a manifold and I an open interval of R.
Let F , G ∈ D(kM×I). We assume
(i) the projection supp(F ) ∩ supp(G) −→ I is proper,
(ii) F , G are non-characteristic for all maps it : M ×{t} −→ M × I,
t ∈ I, that is, S˙S(H) ∩ (T ∗MM × T ∗t I) = ∅ for H = F , G,
(iii) setting Λt = i
♯
t(S˙S(F )) and Λ
′
t = i
♯
t(S˙S(G)), we have Λt∩Λ′t = ∅
for all t ∈ I,
Then RHom(i−1t F, i
−1
t G) is independent of t.
Proof. We set H = RHom(F,G). Since Λ := SS(F ) and Λ′ := SS(G)
are non-characteristic for it and Λt ∩ Λ′t = ∅, we can see that Λ ∩ Λ′ ⊂
0M×I and then SS(H) ⊂ Λa + Λ′. We can see moreover that Λa + Λ′
is also non-characteristic for it. Hence Theorem 1.2.7 gives i
−1
t G ≃
i!tG[1] and i
−1
t H ≃ i!tH [1]. Then it follows from Proposition 1.1.1-
(g) that RHom(i−1t F, i−1t G) ≃ i−1t H . By the base change formula we
have RΓ(M ; i−1t H) ≃ (Rq!H)t, where q : M × I −→ I is the projection.
Hence it is enough to check that Rq!H is locally constant, that is,
SS(Rq!H) ⊂ 0I . By Proposition 1.2.3 this follows from the fact that
SS(H) is non-characteristic for each it. 
Remark 1.2.16. The particular case F = kM×I of Corollary 1.2.15
gives the following. Let G ∈ D(kM×I). We assume that G is non-
characteristic for all maps it : M × {t} −→ M × I, t ∈ I, and that
the map supp(G) −→ I is proper. Then the sections RΓ(M ; i−1t G) are
independent of t.
1.3. Sato’s microlocalization
We quickly review the definition of the specialization and microlo-
calization functors as introduced in [30]. We first recall the notion of
deformation to the normal cone. Let M be a manifold and N a closed
submanifold of N . The deformation of M to the normal cone of N is
a manifold M˜N together with three maps
s : TNM −→ M˜N , p : M˜N −→M, t : M˜N −→ R,
such that
s is an embedding and im(s) = t−1(0),
p(im(s)) = N and p ◦ s is the projection TNM −→ N ,
p−1(M \N) ≃ (M \N)× (R \ {0}),
t−1(R \ {0}) ≃M × (R \ {0}),
p|t−1(u) : t−1(u) −→M is a diffeomorphism, for all u 6= 0.
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We can define M˜N as an open subset of some blow-up:
M˜N = BN×{0}(M × R) \ (P∞N M ∪ ((M \N)× {0})),
where P∞N M denotes the hyperplane at infinity in the projectivization
of the vector bundle TNM × R −→ N .
We set Ω = t−1(]0,+∞[) and p+ = p|Ω. We have the following for-
mula for the cone of a subset A ⊂ M along N : CN(A) = s−1(p−1+ (A)).
The sheaf counterpart of the cone construction is the following special-
ization functor.
Definition 1.3.1. (See [30, Def. 4.2.2].) With the above notations we
define the functor νN : D(kM) −→ D(kTNM) by νN (F ) = s−1Rj∗p−1+ (F ).
The sheaf νN (F ) is conic, that is, invariant by the multiplicative
action of R>0 on the fibers of TNM . We can deduce a sheaf over T
∗
NM
using the Fourier-Sato transform defined as follows.
Definition 1.3.2. (See [30, Def. 3.7.8].) Let qi be the i
th projection
from TNM ×N T ∗NM and let P ⊂ TNM ×N T ∗NM be the subset P =
{(ν, ξ); 〈ν, ξ〉 ≤ 0}. For F ∈ D(kTNM) we define F∧ ∈ D(kT ∗NM) by
F∧ = Rq2!(q
−1
1 F ⊗ kP ).
In [30] the Fourier-Sato transform is actually defined for general vec-
tor bundles. It is proved that it gives an equivalence between conic
sheaves on a vector bundle and conic sheaves on its dual.
Definition 1.3.3. (See [30, Def. 4.3.1].) The microlocalization functor
µN : D(kM) −→ D(kT ∗NM) is defined by µN(F ) = (νN(F ))∧.
If V ⊂ T ∗NM is a convex open cone, we have
H i(V ;µN(F )) ≃ lim−→
U,Z
H iZ∩U(U ;F ),
where U runs over the open subsets ofM containing πM(V ) and Z over
the closed subsets of M such that CN(Z) ⊂ V ◦ (recall that V ◦ is the
polar cone of V ).
In [30] we also find a generalization of Sato’s microlocalization which
will be important when we consider the Kashiwara-Schapira stack. Let
∆M be the diagonal of M × M . Let q1, q2 : M × M −→ M be the
projections. We identify T ∗∆M (M × M) with T ∗M through the first
projection.
Definition 1.3.4. (See [30, Def. 4.4.1].) For F,G ∈ D(kM ) we define
µhom(F,G) ∈ D(kT ∗M) by
(1.3.1) µhom(F,G) = µ∆M (RHom(q−12 F, q!1G)).
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For a submanifold N of M we have µN(G) ≃ µhom(kN , G), for any
G ∈ D(kM). The functor µhom is a refinement of the functor RHom
in view of the following properties:
RπM ∗µhom(F,G) ≃ RHom(F,G),(1.3.2)
RπM !µhom(F,G) ≃ δ−1M RHom(q−12 F, q−11 G),(1.3.3)
where δM : M −→M ×M is the diagonal embedding. For a conic sheaf
H on T ∗M (or on any vector bundle) we have a natural isomorphism
RπM !(H) ≃ RπM ∗RΓM(H) (where M is here the zero section of T ∗M)
and the natural morphism RπM !(H) −→ RπM ∗(H) coincides with the
morphism deduced from RΓM(H) −→ H . The excision distinguished
triangle associated with the inclusion M ⊂ T ∗M then gives a version
of Sato’s distinguished triangle:
δ−1M RHom(q−12 F , q−11 G) −→ RHom(F,G)
−→ Rπ˙M ∗(µhom(F,G)|T˙ ∗M) +1−→ .
(1.3.4)
If F is cohomologically constructible, then the first term of (1.3.4) is
isomorphic to D′(F )
L⊗G by Theorem 1.2.11 and we obtain
(1.3.5) D′(F )
L⊗G −→ RHom(F,G) −→ Rπ˙M ∗(µhom(F,G)|T˙ ∗M) +1−→ .
Proposition 1.3.5. (Cor. 6.4.3 of [30].) Let F,G ∈ D(kM). Then
supp(µhom(F,G)) ⊂ SS(F ) ∩ SS(G),(1.3.6)
SS(µhom(F,G)) ⊂ −H−1(C(SS(G), SS(F ))),(1.3.7)
where H is the Hamiltonian isomorphism.
When F = G, the inclusion (1.3.6) is an equality. More precisely,
by (1.3.2), idF ∈ Hom(F, F ) gives a global section of µhom, say
(1.3.8) idµF ∈ H0(T ∗M ;µhom(F, F ))
and [30, Cor. 6.1.3] says that
(1.3.9) supp(idµF ) = supp µhom(F,G) = SS(F ).
An important consequence of (1.3.7) and (1.3.9) is the following invo-
lutivity theorem.
Theorem 1.3.6 (Thm. 6.5.4 of [30]). Let M be a manifold and F ∈
D(kM). Then S = SS(F ) is a coisotropic subset of T
∗M in the sense
that Cp(S) contains the symplectic orthogonal of Cp(S, S), for all p ∈ S.
When Λ ⊂ T ∗M is a Lagrangian submanifold we have H−1(TΛ) =
T ∗ΛT
∗M . Hence (1.3.6), (1.3.7) and Example 1.2.4 give the following
result.
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Corollary 1.3.7. Let Λ be a conic Lagrangian submanifold of T˙ ∗M .
Let F,G ∈ D(kM). We assume that there exists a neighborhood Ω of Λ
such that SS(F ) ∩ Ω ⊂ Λ and SS(G) ∩ Ω ⊂ Λ. Then µhom(F,G)|Ω is
supported on Λ and is locally constant on Λ.
By the following result we can see µhom as a microlocal version of
RHom. Let p ∈ T ∗M be a given point. By the triangular inequality the
full subcategory Np of D(kM ) formed by the F such that p 6∈ SS(F )
is triangulated and we can set D(kM ; p) = D(kM )/Np (see the more
general Definition 6.1.1 of [30]). The functor µhom(·, ·)p induces a
bifunctor on D(kM ; p) and we have
Theorem 1.3.8 (Theorem 6.1.2 of [30]). For all F,G ∈ D(kM), the
morphism HomD(kM ;p)(F,G) −→ H0(µhom(F,G))p is an isomorphism.
We also give the following useful consequence of Theorem 1.3.6.
Corollary 1.3.9. Let Λ be a conic connected Lagrangian submanifold
of T˙ ∗M . Let F ∈ D(kM) be such that S˙S(F ) 6= ∅ and S˙S(F ) ⊂ Λ.
Then S˙S(F ) = Λ.
Proof. Arguing by contradiction we assume that U = Λ \ S˙S(F ) is non
empty. The set U is open in Λ with a non empty boundary ∂U . We
choose a chart V in Λ around a point of ∂U and we choose a point
p0 ∈ V ∩ U . Let B be the open ball in V with center p0 and maximal
radius such that B ∩ S˙S(F ) = ∅. Then ∂B ∩ S˙S(F ) is non empty and
we let p be any of its points.
Since S˙S(F ) ⊂ Λ and Λ is smooth, we have Cp(SS(F ), SS(F )) ⊂
Cp(Λ,Λ) = TpΛ. Since Λ is Lagrangian, it follows that the sym-
plectic orthogonal of Cp(SS(F ), SS(F )) contains TpΛ. On the other
hand Cp(SS(F )) is contained in Cp(V \ B) which is a half space of
TpΛ. Hence Cp(SS(F )) does not contain TpΛ and this contradicts The-
orem 1.3.6. 
1.4. Simple sheaves
Let Λ be a closed conic Lagrangian submanifold of T˙ ∗M . We recall
the definition of simple and pure sheaves along Λ and give some of their
properties. We first recall some notations from [30]. For a function
ϕ : M −→ R of class C∞ we define
(1.4.1) Λϕ = {(x; dϕ(x)); x ∈M}.
We notice that Λϕ is a closed Lagrangian submanifold of T
∗M . For
a given point p = (x; ξ) ∈ Λ ∩ Λϕ we have the following Lagrangian
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subspaces of Tp(T
∗M)
(1.4.2) λ0(p) = Tp(T
∗
xM), λΛ(p) = TpΛ, λϕ(p) = TpΛϕ.
We recall the definition of the inertia index (see for example §A.3
in [30]). Let (E, σ) be a symplectic vector space and let λ1, λ2, λ3
be three Lagrangian subspaces of E. We define a quadratic form q on
λ1 ⊕ λ2 ⊕ λ3 by q(x1, x2, x3) = σ(x1, x2) + σ(x2, x3) + σ(x3, x1) and
(1.4.3) τE(λ1, λ2, λ3) = sgn(q)
where sgn(q) is the signature of q, that is, p+ − p−, where p± is the
number of ±1 in a diagonal form of q. We set
τϕ = τp,ϕ = τTpT ∗M(λ0(p), λΛ(p), λϕ(p)).
Proposition 1.4.1 (Proposition 7.5.3 of [30]). Let ϕ0, ϕ1 : M −→ R be
functions of class C∞, let p = (x; ξ) ∈ Λ and let F ∈ D(kM) be such
that Ω ∩ S˙S(F ) is contained in Λ, for some neighborhood Ω of Λ. We
assume that Λ and Λϕi intersect transversally at p, for i = 0, 1. Then
there exists an isomorphism
(RΓ{ϕ1≥ϕ1(x)}(F ))x ≃ (RΓ{ϕ0≥ϕ0(x)}(F ))x[12(τϕ0 − τϕ1)].
Definition 1.4.2 (Definition 7.5.4 of [30]). In the situation of Propo-
sition 1.4.1 we say that F is pure at p if (RΓ{ϕ0≥ϕ0(x)}(F ))x is concen-
trated in a single degree and free, that is, (RΓ{ϕ0≥ϕ0(x)}(F ))x ≃ L[d],
for some free module L ∈ Mod(k) and d ∈ Z. If moreover L ≃ k, we
say that F is simple at p.
If F is pure (resp. simple) at all points of Λ we say that it is pure
(resp. simple) along Λ.
We denote by Ds,fΛ (kM) the full subcategory of DΛ(kM) formed by
the F such that F is simple along S˙S(F ) and the stalks of F at the
points of M \ π˙M(Λ) are finite dimensional.
Proposition 1.4.3 (Cor. 7.5.7 in [30]). We assume that Λ is connected
and F ∈ DΛ(kM) is pure at some p ∈ Λ. Then F is pure along Λ.
Moreover the L ∈ Mod(k) in the above definition is the same at every
point.
Since k is a field, we know that F is pure along Λ if and only if
µhom(F, F )|T˙ ∗M is concentrated in degree 0 and F is simple along Λ
if and only if the natural morphism kΛ −→ µhom(F, F )|T˙ ∗M induced
by (1.3.2) and the section idF of RHom(F, F ) is an isomorphism:
(1.4.4) kΛ ∼−→ µhom(F, F ).
For coefficients in a field the property (1.4.4) could be a definition of a
simple sheaf.
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Definition 7.5.4 of [30] is actually more precise than Definition 1.4.2
above: F is simple at p with shift d (d a half-integer) if
(1.4.5) (RΓ{ϕ0≥ϕ0(x)}(F ))x ≃ k[d− 12dM − 12τϕ0 ].
Example 1.4.4. In Example 1.2.2 (iii) the sheaf kU has shift −1/2
and the sheaf kZ has shift 1/2 (see Example 7.5.5 of [30]).
For i ∈ N we let Λi ⊂ Λ be the set of points such that the rank
of dπM |Λ is (dimM − 1 − i). For a generic closed conic Lagrangian
connected submanifold Λ in T˙ ∗M , Λ0 is an open dense subset of Λ
and, for a given simple sheaf F ∈ DΛ(kM), the shift of F at p is locally
constant on Λ0 and changes by 1 when p crosses Λ1.
We can also compute the germs of µhom for sheaves in Dlb(Λ)(kM).
Let p = (x; ξ) ∈ Λ and ϕ0 : M −→ R be as in Proposition 1.4.1. For
F,G ∈ Dlb(Λ)(kM), we have
(1.4.6) µhom(F,G)p ≃ RHom((RΓZ0(F ))x, (RΓZ0(G))x),
where Z0 = {ϕ0 ≥ ϕ0(x)}.
1.5. Composition of sheaves
We will use several times a usual operation associated with sheaves
called “composition” or “convolution”. We refer to [30, §3.6] for more
details, or [21, §1.6, §1.10].
Let Mi, i = 1, 2, 3, be three manifolds. We denote by qij the pro-
jection from M1 ×M2 ×M3 to Mi ×Mj. For K1 ∈ D(kM1×M2) and
K2 ∈ D(kM2×M3) we denote by K1 ◦K2 ∈ D(kM1×M3) the composition
of K1 and K2:
(1.5.1) K1 ◦K2 = Rq13!(q−112 K1
L⊗ q−123 K2).
The Fourier-Sato transform of Definition 1.3.2 is an example of com-
position of sheaves.
Using the base change formula we see that the composition product
is associative in the sense that, for another manifold M4 and K3 ∈
D(kM3×M4), we have a natural isomorphism (K1 ◦ K2) ◦ K3 ≃ K1 ◦
(K2 ◦K3). If M1 =M2, the constant sheaf on the diagonal K1 = k∆M1
is a left unit for this product: we have k∆M1 ◦K2 ≃ K2 for any K2 ∈
D(kM2×M3). Similarly, if M2 = M3, the sheaf k∆M2 is a right unit.
The base change formula gives a useful expression for the germs of
the composition. For (x, z) ∈M1 ×M3 we have
(1.5.2) (K1 ◦K2)(x,z) ≃ RΓc(M2; (K1|{x}×M2)
L⊗ (K2|M2×{z})).
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For K1 ∈ D(kM1×M2) we have a natural candidate for an inverse, de-
noted K−11 and defined as follows. Let q2 : M1 × M2 −→ M2 be the
projection and v : M1 ×M2 ∼−→ M2 ×M1 the swap isomorphism. We
recall that q!2(kM2) ≃ ωM1 ⊠ kM2 . We define
(1.5.3) K−11 = v
−1RHom(K1, q!2(kM2)) ∈ D(kM2×M1).
Let δ2 : M2 −→ M2 ×M2 and δ′2 : M1 ×M2 −→ M2 ×M1 ×M2 be the
diagonal embeddings. The base change formula δ−12 ◦Rq23! ≃ Rq2!◦δ′2−1
implies
δ−12 (K
−1
1 ◦K1) ≃ Rq2!(K1
L⊗ RHom(K1, q!2(kM2))).
Using the contraction K1
L⊗ RHom(K1, L) −→ L and the adjunction
morphisms for (Rq2!, q
!
2) and (δ
−1
2 ,Rδ2∗) we deduce the first morphism
in (1.5.4) below; the second morphism is obtained in the same way.
(1.5.4) K−11 ◦K1 −→ k∆M2 , K1 ◦K−11 −→ k∆M1 .
Using the bounds given by Proposition 1.2.3 and Theorem 1.2.7,
1.2.11 for the behaviour of the microsupport under sheaves operations
we obtain the following result. We denote by pij the projections from
T ∗(M1×M2×M3) similar to the qij . We also define a2 on T ∗(M1×M2)
by a2(x, y; ξ, η) = (x, y; ξ,−η).
Lemma 1.5.1. Let K1 ∈ D(kM1×M2) and K2 ∈ D(kM2×M3) be given.
We assume that q13 is proper on q
−1
12 supp(K1) ∩ q−123 supp(K2) and
p−112 a
−1
2 SS(K1) ∩ p−123 SS(K2) ∩ (T ∗M1M1 × T ∗M2 × T ∗M3M3) is contained
in the zero-section of T ∗(M1 ×M2 ×M3). Then
(1.5.5) SS(K1 ◦K2) ⊂ SS(K1) ◦a SS(K2),
where the operation ◦a for A1 ⊂ T ∗(M1 ×M2) and A2 ⊂ T ∗(M2×M3)
is defined by A1 ◦a A2 = p13(p−112 a−12 (A1) ∩ p−123 (A2)).
We will also use a relative version of the composition. For a manifold
I we denote by qijI the projections fromM1×M2×M3×I toMi×Mj×I
similar to the qij. For K1 ∈ D(kM1×M2×I) and K2 ∈ D(kM2×M3×I) we
set
(1.5.6) K1 ◦ |IK2 = Rq13I !(q−112IK1
L⊗ q−123IK2).
The definition is chosen so that (K1 ◦ |IK2)|M1×M3×{t} ≃ K1,t ◦K2,t for
all t ∈ I, where K1,t = K1|M1×M2×{t}, K2,t = K1|M2×M3×{t}.
The previous results generalize to the relative setting (see [21]). In
particular we can define K−11 = v
−1RHom(K1, q!2(kM2×I)) (an object
of D(kM2×M1×I)) and we have natural morphisms
(1.5.7) K−11 ◦ |IK1 −→ k∆M2×I , K1 ◦ |IK−11 −→ k∆M1×I .
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We also have K−11 |M1×M2×{t} ≃ K−11,t .
Remark 1.5.2. ForK1 ∈ D(kM1×M2) the composition ΦK1 : F 7→ K◦F
is a functor D(kM2) −→ D(kM1) and we have ΦK1◦K2 = ΦK1 ◦ΦK2. When
M1 = M2 = M , Φk∆M is the identity functor. When M1 = M2 = M3 =
M , if K1 ◦K2 ≃ k∆M , then K2 ◦K1 ≃ k∆M and ΦK1, ΦK2 are mutually
inverse equivalences of categories.
Part 2. Sheaves associated with Hamiltonian isotopies
In this part we recall the main result of [21], which, following ideas of
Tamarkin in [43], gives a sheaf version of the Chekanov-Sikorav theorem
about generatic functions (see [10] and [42]). Let Ψ: J1(N) × I −→
J1(N) be a contact isotopy of the 1-jet bundle of some manifold N .
The Chekanov-Sikorav theorem says that, if a Legendrian submanifold
L of J1(N) has a generatic function, so does Ψs(L), for any s ∈ I.
The sheaf version is more functorial. We can associates a sheaf KΨ on
N2 × I with Ψ. This sheaf acts by composition on D(kN ) and induces
equivalences of categories, F 7→ (KΨ|N2×{s}) ◦ F . We state this result
with homogeneous Hamiltonian isotopies of T˙ ∗N (which is the same
thing as contact isotopies of the sphere bundle of T ∗N). We recall how
it implies the non homogeneous case and give some complementary
remarks.
2.1. Homogeneous case
Let N be a manifold and I an open ball of Rd containing 0 (in
general I will be an open interval of R containing 0). We consider a
homogeneous Hamiltonian isotopy Ψ: T˙ ∗N × I −→ T˙ ∗N of class C∞.
For s ∈ I, p ∈ T˙ ∗N we set Ψs(p) = Ψ(p, s). Hence Ψ0 = idT˙ ∗N and, for
each s ∈ I, Ψs is a symplectic diffeomorphism such that Ψs(x;λξ) =
λ ·Ψs(x; ξ), for all (x; ξ) ∈ T˙ ∗N and λ > 0. We let ΛΨs ⊂ T˙ ∗N2 be the
twisted graph of Ψs, that is,
(2.1.1) ΛΨs = {(Ψ(x, ξ, s), (x;−ξ)); (x; ξ) ∈ T˙ ∗N}.
We can see that there exists a unique conic Lagrangian submanifold
ΛΨ ⊂ T˙ ∗(N2 × I), described in (2.1.2) below, such that ΛΨs = i♯s(ΛΨ),
for all s ∈ I, where is is the embedding N2 × {s} −→ N2 × I. Our
homogeneous Hamiltonian isotopy Ψ is the flow of some h : T˙ ∗N×I −→
R and there is a unique such h which is homogeneous of degree 1 in
the variable ξ. Then we have
ΛΨ = {(Ψ(x, ξ, s), (x;−ξ), (s;−h(Ψ(x, ξ, s), s)));
(x; ξ) ∈ T˙ ∗N, s ∈ I}.(2.1.2)
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We also remark that ΛΨ is non-characteristic for the inclusion is, for
any s ∈ I.
Theorem 2.1.1 (Theorem. 4.3 of [21]). There exists a unique KΨ ∈
Dlb(kN2×I) such that S˙S(KΨ) ⊂ ΛΨ and KΨ|N2×{0} ≃ k∆N . More-
over we have S˙S(KΨ) = ΛΨ, KΨ is simple along ΛΨ, both projections
supp(KΨ) −→ N × I are proper and the natural morphisms (1.5.7) are
isomorphisms:
K−1Ψ ◦ |IKΨ ∼−→ k∆N×I , KΨ ◦ |IK−1Ψ ∼−→ k∆N×I .
By Remark 1.5.2 the composition with KΨ,s = KΨ|N×{s} gives an
equivalence of categories D(kN) −→ D(kN ), F 7→ KΨ,s ◦ F .
Remarks 2.1.2. (1) The equivalence between S˙S(KΨ) ⊂ ΛΨ and
S˙S(KΨ) = ΛΨ follows from Corollary 1.3.9.
(2-a) The fact that KΨ is simple along ΛΨ is not explicitly stated in [21]
(although it is used in the proof of the Arnol’d conjecture about the in-
tersection of the zero section of a cotangent bundle which its image un-
der a Hamiltonian isotopy). However it is easily deduced from the con-
struction of KΨ which is obtained as a composition of constant sheaves
over open subsets with smooth boundaries. Such sheaves are simple
and a composition of simple sheaves is simple by [30, Thm. 7.5.11].
(2-b) We can also check the simplicity without going back to the con-
struction of KΨ and using only the properties S˙S(KΨ) = ΛΨ and
KΨ|N2×{0} ≃ k∆N . Indeed, by Proposition 1.4.3 it is enough to check
the simplicity at one point of ΛΨ. The map is,π : T
∗N2 × T ∗s I −→
T ∗(N2 × I) is transverse to ΛΨ, for any s ∈ I, and the projection
is,d : ΛΨ ∩ (T ∗N2 × T ∗s I) −→ ΛΨs is a bijection. By [30, Cor. 7.5.13] it
follows that the type of KΨ|N2×{s} at a point p ∈ ΛΨs is the same as
the type of KΨ at the point p
′ ∈ ΛΨ such that is,d(p′) = p. For s = 0
we deduce from KΨ|N2×{0} ≃ k∆N that KΨ is simple at any point of
ΛΨ ∩ (T ∗N2 × {0}).
(3) We can define the isotopy Ψ′ : T˙ ∗N×I −→ T˙ ∗N by Ψ′s = Ψ−1s for all
s ∈ I. Using Lemma 1.5.1 we see that S˙S(KΨ◦|IKΨ′) ⊂ T ∗∆N×I(N2×I).
Since (KΨ ◦ |IKΨ′)|N2×{0} ≃ k∆N , Proposition 1.2.8 gives KΨ ◦ |IKΨ′ ≃
k∆N×I . The unicity of the inverse then implies that K
−1
Ψ ≃ KΨ′ .
Example 2.1.3. The easiest illustration of Theorem 2.1.1 is the sheaf
associated with the (normalized) geodesic flow of T˙ ∗Rn. It is Exam-
ple 3.10 of [21] and we recall it briefly. We set I = R and define
Ψ: T˙ ∗Rn × I −→ T˙ ∗Rn, by Ψs(x; ξ) = (x + s ξ||ξ|| ; ξ). It is the Hamil-
tonian flow of h(x; ξ) = ||ξ||. For s > 0 we define Us = {(x, y) ∈ R2n;
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||x − y|| < s}. Using Example 1.2.2 (iii) we see directly that ΛΨs =
S˙S(kUs). The formula (1.5.2) gives
(kUs ◦ kUt)(x,z) ≃ RΓc(Rn;kB(x,s) ⊗ kB(z,t)) ≃ RΓc(Rn;kB(x,s)∩B(z,t)),
where B(x, s) is the open ball of radius s centered at x. The intersection
B(x, s)∩B(z, t) is empty or homeomorphic to an n-ball and we deduce
(kUs ◦ kUt)(x,z) ≃ k[−n] if ||x− z|| < t + s. We cannot deduce a sheaf
from its germs. We can make the same computation for a small ball
instead of the germs (it is a similar computation and the sets involved
are cylinders instead of balls). Alternatively we have a bound for the
microsupport of a composition (Lemma 1.5.1) which says in our case
that kUs ◦ kUt is locally constant on Us+t, hence constant since Us+t is
contractible. It follows kUs ◦kUt ≃ kUs+t [−n]. Defining Ks = kUs[n] we
thus have Ks ◦Kt ≃ Ks+t and we can expect that the sheaf associated
with Ψ is given on {s > 0} byK = kU [n], where U = {(x, y, s) ∈ R2n+1;
s > 0, ||x− y|| < s}.
What about negative times? For s > 0 we have
K−1s ≃ v−1RHom(Ks, q!2(kRn)) ≃ v−1RHom(Ks,kR2n [n]) ≃ kUs
(see the lines before (1.5.7) for the definition of K−1s and use (1.1.5)).
The composition K−1s ◦K is a sheaf on R>0. We shift it by s to the left
and get a sheaf, say L(s), on ]−s,+∞[, whose restriction to R>0 is K.
We can compute its restriction to ]−s, 0] and find L(s)|]−s,+∞[ ≃ ki(Us)
where i(x, y, t) = (x, y,−t). The microsupport of L(s) is again given
by Lemma 1.5.1 and thus is the graph of Ψ. Since L(s)|R2n×{0} ≃ k∆Rn
we deduce that L(s) ≃ KΨ. We can take s arbitrarily big and obtain
(2.1.3)
{
KΨ|R2n×]0,+∞[ ≃ kU [n],
KΨ|R2n×]−∞,0] ≃ kZ ,
where U = {(x, y, s) ∈ R2n+1; s > 0, ||x− y|| < s} and Z = {(x, y, s) ∈
R
2n+1; s ≤ 0, ||x− y|| ≤ −s}. We remark that we have a distinguished
triangle
(2.1.4) kU [n] −→ KΨ −→ kZ u−→ kU [n + 1]
which is not split, that is, KΨ 6≃ kZ ⊕ kU [n]. Indeed this would imply
SS(KΨ) = SS(kU) ∪ SS(kZ). But Example 1.2.2 (iv) says that SS(kZ)
is bigger than the graph of Ψ at the points T ∗R2n+1 above ∆Rn × {0}.
In particular the morphism u in (2.1.4) is non zero. The computation
RHom(kZ ,kU) ≃ RHom(kZ ,D′(kU)) ≃ RHom(kZ ⊗ kU ,kR2n+1)
≃ RHom(k∆Rn×{0},kR2n+1) ≃ k∆Rn×{0}[−n− 1]
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shows that Hom(kZ ,kU [n+1]) ≃ k. Hence, if k is a field, we have only
one non trivial distinguished triangle like (2.1.4) up to isomorphism
(see Lemma 4.4.4 below).
For a conic subset A of T˙ ∗N we let DA(kN) be the full subcategory of
D(kN) formed by the F with S˙S(F ) ⊂ A (this is denoted DA∪T ∗NN(kN)
in [30]). Using the notation ◦a of (1.5.5) we define A′ ⊂ T˙ ∗(N × I) by
A′ = ΛΨ ◦a A. More explicitly we have
(2.1.5) A′ = {(Ψ(x, ξ, s), (s;−h(Ψ(x, ξ, s), s))); (x; ξ) ∈ A, s ∈ I}.
We see that A′ is non-characteristic for the inclusion is, for any s ∈ I.
Moreover i♯s(A
′) = Ψs(A). We obtain an inverse image
(2.1.6) i−1s : DA′(kN×I) −→ DΨs(A)(kN).
We can deduce from Theorem 2.1.1 that it is an equivalence (see [21,
§3.4]), with an inverse induced by KΨ (however the categories involved
in (2.1.6) and the functor i−1s only depend on the sets Ψs(A), A
′, not
on Ψ itself):
Corollary 2.1.4. (i) For any s ∈ I the composition F 7→ KΨ,s ◦ F
induces an equivalence of categories DA(kN ) ∼−→ DΨs(A)(kN ), where
KΨ,s = KΨ|N×{s}.
(ii) For any s ∈ I the inverse image functor (2.1.6) is an equivalence of
categories, with an inverse given by F 7→ KΨ ◦K−1Ψ,s ◦F . In particular,
for any F,G ∈ D(kN ), we have isomorphisms
Hom(F,G) ∼←− Hom(KΨ ◦ F,KΨ ◦G)
∼−→ Hom(KΨ,s ◦ F,KΨ,s ◦G)(2.1.7)
and RΓ(N ;G) ∼←− RΓ(N × I;K ◦G) ∼−→ RΓ(N ;KΨ,s ◦G).
Remark 2.1.5. Instead of composing with KΨ on the left in Corol-
lary 2.1.4 we can compose on the right. We can also add parameters,
that is, consider F,G on a product N × P or P × N for some other
manifold P . We only quote the following formulas for later use: let
F,G ∈ D(kN×P ), F ′, G′ ∈ D(kP×N) be given; then the restriction at
time 0 ∈ I gives isomorphisms
HomD(kN×P×I )(KΨ ◦ F,KΨ ◦G) ∼−→ HomD(kN×P )(F,G),(2.1.8)
HomD(kP×N×I )(F
′ ◦KΨ, G′ ◦KΨ) ∼−→ HomD(kP×N )(F ′, G′).(2.1.9)
2.2. Local behaviour
We check here that the restriction of KΨ,s ◦ F to an open subset V
of N only depends on F |U for some bigger open subset U .
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Lemma 2.2.1. Let U , V be two open subsets of N and let s ∈ I be
given. We assume that Ψ−1t (T˙
∗V ) ⊂ T˙ ∗U for all t ∈ [0, s]. Then, for
any F ∈ D(kN), the morphism FU −→ F induces an isomorphism
(KΨ ◦ FU)|V×[0,s] ∼−→ (KΨ ◦ F )|V×[0,s].
In particular (KΨ,s ◦ FU)|V ∼−→ (KΨ,s ◦ F )|V .
Proof. Let us set G = KΨ ◦ FN\U ∈ D(kN×I). We have a distinguished
triangle KΨ ◦ FU −→ KΨ ◦ F −→ G +1−→ and the assertion of the lemma
is equivalent to G|V×[0,s] ≃ 0. Since G0|V ≃ 0 it is enough to see that
G|V×[0,s] is locally constant.
We first remark that Gt|V is locally constant for each t ∈ [0, s].
Indeed S˙S(Gt) = Ψt(S˙S(FN\U)) ⊂ Ψt(T˙ ∗N \ T˙ ∗U) and the hypothesis
T˙ ∗V ⊂ Ψt(T˙ ∗U) implies S˙S(Gt)∩ T˙ ∗V = ∅. It follows that G is locally
on V × [0, s] of the form G ≃ q−1F for some F ∈ D(kI), where q : N ×
I −→ I is the projection. Hence SS(G|V×[0,s]) ⊂ T ∗NN × T ∗I. On the
other hand G is non-characteristic for the inclusion of N×{t} in N×I,
for any t ∈ I. Hence S˙S(G) = ∅ as required. 
Proposition 2.2.2. Let F,G ∈ D(kN). The restriction morphism
i−10 RHom(KΨ ◦ F,KΨ ◦G) −→ RHom(F,G)
is an isomorphism.
Proof. We set F ′ = KΨ ◦ F , G′ = KΨ ◦ G. It is enough to check that
the restriction morphism induces an isomorphism in each degree of the
germs at any point x ∈ N . We recall that H0(U ; RHom(F,G)) ≃
Hom(F |U , G|U) ≃ Hom(FU , G). Hence
(HkRHom(F,G))x ≃ lim−→
x∈U
Hom(F |U , G[k]|U),
(HkRHom(F ′, G′))(x,0) ≃ lim−→
(x,0)∈U×J
Hom(F ′|U×J , G′[k]|U×J),
(2.2.1)
where U runs over the open neighborhoods of x ∈ N and J over the
neighborhoods of 0 ∈ I. For such U and J , with J contractible, we have
Hom(KΨ ◦FU |N×J , G′[k]|N×J) ∼−→ Hom(FU , G[k]) by (2.1.7). If V ⊂ U
satisfies Ψ−1t (T˙
∗V ) ⊂ T˙ ∗U for all t ∈ J , then KΨ◦FU |V×J ≃ KΨ◦F |V×J
by Lemma 2.2.1. We deduce a natural morphism Hom(FU , G[k]) −→
Hom(F ′|V×J , G′[k]|V×J) which gives a commutative diagram
Hom(F ′|U×J , G′[k]|U×J) Hom(F |U , G[k]|U)
Hom(F ′|V×J , G′[k]|V×J) Hom(F |V , G[k]|V ).
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It follows that the two limits in (2.2.1) are isomorphic, which proves
the proposition. 
Let A be a conic subset of T˙ ∗N and let A′ ⊂ T ∗(N × I) be as
in (2.1.5). Let U be an open subset of N . We would like to find a
neighborhood V of U × {0} in N × I such that the inverse image by
the inclusion of U in V is an equivalence of categories DA′∩T ∗V (kV ) ∼−→
DA∩T ∗U(kU). We don’t know if such a V always exists and give a weaker
statement which will be sufficient for our purposes.
Proposition 2.2.3. Let A ⊂ T˙ ∗N and A′ ⊂ T ∗(N×I) be as in (2.1.5).
Let j : U −→ N be the inclusion of an open subset.
(i) Let F ∈ DA∩T ∗U(kU). Then there exist a neighborhood V of U×{0}
in N × I and G ∈ DA′∩T ∗V (kV ) such that F ≃ G|U×{0}.
(ii) Let V be a neighborhood of U×{0} in N×I and G ∈ DA′∩T ∗V (kV ).
Then there exists a smaller neighborhood V ′ of U × {0} such that
G|V ′ ≃ (KΨ ◦ F )|V ′, where F = Rj!(G|U×{0}). In particular, for
G,G′ ∈ DA′∩T ∗V (kV ) the inverse image by the inclusion gives an iso-
morphism
RHom(G,G′)|U×{0} ∼−→ RHom(G|U×{0}, G′|U×{0})
and, if G|U×{0} ≃ G′|U×{0}, then there exists a smaller neighborhood
V ′′ of U × {0} such that G|V ′′ ≃ G′|V ′′.
Proof. (i) We set F ′ = Rj!F and G
′ = KΨ ◦ F ′. We have the rough
bounds S˙S(F ′) ⊂ A ∪ π−1N (∂U) and S˙S(G′) ⊂ A′ ∪ π˙−1N×R(Z) where
Z =
⊔
s∈I Zs×{s} and Zs = πN (Ψs(π˙−1N×R(∂U))). Then V = N ×R\Z
is a neighborhood of U × {0} and G = G′|V has the required property.
(ii) We let k : V −→ N × I be the inclusion and set G1 = Rk!G, H =
K−1Ψ ◦ |I G1. Then H ∈ D(kN×I) and Hs ≃ K−1Ψ,s ◦ (G1|N×{s}). Using
the notation ΛΨ ◦a − (see (2.1.5)) we have SS(H) ⊂ ΛΨ−1 ◦a |I SS(G1).
Then
S˙S(H) ⊂ ΛΨ−1 ◦a |I S˙S(G1)
⊂ ΛΨ−1 ◦a |I(A′ ∪ π−1N×I(∂V )) ⊂ (A× T ∗I I) ∪B,
where B = ΛΨ−1 ◦a |Iπ−1N×I(∂V ). We remark thatW = (N×I)\π(B) is
a neighborhood of U ×{0}. We let V1 ⊂ V ∩W ∩ (U × I) be a smaller
neighborhood such that the fibers of the projection p : V1 −→ U are
intervals. Then S˙S(H|V1) ⊂ A×T ∗I I and Proposition 1.2.8 implies that
H|V1 ≃ p−1(F ) for some F ∈ D(kU). Hence K−1Ψ ◦|I Rk!G is isomorphic
with Rj!F ⊠kI on some neighborhood on U in N × I. It follows easily
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that Rk!G is isomorphic with KΨ ◦ |I(Rj!F ⊠kI) ≃ KΨ ◦Rj!F on some
smaller neighborhood V ′.
In the same way G′ can be written G′|V ′ ≃ (KΨ ◦ F ′)|V ′, maybe up
to shrinking V ′. Now the last assertions of the proposition follow from
Proposition 2.2.2 and Corollary 2.1.4. 
2.3. Non homogeneous case
Now we consider the case of a non homogeneous Hamiltonian isotopy
on the cotangent bundle T ∗M of some manifold M . We reduce this
case to the homogeneous framework by a common trick of adding one
variable. Let (x; ξ) and (t; τ) be the coordinates on T ∗M and T ∗R. We
define ρM : T
∗M × T˙ ∗R −→ T ∗M by
(2.3.1) ρM(x, t; ξ, τ) = (x; ξ/τ).
The fibers of ρM have dimension 2. They are stable by the translation
in the t variable and are conic, that is, stable by the action of R>0
on the fibers of T˙ ∗(M × R). Let Φ: T ∗M × I −→ T ∗M be a Hamil-
tonian isotopy of class C∞. We assume that Φ has compact support,
that is, there exists a compact subset C ⊂ T ∗M such that Φ(p, s) = p
for all p ∈ T ∗M \ C and all s ∈ I. Then Φ is the Hamiltonian flow
of a function h : T ∗M × I −→ R such that h is locally constant out-
side C × I. In particular, if M does not have a connected component
diffeomorphic to the circle S1, then any Hamiltonian isotopy on T ∗M
with compact support can be defined by a Hamiltonian fuction h with
compact support.
Proposition 2.3.1 (See Prop. A.6 of [21]). Let Φ: T ∗M×I −→ T ∗M be
a Hamiltonian isotopy with compact support and let h : T ∗M × I −→ R
be a function with Hamiltonian flow Φ.
(i) Let h′ : T˙ ∗(M × R) × I −→ R be the Hamiltonian function given by
h′((x, t; ξ, τ), s) = τh((x; ξ/τ), s). Then the flow Φ′ of h′ is a homoge-
neous Hamiltonian isotopy Φ′ : T˙ ∗(M × R) × I −→ T˙ ∗(M × R) whose
restriction to T ∗M × T˙ ∗R× I gives the commutative diagram
(2.3.2)
T ∗M × T˙ ∗R× I T ∗M × T˙ ∗R
T ∗M × I T ∗M .
Φ′
ρM×idI ρM
Φ
(ii) The isotopy Φ′ preserves the subset {τ > 0} of T˙ ∗(M × R) and
commutes with the vertical translations Tc of T˙
∗(M × R) given by
Tc(x, t; ξ, τ) = (x, t+c; ξ, τ), for all c ∈ R. Defining q : (M×R)2×I −→
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M2 × R × I, (x, s, x′, s′, t) 7→ (x, x′, s − s′, t), the graph ΛΦ′ defined
in (2.1.2) satisfies ΛΦ′ = qdq
−1
π (Λ
′
h), where Λ
′
h ⊂ T˙ ∗(M2 × R × I) is
given by Λ′h = qπq
−1
d (ΛΦ′).
(iii) If h has compact support, we define h′′ : T˙ ∗(M × R) × I −→ R by
h′′ = h′ on {τ > 0} and h′′ = 0 on {τ ≤ 0}. Then the flow Φ′′ of h′′
satisfies Φ′′ = Φ′ on {τ > 0} and Φ′′ = id on {τ ≤ 0}. Its graph is of
the form ΛΦ′′ = qdq
−1
π (Λ
′′
h) and we have Λ
′′
h ⊂ {τ ≥ 0}.
Proof. (i) is Prop. A.6 of [21].
(ii) Since h′ does not depend on t, the isotopy Φ′ commutes with the
Hamiltonian flow of τ which is Tc. The flow Φ
′ also preserves the
variable τ , that is, ΛΦ′ is contained in Σ:={τ+τ ′ = 0}. Then Σ = im qd
and the quotient map to the symplectic reduction of Σ is qπ. Hence we
can write ΛΦ′ = qdq
−1
π (Λ
′
h), where Λ
′
h = qπq
−1
d (ΛΦ′).
(iii) The proof is the same as (ii). 
Corollary 2.3.2. Let Φ: T ∗M × I −→ T ∗M be a Hamiltonian isotopy
with compact support and let h : T ∗M×I −→ R be a function (resp. with
compact support) with Hamiltonian flow Φ. Then there exists a unique
K ∈ Dlb(kM2×R×I) such that S˙S(K) = Λ′h (resp. S˙S(K) = Λ′′h) and
K|M2×R×{0} ≃ k∆M×{0}, where Λ′h, Λ′′h are defined in Proposition 2.3.1.
Proof. We use the notations of Proposition 2.3.1. By Proposition 1.2.8
the inverse image functor q−1 gives an equivalence between {K ′ ∈
Dlb(kM2×R×I); S˙S(K
′) = Λ′h} and {K ∈ Dlb(k(M×R)2×I); S˙S(K) =
ΛΦ′}. Then the existence and unicity of K follows from Theorem 2.1.1.

Part 3. Cut-off lemmas
In this part we recall several results of [30] which are called “(dual)
(refined) cut-off lemmas”. We also give another version which removes
some convexity hypothesis. We apply these results to decompose a
sheaf with respect to a partition of its microsupport (see Proposi-
tion 3.3.1 below). The starting point is the following problem: for
a given sheaf F ∈ D(kRn) and a cone C ⊂ T ∗0Rn, find a sheaf G such
that SS(G) = SS(F )\ (SS(F )∩C) and F ≃ G in the quotient category
of D(kRn) by {H ; SS(H)∩C = ∅}. As we have seen in Corollary 1.3.9
the involutivity theorem 1.3.6 says this problem has no solution in gen-
eral. However, for a given neighborhood Ω of SS(F )∩∂C in T ∗M , it is
possible to find G with SS(G) = (SS(F ) \ (SS(F )∩C))∪Ω near T ∗0Rn
(see Proposition 3.3.2 below). One version of the cut-off lemma says
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that the category of sheaves on V = Rn with microsupport in some
convex cone γ is equivalent to the category of sheaves on V endowed
with another topology. We use it to prove that SS(H i(F )) is contained
in the convex hull of SS(F ) (see Corollary 3.4.3 below – this will be
used to construct a graph selector in Part 5).
3.1. Global cut-off
Let V be a vector space and let γ ⊂ V be a closed convex cone
(with vertex at 0). We denote by γa = −γ its opposite cone and by
γ◦ ⊂ V ∗ its polar cone (see (1.2.2)). We also define γ˜ = {(x, y) ∈ V 2;
x − y ∈ γ}. Let qi : V 2 −→ V , i = 1, 2, be the projection to the ith
factor. The following functors are introduced in [30]:
Pγ : D(kV ) −→ D(kV ), F 7→ Rq2∗(kγ˜ ⊗ q−11 F ),(3.1.1)
Qγ : D(kV ) −→ D(kV ), F 7→ Rq2!(RHom(kγ˜a , q!1F )),(3.1.2)
P ′γ : D(kV ) −→ D(kV ), F 7→ Rq2!(RHom(Kγ , q!1F )),(3.1.3)
where Kγ = kγ˜a\∆V [1]. For γ = {0}, the set γ˜ is the diagonal of V 2
and we have P{0}(F ) ≃ Q{0}(F ) ≃ F . We also have a distinguished
triangle kγ˜a −→ k∆V −→ Kγ +1−→. We deduce morphisms of functors
(3.1.4) uγ : Pγ −→ id, vγ : id −→ Qγ , u′γ : P ′γ −→ id
and, for any F ∈ D(kV ), a distinguished triangle
(3.1.5) P ′γ(F )
u′γ(F )−−−−→ F vγ (F )−−−−→ Qγ(F ) +1−→ .
If F has compact support we can write Pγ(F ) ≃ F ◦ kγ˜ and (1.5.2)
gives (Pγ(F ))y ≃ RΓ(V ;F ⊗ ky+γ), for y ∈ V .
The easiest examples are the images of the skyscraper sheaf k{x} for
a given x ∈ v: Pγ(k{x}) ≃ kx−γ and Qγ(k{x}) ≃ kInt(x+γ)[dV ], where
dV is the dimension of V . The morphism vγ(k{x}) is given by the
image of 1 in the sequence of isomorphisms: Hom(k{x},kInt(x+γ)[dV ]) ≃
Hom(k{x},D(kx+γ)) ≃ Hom(k{x} ⊗ kx+γ,kV [dV ]) ≃ HdV{x}(kV ) ≃ k.
We use the identifications T ∗xV = V
∗ for any x ∈ V and T ∗V =
V × V ∗. If F has compact support, the results of Section 1.2.2 give,
for any x ∈ V ,
SS(Pγ(F )) ∩ T ∗xV ⊂ p2(SS(F ) ∩ SS(kx+γ)a),(3.1.6)
SS(Qγ(F )) ∩ T ∗xV ⊂ p2(SS(F ) ∩ SS(kx+γa)),(3.1.7)
where p2 : T
∗V −→ T ∗xV is the projection. By Example 1.2.2 we obtain
in particular (for F with compact support)
(3.1.8) SS(Pγ(F )) ∪ SS(Qγ(F )) ⊂ V × γ◦a.
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The first cut-off results say roughly that, conversely, a sheaf is of the
form Pγ(F ) or Qγ(F ) if its microsupport is contained V × γ◦a (Propo-
sitions 3.1.1 and 3.1.2).
For a given subset Ω of T ∗V , a morphism a : F −→ G in D(kV ) is said
to be an isomorphism on Ω if SS(C(a)) ∩ Ω = ∅, where C(a) is given
by the distinguished triangle F
a−→ G −→ C(a) +1−→.
Proposition 3.1.1 (see [30] Prop. 5.2.3). For F ∈ D(kV ) we let
uγ(F ) : Pγ(F ) −→ F be the morphism in (3.1.4). Then
(i) uγ(F ) is an isomorphism on V × Int(γ◦a),
(ii) uγ(F ) is an isomorphism if and only if SS(F ) ⊂ V × γ◦a.
Proposition 3.1.2 (see [30] Lem. 6.1.5). We assume that γ is proper
(that is, γ contains no line) and Int(γ) 6= ∅. For F ∈ D(kV ) we let
vγ(F ) : F −→ Qγ(F ) be the morphism in (3.1.4). We assume that F has
compact support. Then
(i) vγ(F ) is an isomorphism on V × Int(γ◦a),
(ii) vγ(F ) is an isomorphism if and only if SS(F ) ⊂ V × γ◦a.
A reformulation of Proposition 3.1.1 is that we can embed a sheaf F
in a distinguished triangle
(3.1.9) Pγ(F )
uγ(F )−−−→ F −→ F ′ +1−→,
where
SS(Pγ(F )) ∩ (V × Int(γ◦a)) = SS(F ) ∩ (V × Int(γ◦a)),(3.1.10)
SS(F ′) ∩ (V × (V ∗ \ γ◦a)) = SS(F ) ∩ (V × (V ∗ \ γ◦a)).(3.1.11)
However SS(Pγ(F ))∩(V×∂γ◦a) could be bigger than SS(F )∩(V×∂γ◦a).
If we assume that S˙S(F ) does not meet V × ∂γ◦a, then this still holds
for SS(Pγ(F )) and (3.1.10) actually implies SS(Pγ(F )) = SS(F )∩ (V ×
Int(γ◦a)). Moreover, under the hypothesis of Proposition 3.1.2, the
triangle (3.1.9) is split, up to a constant sheaf. We state this result
in Proposition 3.1.3 below. For applications we will need a weaker hy-
pothesis than SS(F )∩(V ×∂γ◦a) = ∅. Before we explain the hypothesis
we introduce some notations.
Let γ ⊂ V be a closed convex proper cone. For x ∈ V we define
Sγx ⊂ T ∗V by
Sγx = (S˙S(kx+γ)
a ∪ S˙S(kx+γa)) \ ({x} × Int(γ◦a))
= (S˙S(kx+γ)
a ∪ S˙S(kx+γa)) ∩ (V × ∂γ◦a),
(3.1.12)
where the second equality follows from Example 1.2.2-(iv). We can
give an easy description of Sγx when γ has a smooth boundary away
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from 0. For example in Rn with coordinates x = (x′, xn) we define
γ = {(x′, xn) ∈ V ; xn ≤ −‖x′‖} and C = {(x′, xn) ∈ V ; xn = ±‖x′‖}.
Then (x0 + γ) ∪ (x0 + γa) has boundary Cx0 = x0 + C, which is a
smooth hypersurface except at x0. We set C
′
x0 = Cx0 \ {x0} and define
Λ = T ∗C′x0
Rn ∩ T˙ ∗Rn. Then Λ is a smooth closed conic Lagrangian
submanifold of T˙ ∗Rn with two connected components and Sγx0 is the
component with ξn > 0.
We deduce from (3.1.6), (3.1.7) and Example 1.2.2-(iv) that, if F ∈
D(kV ) has compact support, then, for G = Pγ(F ) or G = Qγ(F ),
(3.1.13) S˙S(G) ∩ (T ∗xV \ Int(γ◦a)) ⊂ p2(S˙S(F ) ∩ Sγx).
Since uγ(F ) and vγ(F ) are isomorphisms on V × Int(γ◦a), we also have
(3.1.14) SS(G) ∩ (V × Int(γ◦a)) = SS(F ) ∩ (V × Int(γ◦a)).
Proposition 3.1.3. Let F ∈ D(kV ) be such that supp(F ) is compact
and let W ⊂ V be an open subset such that
(3.1.15) Sγx ∩ SS(F ) = ∅ for any x ∈ W .
Then vγ(F ) ◦ uγ(F )|W : Pγ(F )|W −→ Qγ(F )|W is an isomorphism on
T˙ ∗W and we have a distinguished triangle in D(kW )
(3.1.16) Pγ(F )|W ⊕ P ′γ(F )|W
(uγ(F ),u′γ(F ))−−−−−−−−−→ F |W −→ L +1−→,
where L ∈ D(kW ) is locally constant and
S˙S(Pγ(F )|W ) = S˙S(F ) ∩ (W × Int(γ◦a)),
S˙S(P ′γ(F )|W ) = S˙S(F ) ∩ (W × (V \ γ◦a)).
Proof. (i) For G = Pγ(F ) or G = Qγ(F ), we have
S˙S(G) = S˙S(F ) ∩ (W × Int(γ◦a))
by (3.1.8), (3.1.13), (3.1.15) and (3.1.14).
(ii) We define L ∈ D(kW ) by the distinguished triangle
(3.1.17) Pγ(F )|W vγ(F )◦uγ(F )−−−−−−−→ Qγ(F )|W a−→ L +1−→ .
By (i) we have S˙S(L) ⊂W×Int(γ◦a). On the other hand vγ(F )◦uγ(F )
is an isomorphism on W × Int(γ◦a) by Propositions 3.1.1 and 3.1.2.
Hence SS(L)∩ (W × Int(γ◦a)) = ∅ and we find S˙S(L) = ∅. This proves
the first assertion.
(iii) The distinguished triangle of the proposition follows from the tri-
angles (3.1.5), (3.1.17) and Lemma 3.1.4 applied with A = Pγ(F )|W ,
B = F |W , C = P ′γ(F )|W , C ′ = Qγ(F )|W , D = L.
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Since vγ(F ) is an isomorphism on V × Int(γ◦a), the triangle (3.1.5)
gives S˙S(P ′γ(F )|W ) ∩ (W × Int(γ◦a)) = ∅. It follows that S˙S(P ′γ(F )|W )
and S˙S(Pγ(F )|W ) are disjoint. Hence (3.1.16) implies
S˙S(F ) = S˙S(P ′γ(F )|W ) ⊔ S˙S(Pγ(F )|W ).
Since (3.1.15) implies in particular S˙S(F ) ∩ (W × ∂(γ◦a)) = ∅, the
triangular inequality for the microsupport implies the last equalities of
the proposition. 
Lemma 3.1.4. We assume to be given a morphism a : A −→ B in a
triangulated category and two distinguished triangles
C
c−→ B c′−→ C ′ +1−→, A c′◦a−−→ C ′ −→ D +1−→ .
Then there exists a distinguished triangle
A⊕ C (a,c)−−→ B −→ D +1−→ .
Proof. We define E by the distinguished triangle A ⊕ C (a,c)−−→ B −→
E
+1−→. We also have the canonical triangle C u−→ A ⊕ C v−→ A +1−→
where u = (0, idC) and v = (idA, 0). Since (a, c) ◦ u = c : C −→ B, the
octahedral axiom applied to this last two triangles and the first one in
the statement gives a distinguished triangle
A
w−→ C ′ −→ E +1−→
such that w ◦ v = c′ ◦ (a, c). This implies w = c′ ◦ a. Hence E ≃ D and
the lemma follows. 
3.2. Local cut-off
In order to use Propositions 3.1.1 and 3.1.2 we need a knowledge of
the microsupport of F over V . If we only have a bound SS(F |U) ⊂
U×γ◦a for some small open subset U of V , we first try to replace F by
FZ , for a subset Z ⊂ U such that Z ⊂ U ; this FZ can then be extended
by 0 wihtout increasing its microsupport. However, near the boundary
of Z, we loose the control of SS(F ), because we only have a general
bound SS(FZ) ⊂ SS(F )+SS(kZ) (under suitable hypothesis). In fact, it
is possible to find Z,W ⊂ U such that FZ andW satisfies (3.1.15). This
is done in [30, Prop. 6.1.4] for a convex cone γ. In Proposition 3.3.1 we
will generalize this result to a more general cone, using Theorem 2.1.1
to reduce the situation to the case of a convex cone. Since we can as
well reduce to a very special cone, we only explain a particular case
of [30, Prop. 6.1.4] (the proof is not different from that of [30] but
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the exposition is easier). This is Proposition 3.2.2 below. We first
introduce some notations.
We write V = V ′ × R, where V ′ = Rn−1. We take coordinates
x = (x′, xn) on V and we endow V
′ and V with the natural Euclidean
structure. For c > 0 we let γc ⊂ V be the cone
(3.2.1) γc = {(x′, xn) ∈ V ; xn ≤ −c ‖x′‖}.
We consider a sheaf F defined in a neighborhood U of 0 ∈ V satisfying
SS(F ) ⊂ U × (γ◦c ∪γ◦ac ). We look for other neighborhoods of 0, W,Z ⊂
U , such that Sγ2cx ∩ S˙S(FZ) = ∅, for all x ∈ W . We take for Z the union
of a closed and an open cylinder:
Zhr = {(x′, xn) ∈ V ; ‖x′‖ ≤ r, −h ≤ xn < 0}
⊔ {(x′, xn) ∈ V ; ‖x′‖ < r, 0 ≤ xn < h}.
(3.2.2)
By Theorem 1.2.11 it is easy to bound SS(F ⊗ kZhr ) over the vertical
boundary of Zhr : for y = (y
′, yn) with ‖y′‖ = r and 0 < |yn| < h we
have
(3.2.3) SS(kZhr ) ∩ T ∗y V = R≥0 · (y; (
yn
|yn|ξ
′, 0)),
where ξ′ ∈ (V ′)∗ corresponds to y′ through the identification V ′ ≃ (V ′)∗
given by the Euclidean product; this gives
(3.2.4) SS(F ⊗ kZhr ) ∩ T ∗y V ⊂ (γ◦c ∪ γ◦ac ) + R≥0 · (y; (
yn
|yn|ξ
′, 0)).
Lemma 3.2.1. Let c, r, h be positive numbers such that h > 2cr. Then
πV (S
γ2c
0 ) meets the boundary of Z
h
r only along its vertical part and away
from {yn = 0} and we have
Sγ2c0 ∩ (SS(kZhr ) + V × (γ◦c ∪ γ◦ac )) = ∅.
Proof. The first assertion follows from the hypothesis h > 2cr. It is
then enough to check the last part at points y = (y′, yn) ∈ πV (Sγ2c0 )
with ‖y′‖ = r and 0 < |yn| < h. In T ∗y V ≃ V ∗ we have two half
lines l1 = S
γ2c
0 ∩ T ∗y V and l2 = SS(kZhr ) ∩ T ∗y V . Indeed πV (Sγ2c0 ) is
a smooth hypersurface at y and Sγ2c0 is the half part of its conormal
bundle contained in {ξn > 0}; the half line l2 is generated by yn|yn|ξ′
see (3.2.3). Let P be the plane in T ∗y V generated by l1 and l2. Then
C = P ∩ (γ◦c ∪ γ◦ac ) consists in two opposite cones and l1, l2 are not in
the same connected component of P \ C. The result follows. 
Proposition 3.2.2. Let c, r, h be such that h > 2cr and let Zhr be as de-
fined in (3.2.2). Let U be an open neighborhood of Zhr . Then there exist
an open neighborhood W of 0 in U and two functors P, P ′ : D(kU) −→
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D(kW ) together with morphisms of functors u : P −→ id, u′ : P ′ −→ id,
such that, for any F ∈ D(kU ) satisfying
(3.2.5) SS(F ) ⊂ U × (γ◦c ∪ γ◦ac ),
we have
S˙S(P (F )) = S˙S(F |W ) ∩ (W × γ◦c ),
S˙S(P ′(F )) = S˙S(F |W ) ∩ (W × γ◦ac )
and the object L ∈ D(kW ) given by the distinguished triangle
P (F )⊕ P ′(F ) (u(F ),u
′(F ))−−−−−−−→ F |W −→ L +1−→
satisfies S˙S(L) = ∅.
Proof. We define W as the set of x ∈ Int(Zhr ) such that the conclusion
of Lemma 3.2.1 holds with Sγ2c0 replaced by S
γ2c
x . This condition on
x is open and Lemma 3.2.1 says that 0 ∈ W . Hence W is an open
neighborhood of 0.
For F ∈ D(kU) we can extend F⊗kZhr by 0 as an object of D(kV ). We
define P, P ′ by P (F ) = Pγ2c(F ⊗kZhr )|U and P ′(F ) = P ′γ2c(F ⊗ kZhr )|U .
The functors u, u′ are induced by uγ2c , u
′
γ2c
.
If F satisfies (3.2.5), then F ⊗ kZhr satisfies the hypothesis (3.1.15)
of Proposition 3.1.3: this follows from the bound (3.2.4) and the last
assertion of Lemma 3.2.1 (with Sγ2c0 replaced by S
γ2c
x ). Now the result
follows from Proposition 3.1.3 
Lemma 3.2.3. Let B ⊂ V ∗ be a closed conic subset and let B′ ⊂ V ∗
be a conic neighborhood of B ∩ {ξn = 0}. Then there exists d > 0 such
that, for any r, h with h > dr we have
(SS(kγd) \ T ∗0 V ) ∩ (SS(kY hr ) + V × B) ⊂ V × B′,
where Y hr = {(x′, xn) ∈ V ; ‖x′‖ < r, |xn| < h}.
Proof. As in the proof of Lemma 3.2.1 we consider the half lines l1 =
SS(kγd) ∩ T ∗y V and l2 = SS(kY hr ) ∩ T ∗y V . We have l2 ⊂ {ξn = 0}. We
remark that l2 ∩ (l1 +B) = ∅ if B ∩ (l2 − l1) = ∅. If l2 is close enough
to −l1 and B ∩ (l2 − l1) 6= ∅, then l2 ⊂ B′. Since l1 converges to −l2
when d tends to ∞, the result follows. 
Proposition 3.2.4. Let B ⊂ V ∗ be a closed conic subset and let B′ ⊂
V ∗ be a conic neighborhood of B ∩ {ξn = 0}. Let c > 0. Let U be
a neighborhood of 0. Then there exist an open neighborhood W of 0
in U and a functor R : D(kU) −→ D(kW ), together with a morphism of
functors id −→ R, such that, for any F ∈ D(kU),
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(i) if SS(F ) ⊂ U × B, then
SS(R(F )) ⊂W × ((B \ {ξn ≥ 0}) ∪ B′),
(ii) if SS(F ) ⊂ U × {ξn ≤ 0}, then F |W ∼−→ R(F ).
Proof. (i) For a cone γ we define Rγ(F ) = Rq2∗(kγ˜\∆V ⊗ q−11 F ). We
have a distinguished triangle Pγ(F ) −→ F −→ Rγ(F ) +1−→ and the bound,
as in (3.1.6),
SS(Rγ(F )) ∩ T ∗xV ⊂ p2(SS(F ) ∩ Sx),
where Sx = (SS(k(x+γ)\{x}))
a. We have S = (SS(kx+γ))
a outside T ∗xV
and S ∩ T ∗xV = V ∗ \ γ◦a. We choose d such that Lemma 3.2.3 holds
and r, h such that Y hr ⊂ U . We set R(F ) = Rγd(FY hr ) and define W
as the set of x such that the conclusion of Lemma 3.2.3 holds with γd
replaced by x+ γd. Then R and W satisfy (i).
(ii) We prove that Pγd(FY hr ) ≃ 0, which implies (ii) by the triangle
given in (i). The microsupports of F , kY hr and ky+γd , for y ∈ V ,
are all contained in U ∩ {ξn ≤ 0}, at least over {xn < h}. We set
Ey = Y
h
r ∩ (y + γd). Then SS(FEy) ⊂ {ξn ≤ 0} over {xn < h} and
(Pγd(FY hr ))y ≃ RΓ(V ;FEy) vanishes for y < h, by Corollary 1.2.14. 
3.3. Local splitting
We prove that a sheaf F whose microsupport can be decomposed
into two disjoint (and unknotted) subsets, say S˙S(F ) = S1 ⊔ S2, can
itself be locally decomposed, up to constant sheaves, as F1 ⊕ F2 with
S˙S(Fi) = Si. Moreover this is functorial in F . Here is a more precise
statement.
Proposition 3.3.1. Let U be an open subset of V = Rn and let A,
A′ ⊂ V ∗ \ {0} be two disjoint closed conic contractible subsets. Let
x0 ∈ U be given. Then there exist a neighborhood W of x0 and two
functors P, P ′ : D(kU) −→ D(kW ) together with morphisms of functors
u : P −→ rWU , u′ : P ′ −→ rWU (rWU denoting the restriction functor), such
that, for any F ∈ D(kU) satisfying
(3.3.1) S˙S(F ) ⊂ U × (A ⊔A′),
we have
S˙S(P (F )) = S˙S(F |W ) ∩ (W ×A),
S˙S(P ′(F )) = S˙S(F |W ) ∩ (W ×A′)
and the object L ∈ D(kW ) given by the distinguished triangle
P (F )⊕ P ′(F ) (u(F ),u
′(F ))−−−−−−−→ F |W −→ L +1−→
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satisfies S˙S(L) = ∅.
Proof. (i) We may as well set x0 = 0. We use the notation γc of (3.2.1).
We choose c > 0 and a homogeneous Hamiltonian isotopy Φ: T˙ ∗U ×
I −→ T˙ ∗U , where I is an open interval containing 0 and 1, such that
Φt(T˙
∗
0U) = T˙
∗
0U for all t ∈ I and
Φ1({0} ×A) ⊂ {0} × γ◦c , Φ1({0} ×A′) ⊂ {0} × γ◦ac .
To see that such a Φ exists we choose local coordinates (x; ξ) around
0 and a vector field Xt =
∑n
i=1 ai(ξ, t)∂ξi on V
∗ which is homogeneous
of degree 1 and whose flow at time 1 sends A into γ◦c and A
′ into γ◦ac .
Then we choose a Hamiltonian function h : T˙ ∗U×I −→ R homogeneous
of degree 1 in ξ and with support in C × V ∗ for some compact set
C such that, near 0, we have h(x; ξ) = −∑ni=1 ai(ξ, t)xi. Then the
Hamiltonian flow Φ of h satisfies the above relations.
We let RΦ : D(kU) −→ D(kU ), F 7→ KΦ,1 ◦ F , be the equivalence of
categories given by Corollary 2.1.4. We have in particular S˙S(RΦ(F )) =
Φ1(S˙S(F )) for all F ∈ D(kU).
(ii) We can find a neighborhood U1 of 0 such that
Φ1(U × A) ∩ T˙ ∗U1 ⊂ U1 × γ◦2c, Φ1(U × A′) ∩ T˙ ∗U1 ⊂ U1 × γ◦a2c .
We choose r, h such that h > 4cr and (using the notations of Propo-
sition 3.2.2) Zhr is contained in U1. Applying Proposition 3.2.2 (with
γ2c instead of γc) we find a neighborhood of 0, say W1, and func-
tors P1, P
′
1 : D(kU1) −→ D(kW1) together with morphisms of functors
u1 : P1 −→ id, u′1 : P ′1 −→ id satisfying the conclusion of Proposition 3.2.2.
(iii) We let W be an open neighborhood of 0 such that Φt(T˙
∗W ) ⊂
T˙ ∗W1 for all t ∈ I. Let j denote the inclusion of W1 in U . We define
the functor P by
P (F ) = (R−1Φ j!P1(RΦ(F )|U1))|W
and P ′ from P ′1 by the same formula. We let u, u
′ be the morphisms
of functors induced by u1, u
′
1. By Proposition 3.2.2 we have a distin-
guished triangle on W1
P1(RΦ(F )|U1)⊕ P ′1(RΦ(F )|U1) −→ RΦ(F )|W1 −→ L +1−→,
where L is locally constant on W1. Since Φ1(T˙
∗W ) ⊂ T˙ ∗W1 we see
that R−1Φ (j!(L))|W is locally constant. Appyling (R−1Φ (j!(−)))|W to the
distinguished triangle, we find that G = (R−1Φ ((RΦ(F ))W1))|W is iso-
morphic to P (F )⊕ P ′(F ) up to a locally constant sheaf on W .
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It only remains to check that G is isomorphic to F |W . Lemma 2.2.1
applied with Ψt = Φ
−1
t and U = W1 gives G ≃ (R−1Φ (RΦ(F )))|W ≃
F |W , as required. 
We deduced Proposition 3.3.1 from Proposition 3.2.2. In the same
way we can deduce from Proposition 3.2.4 the following more general
result.
Proposition 3.3.2. Let U be an open subset of V = Rn and let A ⊂
V ∗ \ {0} be an open contractible cone with a smooth boundary. Let
B ⊂ V ∗ be a closed conic subset and B′ ⊂ V ∗ be a conic neighborhood
of B ∩ ∂A. Let x0 ∈ U be given. Then there exist a neighborhood W of
x0 and a functor R : D(kU) −→ D(kW ), of the form R(F ) = K ◦ F for
some K ∈ D(kW×U), together with a morphism of functors id −→ R,
such that, for any F ∈ D(kU ),
(i) if SS(F ) ⊂ U × B, then
SS(R(F )) ⊂ W × ((B \ A) ∪ B′),
(ii) if S˙S(F ) ∩ (U × A) = ∅, then F |W ∼−→ R(F ).
3.4. Cut-off and γ-topology
In [30] the Proposition 3.1.1 actually has another formulation which
will be convenient. With the same notations as in Proposition 3.1.1 we
define another topology on V , called the γ-topology, whose open sets
are the usual open subsets of V which are stable by addition of γ. We
denote by Vγ this topological space. Hence an open set in Vγ is a usual
open set Ω of V such that x+y ∈ Ω for all (x, y) ∈ Ω×γ. The identity
map induces a continuous map φγ : V −→ Vγ. Then Propositions 3.5.3
and 5.2.3 of [30] give
Proposition 3.4.1. (i) For any G ∈ D(kVγ ) the adjoint morphism
G −→ Rφγ∗φ−1γ G is an isomorphism.
(ii) For F ∈ D(kV ) the adjoint morphism φ−1γ Rφγ∗F −→ F is an iso-
morphism if and only if SS(F ) ⊂ V × γ◦a.
In particular for any G ∈ D(kVγ ) we have SS(φ−1γ G) ⊂ V × γ◦a.
In the above proposition the conditions on the microsupport are
global on V . However we can also consider local situations using the
following lemma.
Lemma 3.4.2. Let U be an open subset of V and F ∈ D(kU). We
assume that SS(F ) ⊂ U × γ◦a. Let x0 ∈ U . Then there exist a neigh-
borhood U ′ of x0 in U and G ∈ D(kV ) such that G|U ′ ≃ F |U ′ and
SS(G) ⊂ V × γ◦a.
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Proof. For x ∈ V , ξ ∈ γ◦a and t > 0 we define the truncated cone
C = Cx,ξ,t = (x − γ) ∩ {y; 〈ξ, x − y〉 < t} with vertex at x. We have
SS(kC) ⊂ V × γ◦a by Example 1.2.2.
We can find x, ξ, t such that x0 ∈ Int(C) and C ⊂ U . By The-
orem 1.2.11 the sheaf G = FC satisfies SS(G) ⊂ U × γ◦a. Since G
has a compact support we can extend it by 0 on V and we still have
SS(G) ⊂ V × γ◦a. Setting U ′ = Int(C), we also have G|U ′ ≃ F |U ′. 
We thank Pierre Schapira for the following useful result.
Corollary 3.4.3. (i) Let U be an open subset of V and F ∈ D(kU ).
We assume that SS(F ) ⊂ U × γ◦a. Then SS(H iF ) ⊂ U × γ◦a for all
i ∈ Z.
(ii) Let M be a manifold and F ∈ D(kM). Let C ⊂ T ∗M be the
convex hull of SS(F ) in the sense that C is the intersection of all closed
conic subsets S of T ∗M which contain SS(F ) and are fiberwise convex
(S∩T ∗xM is convex for any x ∈M). Then SS(H iF ) ⊂ C for all i ∈ Z.
Proof. (i) The statement is local on U . Let x0 ∈ U be given and let
U ′, G be given by Lemma 3.4.2. By Proposition 3.4.1 there exists G′ ∈
D(kVγ ) such that G ≃ φ−1γ G′ (G′ = Rφγ∗G). Since φ−1γ is exact we have
H iG ≃ φ−1γ H iG′. By Proposition 3.4.1 again we deduce SS(H iG) ⊂
V ×γ◦a. Since G|U ′ ≃ F |U ′, this gives the required bound for SS(H iF )
near x0.
(ii) The statement is local on M and we can assume that M is open
in a vector space V . Then T ∗M = M × V ∗. For a given x ∈ M we
can find a closed convex cone δ in V ∗, contained in an arbitrarily small
neighborhood of C ∩ ({x}× V ∗), and a neighborhood U of x such that
SS(F |U) ⊂ U × δ. Then the result follows from (i). 
Remark 3.4.4. 1) Let U be an open subset of V and F ∈ Mod(kU).
We assume that SS(F ) ⊂ U × γ◦a. Then, for any s ∈ F (U), supp(s) is
locally γ-closed, that is, for any x0 ∈ supp(s), there exists a neighbor-
hood B of x0 such that B ∩ supp(s) = B ∩Z for some Z ⊂ V which is
closed for the γ-topology.
Indeed, we consider U ′, G given by Lemma 3.4.2. Then s|U ′ is iden-
tified with a section of G. By Proposition 3.4.1 there exists G′ ∈
Mod(kVγ ) such that G ≃ φ−1γ G′. Since Gx0 ≃ G′x0 , there exists a sec-
tion s′ of G′ (over some γ-open set containing x0) and a neighborhood
U ′′ of x0 in V such that s|U ′′ is the section of G induced by s′. In par-
ticular sx ≃ s′x for all x ∈ U ′′ and we get supp(s)∩U ′′ = supp(s′)∩U ′′.
Since supp(s′) is closed in Vγ we are done.
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2) A subset Z of V is locally γ-closed if and only if, for any x0 ∈ Z,
there exists a neighborhood B of 0 in V such that x0− y ∈ supp(s) for
all y ∈ B ∩ γ.
3.5. Variants of the cut-off functor - Tamarkin
projector
The functors Pγ of §3.1 and φγ of §3.4 are related as follows. It is
proved in [30, Prop. 3.5.4] that there exists an isomorphism of functors
Pγ ≃ φ−1γ ◦Rφγ∗. The morphism uγ of (3.1.4) then corresponds to the
adjunction morphism. By [30, Prop. 3.5.3] the composition Rφγ∗ ◦
φ−1γ is the identity functor of D(kVγ ). It follows that uγ induces an
isomorphism Pγ◦Pγ ∼−→ Pγ, that is, Pγ is a projector in the sense of [31,
§4.1]. By Proposition 3.1.1 its image is the full subcategory DV×γ◦a(kV )
of D(kV ) formed by the sheaves with microsupport contained in V ×γ◦a.
It should be noted that the cut-off functor is defined in [30] in a
relative situation where V is replaced by M × V for an arbitrary man-
ifold M . In the case V = R we introduce coordinates (t; τ) on T ∗R
and local coordinates (x, t; ξ, τ) on T ∗(M × R). We denote for short
by {τ ≥ 0} or {τ > 0} the subsets of T ∗(M × R) defined by the
corresponding conditions on τ . In this relative setting the projector
P[0,+∞[ : D(kM×R) −→ D{τ≥0}(kM×R) can be rewritten as
(3.5.1) P[0,+∞[(F ) = Rs∗(p
−1
1 (F )⊗ p−12 (k[0,+∞[)),
where s, p1 : M × R2 −→ M × R and p2 : M × R2 −→ R are defined by
s(x, t1, t2) = (x, t1 + t2), p1(x, t1, t2) = (x, t1) and p2(x, t1, t2) = t2.
In [43] Tamarkin introduces a projector, say P⊥[0,+∞[, on the category
D(kM×R) whose image is
D
⊥,l
{τ≤0}(kM×R) = {F ∈ D(kM×R); Hom(F,G) ≃ 0
for all G ∈ D{τ≤0}(kM×R)}.
(3.5.2)
With the notations of (3.5.1) we have
P⊥[0,+∞[(F ) = Rs!(p
−1
1 (F )⊗ p−12 (k[0,+∞[)).
An important remark of Tamarkin is that the objects of D{τ≥0}(kM×R)
or D⊥,l{τ≤0}(kM×R) have a natural morphism to their image by a non
negative translation along R. More precisely, for c ∈ R, we define
Tc : M × R −→M × R, (x, t) 7→ (x, t+ c).
We check easily that we have an isomorphism of functors Tc∗◦P[0,+∞[ ≃
P[0,+∞[ ◦ Tc∗ and that
(3.5.3) Tc∗ ◦ P[0,+∞[(F ) = Rs∗(p−11 (F )⊗ p−12 (k[c,+∞[)).
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For c ≥ 0 the natural morphism k[0,+∞[ −→ k[c,+∞[ induces the mor-
phism of functors (3.5.4) and hence the morphism (3.5.5) for sheaves
in the image of P[0,+∞[:
τc : P[0,+∞[ −→ Tc∗ ◦ P[0,+∞[,(3.5.4)
τc(F ) : F −→ Tc∗(F ), for F ∈ D{τ≥0}(kM×R).(3.5.5)
We will also use a formulation of the cut-off functor as a convolution.
We recall the convolution operation, for three manifolds X, Y, Z and
K ∈ D(kX×Y ), L ∈ D(kY×Z)
K ◦ L = Rp13!(p−112 K ⊗ p−123 L),
where pij is the projection from X×Y ×Z to the i×j-factor. Using the
base change formula we see that the convolution is associative. Taking
X = {pt} and Y = Z = V , the functor Pγ of (3.1.1) can be written
Pγ(F ) = Rp13∗(p
−1
12 F ⊗ p−123 kγ˜) which is almost F ◦kγ˜ up to the change
from Rp13! to Rp13∗. Under some hypothesis on F both functors are
the same:
Lemma 3.5.1. We take coordinates (x1, . . . , xn) on V and assume
that γ \ {0} ⊂ {xn > 0}. Then, for any F ∈ D(kV ) such that
supp(F ) ⊂ {xn ≥ x0n} for some x0n ∈ R, we have Pγ(F ) ≃ F ◦ kγ˜
and supp(Pγ(F )) ⊂ {xn ≥ x0n}.
Part 4. Constructible sheaves in dimension 1
In this part we apply Gabriel’s theorem to describe the constructible
sheaves on the real line and the circle with coefficients in a field k.
4.1. Gabriel’s theorem
We give a quick reminder on a part of Gabriel’s theorem that we will
use in this part. We follow the presentation of Brion’s lecture [9] on
the subject and we refer the reader to loc. cit.for further details. In
this section k is a field.
A quiver is a finite directed graph, that is, a quadruple Q = (Q0,
Q1, s, t) where Q0, Q1 are finite sets (the set of vertices, resp. arrows)
and s, t : Q1 −→ Q0 are maps assigning to each arrow its source, resp.
target. A representation of a quiver Q consists of a family of k-vector
spaces Vi indexed by the vertices i ∈ Q0, together with a family of
linear maps fα : Vs(α) −→ Vt(α) indexed by the arrows α ∈ Q1.
For a representation ({Vi}, fα) the dimension vector is (dimVi)i∈Q0.
The space RQ0 of dimension vectors is endowed with the Tits form
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defined by qQ(d) =
∑
i∈Q0
d2i −
∑
α∈Q1
ds(α)dt(α). In our case we have
Q0 = {0, . . . , 2n} and we find
(4.1.1) qQ(d) =
1
2
(d20 +
2n∑
i=1
(di − di−1)2 + d22n).
A quiver is of finite orbit type if it has only finitely many isomorphism
classes of representations of any prescribed dimension vector. Gabriel’s
theorem describes the quivers of finite orbit type. It says that they are
the quivers with a positive defined Tits form and also says that this is
equivalent to be of type A,D,E.
We are actually only interested in quivers of type An, that is, quivers
whose underlying graph is the linear graph with n vertices and n − 1
edges.
Another part of Gabriel’s theorem gives the structure of the represen-
tations of the quivers of finite type. A representation is said indecom-
posable if it cannot be split as the sum of two non zero representations.
A representation V is Schur if Hom(V, V ) ≃ k · idV .
Theorem 4.1.1 (see Theorem 2.4.3 in [9]). Assume that the Tits form
qQ is positive definite. Then:
(i) Every indecomposable representation is Schur and has no non-zero
self-extensions.
(ii) The dimension vectors of the indecomposable representations are
exactly those d ∈ NQ0 such that qQ(d) = 1.
(iii) Every indecomposable representation is uniquely determined by its
dimension vector, up to isomorphism.
Remark 4.1.2. We assume that our quiver is of type An with vertices
{1, . . . , n}. We can see on (4.1.1) that a dimension vector d satisfies
the condition qQ(d) = 1 if and only if there exist i ≤ j ∈ {1, . . . , n}
such that dk = 1 if i ≤ k ≤ j and dk = 0 else.
4.2. Constructible sheaves on the real line
We apply the results of Section 4.1 to sheaves on R with coefficients
in a field k.
Let x = {x1 < · · · < xn} be a finite family of points in R. We denote
by Modx(kR) the category of constructible sheaves on R with respect
to the stratification induced by x.
Setting x0 = −∞ and xn+1 = +∞, a sheaf F belongs to Modx(kR)
if and only if the stalks Fy are finite dimensional for all y ∈ R and the
restrictions F |]xk,xk+1[ are constant for k = 0, . . . , n. Such a sheaf F is
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determined by the data of the spaces of sections
(4.2.1)
V2i+1 = F (]xi, xi+2[) ∼−→ Fxi+1, for i = 0, . . . , n− 1,
V2i = F (]xi, xi+1[), for i = 0, . . . , n,
together with the restriction maps V2i+1 −→ V2i and V2i+1 −→ V2i+2 for
i = 0, . . . , n− 1. Conversely, any such family of vector spaces {Vi}2n+1i=0
and linear maps defines a sheaf in Modx(kR). Hence (4.2.1) gives an
equivalence between Modx(kR) and the category of representations of
the quiver Q = (Q0, Q1, s, t) of type A2n+1 where Q0 = {0, . . . , 2n}
and there is exactly one arrow in Q1 from 2i − 1 to 2i − 2 and from
2i− 1 to 2i, for i = 1, . . . , n.
Since Q is of type A2n+1, we can apply Gabriel’s theorem and Re-
mark 4.1.2 Hence the indecomposable representations of Q are in bi-
jection with the dimension vectors d such that dk = 1 if i ≤ k ≤ j
and dk = 0 else, for some i ≤ j ∈ {0, . . . , 2n}. Through the equiva-
lence (4.2.1) the corresponding sheaves in Modx(kR) are the constant
sheaves kI on the intervals I with ends −∞, x1, . . . , xn or +∞ (the
intervals can be open, closed or half-closed).
Gabriel’s theorem gives the following decomposition result for con-
structible sheaves with compact support. Extensions of Gabriel’s the-
orem gives the general case (see for example Theorem 1.1 in [13]). We
can also deduce the general case from the case of compact support; this
is done [32, Thm. 1.17] and we reproduce the proof below.
Corollary 4.2.1. We recall that k is a field. Let F ∈ Modc(kR).
Then there exist a locally finite family of intervals {Ia}a∈A and integers
{na}a∈A such that
(4.2.2) F ≃
⊕
a∈A
knaIa .
Moreover this decomposition is unique in the following sense. If we
have another decomposition F ≃⊕b∈B kmbJb like (4.2.2) and we assume
that the intervals Ia, a ∈ A, are distinct as well as the intervals Jb,
b ∈ B, then there exists a bijection σ : A ∼−→ B such that Jσ(a) = Ia
and mσ(a) = na for all a ∈ A.
Proof. (i) We first assume that F has compact support. Then F be-
longs to Modx(kR) for some finite set of points x. Through the equiv-
alence (4.2.1) Gabriel’s theorem gives the decomposition (4.2.2). The
unicity follows from (i) of Theorem 4.1.1 and the Krull-Schmidt theo-
rem.
(ii) In general, for each n ∈ N the part (i) yields a decomposition
F[−n,n] ≃
⊕
a∈An
kIa, where An is a finite set of intervals (each factor
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kIa has multiplicity 1, but we may have Ia = Ib for a, b ∈ A). We
can find maps αn : An −→ An+1 such that Ia = [−n, n] ∩ Iαn(a), for each
a ∈ An. We set A = lim−→n∈NAn. For a ∈ A, represented by some
an0 ∈ An0 , we set Ia =
⋃
n≥n0
Ian , where an is defined inductively by
an+1 = αn(an).
(iii) For a ∈ A we claim that we can find morphisms ia : kIa −→ F and
pa : F −→ kIa such that pa ◦ ia = idkIa . We define
En = Hom(kIa∩[−n,n], F[−n,n])× Hom(F[−n,n],kIa∩[−n,n]),
E ′n = {(i, p) ∈ En; p ◦ i = idkIa∩[−n,n]}.
The restriction morphisms induce enm : Em −→ En form ≥ n. We clearly
have enm(E
′
m) ⊂ E ′n. Since Hom(kIa∩[−n,n],kIa∩[−n,n]) ≃ k as soon as
Ia ∩ [−n, n] 6= ∅, the condition (i, p) ∈ E ′m can be checked on [−n, n].
It follows that enm(E
′
m) = e
n
m(Em) ∩ E ′n if Ia ∩ [−n, n] 6= ∅.
Since En is a finite dimensional vector space for each n, the family
enm(Em) stabilizes. We set E
∞
n =
⋂
m≥n e
n
m(Em) and E
′∞
n = E
′
n ∩ E∞n .
We have enm(E
′
m) 6= ∅ by the definition of Ia. Since the family stabilizes,
it follows that E ′∞n 6= ∅ for all n. The maps enm induce surjective maps
E ′∞m −→ E ′∞n for all m ≥ n. Hence lim←−nE
′∞
n 6= ∅ and any element in
this limit gives a pair (ia, pa) as claimed.
(iv) For a given a ∈ A the maps ia, pa of (i) give a decomposition
F ≃ kIa ⊕ F ′. We can define a similar set of intervals, say A′, for
F ′. We have A′ = A \ {a}. For a′ ∈ A′ we can find a decomposition
F ′ ≃ kIa′ ⊕ F ′′. Hence F ≃ kIa ⊕ kIa′ ⊕ F ′′. We go on inductively and
end with the decomposition (4.2.2). 
We also remark that (i) of Theorem 4.1.1 is given in our case by
the following easy result, that we quote for later use, and the fact that
Ext1(kI ,kI) ≃ 0.
Lemma 4.2.2. Let I, J be two intervals of R. Then
Hom(kI ,kJ) ≃
{
k if I ∩ J is closed in I and open in J ,
0 else.
In particular, if I and J are distinct, then we have Hom(kI ,kJ) ≃ 0
or Hom(kJ ,kI) ≃ 0 and, for all morphisms f : kI −→ kJ , g : kJ −→ kI ,
we have g ◦ f = 0.
4.3. Constructible sheaves on the circle
In this section we extend Corollary 4.2.1 to the circle. Like in the
case of R the result is also a particular case of quiver representation
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theory and Auslander-Reiten theory (see for example [40] § 3.6 p.153
and Theorem 5 p.158). However it is quicker to prove the facts we need
than recall these general results.
We denote by S1 the circle and we let e : R −→ S1 ≃ R/2πZ be the
quotient map. We use the coordinate θ on S1 defined up to a multiple
of 2π. We also denote by T : R −→ R the translation T (x) = x + 2π.
We recall that k is a field.
Since e is a covering map, we have an isomorphism of functors
e! ≃ e−1, hence an adjunction (e!, e−1). For any n ∈ Z we have
e◦T n = e, hence natural isomorphisms of functors (T n)−1e−1 ≃ e−1 and
e!(T
n)! ≃ e!. For G ∈ Mod(kR) the isomorphism e!((T n)!(G)) ∼−→ e!(G)
gives by adjunction in(G) : (T
n)!(G) −→ e−1e!(G). For x ∈ R we have
(e−1e!(G))x ≃ (e!(G))x ≃
⊕
n∈ZGTn(x). We deduce that the sum of the
in(G) gives an isomorphism
(4.3.1)
⊕
n∈Z
(T n)∗(G)
∼−→ e−1e!(G).
Let I be a bounded interval of R. We have e!(kI) ∼−→ e∗(kI). Let
AI be the algebra AI = Hom(e∗(kI), e∗(kI)). The adjunction (e
−1, e∗)
gives a morphism e−1e∗(kI) −→ kI . Using also the adjunction (e!, e−1)
we obtain a natural morphism
(4.3.2) εI : AI ≃ Hom(kI , e−1e∗(kI)) −→ Hom(kI ,kI) ≃ k.
Lemma 4.3.1. Let I be a bounded interval of R and let AI be the alge-
bra AI = Hom(e∗(kI), e∗(kI)). Then the morphism εI defined in (4.3.2)
is an algebra morphism and ker(εI) is a nilpotent ideal of A.
More precisely, if I is closed or open, then εi is an isomorphism. If I
is half-closed, say I = [a, x[ or I = ]x, a] and we set Ea = I∩e−1(e(a)),
then the identification (e∗(kI))e(a) ≃ kE(a) induces a morphism
AI −→ Hom(kE(a),kE(a)), ϕ 7→ ϕe(a)
which identifies AI with the subalgebra of matrices generated by the
standard nilpotent matrix of order |E(a)|; the eigenvalue of ϕe(a) is
then εI(ϕ). Moreover,
(a) a morphism u ∈ AI is an isomorphism if and only if εI(u) 6= 0,
(b) for any θ ∈ e(I) ⊂ S1 and any ϕ ∈ AI , the endomorphism ϕθ
of (e∗(kI))θ has only one eigenvalue which is εI(ϕ).
Proof. Using e−1e∗(kI) ≃
⊕
n∈Z (T
n)∗(kI) and Lemma 4.2.2, the cases
I closed or open are obvious. If I is half-closed of length l, we find
AI ≃ k|E(a)| as a vector space. Assuming I = [a, x[ (the case ]x, a]
is similar), a basis of AI is given by the morphisms e∗(un), for n =
0, . . . , |E(a)| − 1, where un : kI −→ kTn(I) is the natural morphism
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and we use the natural identification φn : e∗(kTn(I)) ≃ e∗(kI). At the
level of germs φn identifies the summands (kI)a+2πk of (e∗(kI))e(a) and
(kTn(I))a+2π(k+n) of (e∗(kTn(I)))e(a). We obtain that (e∗(un)) acts on
kE(a) by (s1, s2, . . .) 7→ (s1+n, s2+n, . . .). We deduce that the image of
AI in End(k
E(a)) is as claimed in the lemma.
The assertions (a) and (b) follow from the structure of AI . For (b)
we remark that AI −→ End((e∗(kI))θ), ϕ 7→ ϕθ, is an algebra morphism.

Lemma 4.3.2. Let F ∈ Mod(kS1). Let I be a bounded interval of
R such that kI is a direct summand of e
−1F . Then e∗kI is a direct
summand of F .
Proof. We let i0 : kI −→ e−1F ≃ e!F and p0 : e−1F −→ kI be morphisms
such that p0 ◦ i0 = idkI and we denote by i′0 : e∗kI ≃ e!kI −→ F and
p′0 : F −→ e∗kI their adjoint morphisms. In general p′0 ◦ i′0 6= ide∗kI but
it is enough to see that p′0 ◦ i′0 is an isomorphism. For this we use
Lemma 4.3.1 (a). Let us compute εI(p
′
0 ◦ i′0). Let a : e−1e∗kI −→ kI and
b : kI −→ e−1e∗kI be the adjunction morphisms. Then
εI(p
′
0 ◦ i′0) = a ◦ e−1(p′0 ◦ i′0) ◦ b = p0 ◦ i0 = idkI
and we deduce that p′0 ◦ i′0 is an isomorphism. 
Lemma 4.3.3. Let F ∈ Modc(kS1). We assume that F is not locally
constant. Then there exists a bounded interval I of R such that kI is a
direct summand of e−1F .
Proof. By Corollary 4.2.1 there exist a locally finite family of intervals
{Ia}a∈A and integers {na}a∈A such that e−1F ≃
⊕
a∈A k
na
Ia
. Since F is
not locally constant, one of these intervals, say I, is not R. Let T be
the translation T (x) = x + 2π. Since T−1e−1F ≃ e−1F , the intervals
T n(I) also appear in the decomposition, for all n ∈ Z. If I were not
bounded, this would contradict the constructibility of F . 
Proposition 4.3.4. Let F ∈ Modc(kS1). Then there exist a finite
family {(Ia, na)}a∈A, of bounded intervals and integers, and a locally
constant sheaf of finite rank L ∈ Mod(kS1) such that
(4.3.3) F ≃ L⊕
⊕
a∈A
e∗(k
na
Ia
).
Proof. (i) If F is not locally constant, let θ ∈ S1 be a point around
which F is not constant. We can find a small arc I around θ such that
F is constant on the two components of I \ {θ}, of rank say n1θ and n2θ.
We set rθ(F ) = n
1
θ + n
2
θ +dim(Fθ). We define r(F ) =
∑
θ rθ(F ), where
θ runs over the points around which F is not constant. If F is locally
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constant we set r(F ) = 0. We prove the proposition by induction on
r(F ).
(ii) We assume r(F ) 6= 0. Then F is not locally constant. By Lem-
mas 4.3.3 and 4.3.2 there exists a bounded interval I of R such that
F ≃ e∗(kI)⊕F ′ for some F ′ ∈ Modc(kS1). Then r(F ′) < r(F ) and the
induction proceeds. 
4.4. Cohomological dimension 1
The decomposition results for sheaves in dimension 1 extend to the
derived category. We first recall a well-known decomposition result (see
for example [31, Ex. 13.22]).
Lemma 4.4.1. Let C be an abelian category and X ∈ Db(C) a complex
such that Extk(H iX,HjX) ≃ 0 for all i, j ∈ Z and all k ≥ 2. Then
X is split, that is, there exists an isomorphism X ≃⊕i∈ZH iX [−i] in
Db(C).
This applies in particular to constructible sheaves in dimension 1.
Indeed, if M = R or M = S1 and k is a field, we have Extk(F,G) ≃ 0
for all F,G ∈ Modc(kM) and for all k ≥ 2. We deduce:
Lemma 4.4.2. Let M = R or M = S1 and let k be a field. Then, for
all F ∈ Dbc (kM) we have F ≃
⊕
i∈ZH
iF [−i] in Dbc (kM).
Using Corollary 4.2.1 and Proposition 4.3.4 we obtain immediately:
Corollary 4.4.3. let k be a field. LetM be R or S1 and let F ∈ Db(kM)
be a constructible object.
(i) If M = R, then there exist a locally finite family of intervals
{Ia}a∈A and integers {na}a∈A, {da}a∈A such that
(4.4.1) F ≃
⊕
a∈A
knaIa [da].
(ii) If M = S1, then there exist a finite family of bounded intervals
{Ia}a∈A, integers {na}a∈A, {da}a∈A and L ∈ Db(kS1) with locally
constant cohomology sheaves of finite rank such that
(4.4.2) F ≃ L⊕
⊕
a∈A
e∗(k
na
Ia
)[da],
where e : R −→ S1 ≃ R/2πZ is the quotient map.
The next lemma is related with the results of this section and was
already used in Example 2.1.3. This is a classical result (see [31,
Ex. 13.20, 13.21]). Let C be an Abelian category. For A ∈ D(C) we let
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Aut(A) ⊂ Hom(A,A) be the isomorphism group of A. For another B ∈
D(C) the product Aut(A)×Aut(B) acts on Hom(A,B) by composition.
We recall that we have truncation functors τ≤i, τ≥i : D
b(C) −→ Db(C) to-
gether with morphisms of functors which yield for any X ∈ Db(C) and
n ∈ Z a distinguished triangle
(4.4.3) τ≤n(X)
a(X)−−−→ X b(X)−−→ τ≥n+1(X) c(X)−−→ τ≤n(X)[1].
For A, B ∈ C and n ≥ 1, we let EnA,B ⊂ Db(C) be the full subcategory
of objects X such that H0(X) ≃ B, Hn(X) ≃ A and H i(X) ≃ 0
for i 6= 0, n. For X ∈ EnA,B we have isomorphisms a : B ∼−→ τ≤0(X)
and b : A[−n] ∼−→ τ≥1(X). We define φa,b(X) = b−1 ◦ c(X) ◦ a ∈
Hom(A[−n), B[1]) ≃ Hom(A,B[n + 1]).
Lemma 4.4.4. Let C be an abelian category and let A, B ∈ C and
n ≥ 1 be given. Let E¯A,B be the set of isomorphism classes in EA,B.
For a given X ∈ EA,B and isomorphisms a : A ∼−→ τ≥n+1(X), b : B ∼−→
τ≤n(X)[1], the image of φa,b(X) in Hom(A,B[n+1])/Aut(A)×Aut(B)
is independent of the choice of a and b and yields a bijection between
E¯A,B and Hom(A,B[n + 1])/Aut(A)×Aut(B).
Proof. (i) Changing a and b modifies b−1 ◦ c(X) ◦ a by the action of an
element in Aut(A)×Aut(B). This proves that the image of b−1◦c(X)◦a
in the quotient only depend on X .
(ii) If u : X −→ Y is an isomorphism in EA,B, then τ≥n+1(u) and
τ≤n(u)[1] are isomorphisms and make a commutative square with c(X)
and c(Y ). Hence c(X) is conjugate to c(Y ) through Aut(A)×Aut(B).
This defines a map c¯ : E¯A,B −→ Hom(A,B)/Aut(A)×Aut(B).
(iii) Let X, Y ∈ EA,B be given. If c¯(X) = c¯(Y ), then there exists (a, b)
such that the square (S) below commutes:
τ≤n(X) X τ≥n+1(X) τ≤n(X)[1]
τ≤n(Y ) Y τ≥n+1(Y ) τ≤n(Y )[1].
b[−1]≀
c(X)
a≀ (S) b≀
c(Y )
By the axioms of triangulated categories, we deduce that X ≃ Y .
Hence c¯ is injective.
(iv) For φ ∈ Hom(A,B) we define Xφ such that Xφ[1] is the cone of
φ. Then c¯(Xφ) = [φ] in Hom(A,B)/Aut(A) × Aut(B). Hence c¯ is
surjective. 
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Part 5. Graph selectors
Let M be a manifold and let Λ ⊂ J1(M) a closed Legendrian sub-
manifold. We let Γ be the projection of Λ on M ×R. A graph selector
for Λ is a continuous function ϕ : M −→ R whose graph is contained in
Γ. If Λ is generic, then Γ is a union of transverse immersed hypersur-
faces outside a set of codimension 1. In this case ϕ is differentiable on
a dense open set and the graph of df is contained in the Lagrangian
projection of Λ in T ∗M . We see Λ as a closed conic Lagrangian sub-
manifold of T˙ ∗(M × R). We choose coordinates (t; τ) on T ∗R and
denote by T ∗τ>0(M × R) the open set {τ > 0} in T ∗(M × R). Then
Λ ⊂ T ∗τ>0(M × R). In this short section we prove that Λ has a graph
selector as soon as it is the microsupport of a sheaf F satisfying some
conditions at infinity; the graph of ϕ is then the boundary of the sup-
port of a section of F . Using Theorem 13.5.1 below, we recover Theo-
rem 1.2 of [5] which says that a compact exact Lagrangian submanifold
of a cotangent bundle has a graph selector.
For a map ϕ : M −→ R we set Γϕ = {t = ϕ(x)} and Γ+ϕ = {t ≥ ϕ(x)}.
We assume in this section that M is connected. For F ∈ D(kM×R) we
consider the following condition:
(5.0.1)
there exists A > 0 such that supp(F ) ⊂M × [−A,+∞[
and S˙S(F ) ⊂ T ∗τ>0(M × [−A,A]).
Proposition 5.0.1. Let F ∈ Mod(kM×R) and let s ∈ F (M × R) be
a non-zero section. We assume that F satisfies (5.0.1). Then there
exists a unique map ϕ : M −→ R such that supp(s) = Γ+ϕ . Moreover,
for a given x0 ∈M , if U is a coordinate chart around (x0, ϕ(x0)), with
coordinates (x, t; ξ, τ) on T ∗U , and C ∈ R satisfies S˙S(F ) ∩ T ∗U ⊂
{τ > C||ξ||}, then the map ϕ is C−1-Lipschitz at x0. In particular ϕ
is continuous.
The link between the Lipschitz condition and the assumption on the
microsupport can also be found in [48] and [27].
Proof. (i) To prove that supp(s) is of the form Γ+ϕ it is enough to check
that supp(s)∩{x}×R is an interval of the form [a,+∞[ for any x ∈ M .
Let z = (x0, ϕ(x0)) ∈M ×R such that sz 6= 0. We set i : R −→ M ×R,
t 7→ (x0, t) and G = i−1F . Then SS(G) ⊂ {τ ≥ 0} by the hypothesis
on F and by Theorem 1.2.7. The section s induces a section s′ of G
over R and we have s′t = si(t). Hence supp(s
′) = i−1(supp(s)) and this
is non empty since sz 6= 0.
By Corollary 1.2.14 the restriction map H0(]a, c[;G) −→ H0(]b, c[;G)
is an isomorphism for any a ≤ b < c. It follows that s′t = 0 implies
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s′t1 = 0 for all t1 ≤ t. Indeed, we can find a, b, c such that a < t1,
t1 < b < t < c and s
′|]b,c[ = 0. Then s′|]a,c[ = 0 and in particular
s′t1 = 0. Since supp(s
′) is closed, non empty and contained in [A,+∞[,
this proves that it must be an interval of the form [a,+∞[, as required.
It remains to check that, for any x ∈ M , there exists t such that
s(x,t) 6= 0. The hypothesis on SS(F ) implies that F |V , where V =
M × ]A,+∞[, is a locally constant sheaf. Since M is connected, the
support of any global section of F |V is either empty or V . We have
seen that supp(s) contains {x0} × [a,+∞[ for some a. Hence it must
contain V . Finally we obtain that supp(s) = Γ+ϕ for some function
ϕ : M −→ R.
(ii) Now we choose x0 ∈ M and a neighborhood U of z0 = (x0, ϕ(x0))
in M ×R. We choose coordinates around x0 and assume that S˙S(F )∩
T ∗U ⊂ U × {τ ≥ C||ξ||} for C > 0. We identify U with an open set
in Rn and let γ ⊂ Rn+1 be the closed convex cone {t ≤ −C−1||x||}.
We have γ◦a = {τ ≥ C||ξ||} . By Remark 3.4.4 supp(s) is locally
γ-closed and hence contains (z0 − γ) ∩ B for some neighborhood B
of z0. The complement U \ supp(s) is locally γ-open. Since zε0 =
(x0, ϕ(x0) − ε) is not in supp(s) for ε > 0, we deduce up to shrinking
B that B ∩ supp(s) ∩ (zε0 + γ) = ∅. Hence B ∩ Γϕ is contained in
B \ ((z0 − γ) ∪ (z0 + γ)), which means that ϕ is C−1-Lipschitz at x0.
(iii) Since S˙S(F ) is conic and closed in T˙ ∗(M × R) and contained in
{τ > 0}, for any compact subset K of some coordinate chart of M ×R
we can find C > 0 such that S˙S(F ) ∩ π−1M×R(K) ⊂ K × {τ ≥ C||ξ||}.
By (ii) it follows that ϕ is continuous everywhere. 
Lemma 5.0.2. Let F ∈ D(kM×R) which satisfies (5.0.1). Then, for
any i ∈ Z, the sheaf H iF also satisfies (5.0.1) and moreover we have
πM×R(S˙S(H
iF )) ⊂ πM×R(S˙S(F )).
Proof. The condition on supp(H iF ) is obvious. The condition on
S˙S(H iF )) and the inclusion πM×R(S˙S(H
iF )) ⊂ πM×R(S˙S(F )) both fol-
low from the following fact: for any G ∈ D(kM×R), a point x is not in
πM×R(S˙S(G)) if and only if G is constant in a neighborhood of x. Now,
if F is constant, so is H iF . 
Lemma 5.0.3. Let F ∈ D(kM×R) which satisfies (5.0.1). Then the
restriction morphism RΓ(M × R;F ) −→ RΓ(M × ]B,+∞[;F ) is an
isomorphism, for any B ∈ R.
We remark that if M were compact, this would follow directly from
Corollary 1.2.14.
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Proof. We set Z = M × ]−∞, B] and U = M × ]B,+∞[. We have to
prove that r : RΓ(M×R;F ) −→ RΓ(M×R; RΓU(F )) is an isomorphism.
The cone of r is RΓ(M × R; RΓZ(F )). Let p : M × R −→ M be the
projection. It is enough to prove Rp∗RΓZ(F ) ≃ 0.
We remark that p is proper on supp(RΓZ(F )). For a given x ∈ M
and ix : R −→ M ×R, t 7→ (x, t), we set G = i−1x RΓZ(F ). Then the base
change formula gives (Rp∗RΓZ(F ))x ≃ RΓ(R;G). By Theorems 1.2.11
and 1.2.7 we have SS(G) ⊂ {τ ≥ 0}. Since G has compact support,
we have RΓ(R;G) ∼−→ RΓ(]a,+∞[;G) for some a ∈ R. By Corol-
lary 1.2.14 we also have RΓ(]a,+∞[;G) ∼−→ RΓ(]b,+∞[;G) for a ≤ b
and this vanishes for b≫ 0 since supp(G) is compact. 
Corollary 5.0.4. Let Λ ⊂ T ∗τ>0(M × R) be a closed conic Lagrangian
submanifold. We assume that Λ ⊂ T ∗τ>0(M × [−A,A]) for some A and
that there exists F ∈ D(kM×R) such that S˙S(F ) = Λ, supp(F ) ⊂ M ×
[−A,+∞[ and F |M×]A,+∞[ ≃ kM×]A,+∞[. Then Λ has a graph selector:
there exists a continuous map ϕ : M −→ R such that Γϕ ⊂ πM×R(Λ).
Moreover, for a given x0 ∈ M , if U is a coordinate chart around
(x0, ϕ(x0)), with coordinates (x, t; ξ, τ) on T
∗U , and C ∈ R satisfies
Λ ∩ T ∗U ⊂ {τ > C||ξ||}, then the map ϕ is C−1-Lipschitz at x0.
Proof. (i) The sheaf F |M×]A,+∞[ ≃ kM×]A,+∞[ ≃ H0F |M×]A,+∞[ has
a section over M × ]A,+∞[, say s, corresponding to 1 ∈ k. By
Lemma 5.0.2 H0F satisfies (5.0.1) and by Lemma 5.0.3 the section
s can be extended to s ∈ H0(M × R;H0F ). Proposition 5.0.1 asso-
ciates a continuous function ϕ to s and we have Γϕ ⊂ πM×R(Λ) by
Lemma 5.0.2 again.
(ii) Let Ξ ⊂ T ∗(M×R) be the convex hull of Λ in the sense that Ξ is the
intersection of all closed conic subsets S of T ∗M which contain Λ and
are fiberwise convex. For a local chart as in the statement we also have
Ξ ∩ T ∗U ⊂ {τ > C||ξ||}. By Corollary 3.4.3 we have S˙S(H0F ) ⊂ Ξ.
Hence the Lipschitz constant given in Proposition 5.0.1 for H0F is the
same as the one given in the current corollary. 
An example of a sheaf satisfying the hypothesis of Corollary 5.0.4 is
given by Corollary 2.1.4 as follows. We start with Λ0 = T
∗
M×{0}(M×R)
which is the microsupport of F 0 = k[0,+∞[. Let Φt, t ∈ I, be a homoge-
neous Hamiltonian isotopy of T˙ ∗(M ×R) which preserves T˙ ∗τ>0(M×R)
(for example the homogeneous lift of a Hamiltonian isotopy of T ∗M ,
or the lift of a contact isotopy of J1M , whose support is proper over
M). We deduce a sheaf F on M × R× I with F0 = F 0 and S˙S(Ft) =
Φt(Λ0), where Ft = F |M×R×{t}. We remark that S˙S(F ) ∩ T ∗N = ∅ for
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N = (M × ]B,+∞[ × I) and B ≫ 0. Hence F |N is locally constant.
Since F0|N ≃ kN we deduce Ft|N ≃ kN for all t ∈ I. So Corollary 5.0.4
implies that Φt(Λ0) has a graph selector, for all t ∈ I.
More generally, using Corollary 5.0.4 and Theorem 13.5.1 below, we
recover Theorem 1.2 of [5]:
Corollary 5.0.5. Let Λ ⊂ T ∗τ>0(M × R) be a closed conic Lagrangian
submanifold which is the conification of a compact exact Lagrangian
submanifold of T ∗M . Then Λ has a graph selector.
Part 6. The Gromov nonsqueezing theorem
In this part we use the microlocal theory of sheaves to give a proof
of the famous Gromov nonsqueezing theorem (see [19]), which says
that there is no Hamiltonian isotopy of R2n which sends the ball of
radius R into a cylinder Dr × R2n−2, where Dr is the disc of radius
r, if r < R. There is already a proof with generating funtions by
Viterbo [49] and it is no wonder that we can also find a proof with
sheaves. The proof we give is inpired by the papers of Chiu [12], to
define a projector associated with a square in §6.1, and Tamarkin [43]
to define a displacement energy (see Definition 6.2.1 – this displacement
energy is also used in [7]). It is in fact a baby case of the main result
of [12] which is the nonsqueezing in the contact setting (see also [15] for
another proof). We also give a non squeezing result for a Lagrangian
submanifold of the ball; this is related with a result of The´ret in [44].
6.1. Cut-off in fiber and space directions
In Part 3 we have seen several functors on the category of sheaves
whose effect is to change the microsupport and make it avoid some
given set. For a vector space V and a closed convex cone γ ⊂ V , we
have seen Pγ : D(kV ) −→ D(kV ) which is a projector, in the sense that
Pγ ◦ Pγ ≃ Pγ, and satisfies SS(Pγ(F )) ⊂ V × γ◦a. More usual functors
reduce the support of a sheaf, for example D(kM) −→ D(kM), F 7→ FZ ,
for a locally closed set Z ⊂ M . This functor is also a projector and
satisfies SS(FZ) ⊂ Z × V ∗. If Z is closed, a sheaf satisfying SS(F ) ⊂
Z×γ◦a is stable by both functors Pγ and (·)Z , hence by the composition
Q : F 7→ Pγ(FZ). This Q is not a projector but we will see in a special
case that Q◦i converges when i −→ ∞ and gives a projector (in fact we
will work with a variant of Q).
The construction we give in this section is in fact a baby case of a
construction by Chiu in [12] who defines a projector corresponding to
a subset C of T ∗Rn+1 which is the cone over a ball in T ∗Rn; here we do
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the case where C is the cone over a square [−1, 1]2 in T ∗R = R×R∗. We
will use this projector to recover nonsqueezing results in the symplectic
case.
It will be more convenient to use a convolution functor F 7→ F ◦ kγ˜
rather than Pγ (the difference is a proper direct image instead a usual
direct image - see (3.1.1)) because the convolution is associative. This
is similar to the Tamarkin projector of §3.5. This convolution − ◦ kγ˜
is still a projector and its image is D⊥,lAγ (kV ), the left orthogonal of
DAγ (kV ), where Aγ = V × (V ∗ \ Int(γ◦a)) and DB(kV ) = {F ∈ D(kV );
SS(F ) ⊂ B} (see [22, Prop. 4.10]). We have D⊥,lAγ (kV ) ⊂ DV×γ◦a(kV ).
We introduce some notations. Let n ≥ 2 be given. We consider the
vector spaces V ′ = Rn−2, V = R2 × V ′ and put coordinates (x; ξ) on
T ∗V . We let γ ⊂ V be the cone
γ = {(x) ∈ Rn; x2 ≤ −|x1|, x3 = · · · = xn = 0}.
Hence γ◦ ⊂ V ∗ is given by γ◦ = {(ξ) ∈ Rn; ξ2 ≤ −|ξ1|}. We recall the
notation γ˜ = {(x, y) ∈ V 2; x − y ∈ γ} of §3.1. We let Z ⊂ V be the
open strip Z = ]−1, 1[ × Rn−1. Let Rγ, RZ : D(kV ) −→ D(kV ) be the
functors Rγ(F ) = F ◦ kγ˜ and RZ(F ) = FZ . They come with natural
morphisms Rγ(F ) −→ F and RZ(F ) −→ F . We remark that RZ can
also be written as a convolution RZ(F ) ≃ F ◦ kδV (Z), where δV is the
diagonal embedding. We define R = RZ ◦Rγ ◦RZ and we find
(6.1.1) R(F ) ≃ F ◦ kW ,
where
W = γ˜ ∩ (Z × Z)
= {(x, y) ∈ R2n; y2 − x2 ≥ |x1 − y1|,
|x1| < 1, |y1| < 1, xi = yi, i = 3, . . . , n}.
Since W ∩ ∆V is closed in W and open in ∆V we have a natural
morphism kW −→ k∆V which gives a morphism of functors R −→ id.
If a sheaf satisfies Rγ(F ) ∼−→ F and FZ ∼−→ F , then R(F ) ∼−→ F
and R◦i(F ) ∼−→ F for all i ∈ N. We now compute R◦i; of course
this is the convolution with Ki = kW ◦ · · · ◦ kW (i factors kW ). For
c ∈ R we define f, s, Tc : V −→ V by f(y) = (−y1, y2 + 2, y3, . . . , yn),
s(y) = (y1,−y2, y3, . . . , yn), and Tc(y) = (y1, y2 + c, y3, . . . , yn).
Let Z± ⊂ R2 be the closed half planes Z± = {y2 ≥ ±y1}. We have
natural morphisms u± : kR2 −→ kZ± and we define L ∈ D(kR2) by
(6.1.2) L = 0 −→ kR2 −→ kZ+ ⊕ kZ− −→ 0,
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where kR2 is in degree 0. We have H
0L ≃ kR2\(Z+∪Z−), H1L ≃
kZ+∩Z− and a distinguished triangle kR2\(Z+∪Z−) −→ L −→ kZ+∩Z−[−1] −→
kR2\(Z+∪Z−)[1]. (In fact we have already met L in (2.1.4): we have
L ≃ KΨ|{0}×R2 in the case n = 1.)
Lemma 6.1.1. We set C1 = W ∩ (idV × f)((idV × s)(Int(W ))) and
W2 = (idV×f)(W ). The sheaf K2 = kW ◦kW appears in a distinguished
triangle
(6.1.3) kC1
u−→ K2 −→ kW2[−1] −→ kC1 [1]
and, in a small enough neighborhood of {y1 = −x1, y2 = x2+2}×∆V ′,
we have K2 ≃ p−1(L) ⊠ k∆V ′ , with p : R4 −→ R2, (x1, x2, y1, y2) 7→
(x1 + y1, y2 − x2 − 2). Moreover kC1 ◦ kW ∼−→ kC1.
Proof. (i) Let us forget the variables xi, yi for i ≥ 3. Let q : R6 −→ R4
be the projection q(x, y, z) = (x, z). Then K2 = Rq!(kA) where A =
(W × R2) ∩ (R2 ×W ). For a subset E ⊂ R6 and (x, z) ∈ R4 we set
E(x,z) = E ∩ q−1(x, z). If x 6∈ Z or z 6∈ Z we have A(x,z) = ∅. This
proves that (K2)Z×Z ∼−→ K2. Now we assume (x, z) ∈ Z2 and we find
A(x,z) = {y ∈ R2; y2 − x2 ≥ |x1 − y1|, |y1| < 1, z2 − y2 ≥ |y1 − z1|}.
Then A(x,z) is a bounded convex polytope, but the cohomology of kA(x,z)
depends on (x, z) because we have two types of boundary conditions
(open or closed).
(ii) We define A′, A± ⊂ q−1(Z2) ⊂ R6 by their fibers A′(x,z) = A(x,z) and
A±(x,z) = ∂A(x,z) ∩ {y1 = ±1}. We have an exact sequence 0 −→ kA −→
kA′ −→ kA+ ⊕ kA− −→ 0. Now the fibers of A′, A± are always compact
convex polytopes. For any such polytope B we have Rq!(kB) ≃ kq(B)
and we deduce a resolution ofK2 as the complex 0 −→ kq(A′) d1−→ kq(A+)⊕
kq(A−) −→ 0. We have q(A′) =W and
q(A±) = {(x, z) ∈ R4; z2 − x2 ≥ 2∓ (x1 + z1), |x1| < 1, |z1| < 1}.
Hence ker(d1) ≃ kC1 , coker(d1) = kW2 and, up to a change of coordi-
nates, we have the complex (6.1.2) defining L.
(iii) To prove the last assertion we can compute kC1 ◦ kW directly or
use the fact that (kC1)Z ≃ kC1 , because C1 ⊂ Z2, and Rγ(kC1) ≃ kC1 ,
because C1 is relatively compact and SS(kC1) ⊂ T ∗V × (V × γ◦a). We
deduce kC1 ◦ kW ≃ kC1 and this proves the lemma. 
We can see that − ◦ kW commutes with the translation Tc. More
precisely Tc∗(F )◦kW ≃ Tc∗(F ◦kW ) ≃ F ◦k(idV ×Tc)(W ). The same holds
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for the map f and, since W2 = (idV × f)(W ), we can deduce kW2 ◦ kW
from the triangle (6.1.3). We find a similar triangle
(6.1.4) kC2 −→ kW2 ◦ kW −→ kW3 [−1] −→ kC2 [1],
where C2 = (idV ×f)(C1),W3 = (idV ×f)(W2). Since kC1◦kW ∼−→ kC1 ,
applying − ◦ kW to (6.1.3) gives the triangle
(6.1.5) kC1 −→ K3 −→ kW2 ◦ kW [−1] −→ kC1 [1].
The triangle (6.1.4) implies that H0(kW2 ◦ kW ) ≃ kC2 and H1(kW2 ◦
kW ) ≃ kW3. Then (6.1.5) gives H0(K3) ≃ kC1 , H1(K3) ≃ kC2 and
H2(K3) ≃ kW3 . Now we can compute kW3 ◦ kW in the same way and
an induction gives the following result.
Proposition 6.1.2. For i ≥ 1 we define Ci = (idV × f)i(C1) and
Wi = (idV × f)i−1(W ). Then, for any n ≥ 1,
(i) we have a distinguished triangle
kC1
u−→ Kn+1 −→ (idV × f)∗(Kn)[−1] −→ kC1 [1],
(ii) Kn is concentrated in degrees 0, . . . , n − 1 and H iKn ≃ kCi+1,
for i = 0, . . . , n− 2, Hn−1Kn ≃ kWn,
(iii) setting ∆ti := {y1 = (−1)ix1, y2 = x2+2i}×∆V ′ and pi : R4 −→
R2, (x1, x2, y1, y2) 7→ (x1− (−1)iy1, y2−x2−2i), we have Kn ≃
p−1i (L) ⊠ k∆V ′ in a small enough neighborhood of ∆
t
i, for i =
1, . . . , n,
(iv) setting Yi = {y2 − x2 ≥ 2i}, we have, for i = 1, . . . , n − 1,
(Kn)Yi ≃ (idV × f)i∗(Kn−i)[−i],
Lemma 6.1.3. We set Sn = supp(Kn) =Wn∪
⋃n−1
i=1 Ci. Then we have
RHom(Kn, Kn) ≃ kSn.
Proof. (i) The statement is local on V 2. In a neighborhood of a point
x0 which is away from the sets ∆
t
i defined in Proposition 6.1.2 our sheaf
Kn is up to shift a constant sheaf on some subset Y of V
2 with Y = Ci
or Y =Wn. Since the sets Ci and Wn are locally closed convex, we get
RHom(Kn, Kn) ≃ kSn near x0.
(ii) In a neighborhood of some ∆ti the lemma is reduced to the proof of
RHom(L, L) ≃ kD, where D = supp(L). Let us set H = RHom(L, L).
We can compute H directly from the triangle (6.1.2). Alternatively we
can remark that SS(L) = ΛΨ ◦a T˙ ∗0R (see the notation (2.1.5)), where
Ψ is the Hamiltonian isotopy of T˙ ∗R. It follows from Corollary 2.1.4
that the restriction morphisms RHom(L, L) −→ RHom(Ls, Ls), where
Ls = L|R×{s} are all isomorphisms. We deduce that RΓ(R2;H) ≃ k.
Since H is a conic sheaf, we also have H0 ≃ RΓ(R2;H), hence H0 ≃ k.
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On the other hand, away from 0 we clearly have H ≃ kD. Hence
H is concentrated in degree 0. The above condition on the restriction
morphisms then implies H ≃ kD everywhere. 
We define an increasing sequence of open subsets Ui = {y2 − x2 <
2i} ⊂ R2n, i ∈ Z. By Lemma 6.1.3 the natural morphism uj : Kj+1 −→
Kj, induced by kW −→ k∆V , gives an isomorphism Kj+1|Ui ∼−→ Kj|Ui
if j > i. Hence we can define a sheaf K∞ ∈ D(kR2n) such that
K∞|Ui ≃ Kj |Ui if j > i, for example as follows. We set U ′i = Ui \ Ui−1
and U ′′i = Ui \ Ui−2. The natural restriction morphism and uj in-
duce vi : (Ki+1)U ′i−1 −→ (Ki+1)U ′′i and v′i : (Ki+1)U ′i−1 −→ ⊕(Ki)U ′′i−1 whose
restrictions to U ′i−1 are isomorphisms. Now we define K∞ by the dis-
tinguished triangle
(6.1.6)
⊕
i∈Z
(Ki)U ′i−2
v−→
⊕
i∈Z
(Ki)U ′′i−1 −→ K∞
+1−→, v =
⊕
i
(
vi−1
v′i−1
)
.
Proposition 6.1.4. We set S∞ = supp(K∞) = Wn ∪
⋃∞
i=1Ci and
Yi = {y2 − x2 ≥ 2i}. Then we have RHom(K∞, K∞) ≃ kS∞ and
(K∞)Yi ≃ RΓInt(Yi)(K∞) ≃ (idV ×f)i∗(K∞)[−i], for i ≥ 1. In particular
(6.1.7) RHom(K∞, T4∗(K∞)) ≃ k[2].
Proof. The first assertion follows from Lemma 6.1.3. Proposition 6.1.2-
(iv) gives (K∞)Yi ≃ (idV × f)i∗(K∞)[−i]. The inductive description of
Kn in-(i) of the same proposition shows that SS(K∞) ⊂ {ξ2+ η2 ≥ 0}.
Hence S˙S(K∞) does not meet SS(kInt(Yi)) and Theorem 1.2.11 gives
(K∞)Yi ≃ RΓInt(Yi)(K∞). For the last assertion we remark that T4 =
(idV × f)2. Hence
RHom(K∞, T4∗(K∞)) ≃ RHom(K∞,RΓInt(Y2)(K∞))
≃ RΓInt(Y2)RHom(K∞, K∞[2])
≃ RΓInt(Y2)(kS∞)[2]
≃ (kS∞∩Y2)[2]
and the result follows. 
The morphism kW −→ k∆V gives by iteration Ki −→ k∆V and then
K∞ −→ k∆V . In particular for any F ∈ D(kV ) we have a natural
morphism F ◦K∞ −→ F .
Proposition 6.1.5. Let F ∈ D(kV ). We assume that FZ ∼−→ F ,
SS(F ) ⊂ V × γ◦a and supp(F ) ⊂ {x2 ≥ x02} for some x02 ∈ R. Then
F ◦K∞ ∼−→ F .
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Proof. By Proposition 3.1.1 we have Pγ(F ) ∼−→ F , where Pγ is defined
in (3.1.1) by Pγ(F ) = Rq2∗(kγ˜⊗q−11 F ). Since supp(F ) ⊂ {x2 ≥ x02} we
can replace Rq2∗ by Rq2! in this expression and we find F ◦ kγ˜ ∼−→ F .
Composing with kδV (Z) we find F ◦kW ∼−→ F . Iterating i times we get
F ◦Ki ∼−→ F for all i ∈ N.
We recall that K∞|Ui ≃ Kj|Ui if j > i, where Ui = {y2 − x2 <
2i} ⊂ R2n, i ∈ Z. For any sheaf K on V 2 supported in V 2 \ Ui we
have supp(F ◦ K) ⊂ {x2 ≥ x02 + 2i}. Using the triangle (K∞)Ui −→
K∞ −→ (K∞)V 2\Ui +1−→ and the same one with K∞ replaced by Ki,
we deduce that, for any given x′ ∈ V , if j > i > x′2 − x02, we have
(F ◦K∞)x′ ∼−→ (F ◦ (K∞)Ui)x′ ≃ (F ◦ (Kj)Ui)x′ ∼←− (F ◦Kj)x′. Hence
(F ◦K∞)x′ ≃ Fx which proves that the morphism F ◦K∞ −→ F is an
isomorphism. 
For a manifold N and a real number c we let Tc : N × V −→ N ×
V be the translation along the direction y2 of V , Tc(x, y1, . . . , yn) =
(x, y1, y2+c, y3, . . . , yn). For F ∈ D(kN×V ) such that SS(F ) ⊂ {η2 ≥ 0}
we let τc(F ) : F −→ Tc∗(F ) be the morphism (3.5.5).
Proposition 6.1.6. We have τc(K∞) = 0 for all c ≥ 4. In particular,
for any manifold N and F ∈ D(kN×V ) such that F ◦ K∞ ∼−→ F we
have τc(F ) = 0 for all c ≥ 4.
Proof. By (6.1.7) we have Hom(K∞, Tc∗K∞) ≃ 0 if c ≥ 4 and a fortiori
τc(K∞) = 0. The second assertion then follows from the fact that τc(F )
coincides with idF ◦ τc(K∞). 
6.2. nonsqueezing results
Here we use the projector K∞ to prove classical nonsqueezing re-
sults in the symplectic case. The morphism τc of (3.5.4), introduced
by Tamarkin in [43], gives the following invariant, that we can call a
displacement energy. We refer to [7] where this invariant is used to ob-
tain bounds on the displacement energy of some subsets of a cotangent
bundle and to [52] for a survey of Tamarkin’s and Chiu’s results.
Definition 6.2.1. Let M be a manifold and F ∈ D{τ≥0}(kM×R). We
set e(F ) = sup{c ≥ 0; τc(F ) 6= 0}. For a < b we set M ba = M × [a, b[
and define and e′(F ) = sup{e(FMba); (a, b) ∈ R2, a < b}.
We check in Proposition 6.2.6 below that e(F ) and e′(F ) are invariant
by Hamiltonian isotopies of T ∗M with compact support. We introduce
e′(F ) because we will need compact support assumptions not always
satisfied by the sheaf F that we consider.
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Lemma 6.2.2. Let a < b be given and let A be the functor A(F ) =
FMba. Then A(τc(F )) = τc(A(F )). In particular e(F ) ≥ e′(F ).
Proof. (i) We first make the following remark: let Z be a closed subset
of a manifold X and F,G ∈ D(kX). Let a : F −→ FZ and b : G −→ GZ
be the natural morphisms. Let u : F −→ G be given. Then v = uZ is
the only morphism v : FZ −→ GZ such that v ◦ a = b ◦ u. Indeed this
follows easily from Hom(FZ , GZ) ∼−→ Hom(F,GZ).
(ii) Using (i) with X = M × R and Z = M × [A,+∞[ we see that
A(τc(F )) = τc(A(F )) when b = +∞. We have a statement similar
to (i) when Z is open (by reverting the arrows). Hence we also have
A(τc(F )) = τc(A(F )) when a = −∞. Combining the two cases we
obtain the result.
For the last claim of the lemma we choose c > e(F ). Then τc(F ) = 0
and we deduce τc(FMba) for all a < b. 
Proposition 6.2.3. Let N be a manifold, V = Rn and M = N × V .
We recall the notations Z = ]−1, 1[×Rn−1 and γ = {x2 ≤ −|x1|, x3 =
· · · = xn = 0}. Let F ∈ D(kM). We assume that FN×Z ∼−→ F and
SS(F ) ⊂ T ∗N × (V × γ◦a). Then e′(F ) ≤ 4.
Proof. Let a < b and G = FMba . We have GN×Z
∼−→ G. We recall
that S˙S(kMba) = {(x, t; 0, τ); t = a or t = b and τ > 0}. Hence
Theorem 1.2.11 implies SS(G) ⊂ T ∗N × (V × γ◦a). It follows that the
morphism u : G◦K∞ −→ G is an isomorphism. Indeed Proposition 6.1.5
implies that u|{x}×V is an isomorphism, for any x ∈ N . Hence u is an
isomorphism. Now we conclude with Proposition 6.1.6. 
6.2.1. Invariance of the displacement energy. Let M be a mani-
fold and let h : T ∗M×I −→ R be a function of class C∞. We assume that
its Hamiltonian flow Φ: T ∗M × I −→ T ∗M is defined and has compact
support. As in Proposition 2.3.1 we associate with h a homogeneous
Hamiltonian isotopy Φ′ : T˙ ∗(M × R) × I −→ T˙ ∗(M × R) lifting Φ and
we let KΦ′ ∈ D(k(M×R)2×I) be the sheaf given by Theorem 2.1.1.
By construction Φ′ commutes with the vertical translation Tc, for
any c ∈ R, defined by Tc(x, t; ξ, τ) = (x, t + c; ξ, τ). We can write
Tc∗ ≃ k∆c ◦ −, where ∆c = ∆M × {t = t′ + c}. We thus have KΦ′ ◦
k∆c ≃ k∆c ◦KΦ′ . We will use projector P⊥[0,+∞[ : D(kM×R) −→ D(kM×R)
introduced by Tamarkin. It is defined by P⊥[0,+∞[(F ) ≃ P+ ◦ F where
P+ ∈ D(k(M×R)2) is given by
P+ = k∆M×∆+R
, where ∆+
R
= {(t, t′) ∈ R2; t ≤ t′}.
Its image is D⊥,l{τ≥0}(kM×R) (see §3.5).
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Lemma 6.2.4. There exists a unique isomorphism in D(k(M×R)2×I),
u : KΦ′ ◦ P+ ∼−→ P+ ◦KΦ′, whose restriction to (M × R)2 × {0} is the
identity morphism of P+.
Proof. Since KΦ′ is invertible, it is enough to prove that Q = (KΦ′ ◦
P+) ◦ |IK−1Φ′ is isomorphic to P+ ⊠ kI . Since KΦ′,0 ≃ k∆M×R, we have
Q|(M×R)2×{0} ≃ P+. Hence, by Proposition 1.2.8, it is enough to see
that SS(Q) ⊂ T ∗(M×R)2×T ∗I I. This comes from the fact that Φ′ com-
mutes Tc. More precisely we have the very rough bounds (see (2.1.2))
S˙S(KΦ′) = ΛΦ′ ⊂ A = {((x, t; ξ, τ), (x′, t′; ξ′, τ ′), (s,−τh(x, ξ/τ, s)))},
S˙S(P+) ⊂ B = {x = x′, ξ = −ξ′, τ = −τ ′}.
By Lemma 1.5.1 we have S˙S(KΦ′ ◦ P+) ⊂ A ◦a B. Since the function
−τh(x, ξ/τ, s) does not depend on t′, we have A◦aB ⊂ A. We also have
S˙S(K−1Φ′ ) ⊂ Aa and we find S˙S(Q) ⊂ A ◦a |IAa = T ∗(M × R)2 × T ∗I I,
as required. 
Let us set P+c = k∆M×{(t,t′)∈R2; t≤t′+c}. Then P
+
c ≃ P+ ◦ k∆c ≃
k∆c ◦ P+ and, since KΦ′ commutes with k∆c , Lemma 6.2.4 also gives
an isomorphism uc : KΦ′ ◦ P+c ∼−→ P+c ◦ KΦ′. For c ≥ 0 the inclusion
∆c ⊂ ∆0 induces a morphism P+ −→ P+c , which gives the vertical
arrows in the diagram
(6.2.1)
KΦ′ ◦ P+ P+ ◦KΦ′
KΦ′ ◦ P+c P+c ◦KΦ′.
u
∼
uc
∼
Proposition 6.2.5. The diagram (6.2.1) is commutative. In partic-
ular, for any F ∈ D⊥,l{τ≥0}(kM×R) (see (3.5.2)) and for any c ≥ 0, the
image of the morphism τc(F ) by the functor KΦ′ ◦ − is τc(KΦ′ ◦ F ).
Proof. As in the proof of Lemma 6.2.4 it is enough to prove the com-
mutativity of the diagram obtained from (6.2.1) by application of the
functor · ◦ |IK−1Φ′ . We then obtain a diagram where the entries are
isomorphic to P+ ⊠ kI or P
+
c ⊠ kI . It is then enough to check the
commutativity when we restrict to (M ×R)2×{0}, which is clear. 
Proposition 6.2.6. For any F ∈ D⊥,l{τ≥0}(kM×R) we have e(F ) =
e(KΦ′,s ◦ F ) and e′(F ) = e′(KΦ′,s ◦ F ), for any s ∈ I.
Proof. The equality e(F ) = e(KΦ′ ◦ F ) follows from Proposition 6.2.5.
Since Φ has compact support, for any a < b we can find a′ < a < b < b′
such that Φ′s(T˙
∗M ba) ⊂ T˙ ∗M b′a′ for all s ∈ I. Then (KΦ′,s ◦ F )Mba ∼−→
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(KΦ′,s ◦ FMb′
a′
)Mba by Lemma 2.2.1. It then follows from Lemma 6.2.2
that τc(KΦ′,s ◦FMb′
a′
) = 0 implies τc((KΦ′,s ◦F )Mba) = 0. Since τc(KΦ′,s ◦
FMb′
a′
) = τc(FMb′
a′
) we deduce e′(F ) ≥ e′(KΦ′,s ◦ F ). Since KΦ′,s is
invertible the reverse inequality holds. 
Remark 6.2.7. The morphism τc(F ) for F ∈ D{τ≥0}(kM×R) is functo-
rial in M : if N ⊂ M is a submanifold, then τc(F |N×R) = (τc(F ))|N×R.
This implies e(F |N×R) ≤ e(F ) and e′(F |N×R) ≤ e′(F ).
6.2.2. nonsqueezing for a flying saucer. We put the natural Eu-
clidean structure on Rn and T ∗Rn ≃ R2n and we denote by B1(E) and
S1(E) the closed unit ball and unit sphere of an Euclidean space E. We
first define a subset Λ0 of S1(T
∗Rn) which is the image of a Legendrian
of J1(Rn) whose front projection in Rn+1 is a flying saucer with conic
points.
We define Λ0 as the union of the graphs of the differential of two
functions f1, f2 : B1(R
n) −→ R. We choose these functions to be rotation
invariant with a differential belonging to the unit sphere of T ∗Rn. In
other words we write fi(x) = gi(||x||) for a function gi such that r2 +
(g′i(r))
2 = 1. This determines fi up to a constant and we find f1(x) =∫ ||x||
0
√
1− u2du and f2(x) = π/2−f1(x). We let W0 = {f1(||x||) ≤ t <
f2(||x||)} be the region in Rn+1 bounded by the graphs of f1, f2 and
define
(6.2.2) Λ0 = ρRn(S˙S(kW0)) ⊂ T ∗Rn.
The functions fi are not differentiable at 0 and W0 has a conic point
at (0, 0) and (0, π/2):
SS(kW0) ∩ T ∗(0,0)Rn+1 = SS(kW0) ∩ T ∗(0,π)Rn+1 = {(ξ, τ); τ ≥ ||ξ||}
and we have dfi,x = g
′
i(||x||) · x for a non zero x. We deduce
(6.2.3)
{
Λ0 = L0 ∪ B1(T ∗0Rn),
L0 := {(x; ξ) ∈ S1(T ∗Rn); ξ is a scalar multiple of x}.
We remark that L0 is the image of S1(T
∗
0R
n) by the characteristic flow
of S1(T
∗Rn). More precisely we have S1(T
∗Rn) = {h = 1} where
h(x; ξ) = ||x||2 + ||ξ||2. The flow of Xh = 2
∑
i ξi
∂
∂xi
− xi ∂∂ξi has orbits
of period π. Identifying T ∗Rn with Cn by (x; ξ) 7→ x + iξ the flow is
given by Φh,s(x+ iξ) = exp(2si) · (x+ iξ). For an orbit γ of the flow the
action is A =
∫
γ
α where α =
∑
ξidxi is the Liouville form. Here we
find A = π for all orbits in S1(T
∗Rn). We have also another expression
of L0
(6.2.4) L0 = {exp(2si) · (0; ξ) ∈ T ∗Rn ≃ Cn; s ∈ [0, π], ||ξ|| = 1}.
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If we smooth our functions fi near the origin (in which case the front
looks like a flying saucer), we obtain an approximation of Λ0 by an
immersed Lagrangian sphere with one double point.
Proposition 6.2.8. Let r < 1/
√
2 be given and let Dr ⊂ R2 be the
closed disc of radius r. There is no Hamiltonian isotopy Φ: R2n× I −→
R2n such that Φ1(Λ0) ⊂ Dr × R2n−2, where Λ0 is defined in (6.2.2).
Proof. (i) Let us assume that such an isotopy Φ exists. We can find
an isotopy Ψ of R2n = T ∗Rn such that Ψ1(Dr × R2n−2) ⊂ ]−a, a[2 ×
T ∗Rn−1, for some a with (2a)2 < π/2. Hence we can as well assume that
Φ1(Λ0) ⊂ ]−a, a[2 × T ∗Rn−1. We can also assume that Φ has compact
support. We let Φ′ be a homogeneous isotopy of T ∗Rn+1 lifting Φ as in
Proposition 2.3.1 and we let KΦ′ ∈ D(kR2n+2×I) be the sheaf associated
with Φ′ by Theorem 2.1.1.
(ii) We set F0 = kW0 and define F1 = KΦ′,1 ◦ F0. Hence S˙S(F1) =
Φ′1(S˙S(F0)) and F1 has compact support. In particular ρRn(S˙S(F1)) =
Φ1(Λ0). By Proposition 6.2.6 we have e(F0) = e(F1).
(iii) Let Γ1 = πRn+1(S˙S(F1)) be the projection of S˙S(F1) to the base.
Since ρRn(S˙S(F1)) ⊂ ]−a, a[2×T ∗Rn−1, we have Γ1 ⊂ Za = ]−a, a[×Rn.
Hence F1 is locally constant outside Za. Since it has compact support,
it has to vanish outside Za and we find (F1)Za
∼−→ F1. Hence F1 satisfies
the hypothesis of Proposition 6.2.3, up to a rescaling of Z and γ by a.
Hence e(F1) < 4a
2 < π/2.
On the other hand RHom(F0, Tc∗(F0)) ≃ kW0∩Tc(W0) for c ∈ [0, π/2[.
Since the topology of W0 ∩ Tc(W0) is unchanged when c runs over
[0, π/2[ we deduce that e(F0) = π/2. We thus have a contradiction. 
6.2.3. nonsqueezing for L0. By (6.2.3) the Lagrangian subset Λ0
of B1(T
∗Rn) consists of two parts, B1(T
∗
0R
n) and L0 which can be
identified with the image of S1(T
∗
0R
n) by the geodesic flow. The part
B1(T
∗
0R
n) corresponds to the microsupport of kW0 at the conic points
(0, 0) and (0, π/2). We can define another sheaf F on Rn+1 such that
ρRn(S˙S(F )) = L0. Let us recall the sheaf KΨ ∈ D(kR2n+1) of Exam-
ple 2.1.3 associated with the normalized geodesic flow of T˙ ∗Rn. It fits
in the distinguished triangle (2.1.4) which is an extension between con-
stant sheaves on two opposite cones (one closed, the other open). If
we restrict KΨ to a slice V0 = R
n × {0} × R, we obtain a picture sim-
ilar to the following. We define W1 = Tπ/2(W0). Then there exists a
diffeomorphism f from a neighborhood Ω of (0, π/2) in Rn+1 to a neigh-
borhood of 0 in Rn+1 such that f(W0) = U ∩ V0 and f(W1) = Z ∩ V0
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(with the notations U , Z of (2.1.4)). Then, up to shifts, f−1(KΨ|V0)
gives a sheaf F and a distinguished triangle
(6.2.5) kW0 −→ F −→ kW1[−n] −→ kW0[1].
The microsupport of F is the image of SS(KΨ|V0) by df and we find
ρRn(S˙S(F |Ω)) ⊂ L0, as required.
However F still has a too big microsupport at the conic points (0, 0)
and (0, π). We can repeat the above gluing process at these points and
iterate. We obtain a sheaf G0 ∈ Dlb(kRn+1), in the same way we defined
K∞ (see (6.1.6)), with the following property
(6.2.6)
G0|Rn×]k pi
2
,(k+2)pi
2
[ ≃ (Tk pi
2
)∗(F )[−kn], for any k ∈ Z,
where F is defined in (6.2.5)
and we have ρRn(S˙S(G0)) = L0.
Proposition 6.2.9. Proposition 6.2.8 holds with Λ0 replaced by L0.
Proof. It is enough to prove that e′(G0) ≥ π/2; the rest of the proof of
Proposition 6.2.8 works the same. By Remark 6.2.7 we have e′(G0) ≥
e′(G0|{x0}×R) for any x0 ∈ Rn. The above description of G0 implies
G0|{0}×R ≃
⊕
k∈Z k[k pi2 ,(k+1)
pi
2
[[−kn]. Since e′(k[a,b[) = b − a we obtain
e′(G0) ≥ π/2, as claimed. 
6.2.4. nonsqueezing for the ball. We set B = Int(B1(R
n)), B′ =
B1(R
n) and S = S1(T
∗Rn). For y ∈ B′, let Ly ⊂ S be the image of
T ∗yR
n ∩ S by the characteristic flow of S. Then Ly is a Lagrangian
submanifold of T ∗Rn. To prove the nonsqueezing for the ball we use
the Lagrangian submanifolds Ly, y ∈ B, in family. We first prove
that there exists a sheaf G on B × Rn+1 such that e(G) ≥ π and
ρRn(S˙S(Gy)) = Ly, where Gy = G|{y}×Rn+1 .
Let us describe the family Ly. For a given y ∈ B′ we can see Ly as
in (6.2.4) as the image of a map
fy : (R/πZ)× Sr(T ∗yRn) −→ T ∗Rn, (s, ξ) 7→ exp(2si) · (y; ξ),
where r =
√
1− ||y||2. We set L0 = ⊔y∈B′ Ly ⊂ Rn × T ∗Rn. We can
describe a Lagrangian submanifold L ⊂ (T ∗Rn)2 above L0 as follows. In
T ∗∆R
2n we consider the hypersurface Z = T ∗Rn×S and the Lagrangian
submanifold T ∗∆R
2n. Then L1 = Z∩T ∗∆R2n is isotropic and its image L
by the characteristic flow of Z is still isotropic, hence Lagrangian since
it is of dimension 2n. Like Ly the Lagrangian L is the image of a map
f : (R/πZ)× S −→ (T ∗Rn)2, (s, (y; ξ)) 7→ ((y;−ξ), exp(2si) · (y; ξ)).
The important point is that f is injective whereas fy is not. Let L
′ ⊂
J1(R2n) = (T ∗R2n)× R be a Legendrian lift of L. Then L′ −→ L is an
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infinite cyclic cover. A loop on L given by a characteristic flow line
lifts to a path l on L′ with l(1) = Tπ(l(0)), where Tπ is as before the
translation in the last variable by π. Hence Tπ(L
′) = L′.
For y ∈ B we let L′y ⊂ J1({y}×Rn) be the projection of L′ ∩ ({y}×
R
n) ×R2n J1(R2n) to J1({y} × Rn). Then L′y is a Legendrian lift of
Ly. For y ∈ B these manifolds L′y are all diffeomorphic to L′0 and
there exists a C∞ map u : B × L′0 −→ J1(Rn) such that u({y} × L′0) =
L′y. We can lift this map u into a contact isotopy (see for example
Theorem 2.6.2 of [18]). Indeed this is possible for a family of compact
Legendrian manifolds. However, since Tπ(L
′
y) = L
′
y for all y ∈ B, we
can find a family L′′y , y ∈ B, of compact Legendrian submanifolds of
(T ∗Rn) × (R/πZ) such that L′y is a covering of L′′y. Then we find a
contact isotopy of (T ∗Rn)× (R/πZ) and lift it to J1Rn. We thus have
a contact isotopy Φ: B×J1(Rn) −→ J1(Rn) such that Φy(L′0) = L′y, for
any y ∈ B.
A Legendrian submanifold of J1(M) gives a conic Lagrangian sub-
manifold of {τ > 0} ⊂ T ∗(M×R). Hence L′, L′y give conic Lagrangian
submanifolds of T˙ ∗R2n+1 or T˙ ∗Rn+1 that we also denote L′, L′y. The
equivalence of categories (2.1.6) of Corollary 2.1.4 applied with I = B,
A0 = L, A
′ = L′ gives a unique sheaf G ∈ DL′(kB×Rn+1) such that
G|{0}×Rn+1 ≃ G0, where G0 is defined in (6.2.6).
Remark 6.2.10. This sheaf G ∈ DL′(kB×Rn+1) is constructed in an-
other way in [12] and is shown to be a projector from sheaves on Rn+1
to sheaves with a microsupport contained in ρ−1
Rn
(B1(T
∗Rn)).
Proposition 6.2.11. Let r < 1 be given and let Dr ⊂ R2 be the closed
disc of radius r. There is no Hamiltonian isotopy Φ: R2n × I −→ R2n
such that Φ1(B1(R
2n)) ⊂ Dr × R2n−2.
Proof. (i) It is enough to prove that e′(G) ≥ π; the rest of the proof of
Proposition 6.2.8 works the same (recall that Proposition 6.2.3 works
with a parameter space N which is B in our case). To prove e′(G) ≥ π
we will use Corollary 1.2.15 which require some properness condition
on the support. We set Ω = B × Rn+1 and let j : Ω −→ R2n+1 be the
inclusion. We choose a < b and we set Z = B × Rn × [a, b[. We let
u ∈ Hom(Rj!(GZ),Rj∗(GZ)) be the natural morphism. It is enough to
prove that uc := Rj∗(τc(GZ)) ◦ u is non zero for 0 < c < π, if b − a is
big enough.
(ii) We set F = Rj!G, Hc = Tc∗(Rj∗G) and H
′
c = Tc∗(Rj∗GZ). Re-
stricting F and Hc to {0} × Rn+1 and using Remark 6.2.7 as in the
proof of Proposition 6.2.9, we see that uc0 6= 0 for some c0 > 0 (in fact
for 0 < c0 < π/2).
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(ii-a) Over Ω we have S˙S(F ) ⊂ L′ and S˙S(Hc) ⊂ Tc(L′). We recall that
L′ is contained in T ∗B × ρ−1
Rn
(S1(T
∗
R
n)) and that L′ ∩ Tc(L′) = ∅ for
0 < c < π. By Theorem 1.2.11 we have SS(FZ) ⊂ L′ + SS(kZ). Since
S˙S(kZ) = (B × Rn)× ({a, b} × {τ > 0}) we deduce that SS(FZ) = L′
except over the set {t = a or b} where we have SS(FZ) \ SS(F ) ⊂
T ∗B × ρ−1
Rn
(Int(B1(T
∗Rn))). The same remark holds for S˙S(H ′c). In
particular, if b−a > π we still have S˙S(FZ)∩ S˙S(H ′c) = ∅ for 0 < c < π.
(ii-b) We set LΩ = SS(kΩ). We recall that LΩ is the union of the
zero section over Ω and one half of T ∗∂ΩR
2n+1. By Theorem 1.2.13
we have S˙S(F ) ⊂ L′ +̂ LΩ and S˙S(Tc∗Rj∗G) ⊂ Tc(L′) +̂ LaΩ. We set
Σ = πR2n+1(L
′) ∩ ∂Ω and we define λ ⊂ (R2n+1)∗ by λ = {(ξ, ξ′, τ);
τ ≥ ||ξ|| and τ ≥ ||ξ′||}. Since ρR2n+1(L′) = L ⊂ B1(T ∗Rn)×B1(T ∗Rn)
we have L′ ⊂ R2n+1 × λ. Hence, on the boundary of Ω we have the
rough bounds
S˙S(F ) ∩ (∂Ω ×R2n+1 T ∗R2n+1) ⊂ LΩ ∪ (LΩ + Σ× λ)),
S˙S(Tc∗Rj∗G) ∩ (∂Ω ×R2n+1 T ∗R2n+1) ⊂ LaΩ ∪ (LaΩ + Tc(Σ)× λ)).
When we replace F by FZ and Tc∗Rj∗G by Hc we increase the micro-
supports by adding (B×Rn)× ({τ > 0}) but the above bounds do not
change.
We see that (LΩ+Σ×λ)∩LaΩ and (LaΩ+Σ×λ)∩LΩ are contained in
the zero section. We can check also that Σ ∩ Tc(Σ) = ∅ for 0 < c < π.
(iii) By the bounds in (ii) for the microsupports we can apply Corol-
lary 1.2.15 and we obtain Hom(FZ , (Hc0)Z) ≃ Hom(FZ , (Hc)Z), for
0 < c < π. It follows that uc 6= 0 for c < π, as required. 
Part 7. The Gromov-Eliashberg theorem
The Gromov-Eliashberg theorem (see [14, 20]) says that the group of
symplectomorphisms of a symplectic manifold is C0-closed in the group
of diffeomorphisms. This can be translated into a statement about the
Lagrangian submanifolds which are graphs of symplectomorphisms. It
can be deduced from the Gromov nonsqueezing theorem but we want to
stress the relation with the involutivity theorem of Kashiwara-Schapira
(stated here as Theorem 1.3.6).
Let us explain the idea of the proof. We assume for a while a stronger
assumption than the Gromov-Eliashberg theorem: letM be a manifold
and let φn be a sequence of homogeneous Hamiltonian isotopies of
T˙ ∗M which converges in C0 norm to a diffeomorphism φ∞ of T˙
∗M .
Let Kn ∈ D(kM2) be the sheaf associated with φn by Theorem 2.1.1.
Hence S˙S(Kn) is Γφn , the graph of φn, and H
0(M2;Kn) ≃ k. We
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define a kind of limit K∞ by the distinguished triangle
⊕
n∈NKn −→∏
n∈NKn −→ K∞ +1−→. Then we can check that S˙S(K∞) ⊂ Γφ∞ and
H0(M2;K∞) ≃
∏
k∈N k/
⊕
k∈N k. Hence K∞ 6= 0 and we can deduce
from the involutivity theorem that Γφ∞ is coisotropic. It follows that
φ∞ is a symplectic map.
However the Gromov-Eliashberg theorem is a local version of the
previous result and the φn are only symplectic diffeomorphisms. It is
not difficult to modify the φn away from a given point to turn them
into Hamiltonian isotopies and make them homogeneous by adding a
variable. Our sheaves Kn live now on M
2 × R. The problem is that
the convergence of Γφn to Γφ∞ is now true only in a neighborhood of
a point and we have no control on Γφn away from this point; more
precisely we have a subset Γ′n of Γφn such that Γ
′
n converges to a subset
of Γφ∞ . We use a cut-off lemma of Part §3 to split Kn in a small ball B
as Kn = K
′
n ⊕K ′′n, with SS(K ′n) ⊂ Γ′n. The main difficulty is to prove
that the above “limit” of K ′n is non zero. The previous argument fails
since we have no control on the global sections. Instead with restrict
Kn to a line D = {x0} × R and decompose Kn as a sum of constant
sheaves on intervals using Corollary 4.4.3, say Kn|D ≃
⊕
a∈An
kIna [d
n
a ].
To insure that K ′n does not vanish when n −→ ∞, we prove that there
are intervals Ina bigger than B ∩D as follows. Let π be the projection
from T ∗(M2 × R) to the base. If an interval Ina is contained in B, the
splitting Kn = K
′
n ⊕K ′′n prevents it from having one end in π(Γ′n) and
the other in π(Γφn \ Γ′n). In other word, the intervals with exactly one
end in π(Γ′n) are big. Hence it is enough to see that the projection of
Γ′n to M
2 is of degree one to find a big interval.
7.1. The involutivity theorem
The main tool in our proof of the Gromov-Eliashberg theorem is the
involutivity theorem of [30]. We recall its statement (see Theorem 6.5.4
of [30] restated here as Theorem 1.3.6). For a manifold N , a subset S of
N and p ∈ N , we use the notations Cp(S), Cp(S, S) = C(S, S) ∩ TpN
of (1.1.2) and(1.1.3) for the tangent cones of S at p. Let M be a
manifold, k any coefficient ring and F ∈ D(kM ). The involutivity
theorem says that the microsupport S = SS(F ) of F is a coisotropic
subset of T ∗M in the sense that (Cp(S, S))
⊥ωp ⊂ Cp(S), for all p ∈ S.
We quote the following lemmas.
Lemma 7.1.1. Let X be a symplectic manifold and let S ⊂ S ′ be
locally closed subsets of X. Let p ∈ S. We assume that S is coisotropic
at p. Then S ′ is also coisotropic at p.
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Proof. This is obvious since we have the inclusions
(Cp(S
′, S ′))⊥ωp ⊂ (Cp(S, S))⊥ωp ⊂ Cp(S) ⊂ Cp(S ′). 
We recall the map ρM : T
∗M × T˙ ∗R −→ T ∗M , (x, t; ξ, τ) 7→ (x; ξ/τ),
defined in (2.3.1).
Lemma 7.1.2. Let M be a manifold and S ⊂ T ∗M a locally closed
subset. Let p ∈ S and q ∈ ρ−1M (p). Then S is coisotropic at p if and
only if ρ−1M (S) is coisotropic at q.
Proof. We use coordinates (x, t; ξ, τ) on T ∗(M ×R) and corresponding
coordinates (X, T ; Ξ,Σ) on TqT
∗(M × R). We set S ′ = ρ−1M (S) and
we write q = (x0, t0; ξ0, τ0). We have dρM,q(X, T ; Ξ,Σ) = (X ;
1
τ0
Ξ −
ξ0
τ20
Σ). Since S ′ is conic, we may assume τ0 = 1. Using the symplectic
transformations (x; ξ) 7→ (x; ξ − ξ0) on T ∗M and (x, t; ξ, τ) 7→ (x, t +
〈ξ0, x〉; ξ−τξ0, τ) on T ∗(M×R), which commute with ρM , we may also
assume ξ0 = 0. Then we have dρq(X, T ; Ξ,Σ) = (X ; Ξ) and we deduce
Cq(S
′) = Cp(S) × T(t0;1)T ∗R and Cq(S ′, S ′) = Cp(S, S) × T(t0;1)T ∗R.
Now the result follows easily. 
7.2. Approximation of symplectic maps
Let (E, ω) be a symplectic vector space which we identify with R2n.
We recall a standard application of the Alexander trick which says that
a symplectic map ϕ : BER −→ E defined on some ball of E coincides with
a Hamiltonian isotopy of E on some smaller ball BEr .
We endow E with the Euclidean norm of R2n. For an open subset
U ⊂ E and a map ψ : U −→ E we set
‖ψ‖U = sup{‖ψ(x)‖; x ∈ U},(7.2.1)
‖ψ‖1U = sup{‖ψ(x)‖, ‖dψx(v)‖; x ∈ U, ‖v‖ = 1}, if ψ is C1.(7.2.2)
Lemma 7.2.1. Let R > r and ε be positive numbers. Let ϕ : BER −→ E
be a symplectic map of class C1. Then there exists R′ > r and a
symplectic map ψ : BER′ −→ E which is of class C∞ such that ‖ϕ −
ψ‖BEr ≤ ε.
Proof. We set r1 = (R + r)/2 and we choose a (non symplectic) map
ϕ′ : BER −→ E of class C∞ such that ‖ϕ−ϕ′‖1BEr1 ≤ ε. We set ω
′ = ϕ′∗(ω).
We have ω − ω′ = (ϕ− ϕ′)∗ω. Hence, if we consider ω and ω′ as maps
fromE to ∧2E and we endow ∧2E with the Euclidean structure induced
by E, we have ‖ω − ω′‖BEr1 ≤ Cε, where the constant C only depends
on n.
We set r2 = (r1 + r)/2. By Moser’s argument for the Darboux
theorem we can find a flow Φ: BEr1×[0, 1] −→ E such that Φt(BEr2) ⊂ BEr1
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for all t ∈ [0, 1] and ω|BEr2 = Φ∗1(ω′)|BEr2 . The flow Φ is the flow of a
vector field Xt which satisfies ιXt(ωt) = −α over BEr1 , where ωt =
tω′ − (1 − t)ω and dα = ω′ − ω. We can assume that α satisfies the
bound ‖α‖BEr1 ≤ C ′‖ω′ − ω‖BEr1 for some C ′ > 0 only depending on r1.
Hence Xt satisfies ‖Xt‖BEr1 ≤ C
′′ε, for some constant C ′′ > 0 and all
t ∈ [0, 1].
We may assume from the beginning that C ′′ε < r1 − r2. Hence
Φ1(B
E
r2
) ⊂ BEr1 and we have ‖Φ1 − id‖BEr2 ≤ C ′′ε. The map ψ =
ϕ′◦Φ1 : BEr2 −→ E is a symplectic map such that ‖ϕ−ψ‖BEr ≤ (1+C ′′)ε,
which gives the lemma (up to replacing ε by ε/(1 + C ′′)). 
Proposition 7.2.2. Let R > r > 0 be given. Let ϕ : BER −→ E be a
symplectic map of class C∞. Then there exists a Hamiltonian isotopy
Φ: E×R −→ E of class C∞ and with compact support such that Φ1|BEr =
ϕ|BEr .
Proof. (i) For any map u : E −→ E which is a translation or a sym-
plectic linear map and for any compact subset C ⊂ E, we can find a
Hamiltonian isotopy Ψ: E × R −→ E with compact support such that
Ψ1|C = u|C . Hence, up to composing with such a Ψ, we may assume
that ϕ(0) = 0 and dϕ0 = idE .
(ii) We first show that there exists a Hamiltonian isotopy Φ: E×R −→ E
with compact support such that Φ−11 ◦ ϕ = idE near 0. We choose a
symplectic isomorphism E2 ≃ T ∗∆ where ∆ is the diagonal. Through
this isomorphism the graph of ϕ is a Lagrangian subset, say Λ, of T ∗∆.
Since ϕ(0) = 0 and dϕ0 = idE , the set Λ is tangent to the zero section
at 0 and there exists a 1-form α on ∆ such that Λ coincides with the
graph of α near 0. Since Λ is Lagrangian, α is closed and we can find a
function f : ∆ −→ R with compact support such that Λ coincides with
the graph of df in some neighborhood U of 0. Up to restricting U
we can assume that f is small enough in C2-norm so that the graph
Λt of t df , viewed as a subset of E
2, is the graph of a diffeomorphism
Φt : E −→ E for all t ∈ [−1, 2]. Then Φ is a Hamiltonian isotopy with
compact support and Φ−11 ◦ ϕ = idE near 0.
(iii) By (ii) we can assume that ϕ|BEε = idE for some small ball BEε .
We define U ⊂ E×]0,+∞[ and ψ : U −→ E by
U = {(x, t); ‖x‖ < R/t}, ψ(x, t) = t−1ϕ(tx).
Then ψ(·, t) is a symplectic map for all t > 0. We let V = {(ψ(x, t), t);
(x, t) ∈ U} be the image of U by ψ × idR. Then V is contractible and
we can find h : V −→ R such that ψ is the Hamiltonian flow of h.
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We define U0 ⊂ U by U0 = {(x, t); t > 0, ‖x‖ < ε/t}. Since
ϕ|BEε = idE , we have ψ(x, t) = x for all (x, t) ∈ U0. Hence U0 ⊂ V .
Moreover h is constant on U0. We can assume h|U0 = 0 and extend h
by 0 to a C∞ function defined on V ′ = ]−∞, 0] ∪ V .
We set Z = {(ψ(x, t), t); t ∈ ]0, 1] and ‖x‖ ≤ r}. For t ≤ ε/r and
‖x‖ ≤ r we have ψ(x, t) = x. Hence
Z = (BEr × ]0, ε/r]) ∪ (ψ × idR)(BEr × [ε/r, 1])
and it follows that Z is compact. We choose a compact subset C ⊂ E
such that Z ⊂ Int(C) × [0, 1] and a C∞ function g : E × R −→ R such
that g = h on Z and g = 0 outside of C× [0, 2]. Then the Hamiltonian
isotopy Φ defined by g has compact support contained in C and satisfies
Φ1 = ϕ on B
E
r . This proves the proposition. 
7.3. Degree of a continuous map
We recall the definition of the degree of a continuous map. LetM,N
be two oriented manifolds of the same dimension, say d. We assume
that N is connected. We have a morphism Hdc (M ;ZM) −→ Z and an
isomorphismHdc (N ;ZN )
∼−→ Z. Let f : M −→ N be a proper continuous
map. Applying Hdc (N ; ·) to the morphism ZN −→ Rf∗f−1ZN ≃ Rf!ZM
we find
Z ∼←− Hdc (N ;ZN ) −→ Hdc (M ;ZM) −→ Z.
The degree of f , denoted deg f , is the image of 1 by this morphism.
Lemma 7.3.1. Let M,N be two oriented manifolds of dimension d.
We assume that N is connected.
(i) Let f : M −→ N be a proper continuous map and let V ⊂ N be a
connected open subset. Then deg f = deg(f |f−1(V ) : f−1(V ) −→ V ).
(ii) Let I ⊂ R be an interval. Let U ⊂ M × I, V ⊂ N × I be open
subsets and let f : U −→ V be a continuous map which commutes with
the projections U −→ I and V −→ I. We set Ut = U ∩ (M × {t}),
Vt = V ∩ (N × {t}) and ft = f |Ut : Ut −→ Vt, for all t ∈ I. We assume
that f is proper and that V and all Vt, t ∈ I, are non empty and
connected. Then deg f = deg ft, for all t ∈ I.
Proof. (i) and (ii) follow respectively from the commutative diagrams
Z Hdc (N ;ZV ) H
d
c (M ;Zf−1(V )) Z
Z Hdc (N ;ZN) H
d
c (M ;ZM) Z ,
∼
∼
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Z Hdc (Vt;ZVt) H
d
c (Ut;ZUt) Z
Z Hd+1c (V ;ZV ) H
d+1
c (U ;ZU ) Z .
∼
∼

Proposition 7.3.2. Let BR be the open ball of radius R in R
d. Let
U, V ⊂ Rd be open subsets and let f : U −→ BR, g : V −→ BR be
proper continuous maps. We assume that there exists r < R such
that f−1(Br) ⊂ U ∩V , and that d(f(x), g(x)) < r/2, for all x ∈ U ∩V .
Then deg f = deg g.
Proof. (i) We define h : (U ∩ V )× [0, 1] −→ Rd+1 by h(x, t) = (tf(x) +
(1 − t)g(x), t). Let us prove that h−1(Br/2 × [0, 1]) is compact. Since
f−1(Br) is compact and contained in U ∩ V , it enough to prove that
h−1(Br/2 × [0, 1]) ⊂ f−1(Br) × [0, 1]. Let (x, t) ∈ (U ∩ V ) × [0, 1]
be such that ‖h(x, t)‖ ≤ r/2. Since h(x, t) belongs to the line segment
[f(x), g(x)] which is of length < r/2, we deduce f(x) ∈ Br, as required.
(ii) We define W = h−1(Br/2× [0, 1]), Wt =W ∩(Rd×{t}) for t ∈ [0, 1]
and h′t = h|Wt : Wt −→ Br/2. By (i) h|W : W −→ Br/2 × [0, 1] is proper.
Hence Lemma 7.3.1 (ii) implies that deg h′0 = deg h
′
1. We conclude with
Lemma 7.3.1 (i) which implies deg h′0 = deg g and deg h
′
1 = deg f . 
7.4. The Gromov-Eliashberg theorem
Let (E, ω) be a symplectic vector space which we identify with R2n.
We endow E with the Euclidean norm of R2n. For R > 0 we let BER be
the open ball of radius R and center 0. For a map ψ : BER −→ E we set
‖ψ‖BER = sup{‖ψ(x)‖; x ∈ BER}.
For a map f : E −→ E we denote by if : E −→ E × E the embedding
x 7→ (x, if (x)) and by Γf = if (E) the graph of f .
Lemma 7.4.1. Let V = Rn and E = T ∗V . Let f : E −→ E be a map of
class C1 and 0 < R be given. Then there exist a Hamiltonian isotopy
Φ: T ∗V 2 × R −→ T ∗V 2 with compact support, ε > 0 and three balls
centered at 0: BV ⊂ V 2 and B∗0 ⊂ B∗1 ⊂ (V ∗)2 such that for any other
map g : E −→ E with ||f − g||BER < ε we have
(a) Φ1 ◦ if (0) = (0; 0),
(b) Φ1(Γg) ∩ (BV × (B∗1 \B∗0)) = ∅,
(c) Γ′g := Φ1(Γg) ∩ (BV × B∗0) is contained in Φ1(ig(BER )),
(d) the restriction of πV 2 to Γ
′
g gives a proper map Γ
′
g −→ BV of
degree 1.
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Proof. (i) We set p = (0, f(0)) ∈ E2, q = (0; 0) ∈ T ∗V 2 and F =
TpΓf . We can find a symplectic map ψ : TpE
2 −→ TqE2 such that
d(πV 2)q : TqE
2 −→ T0V 2 induces an isomorphism ψ(F ) ∼−→ T0V 2. We
choose a Hamiltonian isotopy Φ such that Φ1(p) = q and dΦ1 = ψ.
(ii) We can find balls BV , B
∗
0 , B
∗
1 such that (b-d) hold for g = f . Indeed
we first choose a neighborhoodW ⊂ BER of 0 in E such that πV 2 ◦Φ1◦if
induces a diffeomorphism from W to W ′ = πV 2(Φ1(if (W ))). Then πV 2
is a diffeomorphism from Γ′ = Φ1(if (W )) to W
′ and it is easy to find
BV , B
∗
0 such that (c) and (d) hold. Up to shrinking BV , B
∗
0 , we can
also find B∗1 such that (b-d) hold.
(iii) For g close enough to f the property (d) holds by Proposition 7.3.2
(apply the proposition with f ′, g′, U ′, V ′ where f ′ := πV 2 ◦ Φ1 ◦ if ,
g′ := πV 2 ◦ Φ1 ◦ ig, U ′ = f ′−1(BV ), V ′ = g′−1(BV )).
To check (c), we ask the additional condition Φ−11 (BV ×B∗1) ⊂ BER ×
E, which is satisfied up to shrinking BV , B
∗
1 .
For (b) we choose balls B′V , B
′
1 slightly smaller than BV , B
∗
1 and
B′0 slightly bigger than B
∗
0 . Let us assume that there exists x ∈ E
such that Φ1(x, g(x)) ∈ B′V × (B′1 \ B′0). Then (x, g(x)) ∈ BER × E
and ||f(x)− g(x)|| < ε. For ε small enough this implies Φ1(x, f(x)) ∈
BV × (B∗1 \B∗0) which is empty. Hence, up to replacing BV , B∗0 , B∗1 by
B′V , B
′
0, B
′
1, we also have (b) for g. 
Now we can give a proof of the Gromov-Eliashberg rigidity theorem
(see [14, 20]).
Theorem 7.4.2. Let R > 0. Let ϕk : B
E
R −→ E, k ∈ N, and ϕ∞ : BER −→
E be C1 maps. We assume
(i) ϕk is a symplectic map, that is, ϕ
∗
k(ω) = ω, for all k ∈ N,
(ii) ‖ϕk − ϕ∞‖BER −→ 0 when k −→ ∞,
(iii) dϕ∞,x : TxE −→ Tϕ∞(x)E is an isomorphism, for all x ∈ BER .
Then ϕ∞|BER is a symplectic map.
Proof. (i) We will prove dϕ∞|x is a symplectic linear map for any given
x ∈ BER . Up to composition with a translation we can as well assume
x = 0. By Lemma 7.2.1 and Proposition 7.2.2 we can also assume, up
to shrinking R, that ϕk = Φ
k
1|BER is the restriction of (the time 1 of)
a globally defined Hamiltonian isotopy Φk : E × R −→ E with compact
support, for each k ∈ N.
Let us choose an isomorphism E ≃ T ∗V where V = Rn. We let
Γk ⊂ T ∗V 2 be the graph of Φk1, twisted by (x, x′; ξ, ξ′) 7→ (x, x′; ξ,−ξ′).
We let Γ∞ be the graph of ϕ∞ with the same twist. It is enough to
prove that Γ∞ is coisotropic at (0;ϕ∞(0)).
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We assume n ≥ 2 (the case n = 1 is about volume preserving maps
and is easy). Then Φk can be defined by a compactly supported Hamil-
tonian function.
(ii) We recall the map ρ : T ∗V 2 × T˙ ∗R −→ T ∗V 2, (x, t; ξ, τ) = (x; ξ/τ),
defined in (2.3.1). By Corollary 2.3.2 there exists Fk ∈ Db(kV 2×R) such
that S˙S(Fk) is a conic Lagrangian submanifold of T˙
∗(V 2×R) contained
in {τ ≥ 0} and ρ(S˙S(Fk) ∩ {τ > 0}) = Γk.
(iii) We apply Lemma 7.4.1 with the function f : E −→ E given by
f(x; ξ) = ϕ∞(x; ξ)
a. It yields a Hamiltonian isotopy Φ with compact
support and three balls centered at 0: BV ⊂ V 2 and B∗0 ⊂ B∗1 ⊂ (V ∗)2
such that the conditions (a-d) of the lemma hold for g(x; ξ) = ϕk(x; ξ)
a
if k is big enough.
By Proposition 2.3.1 we can lift Φ to a homogeneous Hamiltonian
isotopy Ψ of T˙ ∗(V 2×R) such that the diagram (2.3.2) commutes. Then
Theorem 2.1.1 gives K ∈ Db(k(V 2×R)2) such that S˙S(K) is the graph
of Ψ1. We set Gk = K ◦ Fk and Λk = S˙S(Gk) for each k ∈ N. Then
Gk ∈ Db(kV 2×R) and Λk = Ψ(S˙S(Fk)). We still have
Λk ⊂ {τ ≥ 0}, ρ(Λk) = Φ1(Γk).
(iv) We can find a point x0 ∈ BV ⊂ V 2, as closed to 0 as we want, such
that, for any k, the Lagrangian submanifold Λk ⊂ T ∗(V 2 × R) is in
generic position with respect to the line D = {x0}×R in the following
sense: there exists a neighborhood Wk of D and a hypersurface Sk of
Wk meeting D transversely such that Λk ∩ T˙ ∗Wk = T˙ ∗SkWk ∩ {τ > 0}.
(This implies that x0 is not on the diagonal.) Since Φ
k and Φ have
compact supports and x0 is not on the diagonal, Sk has finitely many
connected components.
Then Gk|D is a constructible sheaf and we can decompose it as a
finite sum of constant sheaves on intervals Gk|D ≃
⊕
a∈Ak
kIka [d
k
a] by
Corollary 4.4.3. Since SS(Gk) ⊂ {τ ≥ 0}, the Ika are of the form [a, b[
or ]−∞, b[ with b ∈ R ∪ {+∞}. The finite ends of the intervals Ika are
in bijection with
Ek = Φ1(Γk) ∩ T ∗x0(V 2) = (Λk ∩ (T ∗x0(V 2)× T ∗R))/R>0.
(v) We set Γ0k = Φ1(Γk)∩(BV ×B∗0) and E0k = Ek∩Γ0k. By Lemma 7.4.1
the map Γ0k −→ BV is of degree 1 and it follows that E0k is of odd
cardinality. Hence there exists one interval Ika with one end, say ak,
in E0k and the other, say bk, in (Ek \ E0k) ∪ {±∞}. We translate Gk
vertically so that ak = 0 and we shift it degree so that d
k
a = 0 (we still
have ρ(Λk) = Φ1(Γk)).
72 STE´PHANE GUILLERMOU
Now Gk|D has one direct summand which is kIka with Ika = [0, bk[ or
]bk, 0[, bk finite or infinite. One of these possibilities occurs infinitely
many times and, up to taking a subsequence, we assume Ika = [0, bk[
with bk ∈ R, for all k, the other cases being similar.
(vi) By Lemma 7.4.1 again ρ(S˙S(Gk)) ∩ (BV × (B∗1 \B∗0)) = ∅. Hence,
by Proposition 3.3.1, there exists an open ball W with center (x0, 0)
and radius r such that, for any k, we have a distinguished triangle on
W
G′k ⊕G′′k −→ Gk|W −→ Lk +1−→,
where Lk is a constant sheaf, S˙S(G
′
k) = Λ
′
k with
Λ′k = Λk ∩ ρ−1(BV × B∗0) ∩ T ∗W
and S˙S(G′k) = (Λk ∩ T ∗W ) \ Λ′k. In particular S˙S(G′′k) does not meet
T ∗(x0,0)W and G
′′
k is constant near (x0, 0). In the same way, if (x0, bk)
belongs to W , then G′k is constant near (x0, bk).
On the other hand, if (x0, bk) belongs to W , Lemma 7.4.3 below
implies that the direct summand k[0,bk[|D∩W of Gk|D∩W is also a direct
summand of H with H = G′k|D∩W or H = G′′k|D∩W . Then H would be
non constant at (x0, 0) and (x0, bk), which gives a contradiction.
It follows that bk 6∈ W and G′k|D∩W has a direct summand which is
k[0,r[ (recall r is the radius of W ).
(vii) We define G ∈ D(kW ) by the distinguished triangle
(7.4.1)
⊕
k∈N
G′k −→
∏
k∈N
G′k −→ G +1−→ .
For any N ∈ N we also have the triangle ⊕k≥N G′k −→ ∏k≥N G′k −→
G
+1−→. We have S˙S(⊕k≥N G′k) ⊂ ⋃k≥N Λ′k and the same bound holds
for S˙S(
∏
k≥N G
′
k). Hence the same bound also holds for S˙S(G) and,
when N −→∞, we obtain
S˙S(G) ⊂ ρ−1(Φ1(Γ∞) ∩ (W ×B∗0)).
We let i : D ∩ W −→ W be the inclusion. We remark that i is non-
characteristic for ρ−1(W×B∗0). Hence i is non-characteristic for F = G′k
or F =
∏
k∈N G
′
k and Theorem 1.2.7 gives i
−1F ≃ i!F [1]. Since i!
commutes with
∏
we deduce the following distinguished triangle by
applying i−1 to (7.4.1)⊕
k∈N
(G′k|D) −→
∏
k∈N
(G′k|D) −→ G|D +1−→ .
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We set l =
∏
k∈N k/
⊕
k∈N k. Since k[0,r[ is a direct summand of
G′k|D∩W , the sheaf l[0,r[ is a direct summand of G|D∩W . In particu-
lar G is not constant around (x0, 0) and S˙S(G) ∩ T ∗(x0,0)(V 2 × R) 6= ∅.
We choose p ∈ S˙S(G)∩T ∗(x0,0)(V 2×R). By the involutivity Theorem
and Lemma 7.1.2 we obtain that Φ1(Γ∞) is coisotropic at ρ(p). Since
ρ(p) ∈ T ∗x0V 2 and Φ1(Γ∞) ∩ T ∗x0V 2 consists of a single point, we have
ρ(p) = (x0; ξ(x0)). The point x0 can be chosen arbitrarily close to
0. Hence Φ1(Γ∞) is coisotropic at (0; ξ(0)) and it follows that Γ∞ is
coisotropic at (0;ϕ∞(0)), as required. 
Lemma 7.4.3. Let k be a field. Let I be an interval in R and let
a, b ∈ I with a < b. Let F1, F2, F, L ∈ Db(kI). We assume that
S˙S(L) = ∅, that we have a distinguished triangle
F1 ⊕ F2 u−→ F v−→ L +1−→
and that k[a,b[ is a direct summand of F . Then k[a,b[ is a direct summand
of F1 or F2.
Proof. By hypothesis there exist i : k[a,b[ −→ F and p : F −→ k[a,b[ such
that p ◦ i = idk[a,b[. Since L has constant cohomology sheaves, we have
Hom(k[a,b[, L) ≃ 0. Hence v ◦ i = 0 and there exists i′ = ( i1i2 ) : k[a,b[ −→
F1 ⊕ F2 such that i = u ◦ i′. Let p1 : F1 −→ k[a,b[, p2 : F2 −→ k[a,b[ be
the components of p ◦ u. Then idk[a,b[ = p1 ◦ i1 + p2 ◦ i2 and we deduce
p1 ◦ i1 6= 0 or p2 ◦ i2 6= 0. Since Hom(k[a,b[,k[a,b[) = k, we can multiply
our morphisms by a scalar to have p1 ◦ i1 or p2 ◦ i2 equals id, proving
the lemma. 
Part 8. The three cusps conjecture
In [6] Arnol’d states a theorem of Mo¨bius “a closed smooth curve suf-
ficiently close to the projective line (in the projective plane) has at least
three points of inflection” and conjectures that “the three points of flat-
tening of an immersed curve are preserved so long as under the defor-
mation there does not arise a tangency of similarly oriented branches”.
This is a statement about oriented curves in RP2. Under the projective
duality it is turned into a statement about Legendrian curves in the
projectivized cotangent bundle of RP2: if {Λt}t∈[0,1] is a generic path
in the space of Legendrian knots in PT ∗(RP2) = (T ∗RP2 \ RP2)/R×
such that Λ0 is a fiber of the projection π : PT
∗(RP2) −→ RP2, then the
front π(Λt) has at least three cusps. This statement is given in [11],
where the authors prove a local version, replacing RP2 by the plane
R
2, and also another similar conjecture “the four cusps conjecture”.
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Here we prove the conjecture when the base is the sphere S2 (which
implies the case of RP2 since we can lift a deformation in PT ∗(RP2) to
a deformation in PT ∗(S2)).
Let us sketch the proof. A contact isotopy of PT ∗(S2) lifts to a
Hamiltonian isotopy Φ of T˙ ∗S2 which is homogeneous for the action of
R×. By Theorem 2.1.1 Φ induces an equivalence, say RΦ = KΦ ◦ −,
of the category D(kS2). The fact that Φ is homogeneous for the action
of R×, and not only R>0, implies that RΦ commutes with the duality
functor DS2. We have Λ0 = T
∗
x0
S2 for some point x0 ∈ S2. The sheaf
F0 = k{x0} is self-dual and simple. Hence so is F = RΦ(F0). Now we
prove the following: if F ∈ D(kS2) is self-dual and simple and Λ =
S˙S(F )/R>0 is a smooth curve whose projection to S
2 is a generic curve
with only one cusp, then Ext1(F, F ) 6= 0. Since Ext1(F0, F0) = 0 there
can not exist an auto-equivalence R of D(kS2) such that R(F0) = F
(recall that Ext1(F, F ) ≃ Hom(F, F [1])).
Actually an important step in our proof is a study of a bifurcation
problem for constructible sheaves in dimension 2. By this we mean the
following. Let C be the cylinder C = S1 × I, with I = ]−1, 1[. Let
Σ ⊂ C be a curve, Λ = T˙ ∗ΣC and let F ∈ Db(kC) be a simple sheaf
with S˙S(F ) = Λ. By Corollary 4.4.3 we can decompose the restriction
F |Ct on the circle Ct = S1×{t} as F |Ct ≃ L⊕
⊕
a∈A e∗(k
na
Ia
)[da], where
e : R −→ S1 ≃ R/2πZ is the quotient map, the Ia are intervals of R
and L is locally constant. If Σ meets all the circles Ct transversely,
this decomposition is independent of t (up to a reparametrization of
S1 since the ends of the intervals move). In the technical section 8.3
below, we study what happens near C0 when one branch of Σ, say Σ0,
is tangent to C0 and the direct image of F by the projection to I has
k{0} has a direct summand. The main result of this section says the
following: let ε 6= 0 be such that Cε meets Σ0 and let J1, . . . , J4 be the
intervals Ia in the decomposition of F |Cε having one end in Cε ∩Σ0; if
one of these intervals Jk is open or closed, then Ext
1(F, F ) 6= 0. More
precisely the image of H1C0(C; RHom(F, F )) in Ext1(F, F ) is no zero,
which implies that any sheaf G defined on a manifold containing C and
isomorphic to F on C satisfies Ext1(G,G) 6= 0.
Another part of the proof gives a more global criterion to insure
Ext1(F, F ) 6= 0. We define a notion of F -linked and F -conjugate points
of Λ in §8.1 and §8.2. Identifying Λ/R>0 with a circle S1, our criterion
is roughly that, if there exist a pair (p0, p1) of F -linked points and a
pair (q, q′) of F -conjugate points such that (p0, p1) and (q, q
′) are inter-
twined on S1, then Ext1(F, F ) 6= 0 (see Proposition 8.1.5). Examples
of conjugate points are the points of Λ corresponding to the ends of
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one interval Ia in the decomposition of F |Cε recalled above. In Propo-
sition 8.3.8 we see that in our situation we can situate some F -linked
points.
Now the hypothesis that the projection of Λ has one cusp is used
as follows. The sheaf F has a shift at each point of Λ, which is a
half interger and changes by 1 when we cross a cusp (see (1.4.5)).
If the projection of Λ has only one cusp, then Λ is decomposed in
two intervals, say Λ+, Λ− according to the value of the shift. In the
decomposition of F |Cε, the points above the ends of an interval Ia
which is half-closed are not in the same component Λ±. In particular,
if we can not apply the first criterion for Ext1(F, F ) 6= 0, that is, if
all the intervals Jk above are half-closed, then we find several pairs of
conjugate points (q+, q−) with q± ∈ Λ±. Using the linked points of
Proposition 8.3.8 it is then possible to find two intertwined pairs of
linked/conjugate points and apply the second criterion.
In this part we will use Gabriel’s theorem and we assume that k is
a field.
8.1. Microlocal linked points
Let M be a surface and let Λ be a smooth conic Lagrangian sub-
manifold of T˙ ∗M . We consider F ∈ Db(kM) such that S˙S(F ) = Λ and
F is simple along Λ. In this section we give a criterion which implies
that H1RHom(F, F ) is non zero (see Proposition 8.1.5).
For U, V two open subsets of M such that M = U ∪ V and for
G ∈ Db(kM) we denote by
(8.1.1) H1({U, V };G) = H0(U ∩ V ;G)/(H0(U ;G)×H0(V ;G))
the first Cˇech group of G associated with the covering {U, V } of M .
By the Mayer-Vietoris long exact sequence we have an injective map
(8.1.2) H1({U, V };G) →֒ H1(M ;G).
In particular it is enough for our purpose to find a covering {U, V } with
H1({U, V }; RHom(F, F )) 6= 0. To better understand this latter group,
we use the natural morphism from RHom(F, F ) to R(π˙M)∗µhom(F, F ).
Since F is simple we have a canonical isomorphism
kΛ
∼−→ µhom(F, F )|T˙ ∗M
sending 1 to idF . We deduce morphisms RHom(F, F ) −→ R(π˙M)∗(kΛ)
and
H1({U, V }; RHom(F, F )) −→ H1({U ′, V ′};kΛ),
where U ′ = T ∗U ∩ Λ, V ′ = T ∗V ∩ Λ. However we loose to much
information in this way and we consider a map to another Cˇech group
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(see (8.1.9)). The construction of this map relies on the notion of linked
points in Λ introduced in Definition 8.1.1 below.
We first introduce a general notation. For G,G′ ∈ Db(kM ) we recall
the canonical isomorphism (1.3.2)
(8.1.3) RHom(G,G′) ≃ R(πM)∗µhom(G,G′).
For an open subset W of M and p ∈ T ∗W , we deduce the morphisms
Hom(G|W , G′|W ) −→ H0(T ∗W ;µhom(G,G′)), u 7→ uµ+,(8.1.4)
Hom(G|W , G′|W ) −→ H0µhom(G,G′)p, u 7→ uµ+p .(8.1.5)
For our simple sheaf F and for p ∈ S˙S(F ) we obtain
Hom(F |W , F |W ) −→ H0(T˙ ∗W ;kΛ), u 7→ uµ,(8.1.6)
Hom(F |W , F |W ) −→ k, u 7→ uµp(8.1.7)
and we have uµ+p = u
µ
p · (idF )µ+p .
Definition 8.1.1. Let W ⊂ M be an open subset and let p, q ∈ Λ ∩
T ∗W be given points. We say that p and q are F -linked over W if
uµp = u
µ
q for all u ∈ Hom(F |W , F |W ).
We remark that uµp only depends on the component of Λ ∩ T ∗W
containing p and we could also speak of F -linked connected components
of Λ ∩ T ∗W .
Remark 8.1.2. Let p = (x; ξ) ∈ Λ. Let ϕ : M −→ R be a function
of class C∞ such that Λ and Λϕi intersect transversally at p. We set
Z = {ϕ ≥ ϕ(x)}. For F,G ∈ Dlb(Λ)(kM), we have by (1.4.6)
H0µhom(F,G)p ≃ Hom((RΓZ(F ))x, (RΓZ(G))x).
If F = G is simple at p, then (RΓZ(F ))x is k in some degree. For
u ∈ Hom(F, F ) the morphism (RΓZ(u))x is the multiplication by the
scalar uµp .
By Theorem 1.3.8 the functors u 7→ uµ+p or u 7→ uµp are well-defined
in the quotient category Db(kM ; p). We can also express this result as
follows.
Lemma 8.1.3. Let G,G′ ∈ Db(kM) be such that S˙S(G), S˙S(G′) ⊂ Λ
and let p ∈ Λ be given. We assume that there exists a distinguished
triangle G
g−→ G′ −→ H +1−→ and that p 6∈ SS(H). Then the composition
with g induces isomorphisms
µhom(G,G)p ∼−→
a
µhom(G,G′)p ∼←−
b
µhom(G′, G′)p
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and we have a((idG)
µ+
p ) = g
µ+
p = b((idG′)
µ+
p ). In particular, if G and
G′ are simple and u : G −→ G and v : G′ −→ G′ satisfy v ◦ g = g ◦ u then
uµp = v
µ
p .
Proof. We apply the functor µhom(G, ·) to the given distinguished tri-
angle and we take the germs at p. By the bound (1.3.6) we have
µhom(G,H)p ≃ 0 and we deduce the isomorphism a. The isomor-
phism b is obtained in the same way. Then the last assertion follows
from the relations uµ+p = u
µ
p · (idG)µ+p and vµ+p = vµp · (idG′)µ+p . 
We recall that U, V are two open subsets ofM such thatM = U∪V .
Let γ : [0, 1] −→ Λ be a path such that
(8.1.8) p0 = γ(0) and p1 = γ(1) belong to (T
∗U \ T ∗V )∩Λ and
are F -linked over U .
We define a circle C by identifying 0 and 1 in [0, 1]. The natural
orientation of [0, 1] induces an orientation on C. We let U ′ and V ′
be the images of γ−1(T ∗U ∩ Λ) and γ−1(T ∗V ∩ Λ) by the quotient
map [0, 1] −→ C. We have a canonical isomorphism H1({U ′, V ′};kC) ≃
H1(C;kC) ≃ k.
For u ∈ H0(U ; RHom(F, F )) the inverse image of uµ by γ gives
a well-defined section of H0(U ′;kC) because p0 and p1 are F -linked
over U . An element of H0(V ; RHom(F, F )) also induces a section of
H0(V ′;kC) because p0, p1 6∈ T ∗V ∩ Λ. We deduce a well-defined map
(8.1.9) mγ : H
1({U, V }; RHom(F, F )) −→ H1({U ′, V ′};kC) ≃ k.
Now we describe a situation where the map mγ is surjective. We will
use the following hypothesis
(8.1.10)
{
F |U∩V has a decomposition F |U∩V ≃ F ′ ⊕ F ′′ such that
γ−1(SS(F ′)) is a (connected) subinterval of ]0, 1[.
Remark 8.1.4. Since F is simple, the hypothesis (8.1.10) F |U∩V ≃
F ′ ⊕ F ′′ implies that we have a disjoint union S˙S(F |V ) = S˙S(F ′) ⊔
S˙S(F ′′). Indeed we have SS(F |V ) = SS(F ′) ∪ SS(F ′′) and, more-
over, both µhom(F ′, F ′) and µhom(F ′′, F ′′) are direct summands of
µhom(F, F ). For any sheaf G we have SS(G) = supp(µhom(G,G)).
Since µhom(F, F )|T˙ ∗M ≃ kΛ, the result follows.
In particular S˙S(F ′) is a union of connected components of T ∗(U ∩
V ) ∩ Λ. The hypothesis (8.1.10) says that γ−1(SS(F ′)) is a single con-
nected component of γ−1(T ∗(U ∩ V ) ∩ Λ).
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Let a ∈ k× be given. Using the decomposition of F |U∩V given
in (8.1.10) we define a diagonal morphism α(a) : F |U∩V −→ F |U∩V by
(8.1.11) α(a) =
(
a · idF ′
idF ′′
)
.
Proposition 8.1.5. We make the hypothesis (8.1.8) and (8.1.10). For
a given a ∈ k, we define
α(a) ∈ H0(U ∩ V ; RHom(F, F )) ≃ Hom(F |U∩V , F |U∩V )
by (8.1.11) and we let [α(a)] be its class in H1({U, V }; RHom(F, F )).
Then we have mγ([α(a)]) = ±(a− 1). In particular H1RHom(F, F ) is
non zero.
Proof. We use the notations C, U ′ and V ′ described after (8.1.8). We
let I ⊂ U ′ ∩ V ′ be the connected component given by the image of
γ−1(SS(F ′)) by the quotient map [0, 1] −→ C (see Remark 8.1.4).
By the definition of α(a), the section α(a)µ of µhom(F, F ) ≃ kΛ
is the scalar a over I and 1 over all other components of U ′ ∩ V ′. It
represents the same class as the Cˇech cocyle which is a− 1 over I and
0 over all other components of U ′ ∩ V ′. The result follows. (The sign
±1 depends on the relative positions of I and the other components of
U ′ ∩ V ′ in C.) 
8.2. Examples of microlocal linked points
We begin with the following easy example over R. In higher dimen-
sion we give Propositions 8.2.5 and 8.2.6 below which reduce to this
case by inverse or direct image.
Proposition 8.2.1. Let t0 ≤ t1 ∈ R and p0 = (t0; τ0), p1 = (t1; τ1) ∈
T˙ ∗R be given. Let F ∈ Db(kR) be a constructible sheaf with p0, p1 ∈
SS(F ) such that F is simple at p0, p1. We assume that there exists a
decomposition F ≃ G ⊕ kI [d] where G ∈ Db(kR), d ∈ Z and I is an
interval with ends x0, x1 such that p0, p1 ∈ SS(kI). Then p0 and p1 are
F -linked over any interval containing I.
Proof. Let i : kI [d] −→ F and q : F −→ kI [d] be the morphism associ-
ated with the decomposition of F . Then i and q give a morphism
Hom(F, F ) −→ Hom(kI ,kI) ≃ k. Since F is simple at pk, for k = 0, 1,
and pk ∈ SS(kI), we have pk 6∈ SS(G). Let u : F −→ F be given and let
Iu : kI [d] −→ kI [d] be the morphism induced by u. Then uµpk = (Iu)µpk
by Lemma 8.1.3. Since Hom(kI ,kI) ≃ k we have (Iu)µp0 = (Iu)µp1 for
any u defined in a neighborhood of I. The result follows. 
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Let f : M −→ N be a morphism of manifolds. We recall the notations
fd : M ×N T ∗N −→ T ∗M and fπ : M ×N T ∗N −→ T ∗N for the natural
maps induced on the cotangent bundles.
We study easy cases of inverse or direct image of simple sheaves. We
let F ∈ Db(kM) be such that Λ = S˙S(F ) is a smooth Lagrangian sub-
manifold and F is simple along Λ. More general, but local, statements
are given in [30] (see Corollaries 7.5.12 and 7.5.13).
Lemma 8.2.2. Let i : L −→M be an embedding and let x0 be a point of
L. We assume that there exist a neighborhood U ⊂ M of i(x0) and a
submanifold N ⊂ U such that Λ∩T˙ ∗U ⊂ T˙ ∗NU and N is transverse to L
at x0. Then, up to shrinking U around x0, the set Λ
′ = S˙S((i−1F )|U∩L)
is contained in T˙ ∗N∩LL and (i
−1F )|U∩L is simple along Λ′.
Moreover, if u : F −→ F is defined in a neighborhood of x0 and
v : i−1F −→ i−1F is the induced morphism, then for any p = (x0; ξ0) ∈ Λ
and q = (x0; id(ξ0)) we have v
µ
q = u
µ
p .
We note that the inclusion Λ∩T ∗U ⊂ T˙ ∗NU implies that Λ is a union
of components of T˙ ∗NU (hence this is an equality if N is connected of
codimension ≥ 2).
Proof. Up to shrinking U we can find a submersion f : U −→ L∩U such
that N = f−1(L∩N). By Proposition 1.2.8 we can write F |U ≃ f−1G
for some G ∈ Db(kL∩U). Then µhom(F, F ) ≃ (fd)∗f−1π (µhom(G,G))
and the lemma follows. 
Lemma 8.2.3. Let q : M −→ R be a function of class C2 and let t0 be
a regular value of q. We assume that there exist an open interval J
around t0, a connected hypersurface L of U := q
−1(J) and a connected
component Λ0 of T˙
∗
LU such that
(i) q|U is proper on suppF ,
(ii) q|L is Morse with a single critical point x0 and q(x0) = t0,
(iii) Λ0 ⊂ Λ ∩ T ∗U and T ∗x0M ∩ Λ = T ∗x0M ∩ Λ0,
(iv) ((Λ ∩ T ∗U) \ Λ0) ∩ qd(M ×R T˙ ∗R) = ∅.
Let p = (x0; ξ0) be the point of Λ0 (ξ0 is unique up to a positive scalar)
above x0. We have p ∈ im(qd) and we set p′ = (t0; τ0) = qπ(q−1d (p)).
Then p′ ∈ SS(Rq∗F ) and SS(Rq∗F ) is simple at p′. Moreover, for any
morphism u : F |U −→ F |U , denoting by v = Rq∗(u) : Rq∗F |J −→ Rq∗F |J
the induced morphism, we have vµp′ = u
µ
p .
Proof. We set N = q−1(t0). Then N is a smooth hypersurface of M
and, up to shrinking J and restricting to a neighborhood of supp(F )∩U
we can assume that U = N × J . We can also find a neighborhood
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V of x0 in N and a Morse function ϕ : V −→ R such that, in some
neighborhood of x0, L is the graph of ϕ.
By (iii) we can find a small open ball B ⊂ N around x0 such that
T ∗(B× J)∩Λ = T ∗(B× J)∩Λ0. We set W = B× J and Z = U \W .
We have a distinguished triangle FW −→ F −→ FZ +1−→. By (iii) again
SS(FZ) ⊂ SS(F )∪ (Λ0 + T ∗,out∂W U), where T ∗,out∂W U is the outer conormal
bundle of ∂W in U . By (iv) we deduce that S˙S(FZ)∩qd(M×RT˙ ∗R) = ∅.
Hence Rq∗(FZ) is a constant sheaf on J and we can assume from the
beginning that F = FW .
By (iii) we have F |W ≃ G⊕kW ′[d], where G ∈ Db(kW ) has constant
cohomology sheaves, d is some integer and W ′ is one of the following
subsets ofW : W+ = {(x, t) ∈ W ; t > ϕ(x)}, W+, W \W+ orW \W+.
Now the problem is reduced to the computation of Rq∗(kW ′) which is
a classical computation in Morse theory (in our case this is done in the
proof of Proposition 7.4.2 of [30]). 
Definition 8.2.4. Let M be a manifold, k a field and F ∈ Db(kM).
Let p0 = (x0; ξ0) and p1 = (x1; ξ1) be given points of S˙S(F ), generating
two distinct half-lines R>0 · p0 6= R>0 · p1. Let I be either an open
interval of R or the circle S1 and let i : I −→ M be an immersion. We
say that p0 and p1 are F -conjugate with respect to i if
(i) there exist t0, t1 ∈ I such that i(tk) = xk and i is an embedding
near xk for k = 0, 1,
(ii) for k = 0, 1, there exist a neighborhood Uk ⊂ M of xk and a
submanifold Nk ⊂ Uk such that SS(F )∩ T˙ ∗Uk ⊂ T˙ ∗NkUk and Nk
is transverse to I at xk,
(iii) F is simple along SS(F ) at pk for k = 0, 1,
(iv) i−1F has a direct summand F ′ such that (tk; id(ξk)) ∈ SS(F ′)
for k = 0, 1 and F ′ is isomorphic to{
kJ [d] for some subinterval J of I if I is an interval,
e∗(kJ)[d] for some subinterval J of R if I = S
1,
where d ∈ Z and e : R −→ S1 is the covering map.
Proposition 8.2.1 and Lemmas 8.2.2 and 8.2.3 imply the following
results.
Proposition 8.2.5. Let M be a manifold, k a field and F ∈ Db(kM ).
Let p0, p1 ∈ S˙S(F ) be given. We assume that there exists an immersion
i : I −→M of the circle or an open interval of R such that p0 and p1 are
F -conjugate with respect to i. Then p0 and p1 are F -linked over any
open subset containing i(I).
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Proposition 8.2.6. Let q : M −→ R be a map of class C2 and let t0 ≤ t1
be regular values of q. For k = 0, 1 we assume that there exist an open
interval Jk around tk, a connected hypersurface Lk of Uk := q
−1Jk and
a connected component Λk of T˙
∗
Lk
Uk such that the hypothesis (i)-(iv)
of Lemma 8.2.3 are satisfied. We assume moreover that Rq∗F has a
decomposition Rq∗F ≃ G⊕kJ [d] where G ∈ Db(kR), d ∈ Z and J is an
interval with ends t0, t1. Let pk = (xk; ξk) ∈ Λ be such that q(xk) = tk
and qπ(q
−1
d (pk)) ∈ S˙S(kJ). Then p0 and p1 are F -linked over any open
subset containing q−1([t0, t1]).
8.3. Simple sheaf at a generic tangent point
In this section we consider a sheaf on the 2-sphere M = S2 whose
microsupport Λ ⊂ T˙ ∗M is a smooth Lagrangian submanifold. We
let q be a C∞ function on M and assume that πM(Λ) has a tangent
point with C0 = q
−1(0). Our aim is to prove in the next section that
some hypothesis on F implies the non vanishing of Ext1(F, F ) (see
Theorem 8.4.1). In the proof of this result we will distinguished two
cases, depending on F |q−1(1/2). One case will use the notion of linked
points and Lemma 8.3.1, Proposition 8.3.8 below. The other case will
use Proposition 8.3.6.
8.3.1. Generic tangent point - notations. We set M = S2 and we
denote by q : M −→ R a Morse function with only two critical points, say
x− and x+ such that q(x−) = −2 and q(x+) = 2. We let Λ ⊂ T˙ ∗M be a
smooth closed conic Lagrangian submanifold. We assume that Λa = Λ
(that is, Λ is stable by the antipodal map (x; ξ) 7→ (x;−ξ)). We also
assume that Λ is in generic position with respect to the projection
T ∗M −→ M . In particular πM(Λ) is a smooth curve in a neighborhood
of C0 = q
−1(0) which is tangent at one point to C0. We introduce some
notations to describe the geometric situation. We choose a diffeomor-
phism M \{x±} ≃ S1× ]−2, 2[ such that q is identified with the second
projection. We take the coordinates θ ∈ ]−π, π] on S1, t on R and (θ; ξ)
on T ∗S1, (t, τ) on T ∗R. We set
(8.3.1)

Mt = q
−1(]−∞, t[), t ∈ R, Ct = q−1(t), t ∈ R,
J1 = ]−1, 1[ ⊂ S1, J2 = ]−1, 1[ ⊂ R,
U = S1 × J2, U0 = J1 × J2,
E0 = {(θ, t) ∈ U0; t = θ2}, Ω = {(θ, t) ∈ U0; t > θ2},
Λ0 = T
∗
E0
U0, p
± = (0, 0; 0,±1) ∈ Λ0.
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We assume that our conic Lagrangian submanifold Λ satisfies the fol-
lowing (besides Λa = Λ):
(8.3.2)
Λ∩ T˙
∗
x−M = Λ∩ T˙ ∗x+M = ∅ and there exist a finite set of
points A ⊂ S1 \ J1 such that, setting E = (A×J2)∪E0,
we have Λ ∩ T ∗U = T˙ ∗EU .
Let F ∈ Ds,fΛ (kM) (see Definition 1.4.2). Then F |C1/2 is constructible
and we can decompose F |C1/2 according to Corollary 4.4.3: there exist
a finite family {(Ia, da)}a∈A of bounded intervals and integers and L ∈
Db(kC1/2) with locally constant cohomology sheaves of finite rank such
that
(8.3.3) F |C1/2 ≃ L⊕
⊕
a∈A
e∗(kIa)[da],
where e : R −→ C1/2 ≃ R/2πZ is the quotient map (we remark that each
kIa appears with multiplicity only 1 because F is simple). We recall
that p0 = (θ0, 1/2; ξ0, τ0), p1 = (θ1, 1/2; ξ1, τ1) ∈ Λ are F -conjugate
with respect to C1/2 if F is simple at p0 and p1 and there exists an
interval Ia such that (θ0; ξ0) and (θ1; ξ1) both belong to S˙S(e∗(kIa))
(see Definition 8.2.4).
We will often make the following hypotheses on F
DM(F ) ≃ F,(8.3.4)
(Rq∗F )|J2 ≃ k{0} ⊕ LJ2 , for some L ∈ Db(k).(8.3.5)
8.3.2. Generic tangent point - local study.
Lemma 8.3.1. Let Λ ⊂ T˙ ∗M be a Lagrangian submanifold satisfy-
ing (8.3.2). Let F ∈ Ds,fΛ (kM ) satisfying (8.3.5). Let V be any neigh-
borhood of C0. Then the points p
+ and p− are F -linked over V .
Proof. This is a special case of Proposition 8.2.6, with t0 = t1 = 0 and
J = {0}. 
For any sheaf G and closed subset Z we have natural morphisms
RΓZG −→ G and G −→ GZ and their composition gives RΓZG −→ GZ .
We also remark Hom(kZ , G) ≃ Hom(kZ ,RΓZG). For G = Rq∗F and
Z = {0}, let j0 : RΓ{0}Rq∗F −→ (Rq∗F ){0} be the natural morphism.
The decomposition (8.3.5) of Rq∗F gives a morphism k{0} −→ Rq∗F ,
hence v0 : k{0} −→ RΓ{0}Rq∗F . We have j0 ◦ v0 6= 0 because the restric-
tion of j0 ◦ v0 to the summand k{0} of Rq∗F is the identity morphism.
Using the adjunction (q−1,Rq∗) and q
−1RΓ{0}Rq∗F ≃ Rq∗RΓC0(F ),
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(Rq∗F ){0} ≃ Rq∗(FC0), we obtain: there exists u0 : kC0 −→ RΓC0(F )
such that the composition
(8.3.6) kC0
u0−→ RΓC0(F ) i0−→ FC0
is non zero, where i0 is the natural morphism.
Lemma 8.3.2. If there exist v0 : kC0 −→ FC0 [−1] and w0 : FC0 [−1] −→
RΓC0(F ) such that u0 = w0 ◦ v0, then H1RHom(F, F ) 6= 0.
Proof. (i) Let a : F −→ FC0 and b : RΓC0(F ) −→ F be the natural mor-
phisms. Then i0 = a ◦ b. If H is a sheaf with support contained in C0
we have an adjunction isomorphism
Hom(FC0 , H) ≃ Hom(F,RΓC0H) ≃ Hom(F,H)
which is actually given by the composition with a; in particular a mor-
phism ϕ : FC0 −→ H is non zero if and only if ϕ ◦ a is non zero.
(ii) We define c = b ◦ w0 ◦ (a[−1]) : F [−1] −→ F . We find a ◦ c =
i0 ◦ w0 ◦ (a[−1]). By the last assertion in (i) (with H = FC0 [1]) we see
that i0 ◦ w0 ◦ a is non zero if i0 ◦ w0 is non zero; this is the case since
i0 ◦w0 ◦v0 = i0 ◦u0 is non zero by (8.3.6). Hence a◦c 6= 0 and a fortiori
c 6= 0 which proves Hom(F, F [1]) 6= 0. 
Lemma 8.3.3. Let F ∈ DbΛ∩T ∗U(kU). Then F ≃
⊕
i∈ZH
iF [−i] and
H iF ∈ DbΛ∩T ∗U(kU ), for each i ∈ Z. If, moreover, F is simple and
satisfies (8.3.5), then H−1F satisfies (8.3.5) and Rq∗(H
iF ) is a con-
stant sheaf on J2, for all i 6= −1. Moreover, near the tangency point
z0 = (0, 0), H
−1F has kU\Ω and kU\Ω as direct summands.
Proof. (i) Since Λ ∩ T ∗U ⊂ T ∗EU where E is a smooth curve, F is
constructible for the stratification U = E ∪ (U \ E). It follows that
the same holds for all H iF . Now, for two such constructible sheaves
G, G′ (in degree 0), the complex H = RHom(G,G′) satisfies: HU\E
is concentrated in degree 0 and HE in degrees 0 and 1. Since E con-
sists only of segments, we deduce H2(U ;HE) ≃ 0. We can check that
the same vanishing holds for H2(U ;HU\E) and we deduce by excision
that Ext2(G,G′) ≃ 0. Lemma 4.4.1 gives F ≃⊕iH i(F )[−i] and this
implies the bound for S˙S(H i(F )).
(ii) Now we assume F is simple and satisfies (8.3.5). By (i) we have
Rq∗F ≃
⊕
i∈ZRq∗(H
iF )[−i]. By Gabriel’s theorem (or Corollary 4.2.1)
there exists i0 such that Rq∗(H
i0F )[−i0] has k{0} as a direct summand
and Rq∗(H
iF ), i 6= i0, are constant sheaves on J2. Let us check that
i0 = −1.
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Let us set G = H i0F . Then G is concentrated in degree 0 and
Rq∗(G) is a sum of constant sheaves and k{0}[i0]. It follows that
(RΓZRq∗(G))0 ≃ k[i0], where Z = [0, 1[. We set H = (RΓYG)C0 , where
Y = q−1(Z). Then Rq∗H ≃ (RΓZRq∗(G))0 ≃ k[i0]. Since SS(G) ⊂ Λ,
the sheaf H vanishes everywhere except maybe at the tangency point
z0 = (0, 0) of C0 and πM(Λ).
This implies that SS(G) must contain one component of Λ0. Hence,
in a neighborhood of z0, G has a direct summand of the type kΩ, kΩ,
kU\Ω or kU\Ω. The first two cases would imply that k]0,1[[−1] or k[0,1[
are direct summands of Rq∗G. Hence only the last two cases can hold.
Let us compute RΓY (kW )|C0 with W = U \ Ω or W = U \ Ω. Using
RΓY (kU)|C0 ≃ 0 and the exact sequence 0 −→ kΩ −→ kU −→ kU\Ω −→ 0
we find RΓY (kU\Ω)|C0 ≃ RΓY (kΩ)|C0 [1]. Since supp(kΩ) ⊂ Y and Y
is closed, we have RΓY (kΩ) ≃ kΩ. Finally RΓY (kU\Ω)|C0 ≃ 0. A sim-
ilar computation gives RΓY (kU\Ω)|C0 ≃ RΓY (kΩ)|C0 [−1] ≃ k{z0}[−1].
Hence in the only non trivial case we see that (RΓZRq∗(G))0 ≃ k[−1],
which proves i0 = −1. We have also found that kU\Ω is a summand of
H−1F near z0.
Replacing Z = [0, 1[ by Z = ]−1, 0] in the above argument, we also
find that kU\Ω is a summand of H
−1F near z0. 
Proposition 8.3.4. Let Λ ⊂ T˙ ∗M be a Lagrangian submanifold sat-
isfying (8.3.2). Let F ∈ Ds,fΛ (kM) satisfying (8.3.4) and (8.3.5). We
assume that H−1F |C0 has a direct summand which is a locally constant
sheaf with unipotent monodromy. Then H1RHom(F, F ) 6= 0.
Proof. By Lemma 8.3.2 it is enough to find v0 : kC0 −→ FC0 [−1] and
w0 : FC0 [−1] −→ RΓC0(F ) such that u0 = w0 ◦ v0, where u0 is defined
in (8.3.6). Using Corollary 4.4.3 we decompose F |C0 as
F |C0 ≃ Lu[1]⊕ L[1]⊕
⊕
a∈A
e∗(kIa)[1],
where Lu, L are locally constant sheaves, Lu has unipotent monodromy,
no summand of L has unipotent monodromy, and the Ia’s are bounded
intervals or R. Since DF ≃ F and D′Lu ≃ Lu, we have
RΓC0(DMF )|C0 ≃ DC0(F |C0) ≃ Lu ⊕D′L⊕
⊕
a∈A
e∗(kI∗a ),
where I∗a is the interval such that D
′kIa ≃ kI∗a . We see u0 as a sec-
tion of RΓC0(DMF ) through the isomorphism Hom(kC0 ,RΓC0F ) ≃
H0(C0; RΓC0(DMF )). An indecomposable locally constant sheaf has
a section if and only if its monodromy is unipotent. A sheaf kI∗a has
a section if and only if I∗a is closed. In both cases the section is then
SHEAVES AND SYMPLECTIC GEOMETRY OF COTANGENT BUNDLES 85
unique up to a scalar. We can decompose Lu as
⊕
i Lri , where Lr has
unipotent monodromy given by a Jordan block of size r × r. Then
u0 =
∑
i αivi+
∑
a βawa, where vi, wa are the canonical sections of Lri
and e∗(kI∗a ).
We define v0 =
∑
i vi : kC0 −→ F [−1] ≃ Lu ⊕ L ⊕
⊕
a∈A e∗(kIa).
(Thus v0 is given by the canonical section of Lu and has no non zero
component with respect to the other direct summands.) Since Lu is
non zero by hypothesis, Lemma 8.3.5 below gives w′a : Lu −→ e∗(kI∗a )
such that wa = w
′
a ◦ v0. We set w0 =
∑
αiidLri +
∑
βaw
′
a. Then
u0 = w0 ◦ v0, as required. 
Lemma 8.3.5. Let r be an integer and let Lr ∈ Mod(kS1) be the locally
constant sheaf on S1 with unipotent monodromy given by a Jordan block
of size r × r. Let I ⊂ R be a closed interval. Let a : kS1 −→ Lr be the
canonical section of Lr and b : kS1 −→ e∗(kI) be any morphism. Then
there exists c : Lr −→ e∗(kI) such that c ◦ a = b.
Proof. We apply the functor Hom(−, e∗(kI)) to the distinguished tri-
angle kS1
a−→ Lr −→ Lr+1 +1−→ and get a long exact sequence. It is then
enough to check that Ext1(Lr+1, e∗(kI)) vanishes. By the adjunction
(e−1, e∗) this follows from Ext
1(kr+1
R
,kI) ≃ 0. 
Proposition 8.3.6. Let Λ ⊂ T˙ ∗M be a smooth closed conic Lagrangian
submanifold satisfying (8.3.2). We use the notations (8.3.1). Let
F ∈ Ds,fΛ (kU) satisfying (8.3.5). We assume that, in the decomposi-
tion (8.3.3) of F |C1/2, one interval Ia with one end in e−1(E0∩C1/2) is
closed. Then there exists a decomposition F |C0 ≃ F ′ ⊕ L[1] such that
L ∈ Mod(kC0) is a locally constant sheaf with unipotent monodromy.
Proof. (i) We set Ia = [α, β] and prove the proposition by induction
on ⌊(β − α)/2π⌋. We first introduce some notations. We set C = C1/2
for short. We write F |C ≃ e∗(k[a,b])[1] ⊕ F ′ and define s = (1, 0) ∈
H−1(C;F |C) according to this decomposition, where 1 is the natural
section of e∗(k[a,b]).
By the base change formula we have H−1(C;F |C) ≃ H−1(Rq∗F )1/2
and the hypothesis (8.3.5) implies that there exists a unique s′ ∈
H−1(U ;F ) such that s′|C = s. We interpret the sections s and s′
as morphisms
u : kC [1] −→ F |C, u′ : kU [1] −→ F.
(ii) If ⌊(b− a)/2π⌋ = 0, then I ′ = e([a, b]) is an arc of C (smaller than
C). Then S = supp(s′) is a subset of U which satisfies S ∩ C = I ′.
On the other hand S ∩U0 is a union of some of the three subsets of U0
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made by E0 and the two components of U0 \ E0. By Lemma 8.3.3 we
have S ∩ U0 = U0 \ Ω, hence S = U \ Ω. The morphism u′ factorizes
through kU [1] −→ kS[1] and gives v : kS[1] −→ F . We denote by Λ−0 the
connected component of Λ0 which contains p
−. We have Λ−0 = S˙S(kS)
and, by construction, the morphism v is an isomorphism at the points
of Λ−0 ∩T ∗e(a). Since Λ−0 is connected, v is an isomorphism over Λ−0 . Let
us define G ∈ Db(kU) by the distinguished triangle
(8.3.7) kS[1] −→ F −→ G +1−→ .
Then S˙S(kG) ⊂ (Λ∩T ∗U) \Λ−0 and this implies S˙S(Rq∗(G)) ⊂ {(0; τ);
τ > 0}. On the other hand the image of the triangle (8.3.7) by Rq∗
gives
k]−1,0] ⊕ kJ2 [1] w−→ k{0} ⊕ LJ2 −→ Rq∗(G) +1−→,
where w = Rq∗(v). Let us write w = (
w1 w2
w3 w4 ). The entry w2 : kJ2 [1] −→
k{0} vanishes for degree reason. If w1 : k]−1,0] −→ k{0} were also 0, then
k{0} would be a direct summand of Rq∗(G), contradicting the above
bound on S˙S(Rq∗(G)). By the base change formula this means that
the morphism H0(C0; v|C0) : H1(C0;kC0) −→ H0(C0;F |C0) is non zero.
This implies that kC0 is a direct summand of F |C0, as claimed, by the
following general remark:
if G ∈ Mod(kS1) is a constructible sheaf and u : kS1 −→ G is a mor-
phism such that H1(S1; u) : H1(S1;kS1) −→ H1(S1;G) is non zero, then
kS1 is a direct summand of G (this follows from a case by case check
on the decomposition (4.3.3)).
(iii) Now we assume ⌊(b − a)/2π⌋ > 0. We define G ∈ Db(kU) by
the distinguished triangle kU [1] −→ F −→ G +1−→. We have G|C ≃
e∗k[a,b−2π] ⊕ F ′. We also have the distinguished triangle
kJ2 ⊕ kJ2[1] w−→ k{0} ⊕ LJ2 −→ Rq∗(G) +1−→ .
We write w = ( w1 w2w3 w4 ) as in (ii). We also have w2 = 0.
If w1 6= 0, we conclude as in (ii) that kC0 is a direct summand of
F |C0.
If w1 = 0, we obtain that k{0} is a direct summand of Rq∗(G). In
this case G satisfies the same hypothesis as F with (b−a)/2π replaced
by (b−a)/2π−1. Hence G|C0 has a direct summand which is a locally
constant sheaf with unipotent monodromy. Since F |C0 is an extension
of G by kC0 , the same result holds for F |C0. 
8.3.3. Generic tangent point - global study. We recall that the
minimal value of q is −2 and we set Mt = q−1([−2, t[) for t ∈ [−2, 2].
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Lemma 8.3.7. Let F ∈ Ds,fΛ (kM) and let u : F |M1 −→ F |M1 be a mor-
phism. We assume that F satisfies (8.3.5) and that u is an isomorphism
on Λ ∩ T˙ ∗M0. Then u is an isomorphism at p+ and p−.
Proof. (i) For any k ∈ N, uk is an isomorphism on Λ ∩ T˙ ∗M0. It
follows that the cone of uk is locally constant on M0, hence constant
since M0 is a disc. We choose a point x0 ∈ M0. We identify Db(k)
with the category of graded k-vector spaces. Let n ∈ N be the size
of the generalized 0-eigenspace of ux0. Let K be the kernel of u
n
x0,
considered as a graded k-vector space. Let L be the cone of unx0. Then
L ≃ K ⊕K[−1]. We define G ∈ Db(kM1) by the distinguished triangle
(8.3.8) G
a−→ F |M1 u
n−→ F |M1 b−→ G[1].
We have seen that G is constant on M0. Hence there exists an isomor-
phism
(8.3.9) G|M0 ≃ LM0 ≃ KM0 ⊕KM0[−1].
We let i : KM0 −→ G|M0 and p : G|M0 −→ KM0 [−1] be the morphisms
associated with the decomposition (8.3.9). We set i0 = a◦i, p0 = p[1]◦b.
By our choice of n we have
(8.3.10) (un + i0 ◦ p0)x0 is an isomorphism.
(ii) We claim that the morphisms i0 and p0 can be extended over M1.
Indeed, setting It = ]−∞, t[ and using KMt ≃ q−1KIt, we have the
commutative diagram of adjunction morphisms
Hom(KM1, F ) Hom(KI1 ,Rq∗F ) H
0(I1; Rq∗F ⊗K∗)
Hom(KM0, F ) Hom(KI0 ,Rq∗F ) H
0(I0; Rq∗F ⊗K∗).
∼
r1
∼
r2
∼ ∼
By the hypothesis (8.3.5) we have
RΓ(I1; Rq∗F ⊗K∗) ≃ RΓ(I0; Rq∗F ⊗K∗)⊕K∗.
Hence the right vertical arrow r2 is surjective. Hence so is r1, which
means that there exists i1 : KM1 −→ F such that i1|M0 = i0. In the same
way there exists p1 : F −→ KM1 such that p1|M0 = p0.
(iii) Now we define v = un + i1 ◦ p1 : F −→ F and G1 ∈ Db(kM1) by the
distinguished triangle
(8.3.11) G1 −→ F |M1 v−→ F |M1 −→ G1[1].
Since i1 ◦ p1 factorizes through a constant sheaf, we have vµp = (un)µp =
(uµp)
n for any p ∈ Λ. Hence v is an isomorphism at each p ∈ Λ∩ T˙ ∗M0
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and it follows that S˙S(G1) ∩ T ∗M1 ⊂ Λ0 (we use the notations Λ0, Ω
of (8.3.1)). In particular G1 is constant on W = M1 \ Ω. By (8.3.10)
it follows that G1|W vanishes.
We can find a submersion f : Ω+ −→ R defined on a neighborhood
Ω+ of Ω ∩ M1 such that Ω = f−1(]0,+∞[). By Corollary 4.4.3 we
deduce that G1 is a direct sum of sheaves of the type kΩ, kΩ and kE
with some shifts in degree. It follows easily that either G1 ≃ 0 or
supp(Rq∗(G1)) = [0, 1[.
On the other hand, applying Rq∗ to the triangle (8.3.11), we obtain
the distinguished triangle Rq∗(G1)|J2 −→ (k{0}⊕LJ2) w−→ (k{0}⊕LJ2) +1−→.
Whatever the morphism w this implies supp(Rq∗(G1)) ∩ J2 = J2, {0}
or ∅. This prevents supp(Rq∗(G1)) = [0, 1[ and proves that G1 ≃ 0.
Hence v is an isomorphism and so are vµp± and u
µ
p±. 
Proposition 8.3.8. Let F ∈ Ds,fΛ (kM) satisfying (8.3.5). We assume
that k is infinite. Then there exists p ∈ Λ ∩ T ∗M0 such that p, p− and
p+ are F -linked over M1.
Proof. (i) By Lemma 8.3.1 we already know that p− and p+ are F -
linked over M1. Hence it is enough to find p which is F -linked with
p+. We argue by contradiction and assume that there exists no such
p ∈ Λ ∩ T ∗M0. Since Λ/R>0 is compact and Λ ∩ T ∗U has the form
given in (8.3.2), we see that Λ ∩ T ∗M0 is a finite union of connected
components, say Λ ∩ T ∗M0 =
⊔
α∈A Λα. We choose pα ∈ Λα for each
α ∈ A. By Definition 8.1.1 there exists uα : F |M1 −→ F |M1 such that
(uα)
µ
pα 6= (uα)µp+, for each α ∈ A. Adding a multiple of idF and rescall-
ing we can even assume (uα)
µ
pα = 1 and (uα)
µ
p+ = 0.
(ii) Since k is infinite, we can find λ = (λα)α∈A ∈ kA outside
⋃
α∈A Pα,
where Pα is the hyperplane Pα = {λ;
∑
β∈A λβ(uβ)
µ
pα = 0} (we remark
that Pα 6= kA because the coefficient of λα is 1). Then u =
∑
α∈A λα uα
satisfies
(8.3.12) uµp+ = 0 and u
µ
pα 6= 0 for all α ∈ A.
This contradicts Lemma 8.3.7 and proves the proposition. 
8.4. Front with one cusp
We assume that the projection Λ −→ M is as generic as possible. In
particular, the set CΛ = π˙M(Λ) is an immersed curve, with transverse
double points, outside a finite set of points consisting of simple cusps.
In this section we consider the case where CΛ has only one cusp, say c.
We remark that Λ∩T ∗cM consists of two half lines and Λ\(Λ∩T ∗cM) has
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two connected components. We recall that Λa = Λ. The antipodal map
has no fixed point and it follows that it exchanges the two connected
components of Λ \ (Λ ∩ T ∗cM).
We consider F ∈ Ds,fΛ (kM) satisfying (8.3.4) and (8.3.5). Since F is
simple along Λ, it has a shift s(p) ∈ 1
2
Z at any p ∈ Λ (see (1.4.5)). As
recalled in Example 1.4.4, the shift is locally constant outside the cusps
and changes by 1 when p crosses a cusp. Hence s(p) takes two distinct
values over Λ\(Λ∩T ∗cM), one for each connected component. We recall
that we have distinguished two points p± of Λ (see notations (8.3.1))
and we have pa+ = p−. Hence F has different shifts at the points p
+
and p−. We denote by Λ± the connected component of Λ \ (Λ∩ T ∗cM)
containing p±.
By Example 1.4.4 the sheaf k]−∞,0[ on R has shift −12 at (0; 1) and the
sheaf k]−∞,0] has shift
1
2
at (0;−1). In particular the constant sheaf on
a closed or open interval has the same shifts at both ends. The constant
sheaf on a half-closed interval has different shifts at both ends.
We denote by zl = (−1/
√
2, 1/2), zr = (1/
√
2, 1/2) the intersections
of E0 and C1/2. We also denote by p
±
l , p
±
r the points of Λ0 (well-defined
up to a positive multiple) above zl, zr in the same connected component
as p±.
Theorem 8.4.1. We assume that CΛ = π˙M (Λ) is a curve with only
cusps and ordinary double points as singularities. We assume that CΛ
has exactly one cusp. Let F ∈ Ds,fΛ (kM) satisfying (8.3.4) and (8.3.5).
Then H1RHom(F, F ) 6= 0.
Proof. (i) We will apply Proposition 8.1.5. We set U = M1 and V =
q−1(]1/4, 2]). Then we can find a diffeomorphism f : U ∩ V ≃ C1/2 ×
]1/4, 1[ such that the first projection p : C1/2 × ]1/4, 1[−→ C1/2 satisfies
(p ◦ f)|C1/2 = idC1/2 and f(CΛ) = (CΛ ∩ C1/2)× ]1/4, 1[. Through this
diffeomorphism f we have, by Proposition 1.2.8,
(8.4.1) F |U∩V ≃ (F |C1/2)⊠ k]1/4,1[.
Now we prove that there exists a path γ : [0, 1] −→ Λ, such that γ, U ,
V and F satisfy (8.1.8) and (8.1.10).
(ii) By Proposition 8.3.8 there exists p0 = (z0; ξ0) ∈ Λ ∩ T ∗M0 such
that p+, p− and p0 are F -linked over U . The point p0 is in Λ
+ or Λ−.
We assume p0 ∈ Λ+, the other case being similar. Let γ : [0, 1] −→ Λ
be an embedding such that γ(0) = p+, γ(1) = p0, γ([0, 1]) ⊂ Λ+ and
πM ◦γ is an immersion (hence πM ◦γ describes the portion of the curve
CΛ between (0, 0) and z0 which does not contain the cusp). Then the
image of γ meets either the half-line R+ · p+l or the half-line R+ · p+r .
We assume it meets R+ · p+l , the other case being similar.
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Let q+l ∈ Λ be the point which is F -conjugate to p+l with respect to
the immersion of C1/2 in the sense of Definition 8.2.4. This means that
there exists an interval Ia in the decomposition (8.3.3) of F |C1/2 such
that S˙S(e∗(kIa)) = R
+ · p+l ⊔ R+ · q+l .
(iii) If the interval Ia is open or closed, then the non vanishing of
H1RHom(F, F ) follows from Propositions 8.3.6 and 8.3.4 (if Ia is open,
then e∗(kIa) also appears in (8.3.3) because F is self-dual; hence this
case also follows from Proposition 8.3.6).
(iv) If the interval Ia is half-closed, then F has different shifts at the
points p+l and q
+
l . Hence q
+
l belongs to Λ
− and the path γ does not
meet R+ · q+l . We write F |C1/2 = F ′0⊕F ′′0 where F ′0 = e∗(kIa)[1] and F ′′0
is the remaining part of the decomposition (8.3.3). Using (8.4.1) we
deduce F |U∩V ≃ F ′⊕F ′′ with F ′ = F ′0⊠k]1/4,1[ and F ′′ = F ′′0 ⊠k]1/4,1[.
Then the hypotheses (8.1.8) and (8.1.10) are satisfied and the result
follows from Proposition 8.1.5. 
8.5. Proof of the three cusps conjecture
We will use a general remark about the sheaf associated with a ho-
mogeneous Hamiltonian isotopy Φ by Theorem 2.1.1 in the case where
Φ is homogeneous for the action of R× and not only R>0. Let I be an
open interval containing 0 and let Φ: T˙ ∗M × I −→ T˙ ∗M be a Hamil-
tonian isotopy such that Φ0 = id and Φt(x;λ ξ) = λ · Φt(x; ξ) for all
λ ∈ R× and all (x; ξ) ∈ T˙ ∗M , where we set as usual Φt(·) = Φ(·, t).
Lemma 8.5.1. Let KΦ ∈ Dlb(kM2×I) be the sheaf associated with Φ
by Theorem 2.1.1. Then KΦ ≃ RHom(KΦ, ωM ⊠ kM×I), where ωM ≃
orM [dM ] is the dualizing sheaf. Moreover, for any F ∈ D(kM) and any
t ∈ I, we have DM(KΦ,t ◦ F ) ≃ KΦ,t ◦DM(F ).
Proof. (i) We use the unicity part of Theorem 2.1.1. We set K ′ =
RHom(KΦ, ωM⊠kM×I). Then we haveK ′|M2×{0} ≃ RHom(k∆M , ωM⊠
kM) ≃ k∆M . Moreover SS(K ′) = (SS(KΦ))a by Theorem 1.2.11. But
SS(KΦ) is the graph of Φ and this graph is stable by the antipodal map
because Φ is R×-homogeneous. Hence SS(K ′) = SS(KΦ) and the first
result follows from the unicity of KΦ.
(ii) The proof is the same as (i). We define two sheaves F ′, F ′′ on
M × I by F ′ = KΦ ◦DM(F ) and F ′′ = RHom(KΦ ◦F, ωM ⊠kI). Then
F ′|M×{0} ≃ F ′′|M×{0} and F ′, F ′′ have the same microsupport, which
is ΛΨ ◦a SS(F ) in the notation (2.1.5). Then Corollary 2.1.4 gives
F ′ ≃ F ′′. In particular F ′|M×{t} ≃ F ′′|M×{t}, which is the required
isomorphism. 
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Lemma 8.5.2. Let G ∈ Db(kR) be a constructible sheaf. We as-
sume that G has compact support, that there exists an isomorphism
G ≃ D(G) and that RΓ(R;G) ≃ k. Then there exist x0 ∈ R and a
decomposition G ≃ k{x0} ⊕
⊕
a∈A k
na
Ia
[da] where the Ia are half-closed
intervals.
Proof. By Lemma 4.4.2 and Corollary 4.2.1 there exists a decompo-
sition of Gt as a finite sum Gt ≃
⊕
a∈A k
na
Ia
[da]. Then RΓ(R;Gt) ≃⊕
a∈ARΓ(R;kIa)
na [da]. Since RΓ(R;Gt) ≃ k all the intervals Ia but
one, say Ib, have cohomology zero, which means that they are half-
closed. For α < β and I = ]α, β[, J = [α, β], we set I∗ = J , J∗ = I.
We have DR(kI [d]) ≃ kI∗ [1− d]. If the remaining interval Ib is open or
is closed with non empty interior, then I∗b also appears in the family Ia,
a ∈ A, because D(Gt) ≃ Gt. Then kI∗b also contributes to RΓ(R;Gt)
and it would imply that
⊕
k∈ZH
k(R;Gt) has dimension at least 2.
Hence Ib is reduced to one point, say x0, and we obtain the lemma. 
Now we can prove the three cusps conjecture. We let PT ∗S2 =
T˙ ∗S2/R× be the projectivized cotangent bundle of S2. Let I be an
open interval containing 0 and let Ψ: PT ∗S2 × I −→ PT ∗S2 be a con-
tact isotopy of PT ∗S2. It lifts to a homogeneous Hamiltonian isotopy
Ψ: T˙ ∗S2×I −→ T˙ ∗S2 which satisfies Ψ0 = id and Ψt(x;λ ξ) = λ·Ψt(x; ξ)
for all λ ∈ R× (not only for λ ∈ R+) and all (x; ξ) ∈ T˙ ∗S2. Let P0 ∈ S2
be a given point. We set Λ0 = T˙
∗
P0
S
2, Λt = Ψt(Λ0) and Ct = πS2(Λt).
Theorem 8.5.3. Let t ∈ I be such that Ct is a curve with only cusps
and double points as singularities. Then Ct has at least three cusps.
Proof. (i) Let K = KΨ ∈ Db(C(S2)2×I) be the sheaf associated with
Ψ by Theorem 2.1.1. For t ∈ I we set Kt = K|(S2)2×{t} ∈ Db(C(S2)2).
We also set F0 = CP0 [−1] and Ft = Kt ◦ F0. Then S˙S(Ft) = Λt. We
have D(F0) ≃ F0 and by Lemma 8.5.2 we deduce that D(Ft) ≃ Ft. By
Corollary 2.1.4 we also have RΓ(S2;Ft) ≃ RΓ(S2;F0) ≃ C for all t ∈ I.
(ii) We choose a Morse function q : S2 −→ R with only one minimum
P− and one maximum P+ such that P−, P+ 6∈ CΛ. We can choose q
such that any fiber q−1(x) contains at most one of the following special
points: tangent point between q−1(x) and CΛ, double point or cusp.
(iii) We set Gt = Rq∗(Ft). We have isomorphisms D(Gt) ≃ Rq∗(DFt) ≃
Gt and RΓ(R;Gt) ≃ RΓ(S2;Ft) ≃ C. By Lemma 8.5.2 there exist
x0 ∈ R and a decomposition Gt ≃ C{x0} ⊕
⊕
a∈AC
na
Ia
[da] where the
Ia are half-closed intervals. We set x± = q(P±). Since Ft is constant
near P−, we have Gt ≃ L ⊗ (C[x−,+∞[ ⊕ C]x−,+∞[[−1]) near x−, where
L = (Ft)P−. The same holds near x+. Hence x0 6= x− and x0 6= x+.
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Since C{x0} is a direct summand of Gt, we have T
∗
0R ⊂ SS(G′t). By
Proposition 1.2.3 this implies Λ ∩ T ∗q−1(x0)S2 6= ∅. By the assumption
on q it follows that q−1(x0) contains no cusp or double point and that
q−1(x0) is tangent to CΛ at one point. In particular the intervals Ia
cannot have an end at x0.
Up to a change of coordinates we are in the situation of (8.3.2) and
Ft satisfies (8.3.4) and (8.3.5). By Corollary 2.1.4 we have
Hom(Ft, Ft[1]) ≃ Hom(F0, F0[1]) ≃ 0
and the result follows from Theorem 8.4.1. 
Part 9. Triangulated orbit categories for sheaves
In the study of Lagrangian exact submanifolds of cotangent bundles
in Part 13 we will use triangulated orbit categories. For a triangulated
category T , the triangulated envelope of the orbit category of T is a tri-
angulated category T ′ with a functor ι : T −→ T ′ such that ι(F ) ≃ F [1]
for any F ∈ T and HomT ′(ι(F ), ι(G)) ≃
⊕
i∈Z HomT (F,G[i]). Such
categories are constructed by Keller in [33]. We specify his construc-
tion in the case of categories of sheaves and check that we can define a
microsupport in this framework.
9.1. Definition of triangulated orbit categories
We will use a very special case of the triangulated hull of an orbit
category as described by Keller in [33]. More precisely Definition 9.1.1
below is inspired by §7 of [33] that we apply to the simple case where
we quotient Db(kM) by the autoequivalence F 7→ F [1] (in [33] much
more general equivalences are considered). However we apply this con-
struction for sheaves instead of modules over an algebra. We use the
name triangulated orbit category for the category Db/[1](kM) introduced
in Definition 9.1.1 by analogy with the categories introduced by Keller.
However we only show that we have a functor ιM : D
b(kM) −→ Db/[1](kM)
such that ιM(F ) ≃ ιM(F )[1] and which satisfies Corollary 9.1.9 below
(the proof of this result is also inspired by [33]).
In this section we set k = Z/2Z and K = k[X ]/〈X2〉. We let ε
be the image of X in K. Hence K = k[ε] with ε2 = 0. Let M be a
manifold. The natural ring morphisms k −→ K and K −→ k induce two
pairs of adjoint functors (eM , rM) and (EM , RM), where eM , EM are
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scalar extensions and rM , RM restrictions of scalars:
Db(kM )
eM
⇄
rM
Db(KM ), eM (F ) = KM ⊗kM F, rM(G) = G,
Db(KM )←−−
RM
Db(kM), RM(F ) = F,
D−(KM )
EM
⇄
RM
D−(kM), EM(G) = kM
L⊗KM G, RM(F ) = F.
We will sometimes use the fact that rM is conservative, that is, for a
morphism u : F −→ G in Db(KM), if rM(u) is an isomorphism, so is u.
Indeed rM is the derived functor of an exact functor and the assertion
follows from the case of the module categories Mod(KM ), Mod(kM),
where it is clear.
Choosing an isomorphism RHomkM (KM ,kM) ≃ KM of KM -modules
we have a canonical isomorphism, for all F ∈ Db(kM),
(9.1.1) KM ⊗kM F ≃ RHomkM (KM , F )
and we deduce the isomorphisms:
HomDb(KM )(G, eM(F )) ≃ HomDb(KM )(G,RHomkM (KM , F ))
≃ HomDb(kM )(G⊗KM KM , F )(9.1.2)
≃ HomDb(kM )(rM(G), F ).
Definition 9.1.1. We let perf(KM) be the full triangulated subcate-
gory of Db(KM) generated by the image of eM , that is, by the objects
of the form KM ⊗kM F with F ∈ Db(kM).
We denote by Db/[1](kM) the quotient D
b(KM)/perf(KM). We let
QM : D
b(KM ) −→ Db/[1](kM) be the quotient functor and we set ιM =
QM ◦RM : Db(kM) −→ Db/[1](kM).
An object of perf(KM) is obtained by taking iterated cones of objects
in eM(D
b(kM)). There are objects in perf(KM ) which are not of the
form eM(F ). For example, when M is a point, the objects of D
b(k) are
split (sum of their cohomology) and so are the objects of e{pt}(D
b(k)),
but the object Lp,q ∈ perf(K) defined in (9.1.13) below is not split.
Let perf ′(KM ) be the subcategory of D
b(KM) formed by the P such
that QM(P ) ≃ 0. Then perf(KM ) ⊂ perf ′(KM ) and Db/[1](kM) ∼−→
Db(KM )/perf
′(KM ). We do not know whether perf
′(KM) = perf(KM).
A general result (see [31] Ex. 10.11) says that P ∈ perf ′(KM) if and
only if P ⊕ P [1] ∈ perf(KM ).
Notation 9.1.2. If the context is clear, we will not write the functor
QM or RM , that is, for F ∈ Db(kM) we often write F instead of RM (F ),
94 STE´PHANE GUILLERMOU
and, for G ∈ Db(KM), we often write G instead of QM(G). In partic-
ular for a locally closed subset Z ⊂ M , we consider kZ = RM(kZ) ∈
Db(KM ) and kZ = QM(kZ) ∈ Db/[1](kM).
The exact sequence of K-modules 0 −→ k −→ K −→ k −→ 0 induces a
morphism
(9.1.3) sM : kM −→ kM [1] in Db(KM)
and a distinguished triangle, for any F ∈ Db(kM ),
(9.1.4) RM(F ) −→ eM (F ) −→ RM(F ) sM⊗idF−−−−→ RM(F )[1].
We thus obtain an isomorphism sM ⊗ idF : RM (F ) ∼−→ RM(F )[1] in
Db/[1](kM), for any F ∈ Db(kM). This would work for any field k. In
characteristic 2 we can generalize this isomorphism to any F ∈ Db(KM)
(see Remark 9.1.4).
Internal tensor product and homomorphism. For twoK-modules
E1, E2 we define E1 ⊗εk E2 ∈ Mod(K) as follows. The underlying k-
vector space is E1 ⊗k E2 and ε acts by
ε · (x⊗ y) = (εx)⊗ y + x⊗ (εy).
Since the characteristic is 2, we can check that ε2 acts by 0 and this
defines an object of Mod(K) that we denote E1 ⊗εk E2. We obtain
in this way a bifunctor ⊗ε
k
: Mod(K) × Mod(K) −→ Mod(K). For
F1, F2 ∈ Mod(KM), we define F1 ⊗εkM F2 ∈ Mod(KM) as the sheaf
associated with the presheaf U 7→ F1(U) ⊗εk F2(U). We remark that
rM(F1⊗εkM F2) ≃ rM(F1)⊗kM rM(F2), where rM is seen here as a func-
tor Mod(KM) −→ Mod(kM ), and it follows easily that ⊗εkM is an exact
functor. We denote its derived functor in the same way:
(9.1.5) ⊗ε
kM
: Db(KM )× Db(KM ) −→ Db(KM).
For any F,G ∈ Db(KM ) we have canonical isomorphisms
kM ⊗εkM F ≃ F ⊗εkM kM ≃ F in Db(KM ),(9.1.6)
rM(F ⊗εkM G) ≃ rM(F )⊗kM rM(G) in Db(kM).(9.1.7)
Using (9.1.6) and the exact sequence 0 −→ k −→ K −→ k −→ 0, we obtain
as in (9.1.3-9.1.4) a morphism sM(F ) : F −→ F [1], for any F ∈ Db(KM),
and a distinguished triangle
(9.1.8) F −→ KM ⊗εkM F −→ F
sM (F )−−−→ F [1].
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Using the adjunction (eM , rM) and (9.1.7) we have the isomorphism,
for any F ∈ Db(kM) and G ∈ Db(KM ),
HomDb(KM )(eM(F ⊗kM rM(G)), eM(F )⊗εkM G)
≃ HomDb(kM )(F ⊗kM rM(G), (rMeM(F ))⊗εkM rM(G)).
(9.1.9)
By adjunction we have a morphism aF : F −→ rMeM (F ). The inverse
image of aF ⊗ idrM (G) by (9.1.9) gives a canonical morphism, for any
F ∈ Db(kM) and G ∈ Db(KM),
(9.1.10) eM(F ⊗kM rM(G)) −→ eM (F )⊗εkM G.
Lemma 9.1.3. Let F ∈ Db(kM) and G ∈ Db(KM ). Then the mor-
phism (9.1.10) is an isomorphism. In the same way G ⊗ε
kM
eM(F ) ≃
eM(rM(G)⊗kM F ). In particular, for F,G ∈ Db(KM) such that F or G
belongs to perf(KM ), we have F ⊗εkM G ∈ perf(KM) and ⊗εkM induces
a functor
⊗ε
kM
: Db/[1](kM)× Db/[1](kM) −→ Db/[1](kM).
Proof. (i) Let us denote by uF,G the morphism (9.1.10). Using the
distinguished triangle τ≤iF −→ F −→ τ>iF +1−→ and the similar one for G
we can argue by induction on the length of F and G to prove that uF,G
is an isomorphism. Then we are reduced to the case where F and G
are concentrated in degree 0. Writing K = k⊕ εk we have eM(F ⊗kM
rM(G)) = (F ⊗G)⊕ ε(F ⊗G) and eM(F )⊗εkM G = (F ⊕ εF )⊗G. For
sections f and g of F and G we have
uF,G(f ⊗ g) = f ⊗ g,
uF,G(ε(f ⊗ g)) = ε · (f ⊗ g) = (εf)⊗ g + f ⊗ (εg)
and we can check directly that uF,G is an isomorphism with inverse
u−1F,G((f0 + εf1)⊗ g) = (f0 ⊗ g + f1 ⊗ (εg)) + ε(f1 ⊗ g).
(ii) If F ∈ perf(KM ), there exist two sequences F0, F1, . . . , Fn = F ∈
Db(KM ) and F
′
0, F
′
1, . . . , F
′
n ∈ Db(kM) with F0 = eM(F ′0), and distin-
guished triangles involving Fi, eM(F
′
i+1) and Fi+1, for i = 0, . . . , n− 1.
Then (i) and an induction on n give F ⊗ε
kM
G ∈ perf(KM). 
Remark 9.1.4. An easy case of Lemma 9.1.3 is F = kM in (9.1.10).
We obtain eMrM(G) ∼−→ KM ⊗εkM G, for any G ∈ Db(KM). Hence the
distinguished triangle (9.1.8) becomes
(9.1.11) F −→ eMrM(F ) −→ F sM (F )−−−→ F [1] for any F ∈ Db(KM).
Applying QM to this triangle gives an isomorphism sM(F ) : F ∼−→ F [1]
in Db/[1](kM).
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We can define an adjoint Homε to ⊗ε by a similar construction. For
F1, F2 ∈ Mod(KM ), we define Homε(F1, F2) ∈ Mod(KM ) as the sheaf
of k-vector spaces Homk(F1, F2) with the action of ε given by
(ε · ϕ)(x) = εϕ(x) + ϕ(εx),
where ϕ is a section ofHomk(F1, F2) over an open set U and x a section
of F1 over a subset V of U . Then we see that Homε is right adjoint to
⊗ε, hence left exact. We check also that its derived functor RHomε is
right adjoint to ⊗ε in Db(KM ) and that, for any F,G ∈ Db(KM ),
(9.1.12) rM(RHomε(F,G)) ≃ RHom(rM(F ), rM(G)).
We have the similar result as Lemma 9.1.3.
Lemma 9.1.5. Let F,G ∈ Db(KM). We assume that F or G belongs
to perf(KM). Then RHomε(F,G) ∈ perf(KM ). The induced functor
RHomε : Db/[1](kM)op × Db/[1](kM) −→ Db/[1](kM ).
is right adjoint to ⊗ε
kM
.
Morphisms in the triangulated orbit category. We prove the
formula (9.1.16) which describes the morphisms in Db/[1](kM).
Lemma 9.1.6. Let F, P ∈ Db(KM). We assume that P ∈ perf(KM ).
Then RHom(P, F ) and RHom(F, P ) belong to Db(K).
Proof. Since perf(KM) is generated by eM(D
b(kM)), the same argu-
ment as in (ii) of the proof of Lemma 9.1.3 implies that we can as-
sume P = eM(Q), for some Q ∈ Db(kM). Then RHomK(P, F ) ≃
RHomk(Q, rM(F )) is bounded. Using (9.1.2) the same proof gives that
RHom(F, P ) is bounded. 
We define the following objects Lp,q of Db(K), for any two integers
p ≤ q, by
(9.1.13) Lp,q = 0 −→ K ε−→ K ε−→ . . . ε−→ K −→ 0,
where the first K is in degree p and the last one in degree q. Then
Lp,q ∈ perf(K) and there is a distinguished triangle in Db(K),
(9.1.14) k[−p] −→ Lp,q −→ k[−q] sp,q−−→ k[−p+ 1],
with sp,q = sq−p+1{pt} [−q], where s{pt} is (9.1.3). For F ∈ Db(KM) we
define sp,qM (F ):=s
p,q⊗idF : F [−q] −→ F [−p+1]. We deduce the triangle,
for any F ∈ Db(KM) and any n ≥ 1,
L1,nM ⊗εkM F −→ F [−n]
s1,nM (F )−−−−→ F +1−→ .
SHEAVES AND SYMPLECTIC GEOMETRY OF COTANGENT BUNDLES 97
Lemma 9.1.7. We consider a distinguished triangle P −→ F ′ −→ F +1−→
in Db(KM ) and we assume that P ∈ perf(KM ). Then there exist n ∈ N
and a morphism of triangles
L1,nM ⊗εkM F F [−n] F
P F ′ F .
s1,nM (F ) +1
+1
Proof. We set for short sn = s
1,n
M (F ). We consider the diagram
F [−n] F
P F ′ F P [1] .
sn
sna
w
We have w ◦ sn ∈ Hom(F [−n], P [1]). Since P ∈ perf(KM ) this group
vanishes for n big enough, by Lemma 9.1.6. In this case we have
w ◦sn = 0 and there exists a morphism a as in the diagram making the
square commute. Then we can extend the square to a commutative
diagram as in the lemma. 
For F ∈ Db(KM ) we have sn,nM (F ) : F [−n] −→ F [−n + 1]. Then
{F [−n], sn,nM (F )}n∈N gives a projective system. For G ∈ Db(KM ) we
define
(9.1.15) lim−→
n∈N
HomDb(KM )(F [−n], G) −→ HomDb/[1](kM )(F,G),
by sending ϕn : F [−n] −→ G to ϕn ◦ (s1,nM (F ))−1. This is well defined
since s1,nM (F ) becomes invertible in D
b
/[1](kM) and s
1,n
M (F ) = s
1,n−1
M (F ) ◦
sn,nM (F ).
Proposition 9.1.8. Let F,G ∈ Db(KM). Then the inductive limit in
the left hand side of (9.1.15) stabilizes and the morphism (9.1.15) is an
isomorphism. More precisely, if H i(F ) = H i(G) = 0 for all i outside
an interval [a, b], then
(9.1.16) HomDb(KM )(F [−n], G) ∼−→ HomDb/[1](kM )(F,G),
for all n > 2(b− a) + dimM + 1.
Proof. (i) We prove that the limit stabilizes. We chose a ≤ b such that
H i(F ) = H i(G) = 0 for all i outside [a, b]. By (9.1.11) we have the
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distinguished triangle
HomDb(KM )(eMrM(F )[−n], G) −→ HomDb(KM )(F [−n], G)
s′n−→ HomDb(KM )(F [−n− 1], G)
+1−→,
(9.1.17)
for all n ∈ Z. By adjunction we have
HomDb(KM )(eMrM(F )[−n], G) ≃ HomDb(kM )(rM(F )[−n], rM(G))
and this is zero for n > 2(b − a) + dimM + 1 (recall that the flabby
dimension of a manifold M is dimM +1 and that injective over a field
is the same as flabby). It follows that the morphism s′n in (9.1.17) is
an isomorphism for n > 2(b− a) + dimM + 1.
(ii) We prove that (9.1.15) is an isomorphism. We recall that
HomDb
/[1]
(kM )
(F,G) ≃ lim−→
i : F ′−→F
HomDb(KM )(F
′, G),
where the limit runs over the morphisms i : F ′ −→ F whose cone be-
longs to perf(KM ) (and a morphism u : F
′ −→ G is send to u ◦ i−1 in
Db/[1](kM)). By Lemma 9.1.7 we can restrict to the family of morphisms
s1,nM (F ) : F [−n] −→ F for n ∈ N. This gives the result. 
Corollary 9.1.9. Let F,G ∈ Db(kM ). We recall that ιM = QM ◦RM .
We have
HomDb
/[1]
(kM )
(ιM(F ), ιM(G)) ≃
⊕
n∈Z
HomDb(kM )(F [−n], G).
Proof. By Proposition 9.1.8 the left hand side of the formula is isomor-
phic to
HomDb(KM )(RM (F )[−n0], RM(G)) ≃ HomD−(kM )(EMRM(F )[−n0], G),
for any big enough n0 ∈ N. Using the resolution of k as a K-module
given by · · · −→ K ε−→ K ε−→ K −→ k −→ 0, we see that EMRM(F ) ≃⊕
i∈N F [i]. The result follows easily. 
This last result says in particular that ιM is faithful. We define
ι0M : Mod(kM) −→ Db/[1](kM) as the composition of ιM and the embed-
ding Mod(kM) −→ Db(kM) which sends a sheaf to a complex concen-
trated in degree 0. For F ∈ Db/[1](kM) we let h0M(F ) be the sheaf
associated with the presheaf U 7→ HomDb
/[1]
(kU )
(kU , F |U). This defines
a functor h0M : D
b
/[1](kM) −→ Mod(kM).
Corollary 9.1.10. For all F ∈ Mod(kM) we have h0M(ι0M(F )) ≃ F .
When M is a point, the functors ι0 and h0 are mutually inverse equiv-
alences of categories between Mod(k) and Db/[1](k).
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Proof. (i) We have HomDb
/[1]
(kU )
(kU , ιM(F )|U) ≃
⊕
n∈ZH
n(U ;F ) by
Corollary 9.1.9. The sheaf associated with U 7→ Hn(U ;F ) is HnF
and we obtain h0M (ιM(F )) ≃ F when F is in degree 0.
(ii) When M is a point, Corollary 9.1.9 says that ι0 is fully faithful.
Let us prove that it is essentially surjective. Any G ∈ Mod(K) can be
written as an extension 0 −→ R(F ) −→ G −→ R(F ′) −→ 0 with F, F ′ ∈
Mod(k). It follows that any object in Db/[1](k) is obtained from objects
in ι0(Mod(k)) by taking iterated cones. Hence to prove that ι0 is
essentially surjective, it is enough to see that if we have a distinguished
triangle ι0(F )
u−→ ι0(F ′) −→ G +1−→ in Db/[1](k), with F, F ′ ∈ Mod(k),
then G ≃ ι0(F ′′) for some F ′′ ∈ Mod(k). Since ι0 is fully faithful,
we have u ∈ HomMod(k)(F, F ′). Then G ≃ coker(u) ⊕ ker(u)[1] ≃
coker(u)⊕ ker(u) and the result follows. 
Direct sums. We recall that we denote by QM the quotient functor
Db(KM ) −→ Db/[1](kM).
Lemma 9.1.11. Let I be a small set and {Fi}i∈I a family in Db(KM ).
We assume that there exists two integers a ≤ b such that Hk(Fi) = 0 for
all k outside [a, b] and all i ∈ I. Then⊕i∈I QM (Fi) exists in Db/[1](kM)
and
⊕
i∈I QM(Fi) ≃ QM (
⊕
i∈I Fi).
Proof. By the hypothesis on the degrees the sum
⊕
i∈I Fi exists in
Db(KM ) and we have H
k(
⊕
i∈I Fi) = 0 for k outside [a, b]. Let G ∈
Db(KM ) and let a
′ ≤ a, b′ ≥ b be such that Hk(G) = 0 for k outside
[a′, b′]. We set n = 2(b′− a′) + dimM + 2. If F = Fi for some i ∈ I, or
F =
⊕
i∈I Fi, we have
HomDb(KM )(F [−n], G) ∼−→ HomDb/[1](kM )(QM(F ), QM(G))
by Proposition 9.1.8. Now the lemma follows from the universal prop-
erty of the sum. 
Direct and inverse images. Let f : M −→ N be a morphism of man-
ifolds. We have functors Rf∗, Rf!, f
−1 and f !, between Db(KM ) and
Db(KN ). Indeed, the functors Rf∗,Rf! : D(KM) −→ D(KN ) commute
with the functors rN : D(KN ) −→ D(kN ) and rM . We remark that, for
G ∈ D(KN ), if rN(G) ∈ Db(kN), then G ∈ Db(KN ). Hence Rf∗ and Rf!
induce functors Db(KM ) −→ Db(KN ) between the bounded categories.
The case of f−1 is clear since it is an exact functor. To prove the
existence of f !, right adjoint to Rf!, it is enough, by factorizing through
the graph embedding, to consider the cases where f is an embedding
or f is a submersion. The usual formulas work in our case. If f is an
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embedding, then f !(·) = f−1Homε(kM , ·) is adjoint to Rf!. If f is a
submersion, then f !(·) = f−1(·)⊗εωM |N . We also remark that f−1 and
f ! commute with rN and rM .
Lemma 9.1.12. Let f : M −→ N be a morphism of manifolds. Then
the functors Rf∗, Rf!, f
−1 and f !, between Db(KM) and D
b(KN ), pre-
serves the categories perf(KM) and perf(KN ). They induce pairs of
adjoint functors (that we denote in the same way) between Db/[1](kM)
and Db/[1](kN).
Proof. We only consider the case of Rf∗, the other cases being similar.
For F ∈ Db(kM) we have a natural morphism u : KN ⊗kN Rf∗F −→
Rf∗(KM ⊗kM F ). Since rN(KN ) ≃ k2N we see easily that rN (u) is an
isomorphism. Since rN is conservative, u is an isomorphism and we
obtain Rf∗(KM ⊗kM F ) ∈ perf(KN ). It follows as in (ii) of the proof of
Lemma 9.1.3 that Rf∗(perf(KM )) ⊂ perf(KN ), as required. 
For F ∈ Db/[1](kM) and j : U −→ M the inclusion of a locally closed
subset, we use the standard notations F |U = j−1F , FU = Rj!j−1F ,
RΓU(F ) = Rj∗j
−1F , RΓ(U ;F ) = RaU ∗(F |U) ∈ Db/[1](k), where aU is
U −→ {pt}, and RΓc(U ;F ) = RaU !(F |U) ∈ Db/[1](k). We have the same
formulas as in Db(kM):
FU ≃ F ⊗ε kU , RΓU(F ) ≃ Homε(kU , F ).
We also define RHomε(F,G) = RΓ(M ;Homε(F,G)) ∈ Db/[1](k). The
adjunctions (a−1M ,RaM∗) and (⊗ε,Homε) give
HomDb
/[1]
(kM )
(F,G) ≃ HomDb
/[1]
(k)(k,RHom
ε(F,G))
≃ HomDb
/[1]
(kM )
(kM ,Homε(F,G)).
LetN be a submanifold ofM . We recall that Sato’s microlocalization
is a functor µN : D
b(kM) −→ Db(kT ∗NM). It is defined by composing
direct and inverse images functors and Lemma 9.1.12 implies that it
induces functors, denoted in the same way:
µN : D
b(KM) −→ Db(KT ∗NM),(9.1.18)
µN : D
b
/[1](kM) −→ Db/[1](kT ∗NM).(9.1.19)
Definition 9.1.13. Let q1, q2 : M ×M −→ M be the projections. We
identify T ∗∆M (M × M) with T ∗M through the first projection. For
F,G ∈ Db/[1](kM) we define as in (1.3.1)
µhomε(F,G) = µ∆M (RHomε(q−12 F, q!1G)) ∈ Db/[1](kT ∗M).
The following result follows from the analog one in Db(KM).
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Lemma 9.1.14. Let {Fi}i∈I a small family in Db(KM ) satisfying the
hypothesis of Lemma 9.1.11. Let f : M ′ −→ M and g : M −→ M ′′ be
morphisms of manifolds and let G ∈ Db/[1](kM ). Then we have canonical
isomorphisms
f−1(
⊕
i∈I QM(Fi)) ≃
⊕
i∈I f
−1QM (Fi),
Rg!(
⊕
i∈I QM(Fi)) ≃
⊕
i∈I Rg!QM(Fi),
(
⊕
i∈I QM (Fi))⊗εkM G ≃
⊕
i∈I (QM(Fi))⊗εkM G).
Lemma 9.1.15. Let U be an open subset of M . Let F ∈ Db(KM) and
F ′ ∈ Db(KU ). We assume that there exists an isomorphism F |U ≃ F ′
in Db/[1](kU). Then there exists F1 ∈ Db(KM) such that F1|U ≃ F ′ in
Db(KU ) and F1 ≃ F in Db/[1](kM).
Proof. We let j : U −→ M be the inclusion and we set Z = M \ U . Let
u : F |U −→ F ′ be an isomorphism in Db/[1](kU). By Proposition 9.1.8
there exist n ∈ Z and a morphism F [−n] −→ F ′ in Db(KM) which
represents u. Defining P by the distinguished triangle F |U [−n] −→
F ′ −→ P +1−→ we have QU(P ) ≃ 0. We apply j! to this triangle and
get (9.1.21) below; we also consider the excision triangle (9.1.20) and
the triangle (9.1.22) built on the composition FZ [−n−1] −→ FU [−n] −→
j!F
′:
FZ [−n− 1] a−→ FU [−n] −→ F [−n] +1−→,(9.1.20)
FU [−n] b−→ j!F ′ −→ j!P +1−→,(9.1.21)
FZ [−n− 1] b◦a−−→ j!F ′ −→ F1 +1−→ .(9.1.22)
Then the octahedron axiom gives the triangle F [−n] −→ F1 −→ j!P +1−→.
We have QM(j!P ) ≃ j!QM(P ) ≃ 0, hence F1 ≃ F [−n] ≃ F in
Db/[1](kM). Applying j
−1 to the triangle (9.1.22) gives F ′ ≃ F1|U , as
required. 
Definition 9.1.16. For F ∈ Db/[1](kM) we define supporb(F ) ⊂ M as
the complement of the union of the open subsets U ⊂ M such that
F |U ≃ 0.
For an open subset U ⊂ M we have F |U ≃ 0 in Db/[1](kU) if and
only if FU ≃ 0 in Db/[1](kM). By the Mayer-Vietoris triangle we deduce
that, for a finite covering U =
⋃n
i=1 Ui, we have F |U ≃ 0 if and only
if F |Ui ≃ 0 for all i. For an increasing countable union U =
⋃∞
i=1 Ui
we have the distinguished triangle
⊕∞
i=1 kUi −→
⊕∞
i=1 kUi −→ kU +1−→ in
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D(kM). Applying F ⊗εkM − we obtain a similar triangle
(9.1.23)
∞⊕
i=1
FUi −→
∞⊕
i=1
FUi −→ FU +1−→
and we deduce as in the finite case that F |U ≃ 0 if F |Ui ≃ 0 for all i.
We obtain finally, for any F ∈ Db/[1](kM),
(9.1.24) F |M\supporb(F ) ≃ 0 and F ∼−→ Fsupporb(F ).
9.2. Microsupport in the triangulated orbit categories
We define the microsupport of objects of Db/[1](kM) and check that
it satisfies the same properties as the usual microsupport.
We recall that the microsupport is invariant by restriction of scalars,
that is, for F ∈ D(KM ), we have SS(rM(F )) = SS(F ). We deduce that
Theorem 1.2.11, about the microsupports of F
L⊗G and RHom(F,G),
for F,G ∈ D(KM ), is still true if we replace
L⊗ and RHom by ⊗ε and
RHomε, because of (9.1.7) and (9.1.12).
9.2.1. Definition and first properties. We define the microsupport
SSorb(F ) of an object of F ∈ Db/[1](kM) from the microsupports of its
representatives in Db(KM). We prove in Proposition 9.2.3 that, for a
given x0 ∈ M and F ∈ Db/[1](kM), we can find a representative F ′ ∈
Db(KM ) with T
∗
x0M ∩ SS(F ′) contained in a arbitrary neighborhood of
T ∗x0M ∩ SSorb(F ) .
Definition 9.2.1. Let F ∈ Db/[1](kM). We define SSorb(F ) ⊂ T ∗M by
SSorb(F ) =
⋂
F ′ SS(F
′) where F ′ runs over the objects of Db(KM) such
that F ′ ≃ F in Db/[1](kM). We set S˙Sorb(F ) = SSorb(F ) ∩ T˙ ∗M .
We remark that SSorb(F ) is a closed conic subset of T ∗M . We deduce
from Lemma 9.1.15 that SSorb(F ) is a local notion, that is, for U ⊂ M
open, we have
(9.2.1) SSorb(F |U) = SSorb(F ) ∩ T ∗U.
In other words p = (x; ξ) 6∈ SSorb(F ) if and only if there exist a neigh-
borhood U of x and F ′ ∈ Db(KU) such that F |U ≃ F ′ in Db/[1](kU)
and p 6∈ SS(F ′). We also have supporb(F ) = T ∗MM ∩ SSorb(F ). In-
deed we have T ∗MM ∩ SSorb(F ) ⊂ supporb(F ) by (9.2.1). Conversely, if
(x; 0) 6∈ SSorb(F ), then F has a representative F ′ ∈ Db(KM) such that
(x; 0) 6∈ SS(F ′). Hence F ′, and thus F , vanishes in some neighborhood
of x.
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Lemma 9.2.2. Let F ∈ Db/[1](kM ) and F ′, F ′′ ∈ Db(KM ) such that
QM(F
′) ≃ QM(F ′′) ≃ F . Let x0 ∈ M and let A ⊂ T˙ ∗x0M be an open
contractible cone with a smooth boundary such that A ∩ SS(F ′′) = ∅.
Let C ⊂ T˙ ∗x0M be a neighborhood of SS(F ′)∩∂A. Then there exists G ∈
Db(KM ) such that QM(G) ≃ F and SS(G)∩T ∗x0M ⊂ (SS(F ′) \A)∪C.
Proof. Let U be a chart around x0 such that T
∗U ≃ U × T ∗x0M and
(U ×A)∩ SS(F ′′) = ∅. We apply Proposition 3.3.2 with B = SS(F ′)∩
T ∗x0M and B
′ = C. We obtain a neighborhood W of x0 and a functor
R : D(KU ) −→ D(KW ) together with a morphism of functors id −→ R.
This functor R is a composition of usual sheaf operations and, by the
results of the previous section, it induces a functor, also denoted R,
on Db/[1](kM). By (ii) of Proposition 3.3.2 we have F
′′|W ∼−→ R(F ′′)|W .
Hence F |W ∼−→ R(F )|W and it follows that QW (R(F ′)) ≃ F |W . By (i)
of Proposition 3.3.2 the sheaf R(F ′), defined on W , satisfies the con-
clusion of the lemma. By Lemma 9.1.15 we can extend R(F ′) into G,
defined on M . 
Proposition 9.2.3. Let F ∈ Db/[1](kM). Let x0 ∈ M be given and let
B ⊂ T˙ ∗x0M be a closed conic subset such that SSorb(F ) ∩ B = ∅. Then
there exists F ′ ∈ Db(KM ) such that QM (F ′) ≃ F and SS(F ′) ∩B = ∅.
Proof. (i) Let Ω ⊂ T˙ ∗x0M be a conic neighborhood of A such that
SSorb(F ) ∩ Ω = ∅. We first prove the following claim, by induction
on k: for any compact submanifold S of Ω/R>0 of dimension k, there
exists F ′ ∈ Db(KM) such that QM (F ′) ≃ F and (S˙S(F ′)/R>0)∩S = ∅.
(i-a) If k = 0, then S consists of finitely many points p1, . . . , pN . For
each i = 1, . . . , N there exist a neighborhood Ai of li = R>0 · pi and
Fi representing F such that SS(Fi) ∩ Ai = ∅. Now we find inductively
F ′i representing F with a microsupport avoiding p1, . . . , pi by applying
Lemma 9.2.2 with F ′ = F ′i , F
′′ = Fi, A = Ai and C a neighborhood of
∂Ai not containing li.
(i-b) We assume the claim is proved for k. Let S ⊂ Ω/R>0 be of
dimension k+1. For any p ∈ S we can find a small open convex smooth
cone A around R>0 ·p such that A∩SS(F ′′) = ∅ for some representative
F ′′ of F . We can find finitely many such cones A1, . . . , AN such that
S is covered by the Ai/R>0’s. We set S
′ =
⋃
i S ∩ (∂Ai/R>0). The
induction hypothesis gives F ′ ∈ Db(KM) such that QM(F ′) ≃ F and
(S˙S(F ′)/R>0)∩S ′ = ∅. Now we applyN times Lemma 9.2.2 by choosing
A = Ai and C = ∅.
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(ii) We apply the same argument as in (i-b). We can cover B by
finitely many cones A1, . . . , AN such that Ai ∩ SS(Fi) = ∅ for some
representative Fi of F . We set S =
⋃
i ∂Ai. By (i) there exists F
′ ∈
Db(KM ) such that QM(F
′) ≃ F and (S˙S(F ′)/R>0) ∩ S = ∅. Now we
apply N times Lemma 9.2.2 by choosing A = Ai and C = ∅. 
Proposition 9.2.4. Let F −→ F ′ −→ F ′′ +1−→ be a distinguished triangle
in Db/[1](kM). Then SS
orb(F ′′) ⊂ SSorb(F ) ∪ SSorb(F ′).
Proof. Let p = (x0; ξ0) ∈ T ∗M be given. We assume that p 6∈ SSorb(F )∪
SSorb(F ′). Let u : F −→ F ′ be the morphism of the triangle. By defini-
tion we can find F0, F
′
0 ∈ Db(KM ) such thatQM (F0) ≃ F , QM(F ′0) ≃ F ′
and p 6∈ SS(F0), p 6∈ SS(F ′0). By Proposition 9.1.8 there exist n ∈ Z
and a morphism u0 : F0[n] −→ F ′0 such that QM(u0) = u. Then the
cone of u0, say F
′′
0 , represents F
′′ and p 6∈ SS(F ′′0 ) by the triangular
inequality for the usual microsupport. The result follows. 
9.2.2. Functorial behavior. We prove that SSorb(·) satisfies the same
properties as SS(·) with respect to the usual sheaf operations.
Proposition 9.2.5. Let f : M −→ N be a morphism of manifolds. Let
G ∈ Db/[1](kN). We assume that f is non-characteristic for SSorb(G).
Then SSorb(f−1G) ∪ SSorb(f !G) ⊂ fdf−1π SSorb(G).
Proof. (i) The cases of f−1 and f ! are similar and we only consider f−1.
We can write f = p ◦ i where i : M −→M ×N is the graph embedding
and p : M × N −→ N is the projection. Since the result is compatible
with the composition it is enough to consider the case of an embedding
and a submersion separately.
(ii) We assume that f is a submersion. Let x ∈ M and set y = f(x).
Then
SSorb(f−1G) ∩ T ∗xM =
⋂
F ′
SS(F ′) ∩ T ∗xM ⊂
⋂
G′
SS(f−1G′) ∩ T ∗xM,
where F ′ runs over the objects of Db(KM) such that F
′ ≃ f−1G in
Db/[1](kM) and G
′ over the objects of Db(KN ) such that G
′ ≃ G in
Db/[1](kN). Now the result follows from Theorem 1.2.7.
(iii) We assume that f is an embedding. Let (x0; ξ0) ∈ T ∗M be such
that (x0; ξ0) 6∈ fd(SSorb(G)∩T ∗x0N). Let l be the half line R≥0 · (x0; ξ0).
Since f is non-characteristic for SSorb(G), we have f−1d (l)∩ SSorb(G) ⊂
{x0}. By Proposition 9.2.3 there exist a neighborhood V of x0 and
G′ ∈ Db(KV ) such that G′ ≃ G in Db/[1](kV ) and f−1d (l) ∩ SS(G′) ⊂
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{x0}. Then f−1G′ ≃ f−1G in Db/[1](kM∩V ) and (x0; ξ0) 6∈ fd(SS(G′) ∩
T ∗x0N). This proves (x0; ξ0) 6∈ SSorb(f−1G), hence the inclusion of the
proposition. 
Proposition 9.2.6. Let f : M −→ N be a morphism of manifolds. Let
F ∈ Db/[1](kM). We assume that f is proper on supporb(F ). Then
SSorb(Rf!F ) ⊂ fπf−1d SSorb(F ).
Proof. (i) As in the proof of Proposition 9.2.5 we can reduce the prob-
lem to the cases where f is an embedding or a projection. The case of
an embedding is similar to the part (ii) of the proof of Proposition 9.2.5.
(ii) We assume now that M = M ′ × N and f is the projection. Let
q = (y; η) ∈ T ∗N be such that q 6∈ fπf−1d SSorb(F ). Let us prove that
q 6∈ SSorb(Rf!F ). Since f is proper on supporb(F ), we can assume, up
to restricting to a neighborhood of y, that supporb(F ) ⊂ C × N , for
some compact set C ⊂M ′. We can then find an open convex cone A in
T ∗yN containing η and a neighborhood Ω of C, such that, for any x ∈ Ω
there exists G ∈ Db(kM) representing F with SS(G)∩ (T ∗xM ′×A) = ∅.
As in the proof of Lemma 9.2.2 we apply Proposition 3.3.2 to obtain
two neighborhoods W ⊂ U of y in N and a functor R+ : Db(KM ′×U) −→
Db(KM ′×W ), of the form R
+(H) = K ◦ H , where K ∈ Db(kW×U) is
given by the proposition, which satisfies
(a) R+ induces a functor on Db/[1](kM ′×U),
(b) for G ∈ Db(KM ′×U) and x ∈M ′ such that SS(G)∩(T ∗xM ′×A) =
∅ we have R+(G) ≃ G|W around {x} ×W ,
(c) for any G ∈ Db(KM ′×U) we have SS(R+(G))∩ (T ∗M ′M ′×{p}) =
∅.
Then (a) and (b) imply R+(F ) ≃ F |W . Now we choose a representative
F ′ ∈ Db(kM) of F . Then R+(F ′) is another representative of F and
we deduce the result from the condition (c) and Proposition 1.2.3. 
Proposition 9.2.7. Let F,G ∈ Db/[1](kM).
(i) We assume that SSorb(F ) ∩ SSorb(G)a ⊂ T ∗MM . Then
SSorb(F ⊗ε
kM
G) ⊂ SSorb(F ) + SSorb(G).
(ii) We assume that SSorb(F ) ∩ SSorb(G) ⊂ T ∗MM . Then
SSorb(RHomε(F,G)) ⊂ SSorb(F )a + SSorb(G).
Proof. Let us prove (i). Let x0 ∈ M and let A,B ⊂ T ∗x0M be conic
neighborhoods of SSorb(F ) ∩ T ∗x0M , SSorb(G) ∩ T ∗x0M such that A ∩
Ba ⊂ {x0}. By Proposition 9.2.3 we can find representatives F ′, G′ ∈
Db(KM ) of F,G such that SS(F
′) ∩ T ∗x0M ⊂ A, SS(G′) ∩ T ∗x0M ⊂ B.
Since microsupports are closed we have SS(F ′) ∩ SS(G′)a ⊂ T ∗UU for
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some neighborhood U of x0. Then Theorem 1.2.11 gives SS(F
′ ⊗ε
kM
G′) ∩ T ∗x0M ⊂ A + B. Since A and B are arbitrarily close to our
microsupports we deduce (i). The proof of (ii) is the same. 
9.2.3. Microsupport in the zero section. In Proposition 9.2.10 we
give a special case of Proposition 1.2.8 for SSorb.
Lemma 9.2.8. Let C = [a, b]d be a compact cube in Rd and let {Ui}i∈I
be a family of open subsets of Rd such that C ⊂ ⋃i∈I Ui. Then there
exists a finite family of open subsets {Vn}, n = 1, . . . , N , such that
(i) for each n = 1, . . . , N there exists i ∈ I such that Vn ⊂ Ui,
(ii) C ⊂ ⋃Nn=1 Vn,
(iii) (
⋃n
k=1 Vk) ∩ Vn+1 is contractible, for each n = 1, . . . , N − 1.
Proof. For x ∈ Rd and ε > 0 we set Cεx = x+ ]−ε, ε[d. We can choose
ε > 0 such that, for any x ∈ C, there exists i ∈ I satisfying Cεx ⊂ Ui.
We let xn, n = 1, . . . , N , be the points of the lattice C∩(εZ)d ordered by
the lexicographic order of their coordinates. Then the family Vn = C
ε
xn,
n = 1, . . . , N , satisfies the required properties. 
Lemma 9.2.9. Let M be a manifold and U , V ⊂M two open subsets.
Let F ∈ Db/[1](kM). We assume that U∩V is non empty and contractible
and that there exist A,A′ ∈ Mod(k) such that F |U ≃ AU and F |V ≃
A′V . Then A ≃ A′ and F |U∪V ≃ AU∪V .
Proof. We set W = U ∩ V and X = U ∪ V . Taking the germs at some
x ∈ W gives A ≃ A′. The Mayer-Vietoris triangle yields in our case
AW
u−→ AU ⊕ AV −→ FX +1−→, where u is of the form (1, v) for some
isomorphism v ∈ HomDb
/[1]
(kM )
(AW , AW ). By Corollary 9.1.9 we have
HomDb
/[1]
(kM )
(AV , AV ) ≃
⊕
i∈Z
HomDb(kM )(AV , AV [i])
≃ Hom(A,A)⊗
⊕
i∈N
H i(V ;k).
In the same way HomDb
/[1]
(kM )
(AW , AW ) ≃ Hom(A,A) since W is con-
tractible. Hence v can be extended as an isomorphism to V and we
can define the commutative square (C) below:
AW AU ⊕AV FX
AW AU ⊕AV AX .
(1,v)
(C)
(
1 0
0 v−1
)
≀
+1
(1,1)
+1
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We extend this square to an isomorphism of triangles and obtain FX ≃
AX , as required. 
Proposition 9.2.10. Let E = Rd and F ∈ Db/[1](kE). We assume that
SSorb(F ) ⊂ T ∗EE. Then there exists A ∈ Mod(k) such that F ≃ AE.
Proof. (i) By Proposition 9.2.3, for any x ∈ E there exists a represen-
tative of F , say F x, in Db(KE) such that SS(F
x) ∩ T ∗xE ⊂ {x}. Since
microsupports are closed there exists an open neighborhood of x, say
Ux, such that SS(F
x) ∩ T˙ ∗Ux = ∅, that is, F x|Ux is constant. In other
words, there exists Bx ∈ Db(K) such that F x|Ux ≃ BxUx . By Corol-
lary 9.1.10 there exists Ax ∈ Mod(k) such that Bx ≃ Ax in Db/[1](k)
and we have F |Ux ≃ AxUx in Db/[1](kUx).
(ii) We set In = ]−n, n[d for n ∈ N\{0}. The family {Ux}x∈In covers In.
Hence, by Lemmas 9.2.8 and 9.2.9 there exists A ∈ Mod(k) such that
FIn ≃ AIn for all n ∈ N \ {0}. We can assume that these isomorphisms
are compatible with the morphisms in : (·)In −→ (·)In+1. We obtain the
commutative square (D) below between triangles deduced from (9.1.23)
⊕nFIn ⊕nFIn F
⊕nAIn ⊕nAIn AE ,
u
≀ (D) ≀
+1
u +1
where the nth-component of u is id− in. We extend this square to an
isomorphism of triangles and we see that F ≃ AE . 
Part 10. The Kashiwara-Schapira stack
Let M be a manifold and Λ a locally closed conic Lagrangian sub-
manifold of T˙ ∗M . In this part we define the Kashiwara-Schapira stack
µSh(kΛ) and its orbit category version. It is obtained by quotienting
the category of sheaves onM by subcategories defined by microsupport
conditions. These categories are introduced by Kashiwara-Schapira
in [30]. For a subset S of T˙ ∗M we denote by Db(kM ;S) the quotient
of Db(kM) by the subcategory of sheaves F with SS(F )∩ S = ∅. Then
µSh(kΛ) is the stack on Λ associated with the prestack whose value
over Λ0 ⊂ Λ is the subcategory of Db(kM ; Λ0) generated by the F such
that SS(F ) ∩ Λ0 is open and closed in Λ0 (in other words, near Λ0 the
microsupport of F is contained in Λ0). We remark that we loose the
triangulated structure in the stackification process.
An important result of [30] says that the Hom sheaf in µSh(kΛ) is
given by H0µhom (see Corollary 10.1.5). It is then possible to describe
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an object of µSh(kΛ) by local data (see Remark 10.1.6). We check
in Lemma 10.2.5 that, locally on M , there exists simple sheaves with
microsupport Λ: if B is a small ball in M and Λ is in generic position,
there exist simple sheaves on B with microsupport Λ ∩ T ∗B. We de-
fine two classes µsh1 (Λ) ∈ H1(Λ;Z) and µsh2 (Λ) ∈ H2(Λ;k×) which are
obstructions for the existence of a global object of µSh(kΛ) (that is,
an object of µSh(kΛ)(Λ)). In the last two sections we make the link
between these classes and the usual Maslov classes µ1(Λ) and µ2(Λ).
In fact it would not be difficult to deduce µsh1 (Λ) = µ1(Λ) directly from
Proposition 1.4.1 and the description of the Maslov class by Cˇech co-
homology (for example in [23]). However the class µ2(Λ) requires more
work; we only prove the useful implication that the vanishing of µsh2 (Λ)
implies the vanishing of µ2(Λ).
When we work with sheaves of k-modules we only have the obstruc-
tion classes µsh1 (Λ) and µ
sh
2 (Λ) for the existence of a global section of
µSh(kΛ). If we work with sheaves of spectra, there are infinitely many
of them. Of course this requires to work with dg-categories or infinity
categories (see [45, 46] or [36]). In this framework the stack µSh(kΛ) has
the structure of a stable category, like a category of sheaves (whereas
the triangulated structures are not suited for stackification). This is
explained in [25] where the higher classes µshi (Λ) are described (they
do not coincide with the usual Maslov classes – see also [26]). In [3] it
is proved that these classes vanish when Λ is a Lagrangian immersion
in T ∗M in the homotopy class of the base.
Notation 10.0.1. We follow the notations of [30, §7.5] with slight
modifications. For a subset S of T˙ ∗M we denote by DbS(kM) the full
triangulated subcategory of Db(kM) of the F such that S˙S(F ) ⊂ S.
We denote by Db(kM ;S) the quotient of D
b(kM) by D
b
T˙ ∗M\S
(kM). If
p ∈ T˙ ∗M , we write Db(kM ; p) for Db(kM ; {p}). We denote by Db(S)(kM)
the full triangulated subcategory of Db(kM) of the F for which there
exists a neighborhood Ω of S in T ∗M such that SS(F ) ∩ Ω ⊂ S.
The quotient of a triangulated category by a triangulated subcate-
gory is recalled in [30, §1.6]. In particular the objects of Db(kM ;S)
are the same as Db(kM). A morphism u : F −→ G in Db(kM ; Ω) is
represented by a triple (F ′, s, u′) where F ′ ∈ Db(kM) and s, u′ are
morphisms
(10.0.1) F
s←− F ′ u′−→ G
such that the L defined (up to isomorphism) by the distinguished tri-
angle F ′
s−→ F −→ L +1−→ satisfies Ω ∩ SS(L) = ∅. Two such triples
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(F ′i , si, u
′
i), i = 1, 2, represent the same morphism if there exists a third
triple (F ′, s, u′) and two morphisms vi : F
′ −→ F ′i such that s = si ◦ vi,
i = 1, 2, and u′1 ◦ v1 = u′2 ◦ v2.
The notion of stack used here is that of “sheaf of categories”. We
refer for example to [31, §19]. A prestack C on a topological space X
consists of the data of a category C(U), for each open subset U of X ,
restriction functors rV,U : C(U) −→ C(V ), for V ⊂ U , and isomorphisms
of functors rW,V ◦rV,U ≃ rW,U , forW ⊂ V ⊂ U , satisfying compatibility
conditions.
A stack is a prestack satisfying some gluing conditions. In par-
ticular, if C is a stack and A,B ∈ C(U), then the presheaf V 7→
HomC(V )(A|V , B|V ) is a sheaf on U . Moreover, if U =
⋃
i∈I Ui and
Ai ∈ C(Ui) are given objects with compatible isomorphisms between
their restrictions on the intersections Ui ∩ Uj , then these objects glue
into an object of C(U).
For any given prestack we can construct its associated stack, similar
to the associated sheaf of a presheaf.
10.1. Definition of the Kashiwara-Schapira stack
We use the categories associated with a subset of T ∗M introduced
in Notation 10.0.1.
Definition 10.1.1. Let Λ ⊂ T ∗M be a locally closed conic subset. We
define a prestack µSh0Λ on Λ as follows. Over an open subset Λ0 of Λ
the objects of µSh0Λ(Λ0) are those of D
b
(Λ0)
(kM). For F,G ∈ µSh0Λ(Λ0)
we set
HomµSh0Λ(Λ0)(F,G) := HomDb(kM ;Λ0)(F,G).
We define the Kashiwara-Schapira stack of Λ as the stack associated
with µSh0Λ. We denote it by µSh(kΛ) and, for Λ0 ⊂ Λ, we write
µSh(kΛ0) instead of µSh(kΛ)(Λ0).
We denote by mΛ : D
b
(Λ)(kM) −→ µSh(kΛ) the obvious functor. How-
ever, for F ∈ Db(Λ)(kM), we often write F instead of mΛ(F ) if there is
no risk of ambiguity.
Several results in the next sections give links between µSh(kΛ) and
stacks of the following type.
Definition 10.1.2. Let X be a topological space. We let DL0(kX)
be the subprestack of U 7→ Db(kU), U open in X , formed by the
F ∈ Db(kU) with locally constant cohomologically sheaves. We let
DL(kX) be the stack associated with DL
0(kX). We denote by Loc(kX)
the substack of Mod(kX) formed by the locally constant sheaves.
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We remark that DL(kX) is only a stack of additive categories (the
triangulated structure is of course lost in the “stackification”). How-
ever the cohomological functors H i : Db(kU) −→ Mod(kU) induce func-
tors of stacks H i : DL(kX) −→ Loc(kX) and the natural embedding
Mod(kU) →֒ Db(kU) induces i : Loc(kX) −→ DL(kX). We have H0 ◦ i ≃
idLoc(kX). Hence i is faithful and Loc(kX) is a subcategory of DL(kX).
Link with microlocalization. We recall now some results of [30]
which explain the link between the localized categories Db(kM ; Ω), for
Ω ⊂ T ∗M , and the microlocalization, making these categories easier to
describe.
First we recall some properties of the functor µhom. For U ⊂ M
and F,G ∈ D(kU), the isomorphism RHom(F,G) ≃ RπM ∗µhom(F,G)
of (1.3.2) implies Hom(F,G) ∼−→ H0(T ∗U ;µhom(F,G)); for u : F −→ G
we denote by
(10.1.1) uµ ∈ H0(T ∗U ;µhom(F,G))
the image of u by this isomorphism (this notation has been introduced
in (8.1.6)). For F,G,H ∈ Db(kM) we have a composition morphism
(see [30, Cor. 4.4.10])
(10.1.2) µhom(F,G)
L⊗ µhom(G,H) −→ µhom(F,H).
(With the notations of Definition 1.3.4, it is induced by a natural mor-
phism µ∆M (A)
L⊗ µ∆M (B) −→ µ∆M (A
L⊗ B) and the composition mor-
phism for RHom(q−12 F, q!1G)).)
Notation 10.1.3. For F,G,H ∈ Db(kM), Ω ⊂ T ∗M and sections of
µhom(−,−), say a ∈ H i(Ω;µhom(F,G)), b ∈ Hj(Ω;µhom(G,H)), we
denote by
b
µ◦ a ∈ H i+j(Ω;µhom(F,H))
the image of a⊗ b by the morphism induced by (10.1.2) on sections.
By construction
µ◦ is compatible with the usual composition mor-
phism for RHom through the isomorphism (1.3.2): for u : F −→ G,
v : G −→ H we have (v ◦ u)µ = vµ µ◦ uµ.
In the same way
µ◦ is also compatible with the functoriality of µhom
as follows. A morphism v : G −→ H induces
(10.1.3) µhom(F, v) : µhom(F,G) −→ µhom(F,H)
and we have, for a section a of µhom(F,G),
(10.1.4) µhom(F, v)(a) = vµ
µ◦ a.
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We come back to Db(kM ; Ω). Let u : F −→ G be a morphism in
Db(kM ; Ω), represented by a triple (F
′, s, u′) as in (10.0.1). Let L be
defined (up to isomorphism) by the distinguished triangle F ′
s−→ F −→
L
+1−→ satisfies Ω ∩ SS(L) = ∅. By (1.3.6) we have µhom(L,G)|Ω ≃ 0
and µhom(s,G) as in (10.1.3) gives an isomorphism
µhom(s,G) : µhom(F,G)|Ω ∼−→ µhom(F ′, G)|Ω
Hence the triple (F ′, s, u′) yields a section (µhom(s,G))−1((u′)µ) of
H0(Ω;µhom(F,G)). We can check that this section only depends on
u and not its representative (F ′, s, u′). Thus we obtain a well-defined
morphism
(10.1.5) HomDb(kM ;Ω)(F,G) −→ H0(Ω;µhom(F,G)|Ω).
Theorem 10.1.4 (Thm. 6.1.2 of [30]). If Ω = {p} for some p ∈ T ∗M ,
then (10.1.5) is an isomorphism.
It follows from Theorem (10.1.4) that the sheaf associated with Ω 7→
HomDb(kM ;Ω)(F,G) is H
0µhom(F,G), for given F,G ∈ Db(kM). We
obtain an alternative definition of µSh(kΛ):
Corollary 10.1.5. Let Λ ⊂ T ∗M be as in Definition 10.1.1. We
define a prestack µSh1Λ on Λ as follows. Over an open subset Λ0 of Λ
the objects of µSh1Λ(Λ0) are those of D
b
(Λ0)
(kM). For F,G ∈ µSh1Λ(Λ0)
we set HomµSh1Λ(Λ0)(F,G) :=H
0(Λ0;µhom(F,G)|Λ0). The composition
is induced by (10.1.2). Then, the natural functor of prestacks µSh0Λ −→
µSh1Λ induces an isomorphism on the associated stacks.
Remark 10.1.6. By Corollary 10.1.5 an object of µSh(kΛ) is deter-
mined by the data of an open covering {Λi}i∈I of Λ, objects Fi ∈
Db(Λi)(kM), for any i ∈ I, and sections uji ∈ H0(Λij ;µhom(Fi, Fj)|Λij),
for any i, j ∈ I, such that
(i) uii is induced by idFi , for any i ∈ I,
(ii) ukj
µ◦ uji = uki, for any i, j, k ∈ I.
For a complex of sheaves A, the sheaf associated with the presheaf U 7→
H0(U ;A) is H0A. Hence, for F,G ∈ Db(Λ)(kM), we find that the homo-
morphism sheaf HomµSh(kΛ)(mΛ(F ),mΛ(G)) is H0(µhom(F,G))|Λ. In
particular, for an open subset Λ0 ⊂ Λ,
(10.1.6) Hom(mΛ(F )|Λ0,mΛ(G)|Λ0) ≃ H0(Λ0;H0(µhom(F,G))).
Remark 10.1.7. We will only consider µSh(kΛ) when Λ is conic La-
grangian submanifold of T˙ ∗M . In this case, for F,G ∈ Db(Λ)(kM) we
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know by Corollary 1.3.7 that µhom(F,G) has locally constant coho-
mology sheaves on Λ. Moreover, for a given p = (x; ξ) ∈ Λ we have
µhom(F,G)p ≃ RHom((RΓ{ϕ0≥0}(F ))x, (RΓ{ϕ0≥0}(G))x),
where ϕ0 is such that Λ and Λϕ0 intersect transversally at p (see (1.4.6)).
Hence, if F and G are pure along Λ, µhom(F,G) is concentrated in
one degree. In particular, the right hand side of (10.1.6) coincides
with H0(Λ0;µhom(F,G)). If F and G are simple, then µhom(F,G) is
moreover of rank one.
Remark 10.1.8. For a conic subset Ω of T ∗M , we recall that a mor-
phism a : F −→ G in D(kM) is an isomorphism on Ω if SS(C(a))∩Ω = ∅,
where C(a) is given by the distinguished triangle F
a−→ G −→ C(a) +1−→.
In particular a induces an isomorphism in Db(kM ; Ω). We assume
that Λ is a conic Lagrangian submanifold and F,G ∈ Db(Λ)(kM). Let
Λ0 be an open subset of Λ and let a : F −→ G be an isomorphism
on Λ0. Then the morphism mΛ(a)|Λ0 : mΛ(F )|Λ0 −→ mΛ(G)|Λ0 is an
isomorphism. It follows from Remark 10.1.7 that there exists b ∈
H0(Λ0;H
0(µhom(G,F ))) such that
aµ
µ◦ b = idµG, b
µ◦ aµ = idµF .
The functor µSh0,oppΛ × µSh0Λ −→ Db(kΛ), (F,G) 7→ µhom(F,G) in-
duces a functors of stacks
(10.1.7) µhom : µSh(kΛ)
opp × µSh(kΛ) −→ DL(kΛ).
10.2. Simple sheaves
In this section we assume that Λ is a locally closed conic Lagrangian
submanifold of T˙ ∗M . We have seen the notion of pure and simple
sheaves along Λ in Section 1.4. We give here some additional properties.
It is easy to describe the simple sheaves along a Lagrangian subman-
ifold at a generic point. They are given in the following example.
Example 10.2.1. We consider the hypersurface S = Rn−1 × {0} in
M = Rn. We let Λ = {(x, 0; 0, ξn); ξn > 0} be the “positive” half part
of T ∗SM . We set Z = R
n−1 × R≥0. The sheaf kZ is simple along Λ.
More generally, by Example 1.2.9, the simple sheaves F along Λ fit in
a distinguished triangle
E ′M −→ kZ [i] −→ F +1−→,
for some integer i and some E ′ ∈ D(k). Let F ∈ DbΛ∪T ∗MM(kM). Then,
there exists L ∈ Db(k) such that the image of F in the quotient category
Db(kM ; T˙
∗M) is isomorphic to LZ = LM ⊗ kZ . The pure sheaves
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correspond to the case where L is concentrated in one degree and free.
The simple sheaves correspond to the case where L ≃ k[i] for some
degree i ∈ Z.
For any p ∈ Λ we can find a homogeneous Hamiltonian isotopy that
sends a neighborhood of p in Λ to the conormal bundle of a smooth
hypersurface. Then Theorem 2.1.1 reduces the general case to Ex-
ample 10.2.1 (since this is a local statement in T ∗M we can also use
Theorem 7.2.1 of [30]). We deduce:
Lemma 10.2.2. Let p = (x; ξ) be a given point of Λ. Then there exists
a neighborhood Λ0 of p in Λ such that
(i) there exists F ∈ Db(Λ0)(kM) which is simple along Λ0,
(ii) for any G ∈ Db(Λ0)(kM) there exist a neighborhood Ω of Λ0 in
T ∗M and an isomorphism F
L⊗ LM ∼−→ G in Db(kM ; Ω), where
L ∈ Db(k) is given by L = µhom(F,G)p.
Definition 10.2.3. Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian
submanifold. We let µShp(kΛ) (resp. µSh
s(kΛ)) be the substack of
µSh(kΛ) formed by the pure (resp. simple) sheaves along Λ.
Lemma 10.2.2 implies the following result.
Proposition 10.2.4. Let Λ ⊂ T˙ ∗M be a locally closed conic La-
grangian submanifold. We assume that there exists a simple sheaf
F ∈ µShs(kΛ). Then the functor µhom defined in (10.1.7) induces
an equivalence of stacks
µhom(F, ·) : µSh(kΛ) ∼−→ DL(kΛ), G 7→ µhom(F,G).
By Lemma 10.2.2 we can find a simple sheaf with microsupport Λ
locally around a given point p ∈ Λ. When Λ is in a good position we
can improve this result as follows.
Lemma 10.2.5. Let M be a manifold and let Λ ⊂ T˙ ∗M be a locally
closed conic Lagrangian submanifold such that the projection Λ/R>0 −→
M is finite. Let p = (x; ξ) ∈ Λ. Then there exist a neighborhood U of
x and F ∈ Db(kU) such that S˙S(F ) ⊂ Λ ∩ T ∗U and F is simple along
Λ ∩ T ∗U .
Proof. (i) By hypothesis Λ ∩ T ∗xM consists of finitely many half-lines,
say R>0 · pi, with pi = (x; ξi), i = 1, . . . , n. Up to a restriction to a
neighborhood of x we can assume that the pi belong to distinct con-
nected components of Λ, say Λi, i = 1, . . . , n. If Fi is simple along Λi,
then the direct sum ⊕iFi is simple along Λ. Hence we can assume that
Λ ∩ T ∗xM = R>0 · p for some p = (x; ξ).
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(ii) By Lemma 10.2.2 there exists a neighborhood Ω of p in T ∗M and
F0 ∈ Db(kM) such that SS(F0) ∩ Ω = Λ and F0 is simple along Λ
at p. For a neighborhood W of x we choose a trivialization T ∗W ≃
W × T ∗xM . We choose a small open cone C ⊂ T˙ ∗xM containing ξ. We
set A = R>0ξ and A
′ = T˙ ∗xM \ C. By Proposition 3.3.1 applied to
A, A′, there exists a distinguished triangle F1 ⊕ F2 −→ F0|W −→ L +1−→
in D(kW ), up to shrinking W , where S˙S(F1) = S˙S(F0) ∩ (W × A),
S˙S(F2) = S˙S(F0)∩(W×A′) and L is constant. Then S˙S(F1) = Λ∩T ∗W
and F1 is simple. We can set U =W and F = F1. 
Now we check that the stalks of a simple sheaf at a generic point are
of finite rank if they are of finite rank at some given point. We set
ZΛ = {x ∈ π˙M(Λ); there exist a neighborhood W of x and a
smooth hypersurface S ⊂W such that Λ ∩ T ∗W ⊂ T ∗SW}.
The transversality theorem implies the following result.
Lemma 10.2.6. Let x, y ∈ M \ π˙M(Λ). Let I be an open interval
containing 0 and 1. Then there exists a C∞ embedding c : I −→M such
that c(0) = x, c(1) = y and c([0, 1]) only meets π˙M(Λ) at points of ZΛ,
with a transverse intersection.
Lemma 10.2.7. We assume that M is connected. Let F ∈ D(kM ) be
such that S˙S(F ) ⊂ Λ and F is simple along Λ. We set U = M \ π˙M(Λ).
We assume that there exists x0 ∈ U such that
⊕
i∈ZH
iFx0 is of finite
rank over k. Then
⊕
i∈ZH
iFx is of finite rank over k, for all x ∈ U .
Proof. Let x ∈ U and let I be an open interval containing 0 and 1.
By Lemma 10.2.6 we can choose a C∞ path γ : I −→ M such that
γ(0) = x0, γ(1) = x and γ([0, 1]) meets π˙M (Λ) at finitely many points,
all contained in ZΛ and with a transverse intersection. We denote these
points by γ(ti), where 0 < t1 < · · · < tk < 1.
Since F is locally constant on U , the stalk Fγ(t) is constant for t ∈
]ti, ti+1[. Near a point xi = γ(ti) we have a hypersurface S of M such
that Λ is half of T ∗SM . By Example 10.2.1 there exists a distinguished
triangle
E ′M −→ kZ [i] −→ F +1−→,
where Z is one the closed half-spaces bounded by S, i is an integer and
E ′ is an object of D(k). It follows that the stalks Fγ(ti−ε) and Fγ(ti+ε)
differ by k[i] for ε > 0 small enough. The lemma follows. 
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10.3. Obstruction classes
There are two obstructions to the existence of a global simple object
in µSh(kΛ) (by this we mean an object of µSh
s(kΛ)(Λ)). They are
classes in µsh1 (Λ) ∈ H1(Λ;Z) and µsh2 (Λ) ∈ H2(Λ;k×), where k× is the
group of units in k (when k = Z/2Z this last class is automatically
zero). We will call them (sheafy) first and second Maslov classes. We
will see in §10.6 that that the vanishing of µshi (Λ) implies the vanishing
of the usual Maslov classes µi(Λ).
To define theses classes we recall how we can describe an object of
µShs(kΛ)(Λ). By Remark 10.1.6 a global simple object of µSh(kΛ)
is determined by the data of an open covering {Λi}i∈I of Λ, objects
Fi ∈ Db(Λi)(kM), for all i ∈ I, which are simple along Λi, and sections
uji ∈ H0(Λij ;µhom(Fi, Fj)|Λij), for any i, j ∈ I, such that
(i) uii is induced by idFi , for any i ∈ I,
(ii) ukj
µ◦ uji = uki, for any i, j, k ∈ I.
We try to find such a set of data. First we choose a covering {Λi}i∈I of
Λ by small open subsets. We assume that the Λi’s and all intersections
Λij, Λijk are contractible. We have seen in the previous section that, if
the Λi’s are small enough, we can choose Fi ∈ Db(Λi)(kM), for all i ∈ I,
which are simple along Λi. Moreover, for each i ∈ I, if F ′i ∈ Db(Λi)(kM)
is another simple sheaf along Λi we have mΛi(F
′
i ) ≃ mΛi(Fi)[d] for some
shift d.
The sheaf µhom(Fi, Fj)|Λij is constant on Λij, free of rank one. Hence
there exist isomorphisms ϕji : µhom(Fi, Fj)|Λij ≃ kΛij [dij], for some
integers dij. They induce ϕji ∈ H0(Λij ;µhom(Fi, Fj))[dij]. In view
of (10.1.6) the ϕji’s give isomorphisms in µSh
s(kΛ)(Λij):
vji : mΛi(Fi)|Λij ∼−→ mΛj (Fj)|Λij [dij ].
We deduce that the Cˇech cochain {dji}i,j∈I is a cocyle and defines
(10.3.1) µsh1 (Λ) = [{dji}] ∈ H1(Λ;Z).
By the remark that mΛi(Fi) is well defined up to shift, this class only
depends on Λ. If there exists a global simple object F in µSh(kΛ), for
any coefficient ring k, then we can choose Fi’s which represent F|Λi
and this implies dji = 0 for all i, j and thus µ
sh
1 (Λ) = 0.
Let us assume that µsh1 (Λ) = 0. Then we can write dij = dj − di
for some family of integers di, i ∈ i. We set F ′i = Fi[di] and obtain
isomorphisms
wji : mΛi(F
′
i )|Λij ∼−→ mΛj (F ′j)|Λij .
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For i, j, k ∈ I we define an automorphism cijk of mΛi(F ′i )|Λijk by cijk =
wik ◦ wkj ◦ wij. Since
Hom(mΛi(F ′i ),mΛi(F ′i )) ≃ H0µhom(F ′i , F ′i ) ≃ kΛi ,
we can canonically identify the automorphisms group of mΛi(F
′
i )|Λijk
with k× ⊂ H0(Λijk;kΛijk) ≃ k. Hence the cijk’s give a Cˇech cochain
with coefficient in k×. It is easy to see that it is a cocycle and defines
(10.3.2) µsh2 (Λ) = [{cijk}] ∈ H2(Λ;k×).
The isomorphism H0µhom(F ′i , F
′
i ) ≃ kΛi also implies that wji is well
defined up to multiplication by a unit. It follows that µsh2 (Λ) only
depends on Λ. If µsh2 (Λ) = 0, then we can write {cijk} as the boundary
of a 2-cochain, say {bij}, with bji ∈ k×. Defining
w′ji = b
−1
ji wji : mΛi(F
′
i )|Λij ∼−→ mΛj (F ′j)|Λij
we have w′ik◦w′kj = w′ij and the mΛi(F ′i ) glue into a global simple object
of µSh(kΛ).
10.4. The Kashiwara-Schapira stack for orbit categories
In this section we set k = Z/2Z. We have defined the usual sheaf
operations for the triangulated orbit categories Db/[1](kM) and we can
define a Kashiwara-Schapira stack in this situation. We give quickly
the analogs of the results obtained in the previous sections.
For a subset S of T ∗M we recalled in Notations 10.0.1 the categories
DbS(kM), D
b
(S)(kM) and D
b(kM ;S). We define D
b
/[1],S(kM), D
b
/[1],(S)(kM)
and Db/[1](kM ;S) in the same way, replacing D
b by Db/[1] and SS by SS
orb.
Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian submanifold. We
define a stack µShorb(kΛ) on Λ as in Definition 10.1.1, again replacing
Db by Db/[1]. It comes with a functor m
orb
Λ : D
b
/[1],(Λ)(kM) −→ µShorb(kΛ).
We say that F ∈ Db/[1](kM) is simple along Λ if SSorb(F )∩ T˙ ∗M ⊂ Λ
and, for any p ∈ Λ, there exists F ′ ∈ Db(kM) such that ιM(F ′) ≃ F
and F ′ is simple along Λ in a neighborhood of p. As in section 10.1 we
can define the substack µShorb,s(kΛ) of µSh
orb(kΛ) associated with the
simple sheaves. For Ω ⊂ T ∗M , we have a morphism similar to (10.1.5)
HomDb
/[1]
(kM ;Ω)
(F,G) −→ HomDb
/[1]
(kΩ)
(kΩ, µhom
ε(F,G)|Ω)
and, as in Theorem 10.1.4, it is an isomorphism if Ω = {p} for some
p ∈ T ∗M .
We remark that Proposition 9.2.10 implies in particular that, if
B is homeomorphic to a ball and L ∈ Db/[1](kB) is locally of the
form kU , then there exists an isomorphism u : L ≃ kB. Moreover
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HomDb
/[1]
(kB)
(kB,kB) ≃ k (and k = Z/2Z), hence u is unique. For
simple sheaves this gives:
Lemma 10.4.1. Let Λ ⊂ T˙ ∗M be a locally closed conic Lagrangian
submanifold. We assume that Λ is contractible. Let F, F ′ ∈ Db/[1](kM)
be two simple sheaves along Λ and let Ω be a neighborhood of Λ such
that SSorb(F ) ∩ Ω = SSorb(F ′) ∩ Ω = Λ. Then we have a unique iso-
morphism µhomε(F, F ′)|Ω ≃ kΛ in Db/[1](kΩ).
By Lemma 10.4.1 there exists a unique simple sheaf in µShorb(kΛ0)
for any contractible open subset Λ0 ⊂ Λ, up to a unique isomorphism.
In other words µShorb,s(kΛ) has locally a unique object with the identity
as unique isomorphism. Hence gluing is trivial. Since µShorb,s(kΛ) is a
stack it follows that it has a unique global object.
We recall that Loc(kX) is the substack of Mod(kX) formed by the
locally constant sheaves.
Definition 10.4.2. Let X be a manifold. We let OL0(kX) be the sub-
prestack of U 7→ Db/[1](kU), U open in X , formed by the F ∈ Db/[1](kU)
such that SSorb(F ) ⊂ T ∗UU . We let OL(kX) be the stack associated
with OL0(kX).
By Proposition 9.2.10 the condition SSorb(F ) ⊂ T ∗UU is equivalent to:
F is locally isomorphic to AU for some A ∈ Mod(k). We recall the func-
tors ι0X : Mod(kX) −→ Db/[1](kX) and h0X : Db/[1](kX) −→ Mod(kX) defined
before Corollary 9.1.10. They induce functors of stacks iX : Loc(kX) −→
OL(kX) and hX : OL(kX) −→ Loc(kX).
Lemma 10.4.3. The functors iX and hX are mutually inverse equiv-
alences of stacks.
Proof. We have seen in Corollary 9.1.10 that hX ◦iX ≃ idLoc(kX). Hence
it is enough to see that iX is locally an equivalence, that is, essentially
surjective and fully faithful. Let U ⊂ X be an open subset homeo-
morphic to a ball. By Proposition 9.2.10 the functor iU is essentially
surjective and, for F,G ∈ Loc(kU), Corollary 9.1.9 gives
HomDb
/[1]
(kU )
(iU(F ), iU(G)) ≃
⊕
n∈Z
HomDb(kU )(F [−n], G)
≃ HomLoc(kU )(F,G),
which proves that iU is fully faithful. 
As we remarked after Lemma 10.4.1 µShorb,s(kΛ) has a unique global
object. As in (10.1.7) the functor µhomε induces a functors of stacks
µhomε : (µShorb(kΛ))
opp × µShorb(kΛ) −→ OL(kΛ) ≃ Loc(kΛ).
118 STE´PHANE GUILLERMOU
We have an analog of Proposition 10.2.4 in the orbit category case.
Proposition 10.4.4. The stack µShorb,s(kΛ) has a unique object, say
F0, defined over Λ. Moreover the functor µhomε(F0,−) induces an
equivalence of stacks µShorb(kΛ) ∼−→ Loc(kΛ).
10.5. Microlocal germs
In this section and the next one we se the link between the classes
µsh1 (Λ) ∈ H1(Λ;Z) and µsh2 (Λ) ∈ H2(Λ;k×) introduced in §10.3 and
the usual Maslov classes µ1(Λ), µ2(Λ) of Λ. We only prove the useful
implication that the vanishing of µshi (Λ) implies the vanishing of µi(Λ).
In the definition of the microsupport of a sheaf F we consider whether
some local cohomology group vanishes, namely (RΓ{x;φ(x)≥φ(x0)}(F ))x0
for some function φ. A natural question is then how this group depends
on φ and not only on ξ0 = dφ(x0). In general it really depends on φ,
but it is proved in Proposition 7.5.3 of [30] that it is independent of φ
(up to a shift dφ) if we assume that Λ = SS(F ) is a Lagrangian subman-
ifold near (x0; ξ0) and that Γdφ is transverse to Λ at (x0; ξ0). Moreover
the shift dφ is related with the Maslov index of the three Lagrangian
subspaces of T(x0;ξ0)T
∗M given by λ = T(x0;ξ0)Λ, λφ = T(x0;ξ0)Γdφ and
λ0 = T(x0;ξ0)(π
−1(x0)). In particular (RΓ{x;φ(x)≥φ(x0)}(F ))x0 only de-
pends on λφ which is a Lagrangian subspace of T(x0;ξ0)T
∗M transverse
both to λ and λ0. In this section we precise a little bit this result and
prove that there exists a locally constant sheaf on the open subset of
the Lagrangian Grassmannian of Λ ×T ∗M TT ∗M whose stalks at λφ
is (RΓ{x;φ(x)≥φ(x0)}(F ))x0. We will also see that it has a non trivial
monodromy.
We first introduce some notations. In this section M is a manifold of
dimension n and Λ is a locally closed conic Lagrangian submanifold of
T˙ ∗M . We recall the notations (1.4.2): for a given point p = (x; ξ) ∈ Λ
we have the following Lagrangian subspaces of Tp(T
∗M)
λ0(p) = Tp(T
∗
xM), λΛ(p) = TpΛ.
We let
(10.5.1) σT ∗M : LM −→ T ∗M, σ0T ∗M : L0M −→ T ∗M
be respectively the fiber bundle of Lagrangian Grassmannian of T ∗M
and the subbundle whose fiber over p ∈ T ∗M is the set of Lagrangian
subspaces of TpT
∗M which are transverse to λ0(p). Then L0M is an
open subset of LM . For a given p ∈ T ∗M we set V = TπM (p)M and we
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identify TpT
∗M with V × V ∗. We use coordinates (ν; η) on TpT ∗M .
Then we can see that any l ∈ (L0M)p is of the form
(10.5.2) l = {(ν; η) ∈ TpT ∗M ; η = A · ν},
where A : V −→ V ∗ is a symmetric matrix. This identifies the fiber
(L0M)p with the space of n× n-symmetric matrices.
For a function ϕ defined on a product X × Y and for a given x ∈ X
we use the general notation ϕx = ϕ|{x}×Y .
Lemma 10.5.1. There exists a function ψ : L0M ×M −→ R of class C∞
such that, for any l ∈ L0M with σT ∗M(l) = (x; ξ),
ψl(x) = 0, dψl(x) = ξ, λψl(σT ∗M(l)) = l.
Proof. (i) We first assume that M is the vector space V = Rn. We
identify T ∗M and M × V ∗. For p = (x; ξ) ∈ M × V ∗ the fiber (L0M)p
is identified with the space of quadratic forms on V through (10.5.2).
For l ∈ (L0M)p we let ql be the corresponding quadratic form. Now we
define ψ0 by
ψ0(l, y) = 〈y − x; ξ〉+ 12 ql(y − x), where (x; ξ) = σ0T ∗M(l).
We can check that ψ0 satisfies the conclusion of the lemma.
(ii) In general we choose an embedding i : M →֒ RN . For a given p′ =
(x; ξ′) ∈ M ×RN T ∗RN the subspace Tp′(M ×RN T ∗RN) of Tp′T ∗RN is
coisotropic. The symplectic reduction of Tp′T
∗
R
N by Tp′(M×RN T ∗RN)
is canonically identified with TpT
∗M , where p = id(p
′). The symplectic
reduction sends Lagrangian subspaces to Lagrangian subspaces and we
deduce a map, say rp′ : LRN ,p′ −→ LM,p. The restriction of rp′ to the set
of Lagrangian subspaces which are transverse to Tp′(M ×RN T ∗RN) is
an actual morphism of manifolds. In particular it induces a morphism
r0p′ : L0RN ,p′ −→ L0M,p. We can see that r0p′ is onto and is a submersion.
When p′ runs over M ×RN T ∗RN we obtain a surjective morphism of
bundles, say r:
L0
RN
|M×
RN
T ∗RN L0M
M ×RN T ∗RN T ∗M.
r
id
We can see that r is a fiber bundle, with fiber an affine space. Hence
we can find a section, say j : L0M −→ L0RN . For (l, x) ∈ L0M ×M we set
ψ(l, x) = ψ0(j(l), i(x)), where ψ0 is defined in (i). Then ψ satisfies the
conclusion of the lemma. 
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We come back to the Lagrangian submanifold Λ of T˙ ∗M . We let
(10.5.3) UΛ ⊂ L0M |Λ
be the subset of L0M |Λ consisting of Lagrangian subspaces of TpT ∗M
which are transverse to λΛ(p). We define σΛ = σT ∗M |UΛ, τM = πM |Λ◦σΛ
and iΛ : UΛ →֒ UΛ ×M , l 7→ (l, τM(l)):
UΛ Λ
UΛ ×M M.
σΛ
iΛ
τM πM |Λ
q2
We note that UΛ is not a fiber bundle over Λ but only an open subset
of L0M |Λ. However, for a given p ∈ Λ, we will use the notation UΛ,p =
σ−1Λ (p).
Definition 10.5.2. Let ψ : L0M ×M −→ R be a function satisfying the
conclusions of Lemma 10.5.1 and let ϕ : UΛ×M −→ R be its restriction
to UΛ ×M . For F ∈ Db(Λ)(kM) we define mϕ(F ) ∈ Db(kUΛ) by
mϕ(F ) = i
−1
Λ (RΓϕ−1([0,+∞[)(q
−1
2 F )),
where q2 : UΛ ×M −→M is the projection.
Proposition 10.5.3. Let F ∈ Db(Λ)(kM). Let ϕ : UΛ × M −→ R be
as in Definition 10.5.2. Then the object mϕ(F ) ∈ Db(kUΛ) has locally
constant cohomology sheaves and its stalks are
(mϕ(F ))l ≃ (RΓϕ−1l ([0,+∞[)(F ))x,
for any l ∈ UΛ and x = τM (l).
Proof. (i) We first prove that mϕ(F ) is locally constant. For this we
give another expression of mϕ(F ). We define G ∈ Db(kT ∗(UΛ×M)) by
G = µhom(kϕ−1([0,+∞[), q
−1
2 F ). We define IΛ = im(iΛ) ⊂ UΛ × M
and JΛ ⊂ T˙ ∗(UΛ ×M), JΛ = {(l, x; 0, λξ); (x; ξ) = σΛ(l), λ > 0}. We
remark that JΛ is a fiber bundle over IΛ with fiber R>0. We prove in (ii)
and (iii) below that there exists a neighborhood V of IΛ in UΛ ×M
such that
(a) supp(G) ∩ T˙ ∗V ⊂ JΛ,
(b) SS(G|T˙ ∗V ) ⊂ T ∗JΛT ∗(UΛ ×M),
(c) (RΓϕ−1([0,+∞[)(q
−1
2 F ))IΛ ≃ Rπ˙V ∗(G|T˙ ∗V ).
By Proposition 1.2.8 the properties (a-b) imply that G|T˙ ∗V has support
JΛ and is locally constant along JΛ. Since JΛ is a fiber bundle over IΛ,
we deduce by (c) that (RΓϕ−1([0,+∞[)(q
−1
2 F ))IΛ is locally constant on IΛ,
hence mϕ(F ) is locally constant on UΛ.
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(ii) We prove (i-a) and (i-b). We have defined Λϕ = Γdϕ ⊂ T ∗(UΛ×M)
and we also set
Λ′ϕ = {(l, x;λ · dϕ(l, x)); (l, x) ∈ UΛ ×M, λ > 0, ϕ(l, x) = 0}.
By Example 1.2.2 (iii) we have S˙S(kϕ−1([0,+∞[)) = Λ
′
ϕ. We also have
Λ′ϕ ∩ (T ∗UΛUΛ × Λ) = Jλ and this gives (i-a). We now prove that this
intersection is clean. By Lemma 10.5.5 below this will prove (i-b).
Inside T˙ ∗(UΛ × M) we have three submanifolds Λϕ := Γdϕ, Ξ =
T ∗UΛUΛ×Λ and Z = (ϕ ◦ π˙UΛ×M)−1(0). Then Λϕ and Z are transverse.
The hypothesis on ϕ implies that Λϕ and Ξ are also transverse in some
neighborhood Ω of Z and Λϕ ∩ Ξ ∩ Ω ⊂ Z. Hence the intersection of
Λϕ ∩ Z with Ξ is clean. Now Λ′ϕ = R>0 · (Λϕ ∩ Z) and it follows that
the intersection of Λ′ϕ with Ξ is clean, as required.
(iii) Now we prove the claim (c) of (i) and deduce that mϕ(F ) is locally
constant. Sato’s triangle (1.3.5) gives
(D′(kϕ−1([0,+∞[))⊗ q−12 F )IΛ −→ (RΓϕ−1([0,+∞[)(q−12 F ))IΛ
−→ Rπ˙UΛ×M∗(G)IΛ
+1−→ .
By definition dϕ does not vanish in a neighborhood of IΛ. Hence ϕ
−1(0)
is a smooth hypersurface near IΛ and D
′(kϕ−1([0,+∞[)) ≃ kϕ−1(]0,+∞[).
Since IΛ ⊂ ϕ−1(0), the first term of the above triangle is zero. By (i-a)
the support of Rπ˙V ∗(G|T˙ ∗V ) is already contained in IΛ. So we can
forget the subscript IΛ in the third term and we obtain (i-c).
(iv) We prove the last assertion of the proposition. Let l0 ∈ UΛ be
given and (x0; ξ0) = σ(l0). Since Λ
′
ϕl
is transverse to Λ at (x; ξ) = σ(l),
by Lemma 10.5.6 below we can find neighborhoods U of l0 and W of
x0 and a homogeneous Hamiltonian isotopy of T˙
∗W parameterized by
U , say Ψ: U × T˙ ∗W −→ T˙ ∗W , such that Ψl(Λ)∩ T ∗W = Λ∩ T ∗W and
Ψl(Λ
′
ϕl0
) ∩ T ∗W = Λ′ϕl ∩ T ∗W , for all l ∈ U . In other words, setting
Λ+ = Λ′ϕ ∪ (T ∗UU × Λ) and Λ+l = Λ′ϕl ∪ Λ we have Ψl(Λ+l0) = Λ+l .
Since kϕ−1([0,+∞[) and q
−1
2 F belong to DΛ+(kU×W ), we deduce, by
Proposition 2.2.3 (ii)
RHom(kϕ−1([0,+∞[), q−12 F )|{l0}×W
∼−→ RHom(kϕ−1([0,+∞[)|{l0}×W , q−12 F |{l0}×W )
≃ RHom(kϕ−1l0 ([0,+∞[), F )|W .
Taking the germs at x0 ∈ W we obtain the required isomorphism. 
Let X be a manifold and Y, Z two submanifolds of X . We recall that
Y and Z have a clean intersection if W = Y ∩Z is a submanifold of X
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and TW = TY ∩ TZ. This means that we can find local coordinates
(x, y, z, w) such that Y = {x = z = 0} and Z = {x = y = 0}. Using
these coordinates the following lemma is easy.
Lemma 10.5.4. Let X be a manifold and Y, Z two submanifolds of X
which have a clean intersection. We set W = Y ∩ Z. Then C(Y, Z) =
W ×X TY +W ×X TZ.
Lemma 10.5.5. Let X be a manifold and Λ1,Λ2 be two Lagrangian
submanifolds of T˙ ∗X. Let F1 ∈ Db(Λ1)(kX) and F2 ∈ Db(Λ2)(kX). We
assume that Λ1 and Λ2 have a clean intersection and we set Ξ =
Λ1 ∩ Λ2. Then there exists a neighborhood U of Ξ in T ∗X such that
SS(µhom(F1, F2)|U) ⊂ T ∗ΞT ∗X, that is, µhom(F1, F2)|U is supported on
Ξ and has locally constant cohomology sheaves on Ξ.
Proof. We have SS(µhom(F1, F2)) ⊂ −H−1(C(SS(F2), SS(F1))) by the
bound (1.3.7). Let Ui be a neighborhood of Λi such that SS(Fi)∩Ui ⊂
Λi, i = 1, 2. Then U = U1 ∩ U2 is a neighborhood of Ξ and we have
−H−1(C(SS(F2), SS(F1))) ∩ T ∗U ⊂ −H−1(C(Λ2,Λ1)).
Since Λi is Lagrangian we have −H−1(TΛi) = T ∗ΛiT ∗X , for i = 1, 2.
In particular −H−1(Ξ×T ∗X TΛi) ⊂ T ∗ΞT ∗X and the result follows from
Lemma 10.5.4. 
Lemma 10.5.6. Let B, be a neighborhood of 0 in RN . Let ϕ : B×Rn −→
R be a family of functions.
(i) We assume that Γdϕ0 is transverse to the zero-section 0Rn of T
∗Rn
and Γdϕ0 ∩ 0Rn = {0}. Then there exist neighborhoods B′ of 0 in RN
and V of 0 in Rn and a family of Hamiltonian isotopies of T ∗Rn pa-
rameterized by B′, say Ψ: B′×T ∗Rn −→ T ∗Rn, such that Ψb(0Rn) = 0Rn
and Ψb(Γdϕ0) ∩ T ∗V = Γdϕb ∩ T ∗V , for all b ∈ B′.
(ii) Let Λ ⊂ T˙ ∗Rn be a closed conic Lagrangian submanifold. We as-
sume that Γdϕ0 is transverse to Λ with Γdϕ0 ∩Λ = {(0; ξ0)}, Γdϕb ∩Λ =
{(xb; ξb)} and ϕb(xb) = 0. Then there exist neighborhoods B′ of 0
in RN and V of 0 in Rn and a family of homogeneous Hamiltonian
isotopies of T˙ ∗Rn parameterized by B′, say Ψ: B′ × T˙ ∗Rn −→ T˙ ∗Rn,
such that Ψb(Λ) = Λ and Ψb(Λ
′
0) = Λ
′
b, for all b ∈ B′, where Λ′b =
{(x;λ · dϕb(x)); λ > 0, ϕb(x) = 0}.
Proof. (i) The transversality hypothesis implies that dϕb viewed as a
function from Rn to (Rn)∗ is invertible near 0, for b small enough. We
set θb = (dϕb)
−1 and view θb as a 1-form on (R
n)∗ defined in some
neighborhood of 0. Since the graph of θb is Lagrangian, it is a closed
1-form and we can write θb = dhb near 0. We consider hb(ξ) as a
Hamiltonian function on T ∗Rn. By construction its Hamiltonian vector
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field is Xhb(x; ξ) =
∑
i(θb)i(ξ)∂xi and the time 1 of its flow satisfies
φ1hb({0} × (Rn)∗) = Γdϕb near 0. Moreover φthb(Rn × {0}) ⊂ Rn × {0}.
Now we set Ψb = φ
1
hb
◦ (φ1h0)−1.
(ii) We can find a homogeneous Hamiltonian isotopy Φ arbitrarily close
to id and a neighborhood W of Φ(0; ξ0) such that T
∗W ∩ Φ(Λ) is
half of the conormal bundle of a smooth hypersurface X and T ∗W ∩
Φ(Γdφb) is still the graph of a function for b close enough to 0. We take
coordinates on W such that X = Rn−1×{0}, Φ(0; ξ0) = (0, 0; 0, 1) and
we write Φ(xb; ξb) = (yb, 0; 0, ηb). Then Φ(Λ
′
b) is the conormal bundle
of a hypersurface which is the graph of a function ϕ′b : R
n−1 −→ R.
Moreover Γdϕ′b is transverse to 0Rn−1. Part (i) of the proof gives a
family Ψ′ of Hamiltonian isotopies of T ∗Rn−1 such that Ψ′b(0Rn−1) =
0Rn−1 and Ψ
′
b(Γdϕ′0) ∩ T ∗V = Γdϕ′b ∩ T ∗V . We lift Ψ′ into a family
Ψ′′ of homogeneous Hamiltonian isotopies of T˙ ∗Rn and we set Ψb =
Φ−1 ◦Ψ′′b ◦ Φ. 
Remark 10.5.7. For F ∈ Db(Λ)(kM) we remark that mϕ(F ) ≃ 0 if
SS(F )∩Λ = ∅. Hence mϕ factorizes through Db(Λ)(kM ; Ω) if Ω∩Λ = ∅.
Passing to the associated stacks it induces a functor from µSh(kΛ) to
DL(kΛ).
10.6. Monodromy morphism
For F ∈ Db(Λ)(kM) we know that mΛ(F ) is a locally constant object
on UΛ. Here we describe the monodromy of its restriction to a fiber
UΛ,p of σΛ : UΛ −→ Λ.
We first recall well-known results on locally constant sheaves and
introduce some notations. Let X be a manifold and L ∈ Db(kX) such
that SS(L) ⊂ T ∗XX , that is, L has locally constant cohomology sheaves.
Then any path γ : [0, 1] −→ X induces an isomorphism
(10.6.1) Mγ(L) : Lγ(0) ∼←− RΓ([0, 1]; γ−1L) ∼−→ Lγ(1).
Moreover, Mγ(L) only depends on the homotopy class of γ with fixed
ends. We will use the notation M[γ](L) := Mγ(L), where [γ] is the
class of γ. For another path γ′ : [0, 1] −→ X such that γ′(0) = γ(1), we
have Mγ′·γ(L) = Mγ′(L) ◦Mγ(L). In particular, if we fix a base point
x0 ∈ X , we obtain the monodromy morphism
M(L) : π1(X ; x0) −→ Iso(Lx0)
γ 7→Mγ(L),(10.6.2)
where Iso(Lx0) is the group of isomorphisms of Lx0 in D
b(k).
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Now we go back to the situation of section 10.5. For a given p ∈ Λ
we set UΛ,p = σ
−1
Λ (p). This is the open subset of Lagrangian Grassman-
nian manifold L(TpT ∗M) formed by the Lagrangian subspaces of TpΛ
which are transverse to λ0(p) and λΛ(p). Let us describe its connected
components and their Poincare´ groups.
Let (V, ω) be a symplectic vector space of dimension 2n. Let l1, l2
be two Lagrangian subspaces. We can assume that V = R2n with
ω =
∑
ei ∧ fi in the canonical base (e1, . . . , en, f1, . . . , fn) and l1 =
〈e1, . . . , en〉, l2 = 〈e1, . . . , ek, fk+1, . . . , fn〉. Let U(l1) ⊂ L(V ) be the
open subset of Lagrangian subspaces which are transverse to l1. Then
U(l1) is diffeomorphic to Symn, the space of symmetric matrices of
size n × n, through M 7→ lM := {(My, y); y = (y1, . . . , yn)}. Writing
M =
(
A B
tB C
)
, with A of size k × k, we see that lM is also transverse
to l2 if and only if C is invertible. Hence U(l1)∩U(l2) is diffeomorphic
to Rd × Sym0n−k where d is some integer and Sym0n−k is the subset of
invertible matrices in Symn−k.
Let us recall the topology of Symp,qn the subset of Symn of matrices
with p positive eigenvalues and q negative eigenvalues, p+ q = n. The
action of SLn on Sym
p,q
n , A·M = tAMA, gives Symp,qn ≃ SLn / SO(p, q).
In particular Symp,qn is connected. Now a maximal compact subgroup of
SO(p, q) isK = S(O(p)×O(q)) and SO(p, q) is diffeomorphic to K×Rd
for some d. We deduce an exact sequence of fundamental groups:
π1(K) −→ π1(SLn) −→ π1(Symp,qn ) −→ π0(K) −→ π0(SLn) = {1}.
We recall that π1(SO(n)) = π1(SLn) = Z for n = 2 and = Z/2Z for
n ≥ 2. We will only need the case where n is big. In particular we can
assume n ≥ 3 and p or q ≥ 2. Since K contains SO(p)×SO(q) it follows
that the map π1(K) −→ π1(SLn) is surjective. Hence π1(Symp,qn ) ∼−→
π0(K). If p and q are both ≥ 1, then O(p)×O(q) has four components
and π0(S(O(p) × O(q))) = Z/2Z. If p or q vanishes, then SO(p, q) =
SO(n) and Symp,qn is contractible. In conclusion, for n ≥ 3 we have
π1(Sym
p,q
n ) ≃ Z/2Z if p 6= 0 and q 6= 0 and π1(Symp,qn ) ≃ 0 if p = 0 or
q = 0.
Let us write down the above results for UΛ,p = σ
−1
Λ (p). We set
n = dimM and k = dim(λ0(p) ∩ λΛ(p)). We assume n− k ≥ 3. Then
UΛ,p is topologically equivalent to Sym
0
n−k =
⊔n−k
p=0 Sym
p,n−k−p
n−k , which
has n−k+1 components, two of them being contractible and the other
ones having π1 = Z/2Z.
The inertia index τTpT ∗M introduced in (1.4.3) gives a function on
τp : UΛ,p −→ Z, l 7→ τTpT ∗M(λ0(p), λΛ(p), l)
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which is constant on each component of UΛ,p. In the coordinates chosen
above for l1, l2 and with l = lM , M =
(
A B
tB C
)
we can see that
τp(lM) = sgn(C), using Lemma A.3.3 of [30]. Since C is an invertible
symmetric matrix of size (n − k), we obtain that the values of τp are
{−n+k,−n+k+2, . . . , n−k}. Hence τp distinguishes the components
of UΛ,p and we can index them as follows:
(10.6.3) U iΛ,p is the connected component of UΛ,p where τp = i.
We have to be careful that the components of UΛ cannot be indexed in
this way: the function τp is locally constant on UΛ,p but the function
l 7→ τTσ(l)T ∗M(λ0(σ(l)), λΛ(σ(l)), l) is not locally constant on UΛ. For
example, when dim(λ0(p)∩λΛ(p)) changes by 1 (which happens when p
moves from a generic point to a cusp), the parity of the possible values
of τp also changes. However we have the following result.
Lemma 10.6.1. The function δ : UΛ×ΛUΛ −→ Z, (l, l′) 7→ τp(l)−τp(l′),
where p = σ(l) = σ(l′), is locally constant on UΛ ×Λ UΛ.
Proof. We recall that τ satisfies a cocycle relation (see for example [30],
Thm A.3.2) τ(l1, l2, l3) − τ(l2, l3, l4) + τ(l3, l4, l1) − τ(l4, l1, l2) = 0 and
that τ(l1, l2, l3) is constant when (l1, l2, l3) moves but the dimensions of
li ∩ lj, l1 ∩ l2 ∩ l3 do not change.
The function δ is locally constant on UΛ,p×UΛ,p for a given p because
so are τp(l) and τp(l
′). When p moves we choose a local trivialization
of T ∗M and we consider l, l′, λ0(p), λΛ(p) as subspaces of a fixed
symplectic space. Then τp(l) − τp(l′) = τ(l, l′, λ0(p))− τ(l, l′, λΛ(p)) is
constant for l, l′ fixed and λ0(p), λΛ(p) remaining transverse to l, l
′. 
Proposition 10.6.2. Let F ∈ Db(Λ)(kM). Let p ∈ Λ and let U iΛ,p, U jΛ,p
be two components of UΛ,p (see (10.6.3)). Then
(a) for l ∈ U iΛ,p, l′ ∈ U jΛ,p we have mΛ(F )l ≃ mΛ(F )l′[(i− j)/2],
(b) if π1(U
i
Λ,p) = Z/2Z, the monodromy of mΛ(F )|U iΛ,p along the
non trivial loop is the multiplication by −1.
Proof. The point (a) is already proved in [30] and stated here as Propo-
sition 1.4.1. It will be recovered in the course of the proof of (b).
(i) Since mΛ(F ) is locally constant on UΛ and j − i is well-defined in a
neighborhood of U iΛ,p × U jΛ,p by Lemma 10.6.1, we can assume for the
proof of (a) that p is a generic point of Λ. This also works for the proof
of (b) since any loop in U iΛ,p can be deformed into a loop in a nearby
fiber U iΛ,q.
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Hence we assume that Λ = T ∗NM in a neighborhood of p, for some
submanifold N ⊂M . By Lemma 10.2.2 there exists a neighborhood Ω
of p in T ∗M such that F is isomorphic to LN in D
b(kM ; Ω), for some
L ∈ Db(k). Hence mΛ(F ) ≃ mΛ(ZN ) ⊗Z L and we can assume that
k = Z and F = ZN .
(ii) We take coordinates (x1, . . . , xn) so that N = {x1 = · · · = xk =
0} and p = (0; 1, 0). We identify (L0M)p with a space of matrices as
in (10.5.2). Then UΛ,p is the space of symmetric matrices A such that
det(Ak) 6= 0, where Ak is the matrix obtained from A by deleting the k
first lines and columns. The component U iΛ,p is defined by sgn(Ak) = i.
We can choose a base point B ∈ U iΛ,p represented by a diagonal matrix
B with entries 0, 1 or −1. More precisely the diagonal consists of k
0’s, α 1’s and β −1’s. We have α− β = i, hence 2α = i+ n− k. Since
π1(U
i
Λ,q) 6= 0 we also have α, β ≥ 1.
We choose a, b such that Baa = 1 and Bbb = −1. For θ ∈ [0, 2π], we
define the matrix B(θ) which is equal to B except(
Baa(θ) Bab(θ)
Bba(θ) Bbb(θ)
)
=
(
cos(θ) sin(θ)
sin(θ) − cos(θ)
)
.
Then γ : θ 7→ B(θ) defines a non trivial loop in U iΛ,p and we want to
prove that the monodromy of mΛ(ZN ) around γ is the multiplication
by −1. Since mΛ(ZN ) has stalk Z up to some shift, we only have to
check that this monodromy is not trivial.
(iii) We define ϕ : [0, 2π]×M −→ R by ϕ(θ, x) = x1 + xB(θ) tx. Then
Cθ = {ϕθ ≥ 0} ∩ N is a quadratic cone and the pair (N,Cθ) is homo-
topically equivalent to the pair (N, Vθ), where Vθ is the subspace
Vθ = 〈eθ, ep; p = k + 1, . . . , k + α, p 6= a〉,
of dimension α with eθ = (0, cos
a
( θ
2
), 0, sin
b
( θ
2
), 0) and ep = (0, 1
p
, 0). The
stalk of mΛ(ZN ) at B(θ) ∈ U iΛ,p is
mΛ(ZN)B(θ) ≃ RΓ{ϕθ≥0}(ZN ) ≃ (Hn−k−αVθ (ZN))0[k + α− n]
and the data of a non zero germ sθ ∈ mΛ(ZN )B(θ) is equivalent to a
choice of relative orientation of Vθ. In particular a non zero section
of mΛ(ZN ) defined on some neighborhood of γ would induce relative
orientations of all Vθ together for θ ∈ [0, 2π], which is impossible. Hence
the monodromy of mΛ(ZN ) is not 1, which proves (b).
The part (a) follows from the fact that mΛ(ZN )B(θ) is concentrated
in cohomological degree k + α− n = i/2 + (k − n)/2. 
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LetM be a manifold and L ⊂ T ∗M a closed Lagrangian submanifold.
We set L = LM |L. We have already defined the Gauss map g : L −→ L
as g(p) = λΛ(p). We have also considered the tangent to the vertical
fiber and we see it now as a map v : L −→ L, p 7→ λ0(p). We can define
the same maps after stabilisation. For an integer N we let VN be the
symplectic vector space VN = C
N and we let lN0 = R
N , lN1 = iR
N
be two Lagrangian subspaces. We define LN −→ L the fiber bundle
whose fiber at p ∈ L is L(TpT ∗M ⊕ VN). We extend g and v into
two sections gN , vN : L −→ LN defined by gN(p) = λΛ(p) ⊕ lN1 and
vN(p) = λ0(p) ⊕ lN0 . Actually for N big enough LN is trivial and,
taking the limit for N −→∞, it gives the trivial bundle over L with fiber
U/O = lim−→k U(k)/O(k). Then g∞ and v∞ are maps from L to U/O.
The Maslov classes of L are the obstructions to find a homotopy of maps
between g∞ and v∞. The i
th-class µi belongs to H
i(L; πi+1(U/O)).
Let us assume that L has a triangulation and denote by Sk(L) the
k-skeleton of L. Then µi = 0 for i = 1, . . . , k, if and only if there exists
a homotopy between g∞|Sk and v∞|Sk .
The question of finding an isotopy between g and v is related to
finding a section of the map UL −→ L, where L is the open subset of
LM |L introduced in (10.5.3). Indeed, for p ∈ L and l ∈ UL,p the open
subset U(l) of LM,p consisting of Lagrangian subspaces transverse to l
is an affine chart of LM,p isomorphic to a space of symmetric matrices.
It has a natural structure of affine space. Since g(p) and v(p) belong
to U(l), we obtain an isotopy hl : t 7→ tg(p) + (1 − t)v(p), t ∈ [0, 1].
Hence any section of the map σ : UL −→ L over a subset S of L gives an
isotopy between g|S and v|S.
For an integer N we set ΞN = T˙
∗
RN
RN+1 and ξN = (0, 0; 0, 1) ∈ ΞN .
For F ∈ D(kM ) we consider F ⊠kRN ∈ D(kM×RN+1). Since F ⊠kRN ≃
i∗p
−1F , where p : M × RN −→ M is the projection and i : M × RN −→
M × RN+1 the inclusion, we have SS(F ⊠ kRN ) = SS(F ) × ΞN . If
S˙S(F ) = Λ, then S˙S(F ⊠ kRN ) contains Λ × ΞN as an open set and
Λ × ΞN is a neighborhood of Λ ≃ Λ × {ξN} which retracts to Λ. We
can identify L(M×RN)|Λ×{ξN} with the Lagrangian Grassmannian LN
of the stabilisation of T ∗M introduced above.
Summing up the discussion we obtain the following result. We as-
sume that Λ is triangulated. If the map σ : UΛ×ΞN −→ Λ × ΞN has a
section over the k-skeleton of Λ× {ξN}, then µi(Λ) = 0 for i ≤ k.
Corollary 10.6.3. Let Λ ⊂ T˙ ∗M be a closed conic Lagrangian sub-
manifold. We assume that there exists F ∈ µSh(kΛ)(Λ) which is simple
along Λ. Then µ1(Λ) = 0. If, moreover k = Z, then µ2(Λ) = 0.
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Proof. (i) We choose a triangulation of Λ. By the discussion before
the corollary it is enough to prove that, for N big enough, the map
σ : UΛ×ΞN −→ Λ×ΞN has a section over the k-skeleton of Λ×{ξN}, for
k = 1, 2.
We consider the connected components of UΛ×ΞN |Λ×{ξ}, that we de-
note by UNa , a ∈ AN . We let Ua, a ∈ A, be the connected components
of UΛ. To prove the vanishing of µ1 it is enough to see that there exists
N and UNa such that σ|UNa : UNa −→ Λ is surjective with connected fibers
(then it is possible to find a section on the 1-skeleton).
(ii) By Remark 10.5.7 we can define mΛ(F) ∈ DL(kΛ). Since F is
simple, mΛ(F) is (locally) concentrated in one degree with germs k
in this degree. Hence, for any a ∈ A there exists da ∈ Z such that
mΛ(F )|Ua[da] is locally constant with germs k.
Let a, a′ ∈ A and p ∈ Λ. We recall that the connected components of
UΛ,p are distinguished by the inertia index and that we denote by U
i
Λ,p
the component with index i. We assume that U iΛ,p is a component of
Ua∩UΛ,p and U i′Λ,p is a component of Ua′ ∩UΛ,p. By Proposition 10.6.2-
(a) this implies i− i′ = 2(da − da′). We thus obtain
(ii-a) Ua cannot intersect UΛ,p in more than one connected compo-
nent,
(ii-b) if da = da′ and σ(Ua) ∩ σ(Ua′) 6= ∅, then Ua = Ua′ .
Applying (ii-a) to F ⊠ kRN we obtain that σ|UNa has connected fibers,
for any component UNa introduced in (i).
(iii) We denote by V Nb , b ∈ BN , the components of UΞN and by dNb
the cohomological degree such that mΞN (kRN ) has germs k in degree
dNb . We can see directly on the formula of Proposition 10.5.3 that d
N
b
takes the values 0, 1,. . . ,N (more precisely H∗{f≥0}kRN is concentrated
in degree N − i when f(x) = xN+1 + q(x1, . . . , xN ) and q is a non
degenerate quadratic form with i negative eigenvalues). We can then
identify BN with {0, . . . , N} and we get dNb = b.
We remark that the product of two Lagrangian subspaces gives a
natural inclusion of UΛ × UΞN in UΛ×ΞN . For a ∈ A and b ∈ BN the
component UNc containing Ua × V Nb satisfies dc = da + b.
We set d′ = max{da; a ∈ A}, d′′ = min{da; a ∈ A} and we choose N
bigger than d′−d′′. For a ∈ A we let UNc(a), c(a) ∈ AN , be the component
which contains Ua×V Nd′−a. Then dc(a) = d′, for all a ∈ A. Since σ(UNc(a))
contains σ(Ua), the open subsets σ(U
N
c(a)) cover Λ. By (ii-b) we deduce
that these components UNc(a) are in fact a single component.
By the final remark of (i) this proves that µ1 = 0.
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(iv) Now we assume k = Z and prove µ2 = 0. Let us denote by U
N
0
the component of UΛ×ΞN |Λ×{ξ} found in (iii). Hence σ|UN0 : UN0 −→ Λ
is surjective with connected fibers. We recall that the components of
UΛ,p have fundamental group Z/2Z except the two with extremal inertia
index. Hence, up to taking the product of UN0 by V
2
1 (the component
of UΞ2 with index 1 – see (iii)), we can assume that the fibers of σ|UN0
have fundamental group Z/2Z.
Let us recall how µ2 is defined. We assume that our triangulation
is small enough so that π1(σ
−1(T )) = π1(σ
−1(p)) = Z/2Z for any
triangle T and p ∈ T . We choose a section of σ on the 1-skeleton,
say i : S1(Λ) −→ UN0 . Then µ2 is the obstruction to extend it to the
2-skeleton and is defined as follows. The boundary of each triangle T
gives a loop i(∂T ) in σ−1(T ), hence an element c(T ) ∈ π1(σ−1(T )) =
Z/2Z. Then i can be extended to the 2-skeleton if and only if the
chain c : T 7→ c(T ) vanishes. It is easy to see that c is a cocycle and,
by definition µ2 = [c]. If [c] = 0, we write c = ∂b where b is a 1-chain
and we can modify i by b and obtain a new section i′ : S1(Λ) −→ UN0
which can be extended to S2(Λ).
Now we see how we can use our sheaf to define i such that the chain
c vanishes. By Proposition 10.6.2-(b) the sheaf G = mΛ×ΞN (F ⊠ ZRN )
is locally constant with germs Z and its restriction to the fibers has
monodromy −1. We first define i on S0(Λ) arbitrarily. For each p ∈
S0(Λ) we also choose a generator up of Gi(p) ≃ Z. We have two such
generators up and −up.
Let E ⊂ S1(Λ) be an edge with boundaries p, p′. The fundamental
group of σ−1(E) is π1(σ
−1(E)) = Z/2Z. Hence we have two sections
j, j′ of σ over E up to homotopy such that j(p) = j′(p) = i(p) and
j(p′) = j′(p′) = i(p′). Then j−1(G) is a constant sheaf on E and we
have a canonical isomorphism
aj : Gi(p) ≃ (j−1G)p ∼←− Γ(E; j−1G) ∼−→ (j−1G)p′ ≃ Gi(p′)
and a similar one aj′. Since G has monodromy −1, we have aj = −aj′.
Hence we can choose one section j or j′, that we call i, such that
ai(up) = up′.
We do this for all edges and we obtain i : S1(Λ) −→ UN0 . With this
definition the monodromy of G along i(∂T ) is 1, for any triangle T .
Using again π1(σ
−1(T )) = Z/2Z and the fact that G has monodromy
−1 along the non trivial loop, we deduce that i(∂T ) is a trivial loop.
Hence we can extend i to S2(Λ). This proves µ2 = 0. 
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Part 11. Convolution and microlocalization
Let N be a manifold and Λ ⊂ T˙ ∗N a locally closed conic Lagrangian
submanifold. As explained in Remark 10.1.6 the objects of µShs(kΛ)
are described by simple sheaves along a covering, Fi ∈ Db(Λi)(kN), and
gluing “isomorphisms” uji ∈ H0(Λij;µhom(Fi, Fj)|Λij). For a given
object of µShs(kΛ) we want to find a representative in D
b
(Λ)(kN), or
better, DbΛ(kN). For this we would like to glue the Fi’s in the category
Db(kN) instead of µSh
s(kΛ). A first step for this is to find other rep-
resentatives of the mΛi(Fi)’s for which the uji arise from morphisms in
Db(kN). In this part we introduce a functor, Ψ, which gives an answer
to this question (see Proposition 11.3.5 below). This functor is a varia-
tion on Tamarkin’s projector of §3.5. To define Ψ we need to choose a
direction on N and we assume that N is decomposed N = M ×R. For
an open subset U of N we define ΨU : D(kU) −→ D(kU×]0,+∞[) with the
following properties: setting ΨεU(F ) = ΨU(F )|U×{ε} for ε > 0, we have,
for F,G ∈ D(kU) with a microsupport contained in T ∗M × {τ ≥ 0},
(i) S˙S(ΨεU(F )) = S˙S(F ) ∪ Tε(S˙S(F )), where Tε is the translation
by ε along R,
(ii) ΨεU(F ) is isomorphic to F along S˙S(F ) in the sense that we
have a triangle ΨεU(F ) −→ F −→ G +1−→ with SS(G) ∩ S˙S(F ) = ∅,
(iii) if F ≃ G in D(kU ; T˙ ∗U), then ΨU(F ) ≃ ΨU(G),
(iv) H0(T˙ ∗V ;µhom(F,G)) ≃ lim−→ε→0Hom(Ψ
ε
U(F )|V ,ΨεU(G)|V ), if V
is a relatively compact open subset of U .
The property (iv) will be used in the next part to glue representatives of
objects of µShs(kΛ) as follows. ForW ⊂M×R we set ΛW = Λ∩T ∗W .
We are given F ∈ µShs(kΛ)(ΛW ), a covering W = W1 ∪ W2 and
Fi ∈ D(kWi) representing F|ΛWi . We set U = W1 ∩ W2. We then
have isomorphisms mΛU (F1|U) ≃ F|ΛU ≃ mΛU (F2|U), hence a section
of H0µhom(F1, F2) over T˙
∗U . Using the property (iv) we deduce an
isomorphism F1|U ≃ F2|U and we can glue F1 and F2 into a represen-
tative of F over W .
With this procedure we can construct sheaves representing objects
of µShs(kΛ)(Λ0) when Λ0 ⊂ Λ is of the type Λ ∩ T ∗U , U open in
M×R. Unfortunately we will need to consider more general open sub-
sets Λ0 in §12.2. Our Λ0 will not be a union of subsets Λ ∩ T ∗Wi, but
only a union of connected components of Λ ∩ T ∗Wi. This means that
πM×R(Λ0) ∩ πM×R(∂Λ0) is a priori non empty. Let p = (x; ξ) ∈ ∂Λ0,
Ξ a neighborhood of p in Λ and U = πM×R(Ξ), V = πM×R(Ξ ∩
Λ0). Near x we will have to consider sheaves of the form RΓV (F )
with F ∈ D(kU), SS(F ) = Ξ. For sheaves of this kind the above
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formula (iv) may still hold but the microsupport of RΓV (F ) is big-
ger than Ξ ∩ T ∗V . If RΓW (G) is another sheaf of the same type,
we would like to replace µhom(RΓV (F ),RΓW (G)) in formula (iv) by
µhom(RΓV (F ),RΓW (G))|Λ. In fact, for generic open subsets V,W (in
the sense that the conormal bundles of their boundaries are well posi-
tioned with respect to Λ), this makes indeed no difference. We check
this in §11.4, where we introduce a category of sheaves which are locally
of the form ΨU(RΓV (F )).
We introduce some notations. We set for short R>0 = ]0,+∞[ and
R≥0 = [0,+∞[. We usually endow the factor R in M × R with the
coordinate t. We will need an extra parameter, usually denoted u,
running over R≥0 or R>0. The associated coordinates in the cotangent
bundles are (t; τ) for T ∗R and (u; υ) for T ∗R>0. We set T
∗
τ≥0R =
{(t, τ) ∈ T ∗R; τ ≥ 0} and we define T ∗τ>0R similarly. For a manifold
M and an open subset U ⊂M × R we define
(11.0.1)
T ∗τ≥0U = (T
∗M × T ∗τ≥0R) ∩ T ∗U, T ∗τ≤0U = (T ∗τ≥0U)a,
T ∗τ>0U = (T
∗M × T ∗τ>0R) ∩ T ∗U, T ∗τ<0U = (T ∗τ>0U)a.
Definition 11.0.1. Let U be an open subset of M × R. We let
Dbτ>0(kU) (resp. D
b
τ≥0(kU)) be the full subcategory of D
b(kU) of sheaves
F satisfying S˙S(F ) ⊂ T ∗τ>0U (resp. SS(F ) ⊂ T ∗τ≥0U).
11.1. The functor Ψ
The convolution product is a variant of the “composition of kernels”
considered in [30] (denoted by ◦ – see (1.5.1)). It is used in [43] to
study the localization of Db(kM×R) by the objects with microsupport
in T ∗τ≤0(M × R), in a framework similar to the present one. Namely,
Tamarkin proves that the functor F 7→ kM×[0,+∞[⋆F is a projector from
Db(kM×R) to the left orthogonal of the subcategory D
b
T ∗τ≤0(M×R)
(kM×R)
of objects with microsupport in T ∗τ≤0(M × R) (see [22] for a survey).
We will use a variant of Tamarkin’s definition.
We will use the product ⋆ in the following special situation. We
define the subsets of R× R>0:
γ = {(t, u); 0 ≤ t < u},
λ0 = {0} × R>0, λ1 = {(t, u) ∈ R× R>0; t = u}.(11.1.1)
Definition 11.1.1. Let M be a manifold and let U ⊂ M × R be the
an open subset. We define Uγ ⊂M × R× R>0 by
Uγ = {(x, t, u) ∈M × R× R>0; {x} × [t− u, t] ⊂ U}.
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For F ∈ Db(kU ) and G ∈ Db(kR×R>0) with supp(G) ⊂ γ, we define
G ⋆ F ∈ Db(kUγ) by
(11.1.2) G ⋆ F = (Rs!(F
L
⊠G))|Uγ ,
where s : U × R × R>0 −→ M × R × R>0 is the sum s(x, t1, t2, u) =
(x, t1 + t2, u). We define the functor ΨU : D
b(kU) −→ Db(kUγ ) by
(11.1.3) ΨU(F ) = kγ ⋆ F = (Rs!(F ⊠ k{(t,u); 0≤t<u}))|Uγ .
Remark 11.1.2. (i) We see easily on the definition of Uγ that, for any
submanifold M ′ ofM , we have Uγ ∩(M ′×R×R>0) = (U ∩(M ′×R))γ .
For a disjoint union U =
⊔
i∈I Ui we also have Uγ =
⊔
i∈I Ui,γ . Hence
we can reduce the description of Uγ to the case where M is a point and
U = ]a, b[ is an interval of R. Then we have
(11.1.4) (]a, b[)γ = {(t, u) ∈ R× R>0; a+ u < t < b}.
(ii) We have s−1(Uγ) ∩ (M × R × γ) ⊂ U × γ. Since supp(G) ⊂ γ,
it follows that we also have G ⋆ F = (Rs′!(F
′
L
⊠ G))|Uγ where F ′ ∈
Db(kM×R) is any object such that F
′|U = F and s′ : M × R2 × R>0 −→
M × R× R>0 is the sum.
(iii) For the same reason the restriction of s to s−1(Uγ) ∩ (M ×R× γ)
is a proper map. Hence we can replace Rs! by Rs∗ in (11.1.2).
We define the projections
(11.1.5)
q : M × R× R>0 −→M × R, (x, t, u) 7→ (x, t),
r : M × R× R>0 −→M × R, (x, t, u) 7→ (x, t− u)
and we denote by qU , rU : Uγ −→ U the restrictions of q, r to Uγ . Using
the notations (11.1.1) we have kλ0 ⋆F ≃ q−1U (F ) and kλ1 ⋆F ≃ r−1U (F ),
for any F ∈ Db(kU). The closed inclusions λ0 ⊂ γ, λ1 ⊂ γ and
λ1 ⊂ γ \ λ0 give excision distinguished triangles
kInt(γ)
b′′−→ kγ a−→ kλ0 +1−→, kλ1 [−1] b−→ kγ −→ kγ +1−→,
kλ1 [−1] b
′−→ kInt(γ) −→ kγ\λ0 +1−→
and we have b = b′′ ◦ b′. The convolution − ⋆ F turns the morphisms
a, b, b′, b′′ into morphisms of functors:
(11.1.6) α(F ) : ΨU(F ) −→ q−1U (F ), β(F ) : r−1U (F )[−1] −→ ΨU(F ),
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and β ′(F ) : r−1U (F )[−1] −→ kInt(γ) ⋆F , β ′′(F ) : kInt(γ) ⋆F −→ ΨU(F ). We
have β(F ) = β ′′(F ) ◦ β ′(F ) and two distinguished triangles
kInt(γ) ⋆ F
β′′(F )−−−−−→ ΨU(F ) α(F )−−−−→ q−1U (F ) +1−→,(11.1.7)
r−1U (F )[−1]
β′(F )−−−−→ kInt(γ) ⋆ F −→ kγ\λ0 ⋆ F +1−→(11.1.8)
Lemma 11.1.3. For F ∈ Dbτ≥0(kU) the morphism β ′(F ) is an isomor-
phism and (11.1.7) gives the distinguished triangle
(11.1.9) r−1U (F )[−1]
β(F )−−−−→ ΨU(F ) α(F )−−−−→ q−1U (F ) +1−→ .
Proof. Since β(F ) = β ′′(F )◦β ′(F ) the second part of the lemma follows
from the claim that β ′(F ) is an isomorphism. In view of (11.1.8) we
only have to prove that kγ\λ0 ⋆ F ≃ 0.
For x ∈M and u > 0 we define i(x,u) : R −→ M×R×R>0, t 7→ (x, t, u).
It is enough to see that i−1(x,u)(kγ\λ0 ⋆ F ) ≃ 0, for all (x, u). By the base
change formula we have i−1(x,u)(kγ\λ0 ⋆ F ) ≃ k]0,u] ⋆ F and we conclude
with Lemma 11.1.4 below. 
Lemma 11.1.4. Let a < b ∈ R and let F ∈ Dbτ≥0(kR). Then k]a,b]⋆F ≃
0.
Proof. By the definition of k]a,b] ⋆ F its germs at some x ∈ R are
(k]a,b] ⋆ F )x ≃ RΓc(s−1(x); (F ⊠ k]a,b])|s−1(x))
≃ RΓc(R;F ⊗ k[x−b,x−a[).
The excision triangle applied to the inclusion {x− a} ⊂ [x − b, x− a]
shows that (k]a,b] ⋆F )x is the cone of the restriction morphism RΓ([x−
b, x − a];F ) −→ Fx−a, which is an isomorphism by the hypothesis on
SS(F ) and by Corollary 1.2.14. Hence (k]a,b]⋆F )x vanishes for all x ∈ R
and this proves the lemma. 
Let V be an open subset of U . Let N be a submanifold of M and
U ′ = U ∩ (N × R). We have
ΨV (F |V ) ≃ (ΨU(F ))|Vγ ,(11.1.10)
ΨU ′(F |U ′) ≃ (ΨU(F ))|U ′γ ,(11.1.11)
where the first isomorphism follows from supports estimates as in Re-
mark 11.1.2 (ii) and the second one follows from the base change for-
mula.
In the next lemma we use an analog of the convolution for sets. For
A ⊂ M × R and B ⊂ R× R>0 we define B ⋆ A ⊂M × R× R>0 by
(11.1.12) B ⋆ A = s(A× B),
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where s : U ×R×R>0 −→M ×R×R>0 is the sum as Definition 11.1.1.
Lemma 11.1.5. Let F ∈ Db(kU) and let V ⊂ U be an open subset.
We assume that
(11.1.13) F |V ∩({x}×R) is locally constant, for any x ∈M .
Then ΨU(F )|Vγ ≃ 0. As a special case, if SS(F |V ) ⊂ T ∗V V , then
ΨU(F )|Vγ ≃ 0. In particular supp(ΨU(F )) ⊂ (γ ⋆ π˙U (S˙S(F ))) ∩ Uγ.
Proof. We set Vx = V ∩ ({x} × R). Then Vγ =
⊔
x∈M(Vx)γ and we
have to prove ΨU(F )|(Vx)γ ≃ 0, for all x ∈ M . By (11.1.11) we have
ΨU(F )|(Vx)γ ≃ ΨVx(F |Vx). The set Vx is a disjoint union of open in-
tervals of R and F |Vx is constant on each of these intervals. A direct
computation gives ΨVx(F |Vx) ≃ 0 and we obtain the result. 
Lemma 11.1.6. Let F ∈ Db(kU).
(i) We have RqU !q
!
U(F )
∼−→ F and RrU !(ΨU(F )) ≃ 0.
(ii) If F ∈ Dbτ≥0(kU), then RqU !r−1U (F ) satisfies (11.1.13) (with V =
U). In particular ΨU(RqU !r
−1
U (F )) ≃ 0.
(iii) We assume that U = M × R, that F ∈ Dbτ≥0(kU) and that
supp(F ) ⊂ M×[a,+∞[ for some a ∈ R. Then RqU !r−1U (F ) ≃ 0.
Proof. (i) The first morphism is the adjunction for (RqU !, q
!
U). It is an
isomorphism because the fibers of qU are intervals. Let us prove the
second isomorphism. By the base change formula (see (11.1.11)) we
may as well assume that M is a point. Then U is an open subset of
R and we can restrict to one component of U . Hence we assume U is
an interval. We define r′ : R2 ×R>0 −→ R2, (t1, t2, u) 7→ (t1, t2 − u) and
s′ : R2 −→ R, (t1, t2) 7→ (t1 + t2). We have the commutative diagram
R2 × R>0 R2
R× R>0 R.
r′
s s′
r
We let j : U −→ R be the inclusion and we set F ′ = j!F . Then ΨU(F ) ≃
(kγ ⋆ F
′)|Uγ and we have
RrU !(ΨU(F )) ≃ Rr!((Rs!(F ′ ⊠ kγ))Uγ)
≃ R(r ◦ s)!((F ′ ⊠ kR×R>0)⊗ kq−12 γ∩s−1Uγ )
≃ R(s′ ◦ r′)!(r′−1(F ′ ⊠ kR)⊗ kq−12 γ∩s−1Uγ )
≃ Rs′!((F ′ ⊠ kR)⊗ Rr′!(kq−12 γ∩s−1Uγ)).
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Hence it is enough to prove that Rr′!(kq−12 γ∩s−1Uγ ) ≃ 0. We write
U = ]a, b[. Then we have Uγ = {(t, u) ∈ R× R>0; a + u < t < b}. For
any (t1, t2) ∈ R2 the fiber r′−1(t1, t2)∩ (q−12 γ ∩ s−1Uγ) is identified with
{u > 0; (t1,t2 + u, u) ∈ q−12 γ ∩ s−1Uγ}
= {u > 0; 0 ≤ t2 + u < u and (t1 + t2 + u, u) ∈ Uγ}
= {u > 0; −t2 ≤ u and u < b− t1 − t2},
where we assume t2 < 0 and a < t1 + t2 (otherwise the fiber is empty).
Since −t2 > 0 we see that the fiber is either empty or a half closed
interval. This implies Rr′!(kq−12 γ∩s−1Uγ ) ≃ 0, as required.
(ii) We choose x ∈ M and we set Ux = U ∩ ({x} × R). By the base
change formula we have (RqU !r
−1
U (F ))|Ux ≃ RqUx !r−1Ux (F |Ux). Hence we
can assume that M is a point and that U is an interval, say U = ]a, b[.
By Example 1.2.2 (i), to prove that RqU !r
−1
U (F ) is constant it is enough
to see that its microsupport is contained in the zero section.
We let j : U −→ R be the inclusion and we set for short q = qR, r =
rR : R
2 −→ R. We set F ′ = Rj∗F . Then we have RqU !r−1U (F ) ≃
(Rq!(r
−1(F ′)⊗ kR×R>0))|U .
We have (RΓ]−∞,a](F
′))a ≃ 0 and we can deduce that SS(F ′)∩T ∗aR ⊂
T ∗τ≥0R. Hence SS(F
′) ∩ T ∗(]−∞, b[) ⊂ T ∗τ≥0R. By Theorem 1.2.7 and
Proposition 1.2.3 we obtain successively, with coordinates (t, u; τ, υ) on
T ∗R2,
SS(r−1F ′|U×R) ⊂ {(τ,−τ); τ ≥ 0},
SS((r−1(F ′)⊗ kR×R>0)|U×R) ⊂ {(τ,−τ + υ); τ ≥ 0, υ ≤ 0},
SS(RqU !r
−1
U (F )) ⊂ {τ = 0},
which proves that RqU !r
−1
U (F ) is constant.
(iii) By (ii) RqU !r
−1
U (F ) is constant on the fibers {x}×R for all x ∈ M .
By the hypothesis its restriction to M × {a− 1} vanishes. Hence it is
zero. 
Lemma 11.1.7. We let j : U ×R>0 −→ U ×R be the inclusion. We set
A = (U × {0})×U×R T ∗(U × R). Let F ∈ Dbτ≥0(kU). Then
SS(ΨU(F )) ⊂ qdq−1π (SS(F )) ∪ rdr−1π (SS(F )),
SS(Rj!ΨU(F )) ∩A ⊂ {(x, t, 0; ξ, τ, υ);
(x, t; ξ, τ) ∈ SS(F ), −τ ≤ υ ≤ 0}.
In particular Rj!ΨU(F ) ∼−→ Rj∗ΨU(F ).
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Proof. (i) The first inclusion follows from the triangle (11.1.9) and the
triangular inequality for the microsupport. To prove the second inclu-
sion we consider γ as a subset of R2 rather than R × R>0. We also
consider the sum s, (x, t1, t2, u) 7→ (x, t1+ t2, u), as a map from U ×R3
to M × R2. Then by the base change formula we have Rj!ΨU(F ) ≃
Rs!(F ⊠ kγ).
Setting V = (U× ]−∞, 0])∪Uγ we see that s is proper as a map from
s−1(V ) ∩ (U × γ) to V . Hence we can use Proposition 1.2.3 to bound
SS(Rs!(F ⊠ kγ)|V ). We see that we only need to know SS(F ⊠ kγ)
above U × R × {0}. Now SS(kγ) ∩ T ∗(t,0)R2 is empty for t 6= 0 and
is the cone {−τ ≤ υ ≤ 0} for t = 0. Hence SS(F ⊠ kγ) ∩ {u =
0} ⊂ {(x, t1, 0, 0; ξ, τ1, τ2, υ); (x, t1; ξ, τ1) ∈ SS(F ), −τ2 ≤ υ ≤ 0}. We
conclude with Proposition 1.2.3.
(ii) We deduce Rj!ΨU(F ) ∼−→ Rj∗ΨU(F ). Let us set Z = U × ]−∞, 0]
and W = U × ]0,+∞[. Then Rj∗ΨU(F ) ≃ RΓW (Rj!ΨU(F )) and,
by the excision distinguished triangle, we are reduced to prove that
RΓZ(Rj!ΨU(F )) ≃ 0. Since the support of Rj!ΨU(F ) is contained in
W , it is enough to prove (RΓZ(Rj!ΨU(F )))z ≃ 0 for any z ∈ U × {0}.
Going back to the definition of the microsupport, this follows from
(z, 0; 0,−1) 6∈ SS(Rj!ΨU(F )). 
Proposition 11.1.8. Let F,G ∈ Dbτ≥0(kU). We set Ω = T ∗τ>0Uγ for
short. Then we have a natural decomposition
µhom(ΨU(F ),ΨU(G))|Ω ≃ µhom(q−1U (F ), q−1U (G))|Ω
⊕ µhom(r−1U (F ), r−1U (G))|Ω
such that the corresponding projection from µhom(ΨU(F ),ΨU(G))|Ω to
µhom(q−1U (F ), q
−1
U (G))|Ω is induced by α(G) and α(F ) as follows:
µhom(ΨU(F ),ΨU(G))|Ω α1−→ µhom(ΨU(F ), q−1U (G))|Ω
∼←−
α2
µhom(q−1U (F ), q
−1
U (G))|Ω.
Proof. (i) We set for short h(A) = µhom(ΨU(F ), A)|Ω for a sheaf A on
Uγ. The triangle (11.1.9) induces a distinguished triangle
h(r−1U (G))[−1] −→ h(ΨU(G)) α1−→ h(q−1U (G))
γ1−→ h(r−1U (G))
on Ω. We recall the bound supp µhom(F1, F2) ⊂ SS(F1) ∩ SS(F2). By
Theorem 1.2.7 the microsupports of q−1U (G) and r
−1
U (F ) are respectively
contained in {(x, t, u; ξ, τ, 0)} and {(x, t, u; ξ, τ,−τ)}. Hence their in-
tersection is contained in {τ = 0}. Since we work on Ω = T ∗τ>0Uγ it
follows that the supports of h(q−1U (G)) and h(r
−1
U (G)) are disjoint, hence
that γ1 = 0. This proves that h(ΨU(G)) ≃ h(q−1U (G))⊕ h(r−1U (G)).
SHEAVES AND SYMPLECTIC GEOMETRY OF COTANGENT BUNDLES 137
(ii) Now we check that α2 : µhom(q
−1
U (F ), q
−1
U (G))|Ω −→ h(q−1U (G)) is
an isomorphism. Using the triangle (11.1.9) again, we see that the
cone of α2 is µhom(r
−1
U (F ), q
−1
U (G))|Ω whose support is contained in
SS(r−1U (F )) ∩ SS(q−1U (G)). The same bound as in (i) shows that this
set is contained in {τ = 0} and does not meet Ω. Hence the cone of α2
vanishes and α2 is an isomorphism.
We obtain µhom(r−1U (F ), r
−1
U (G))|Ω ∼−→ h(r−1U (G)) by swapping qU
and rU in the previous argument. This concludes the proof of the
proposition. 
11.2. Adjunction properties
Let U ⊂ M × R be an open subset. We let Db,r!aτ≥0 (kUγ) be the full
subcategory of Dbτ≥0(kUγ ) consisting of Rr!-acyclic objects, that is, the
objects G such that Rr!G ≃ 0. This is a triangulated category. By
Lemma 11.1.6 (i) the functor ΨU takes values in D
b,r!a
τ≥0 (kUγ ). Using
Theorem 1.2.13 for the embedding Uγ →֒ U ×R and Proposition 1.2.3
we see that the functor RqU ! sends D
b
τ≥0(kUγ ) into D
b
τ≥0(kU). Moreover
the morphism of functors α : ΨU −→ q−1U in (11.1.6) and the adjunction
morphism RqU !q
!
U ≃ RqU !q−1U [1] −→ id induce:
(11.2.1) bU(F ) : RqU !ΨU(F )[1] −→ F, for all F ∈ Dbτ≥0(kU).
Lemma 11.2.1. The functor RqU ![1] : D
b,r!a
τ≥0 (kUγ) −→ Dbτ≥0(kU) is left
adjoint to ΨU : D
b
τ≥0(kU) −→ Db,r!aτ≥0 (kUγ ). In particular we have an ad-
junction morphism
(11.2.2) b′U (G) : G −→ ΨURqU !(G)[1], for all G ∈ Db,r!aτ≥0 (kUγ ).
Proof. Since Dbτ≥0(kU) and D
b,r!a
τ≥0 (kUγ ) are full subcategories of D
b(kU)
and Db(kUγ ), it is enough to prove
(11.2.3) HomDb(kUγ )(G,ΨU(F )) ≃ HomDb(kU )(RqU !G[1], F )
for any F ∈ Dbτ≥0(kU) and G ∈ Db,r!aτ≥0 (kUγ ). Since rU is a smooth map
with fibers homeomorphic to R we have a canonical isomorphism of
functors r!UF ≃ r−1U [1]; hence an adjunction (RrU !, r!U [1]). The same
holds for qU . Applying RHom(G, ·) to (11.1.9) we obtain the distin-
guished triangle
RHom(G, r−1U F [−1]) −→ RHom(G,ΨU(F )) −→ RHom(G, q−1U F ) +1−→ .
The adjunction (RrU !, r
−1
U [1]) and the hypothesis G ∈ Db,r!aτ≥0 (kUγ ) give
RHom(G, r−1U F [−1]) ≃ 0. We deduce
RHom(G,ΨU(F )) ∼−→ RHom(G, q−1U F ) ≃ RHom(RqU !G[1], F ),
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which implies (11.2.3). 
Lemma 11.2.2. Let F ∈ Dbτ≥0(kU). Then the morphisms ΨU(bU(F ))
and b′U(ΨU(F )) are mutually inverse isomorphisms:
ΨU(bU (F )) : ΨURqU !ΨU(F )[1]
∼−→ ΨU(F ),
b′U(ΨU(F )) : ΨU(F )
∼−→ ΨURqU !ΨU(F )[1].
Proof. (i) We prove the first isomorphism. We apply RqU ![1] to the
distinguished triangle (11.1.9). Since qU has fibers isomorphic to R
the adjunction morphism RqU !q
!
U(F ) −→ F is an isomorphism and we
obtain the distinguished triangle:
(11.2.4) L −→ RqU !ΨU(F )[1]
bU (F )−−−→ F +1−→,
where L = RqU !r
−1
U (F ). By Lemma 11.1.6 (ii) we have ΨU(L) ≃ 0.
Hence applying ΨU to (11.2.4) gives the lemma.
(ii) The composition ΨU(bU (F )) ◦ b′U(ΨU(F )) is the identity morphism
of ΨU(F ), by general properties of adjunctions. Hence the lemma fol-
lows from (i). 
Proposition 11.2.3. We assume that U = M×R, that F ∈ Dbτ≥0(kU)
and that supp(F ) ⊂M× [a,+∞[ for some a ∈ R. Then the adjunction
morphism bU(F ) : RqU !ΨU(F )[1] −→ F of (11.2.1) is an isomorphism
and for any G ∈ Dbτ≥0(kU) we have
Hom(F,G) ∼−→ Hom(ΨU(F ),ΨU(G)).
Proof. By Lemma 11.1.6 (i) and (iii) we have RqU !q
!
U(F )
∼−→ F and
RqU !r
−1
U (F ) ≃ 0. Hence the first part follows from the distinguished
triangle (11.1.9). Then the second part is given by the adjunction
(RqU !,ΨU) of Lemma 11.2.1. 
11.3. Link with microlocalization
In this section we prove Proposition 11.3.5 below which says that
the space of homomorphisms from ΨU(F ) to ΨU(G) is isomorphic
to the sections of µhom(F,G) outside the zero section. We first de-
duce from Proposition 11.1.8 a morphism from µhom(ΨU(F ),ΨU(G))
to µhom(F,G). Then we use “boundary values” of sheaves on Uγ in
the following sense. Let U ⊂ M × R and V ⊂ M × R × R>0 be open
subsets satisfying
(11.3.1) i(U) ⊔ j(V ) is open in M × R× R≥0,
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where i, j are the natural inclusions
(11.3.2)
i : U −→M × R× R≥0, (x, t) 7→ (x, t, 0),
j : U × R>0 −→M × R× R≥0, (x, t, u) 7→ (x, t, u).
Then, for G ∈ Db(kV ), its boundary value is i−1Rj∗(G) ∈ Db(kU).
Let π>0U : T
∗
τ>0U −→ U be the projection. Proposition 11.1.8 yields a
morphism, for F,G ∈ Dbτ≥0(kU),
RHom(ΨU(F ),ΨU(G))
−→ Rπ>0Uγ ∗(µhom(q
−1
U (F ), q
−1
U (G))|T ∗τ>0Uγ )
(11.3.3)
which can be written as the composition
RHom(ΨU(F ),ΨU(G))
−→ RHom(ΨU(F ), q−1U (G))(11.3.4)
≃ RπUγ ∗µhom(ΨU(F ), q−1U (G))
−→ Rπ>0Uγ ∗(µhom(ΨU(F ), q
−1
U (G))|T ∗τ>0Uγ )(11.3.5)
∼←− Rπ>0Uγ ∗(µhom(q
−1
U (F ), q
−1
U (G))|T ∗τ>0Uγ )
where the first line is induced by α(G) : ΨU(G) −→ q−1U (G), the second
line is (1.3.2), the third line is the restriction to T ∗τ>0Uγ and the fourth
line is given by Proposition 11.1.8. Now it is easy to describe the
boundary value of the right hand side of (11.3.3).
Lemma 11.3.1. For F,G,H ∈ D(kU ) and F ∈ Db(kT ∗U) we have
natural isomorphisms
µhom(q−1U (F ), q
−1
U (G)) ≃ qU,d! q−1U,πµhom(F,G),(11.3.6)
Rπ>0Uγ ∗((qU,d! q
−1
U,π(F))|T ∗τ>0Uγ ) ≃ q−1U Rπ>0U∗(F|T ∗τ>0U),(11.3.7)
i−1Rj∗q
−1
U H ≃ H(11.3.8)
which induce
i−1Rj∗Rπ
>0
Uγ ∗
(µhom(q−1U (F ), q
−1
U (G))|T ∗τ>0Uγ )
≃ Rπ>0U∗(µhom(F,G)|T ∗τ>0U).
(11.3.9)
Proof. (i) The behaviour of µhom under an inverse image by a submer-
sion is described in [30, Prop. 4.4.7] and gives in our case the isomor-
phism (11.3.6).
(ii) We remark that qU,d! = qU,d∗, since qU,d is an embedding, and
q−1U ≃ q!U , q−1U,π ≃ q!U,π, since qU is a projection. Now (11.3.7) follows
from the base change formula.
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(iii) We have i−1Rj∗q
−1
U H ≃ i−1RΓU×R>0(q−11 H), where q1 : U×R −→ U
is the projection. Since SS(kU×R>0) ⊂ T ∗UU × T ∗R, Theorem 1.2.11
gives
RΓU×R>0(q
−1
1 H) ≃ RHom(kU×R>0, q−11 H) ≃ kU×R≥0 ⊗ q−11 H
and we obtain i−1Rj∗q
−1
U H ≃ i−1(kU×R≥0 ⊗ q−11 H) ≃ H . 
Definition 11.3.2. For F,G ∈ Dbτ≥0(kU) we define the morphism
(functorial in F and G)
b(F,G) : i−1Rj∗RHom(ΨU(F ),ΨU(G)) −→ Rπ>0U∗(µhom(F,G)|T ∗τ>0U)
as the composition of (11.3.3) and (11.3.9).
We prove below that b(F,G) is an isomorphism if G ∈ Dbτ>0(kU).
We need some remarks on the µhom functor. We will use Sato’s dis-
tinguished triangle (1.3.4) and introduce the following notation.
Notation 11.3.3. Let X be a manifold. Let qX,1, qX,2 : X × X −→ X
be the projections and δX : X −→ X ×X the diagonal embedding. Let
F, F ′ ∈ Db(kX). We set
(11.3.10) Hom′(F, F ′) := δ−1X RHom(q−1X,2F, q−1X,1F ′).
Then Sato’s distinguished triangle becomes, for F, F ′ ∈ Db(kX),
Hom′(F, F ′) −→ RHom(F, F ′)
−→ Rπ˙X∗(µhom(F, F ′)|T˙ ∗X) +1−→ .
(11.3.11)
Lemma 11.3.4. (i) Let f : X −→ Y be a morphism of manifolds. Let
F, F ′ ∈ Db(kY ) such that f is non-characteristic for SS(F ) and SS(F ′).
Then
f−1Hom′(F, F ′) ∼−→ Hom′(f−1F, f−1F ′).
(ii) For F, F ′ ∈ Db(kX) we have SS(Hom′(F, F ′)) ⊂ SS(F )a +̂ SS(F ′).
Proof. (i) We use the notations of Notation 11.3.3. We set
G = RHom(q−1Y,2F, q−1Y,1F ′). Then SS(q−1Y,1F ′) and SS(G) ⊂ SS(F )a ×
SS(F ′) are non-characteristic for f × f . By Theorem 1.2.7 we deduce
(f × f)!q−1Y,1F ′ ≃ (f × f)−1q−1Y,1F ′ ⊗ ωX×X|Y×Y ,
(f × f)−1G ≃ (f × f)!G⊗ ω⊗−1X×X|Y×Y .
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This gives the third isomorphism in the following sequence:
f−1Hom′(F, F ′) ≃ f−1δ−1Y RHom(q−1Y,2F, q−1Y,1F ′)
≃ δ−1X (f × f)−1RHom(q−1Y,2F, q−1Y,1F ′)
∼−→ δ−1X RHom((f × f)−1q−1Y,2F, (f × f)−1q−1Y,1F ′)
≃ δ−1X RHom(q−1X,2f−1F, q−1X,1f−1F ′).
(ii) follows from Remark 1.2.12 and Theorem 1.2.7. 
Proposition 11.3.5. Let F,G ∈ Dbτ≥0(kU). If S˙S(F ) ∩ S˙S(G) is con-
tained in {τ > 0}, then we have
Rπ˙U ∗(µhom(F,G)|T˙ ∗U) ∼−→ Rπ>0U∗(µhom(F,G)|T ∗τ>0U)
and the morphism b(F,G) of Definition 11.3.2 is an isomorphism.
Proof. (i) We recall that suppµhom(F1, F2) ⊂ SS(F1)∩ SS(F2). Hence
the hypothesis implies that µhom(F,G)|T˙ ∗U is supported in T ∗τ>0U and
this gives the first isomorphism. To see that b(F,G) is an isomorphism,
we prove in (ii) below that the morphism (11.3.4), say u, induces an
isomorphism i−1Rj∗(u), and in (iii) that (11.3.5) is an isomorphism.
(ii) Let us prove that i−1Rj∗(u) is an isomorphism. By the distin-
guished triangle (11.1.9) its cone is A = i−1Rj∗RHom(ΨU(F ), r−1U (G))
and we have to prove the vanishing of A. For a given (x, t) ∈ U and
k ∈ Z we have
(11.3.12) Hk(A)(x,t) ≃ lim−→
W
Hom(ΨU(F )|W , r−1U (G)|W [k]),
where W runs over the open subsets of M ×R×R>0 such that W is a
neighborhood of (x, t, 0) in U × [0,+∞[. We may take W = Vγ, where
V runs over the open neighborhoods of (x, t) in U . By (11.1.10) we
have ΨU(F )|Vγ ≃ ΨV (F |V ). We also have r−1U (G)|Vγ ≃ r−1V (G|V ). Since
r!V ≃ r−1V [1], the adjunction (RrV !, r!V ) gives
Hom(ΨV (F |V ), r−1V (G|V )[k]) ≃ Hom(RrV !ΨV (F |V ), G|V [k − 1]).
By Lemma 11.1.6 we have RrV !ΨV (F |V ) ≃ 0 and we deduce the van-
ishing of (11.3.12) for all (x, t) in U . Hence A ≃ 0, as required.
(iii) Now we prove that (11.3.5) is an isomorphism. Using the hypoth-
esis on the microsupport, we remark as in (i) that the right hand side
of (11.3.5) is isomorphic to Rπ˙Uγ ∗(µhom(ΨU(F ), q
−1
U (G))|T˙ ∗Uγ ). Hence
the cone of (11.3.5) is B := i−1Rj∗Hom′(ΨU(F ), q−1U (G)), by the tri-
angle (11.3.11). Let us prove that B vanishes.
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Let pU : U × R −→ U be the projection. We set U+ = U × R>0 and
C = Hom′(Rj!ΨU(F ), p−1U (G)). Then
Rj∗Hom′(ΨU(F ), q−1U (G)) ≃ RΓU+C.
By Lemma 11.1.7 we have SS(Rj!ΨU(F )) ⊂ {(τ, υ); −τ ≤ υ ≤ 0}.
We also have SS(p−1U (G)) ⊂ {(τ, 0); τ ≥ 0} and we obtain S˙S(C) ⊂
{υ ≥ 0} by Lemma 11.3.4. Since S˙S(kU+) = T ∗UU × {υ < 0}, we
deduce RΓU+C ≃ D′(kU+)⊗C ≃ CU+ by Theorem 1.2.11. In particular
B ≃ i−1C.
We have seen that i is non-characteristic for SS(Rj!ΨU(F )) and
SS(p−1U (G)). Since i
−1(Rj!ΨU(F ) ≃ 0, Lemma 11.3.4 gives i−1C ≃ 0,
as required. 
11.4. Doubled sheaves
The isomorphism of Proposition 11.3.5 will be used mainly when
S˙S(F ) = S˙S(G) = Λ is a smooth Lagrangian submanifold of T˙ ∗τ>0(M ×
R). In this case µhom(F,G)|T˙ ∗(M×R is a locally constant sheaf on Λ.
Unfortunately we will also need to consider the case where F and G
have microsupport Λ only in a neighborhood of some open subset Λ0
of Λ. To easily handle this case we actually assume that Λ0 is locally
of the form Λ ∩ T ∗(U × I), for some open set U of M and some open
interval I of R, and that F (and G as well) is locally of the form RΓUF
′
for some F ′ with SS(F ′) ⊂ Λ. In the proof of Theorem 12.1.1 below we
will glue such sheaves F or, rather, their images Ψ(F ). For this reason
we define a subcategory of D(kM×R×R>0) of sheaves which are locally
of the form Ψ(RΓUF
′). We then give the analog of Proposition 11.3.5
for this subcategory (see Proposition 11.4.7 below).
For a family of subsets Ua, a ∈ A, of some set E and for B ⊂ A we
set UB =
⋂
a∈B Ua and U
B =
⋃
a∈B Ua.
Definition 11.4.1. Let Λ ⊂ T ∗τ>0(M ×R) be a conic Lagrangian sub-
manifold such that Λ/R>0 is compact, the map Λ/R>0 −→ M is finite.
A finite family V = {Va; a ∈ A} of open subsets of M × R is said
adapted to Λ if the following conditions hold:
(i) for each a ∈ A we have Va = Ua× Ia and Λ∩ T ∗Va is contained
in π−1M×R(Ua ×K) for some compact interval K of Ia,
(ii) for all B,B′ ⊂ A we have D′(kV B) ≃ kV B and, setting Λ+ =
Λ ∪ 0M ,
(11.4.1) (SS(kV B) +̂ SS(kV B′ )
a) ∩ (Λa+ +̂ Λ+) ⊂ 0M×R.
We first check that we have enough such adapted families.
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Lemma 11.4.2. Let Λ ⊂ T ∗τ>0(M × R) be a conic Lagrangian sub-
manifold such that Λ/R>0 is compact and let Λ =
⋃
i∈I Λi be a finite
covering by conic open subsets. Then there exists a Hamiltonian iso-
topy Ψ, as closed to id as desired, and a finite family {Va; a ∈ A} of
open subsets of M × R which is adapted to Λ′ = Φ1(Λ) such that each
connected component of Λ′ ∩ T ∗Va, for a ∈ A, is contained in Φ1(Λi),
for some i ∈ I.
Proof. (i) We will use the following fact (See [30, Prop. 8.4.1]). Let N
be a manifold and Σ = {Σj , j ∈ J} a Whitney stratification of N . We
set ΛΣ =
⋃
j∈J T
∗
Σj
N . We have ΛΣ+̂ΛΣ = ΛΣ by theWhitney condition.
Now any sheaf F ∈ D(kN ) which is constructible with respect to Σ
(which means that F |Σj is locally constant of finite rank for each j ∈ J)
satisfies SS(F ) ⊂ ΛΣ. Indeed, using excision distinguished triangles
like FΣj −→ F −→ FS\Σj +1−→, where S = supp(F ) and Σj is of maximal
dimension in S, and the triangular inequality for the microsupport,
we reduce the question to the case where F is locally constant on one
stratum. In this last case the result follows from Example 1.2.2-(ii),
Theorem 1.2.13 and the property ΛΣ +̂ ΛΣ = ΛΣ.
(ii) We can find a small Hamiltonian isotopy Φ and a Whitney strati-
fication of M ×R, say Σ = {Σj, j ∈ J}, such that Σ is a refinement of
the partition of the front FrΛ := πM×R(Φ1(Λ)) given by the function
x 7→ min{rank of dπ(ξ); π(ξ) = x}. Then Φ1(Λ) ⊂ ΛΣ. Hence to
check (11.4.1) it is enough to see (SS(kV B) +̂ SS(kV B′ )
a)∩ΛΣ ⊂ 0M×R.
(iii) We choose a finite covering of FrΛ, say Wa, a ∈ A, such that
Wa = Ua× Ia as in (i) of Definition 11.4.1 and Ua = {fa < 0} for a C∞
function fa : M −→ R. We can even assume that there exists a compact
interval Ka ⊂ Ia such that Λ′ ∩ T ∗Wa is contained in π−1M×R(Ua ×Ka).
Let ε = {εa; a ∈ A} be a family of negative numbers. We define
Wa,εa = {fa < εa} × Ia and, for B ⊂ A, we set WBε =
⋃
a∈B Wa,εa. We
choose δ > 0 such that FrΛ ⊂
⋃
a∈AWa,−δ.
Let E ⊂ [−δ, 0[A be the subset formed by the ε such that:
(a) the hypersurfaces Xa,εa = {fa = εa}, a ∈ A, are smooth and
intersect transversely, in the sense that their union is locally
diffeomorphic to the embedding of coordinates hyperplanes in
Rn,
(b) for any B ⊂ A, the manifold XB,ε =
⋂
a∈B(Xa,εa×Ia) intersects
each stratum Σj of Σ transversely.
By the transversality theorem E is dense in [−δ, 0[A. Hence we only
have to prove that, for any ε ∈ E, the family Va =Wa,εa , a ∈ A, satisfies
144 STE´PHANE GUILLERMOU
the conclusion of the lemma. For ε ∈ E we set Λε =
⋃
B⊂A T
∗
XB,ε
(M ×
R) and Y =
⋃
a∈A(Xa,εa × ∂Ia). We remark that ΛΣ does not meet
π−1M×R(Y ). We can find a stratification Σ
′ of (M × R) \ Y such that
Λε = ΛΣ′. We have Λε +̂ Λε = Λε and Λε ∩ΛΣ ⊂ 0M×R. For B ⊂ A the
open set WBε ∩ ((M × R) \ Y ) is constructible with respect to Σ′ and
we deduce SS(kWBε ) ⊂ Λε, away from Y . The result follows. 
Definition 11.4.3. Let Λ and V = {Va; a ∈ A} be as in Defini-
tion 11.4.1. We set SΛ = γ ⋆ π˙M×R(Λ). Let V ⊂ M × R be an open
subset. We denote by DdblΛ,V(kV ) the subcategory of D(kV×R>0) formed
by the G such that there exists ε > 0 for which
(i) supp(G) ∩ (V × ]0, ε[) ⊂ SΛ,
(ii) any point of V has a neighborhood W such that Λ ∩ T ∗W has
finitely many connected components, say Λi, i ∈ I, and for each
i ∈ I there exist Ai ⊂ A and Fi ∈ DΛi(kW ) such that
G|W ε ≃
⊕
i∈I
ΨW (RΓV Ai (Fi))|W ε,(11.4.2)
where W ε = Wγ ∩ (W × ]0, ε[) and V Ai =
⋃
a∈Ai
Va.
Lemma 11.4.4. Let Λ and V = {Va; a ∈ A} be as in Definition 11.4.1.
Let W be an open subset of M×R and let Λ1 be a connected component
of Λ ∩ T ∗W . Let F ∈ DΛ1(kW ) and B ⊂ A be given. Then
(i) SS(RΓV B(F )) ∩ Λ ⊂ Λ1 ∩ T ∗V B,
(ii) there exists a neighborhood Ω of Λ1 ∩ T ∗V B in T ∗W such that
SS(RΓV B(F )) ∩ Ω ⊂ Λ1 ∩ T ∗V B,
(iii) for ε > 0 we have ΨW (RΓV B(F ))|W ε ≃ RΓV B×]0,ε[ΨW (F ),
(iv) for any G ∈ DdblΛ,V(kW ) we have
i−1Rj∗RHom(G,ΨW (RΓV B(F )))
≃ RΓV B(i−1Rj∗RHom(G,ΨW (F ))).
(11.4.3)
Proof. (i)-(ii) We remark that (11.4.1) implies SS(kV B)∩Λ = ∅. Hence
SS(RΓV B(F )) ⊂ SS(kV B)a + Λ1 by Theorem 1.2.11. Then (11.4.1)
again implies (i) and (ii).
(iii) For a submersion f the sheaf f−1RHom(H,H ′) is isomorphic
to RHom(f−1H, f−1H ′). For H = kV B we obtain f−1(RΓV BF ) ≃
RΓf−1(V B)(f
−1F ). Using this isomorphism with f = q or r and the
distinguished triangle (11.1.9) we deduce (iii).
(iv-a) The isomorphism (iv) is local on W and we can shrink W if nec-
essary. Since G ∈ DdblΛ,V(kW ) we can thus assume G = ΨW (RΓV B′ (F ′)),
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for some B′ ⊂ A and F ′ ∈ DΛ(kW ). We will prove
i−1Rj∗RHom(ΨW (RΓV B′ (F ′)),ΨW (RΓV B(F )))
≃ RΓ
V B′∩V B
(i−1Rj∗RHom(ΨW (F ′),ΨW (F ))).
(11.4.4)
This implies (11.4.3): use (11.4.4) as it is stated and also in the case
where V B = W , together with RΓ
V B′∩V B
(−) ≃ RΓV B(RΓV B′ (−)).
Let us set J = ]0, ε[, J ′ = ]−ε, ε[. By (11.4.1) and Theorem 1.2.11
we have RΓV B′ (F
′) ≃ (F ′)
V B′
. We also have as in (iii) ΨW ((F
′)
V B′
) ≃
ΨW (F
′)
V B′×J
. We set H = RHom(ΨW (F ′),ΨW (F )). Using the iso-
morphism RHom((−)Z′ ,RΓZ(−)) ≃ RΓZ′∩ZRHom(−,−), we deduce
that the left hand side of (11.4.4) is
i−1Rj∗RΓ(V B′∩V B)×J(H) ≃ i−1RΓ(V B′∩V B)×J ′(Rj∗H)
and we are reduced to prove
i−1RΓ
(V B′∩V B)×J ′
(Rj∗H) ≃ RΓV B′∩V B(i−1Rj∗H).
For this it is enough to check
(SS(k
V B′∩V B
)× 0J ′) ∩ S˙S(Rj∗(H)) = ∅,
SS(k
V B′∩V B
) ∩ S˙S(i−1Rj∗(H)) = ∅.
(11.4.5)
Indeed, (11.4.5), (11.4.1) and Theorem 1.2.11 imply the isomorphisms
RΓ
(V B′∩V B)×J ′
(Rj∗H) ≃ D′(k(V B′∩V B)×J ′)
L⊗ Rj∗H
≃ q−1D′(k
V B′∩V B
)
L⊗ Rj∗H,
RΓ
V B′∩V B
(i−1Rj∗H) ≃ D′(kV B′∩V B)
L⊗ i−1Rj∗H.
We then use the commutation of i−1 with the tensor product.
(iv-b) Let us prove (11.4.5). Proposition 1.1.1-(g) gives
Rj∗H ≃ RHom(Rj!ΨW (F ′),Rj∗ΨW (F )).
For F ′′ ∈ D(kW ) Lemma 11.1.7 says Rj!ΨW (F ′′) ≃ Rj∗ΨW (F ′′) and
gives a bound for SS(Rj!ΨW (F
′′)). We deduce the following less pre-
cise bound which is easier to handle. For S ⊂ T ∗W and ε > 0
we define Nε(S) =
⋃
c∈[0,ε] Tc(S) where Tc is the vertical translation
Tc(x, t; ξ, τ) = (x, t + c; ξ, τ). Lemma 11.1.7 implies, for J
′ = ]−ε, ε[,
SS(Rj!ΨW (F
′′)|W×J ′) ⊂ Nε(SS(F ′′))× T ∗J ′.
By (11.4.1) and Theorem 1.2.11 we deduce
(11.4.6) SS(Rj∗(H)) ⊂ Nε(Λa+ +̂ Λ+)× T ∗J ′.
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When we take the inverse image by i in (11.4.6) we can assume ε as
small as we want and Theorem 1.2.7 gives
(11.4.7) SS(i−1Rj∗(H)) ⊂ Λa+ +̂ Λ+.
Finally we remark SS(k
V B′∩V B
) ⊂ SS(kV B) +̂ SS(kV B′ )a. Now we de-
duce the relations (11.4.3) from (11.4.6) (taking ε as small as required),
(11.4.7) and (11.4.1). 
For a subset Ξ of T ∗(M × R) we introduce the notations Ξq =
qdq
−1
π (Ξ), Ξ
r = rdr
−1
π (Ξ) and
Ξq,ε = Ξq ∩ T ∗(M × R× ]0, ε[), Ξr,ε = Ξr ∩ T ∗(M × R× ]0, ε[).
We remark that Ξq,ε is diffeomorphic to Ξ× ]0, ε[.
We will state the analog of Proposition 11.3.5 for DdblΛ,V(kV ). We
recall that the restriction of µhom(ΨU(F ),ΨU(G)) to {τ > 0} is de-
composed, by Proposition 11.1.8, as the sum of µhom(q−1U (F ), q
−1
U (G))
and µhom(r−1U (F ), r
−1
U (G)). Hence in an analog of Proposition 11.3.5
we can expect that µhom(F,G) (for F,G ∈ D(kV )) should be replaced
by µhom(F,G)|Λq,ε (for F,G ∈ DdblΛ,V(kV )). We will make this more
precise soon and we will use the following lemma.
Lemma 11.4.5. Let G,G′ ∈ DdblΛ,V(kV ). Then there exists a sheaf
µhomdbl(G,G′) in D(kΛ) such that
µhom(G,G′)|Λq,ε ≃ p−1Λ (µhomdbl(G,G′)),
where pΛ : Λ
q,ε −→ Λ is the projection.
Proof. The objects of DdblΛ,V(kV ) are locally of the form ΨW (F ) for
W ⊂ V small enough and some F ∈ D(kW ). Then Proposition 11.1.8
implies that the restriction of µhom(G,G′)|Λq,ε to W × ]0, ε[ is of the
form µhom(q−1W (F ), q
−1
W (F
′)) ≃ qW,d! q−1W,πµhom(F, F ′). In particular
µhom(G,G′)|Λq,ε is constant on the fibers of the projection pΛ. Hence
it is the inverse image of some sheaf µhomdbl(G,G′) by pΛ (and we have
µhomdbl(G,G′) = RpΛ∗(µhom(G,G
′)|Λq,ε)). 
The following result follows easily from the definition of DdblΛ,V(kV )
and Lemma 11.4.4-(ii).
Lemma 11.4.6. For G ∈ DdblΛ,V(kV ) there exists a unique open subset
Λ0 ⊂ Λ ∩ T ∗V , that we denote SSdbl(G), such that
(i) for any open subset W ⊂ V where a decomposition (11.4.2)
holds we have Λ0 =
⋃
i∈I Λi ∩ T ∗V Ai (with the notations of
Definition 11.4.3).
(ii) for ε > 0 small enough we have SS(G) ∩ Λq,ε = Λ0q,ε,
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(iii) there exists a neighborhood Ω of Λq,ε0 in T
∗(V × ]0, ε[) such that
SS(G) ∩ Ω ⊂ Λq,ε0 .
Let π, πΛq,ε , πΛ be the projections from T
∗(V × ]0, ε[), Λq,ε, Λ respec-
tively to V × ]0, ε[ or V . Let G,G′ ∈ DdblΛ,V(kV ) and set Λ0 = SSdbl(G),
Λ′0 = SS
dbl(G′). Lemma 11.4.6 implies that µhomdbl(G,G′) has supp-
port in Λ0 ∩ Λ′0. Since Λ′0 is open we have a natural morphism (−) −→
RΓΛ′0(−) and we deduce the following sequence of morphisms
RHom(G,G′)|V×]0,ε[ ≃ Rπ∗µhom(G,G′)
−→ R(πΛq,ε)∗(µhom(G,G′)|Λq,ε)
≃ q−1V R(πΛ)∗µhomdbl(G,G′)
−→ q−1V R(πΛ)∗RΓΛ′0 µhomdbl(G,G′).
We apply the functor i−1Rj∗ to this sequence and we obtain a version
of the morphism b(F,G) of Definition 11.3.2 for DdblΛ,V(kV ):
b′(G,G′) : i−1Rj∗RHom(G,G′)
−→ R(πΛ)∗RΓΛ′0 µhomdbl(G,G′),
(11.4.8)
where Λ′0 = SS
dbl(G′). The Proposition 11.3.5 generalizes to this setting
as follows.
Proposition 11.4.7. Let G,G′ ∈ DdblΛ,V(kV ). Then the morphism
b′(G,G′) in (11.4.8) is an isomorphism.
Proof. Since the statement is local on V we may as well assume that
G and G′ are decomposed as in (11.4.2) and it is enough to consider
one summand in their decompositions. Hence we can assume that
G = ΨW (RΓV B(F0)) and G
′ = ΨW (RΓV B′ (F
′
0)) for some open subset
W ⊂ V , F0, F ′0 ∈ DΛ(kW ) and B,B′ ⊂ A. By Lemma 11.4.4 the left
hand side of (11.4.8) becomes
i−1Rj∗RHom(ΨW (RΓV B(F0)),ΨW (RΓV B′ (F ′0)))
≃ RΓV B′ (i−1Rj∗RHom(ΨW (RΓV B(F0)),ΨW (F ′0))).
We have µhomdbl(G,G′) ≃ µhom(RΓV B(F0),RΓV B′ (F ′0))|Λ by Propo-
sition 11.1.8. Let us set Λ′ = SS(F ′0). We have SS
dbl(G′) = Λ′ ∩ T ∗V B′
and the right hand side of (11.4.8) becomes
R(πΛ)∗RΓΛ′∩T ∗V B′ µhom(RΓV B(F0),RΓV B′ (F
′
0))
≃ R(πΛ)∗RΓΛ′∩T ∗V B′ µhom(RΓV B(F0), F ′0)
≃ R(πΛ)∗RΓT ∗V B′ µhom(RΓV B(F0), F ′0)
≃ RΓV B′R(πΛ)∗(µhom(RΓV B(F0), F ′0)),
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where the first isomorphism follows from RΓΛ′∩T ∗V B′ ≃ RΓΛ′RΓT ∗V B′
and the fact that RΓU(H) only depends on H|U when U is open (here
U = T ∗V B
′
) and the second isomorphism follows from the inclusion
supp(µhom(H,F ′0)) ⊂ Λ′, whatever H . Since S˙S(F ′0) ⊂ {τ > 0} we
can apply Proposition 11.3.5 with F = RΓV B(F0), G = F
′
0 and the
result follows. 
Corollary 11.4.8. Let G ∈ DdblΛ,V(kV ) and Λ0 = SSdbl(G) ⊂ T ∗V (see
Lemma 11.4.6). Let Λ0 = Λ1 ⊔ Λ2 be a decomposition of Λ0 where
Λ1 and Λ2 are unions of connected components of Λ0. Let V
′ ⊂ V
be a relatively compact open subset. Then there exists a decomposition
G|V ′ ≃ G1⊕G2 in DdblΛ,V(kV ′) such that SSdbl(Gi) = Λi ∩T ∗V ′, i = 1, 2.
Proof. (i) By Proposition 11.4.7 we have
(11.4.9) H0(V ; i−1Rj∗RHom(G,G)) ≃ H0(Λ;µhomdbl(G,G)).
The identity induces a section idG of the left hand side of (11.4.9)
and we let idµG be the corresponding section of µhom
dbl(G,G). In the
case G = G′ the definition of µhomdbl(G,G′) gives µhomdbl(G,G) ≃
RΓΛ0µhom
dbl(G,G). Since Λ0 is split into two open and closed subsets
we obtain
H0(Λ;µhomdbl(G,G)) ≃
⊕
i=1,2
H0(Λi;µhom
dbl(G,G))
and we write idµG = e1 + e2 according to this decomposition. Since Λ1
and Λ2 are disjoint we have e1e2 = e2e1 = 0. Hence e1 and e2 are
orthogonal idempotents. By (11.4.9) again we deduce a decomposition
idG = f1 + f2 where f1 and f2 are also orthogonal idempotents.
(ii) We can find f ′1, f
′
2 in H
0(V +; RHom(G,G)) which represent f1,
f2, for some open subset V
+ of V × R>0 such that V × {0} ∪ V + is
a neighborhood of V × {0}. Up to shrinking V + we can also assume
that f ′1, f
′
2 are orthogonal idempotents (using (11.4.9) again). By [8]
we deduce a corresponding decomposition GV + ≃ G1 ⊕G2 in D(kV +).
(iii) It remains to check that Gi ∈ DdblΛ,V(kV ) and SSdbl(Gi) = Λi ∩
T ∗V ′. For this we use the local decomposition (11.4.2) of G over a
subset W × ]0, ε[. We define G′1 (resp. G′2) to be the sum of the
summands in (11.4.2) indexed by the j ∈ I so that Λj ∩ T ∗V Aj is
contained in Λ1 (resp. Λ2). This gives another decomposition of G
and corresponding idempotents f ′′1 , f
′′
2 . Since SS(G
′
i) contains Λi the
section of µhomdbl(G,G) associated with f ′′i by (11.4.9) must be ei. We
deduce f ′′i = f
′
i and then G
′
i ≃ Gi|W×]0,ε[, which proves the result. 
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Part 12. Quantization
The main result of this part is that, for any global object F of the
Kashiwara-Schapira stack µSh(kΛ), there exists F ∈ D(kM×R) with
S˙S(F ) = Λ which represents F , when Λ is the conification of a com-
pact exact Lagrangian submanifold of T ∗M (see (12.0.1) below). This
recover a result of Viterbo in [51] who proves the existence of such a
sheaf using Floer theory (the proof of [51] was sketched in [50] in 2011).
We first consider a compact Legendrian submanifold of J1M , or
equivalently, a closed conic Lagrangian submanifold Λ of T ∗τ>0(M ×R)
such that Λ/R>0 is compact. We apply the procedure sketched in the
introduction of Part 11 and we prove that any object F ∈ µSh(kΛ),
or F ∈ µShorb(kΛ), is represented by some F ∈ D(kM×R), or F ∈
D/[1](kM×R), such that S˙S(F ) = Λ ⊔ Tε(Λ) for ε > 0 small, where Tε is
the translation along the factor R.
Then, assuming that Λ/R>0 has no Reeb chord we will prove that
there exists a representative F ∈ D(kM×R) such that S˙S(F ) = Λ. We
recall that “having no Reeb chord” means that ρM : T
∗
τ>0(M × R) −→
T ∗M , (x, t; ξ, τ) 7→ (x; ξ/τ), induces an injection Λ/R>0 →֒ T ∗M . The
image Λ˜ = ρM(Λ) is then a compact exact Lagrangian submanifold of
T ∗M in the sense that αM |Λ˜ is exact. The link between Λ and Λ˜ is
given by
(12.0.1) Λ = {(x, t; ξ, τ); τ > 0, (x; ξ/τ) ∈ Λ˜, t = −f(x; ξ/τ)},
where f is a primitive of αM |Λ˜.
In Section 12.4 we see that, for two sheaves F,G ∈ D(kM×R) with
microsupport Λ, we have RHom(F,G) ≃ RΓ(Λ;µhom(F,G). We also
prove RHom(F,G) ≃ RHom(F+, G+), where F+ = F |M×{t} for any
t ≫ 0. This will be used in Part 13 to prove that Λ is homotopically
equivalent to M .
Now we introduce some notations. We first remark that, by Theo-
rem 2.1.1, we can as well move Λ by any contact isotopy of J1M and
assume from the beginning that it satisfies any generic hypothesis. In
particular we can assume that the map Λ/R>0 −→M is finite and that
there exists an adapted family V = {Va; a ∈ A} in the sense of Defini-
tion 11.4.1. We let Λb, b ∈ Ba, be the family of components of Λ∩T ∗Va.
We set B =
⊔
a∈ABa and we let σ : B −→ A be the obvious map. Hence
Λb is a component of Λ ∩ T ∗Vσ(b).
For an open subset V ⊂M ×R we have introduced the subcategory
DdblΛ,V(kV ) of D(kV×R>0) in Definition 11.4.3. For G ∈ DdblΛ,V(kV ) we have
defined SSdbl(G) in Lemma 11.4.6. It is an open subset of Λ ∩ T ∗V
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of the form (
⋃
b∈B′ Λb) ∩ T ∗V for some B′ ⊂ B. We choose B′ ⊂ B
and set Λ0 =
⋃
b∈B′ Λb. We define D
dbl
Λ0,V
(kV ) as the full subcategory
of DdblΛ,V(kV ) formed by the G with SS
dbl(G) = Λ0 ∩ T ∗V . By (ii) of
Lemma 11.4.6, for G ∈ DdblΛ0,V(kV ) there exists ǫ > 0 such that G|V×]0,ε[
belongs to Db(Λq,ε0 )
(kV×]0,ε[). Since Λ
q,ε
0 is diffeomorphic to Λ0× ]0, ε[, the
categories µSh(kΛ0) and µSh(kΛq,ε0 ) are equivalent. Hence the functor
mΛ : D
b
(Λ)(kV ) −→ µSh(kΛ∩T ∗V ) extends naturally as
m
dbl
Λ0
: DdblΛ0,V(kV ) −→ µSh(kΛ0∩T ∗V ).
The same definitions make sense for the orbit category. We define
the subcategory Ddbl/[1],Λ,V(kV ) of D/[1](kV×R>0) as in Definition 11.4.3,
replacing everywhere D(kX) by D/[1](kX). We also define D
dbl
/[1],Λ0,V
(kV )
as above and a functor
m
dbl
/[1],Λ0 : D
dbl
/[1],Λ0,V(kV ) −→ µShorb(kΛ0∩T ∗V ).
In Theorems 12.1.1 and 12.2.2 we see that the functors mdblΛ0 and m
dbl
/[1],Λ0
are essentially surjective. The microsupport of an object of DdblΛ,V(kV )
is made of two copies of Λ. In the Corollaries 12.3.3 and 12.3.4 we see
that, if we have no Reeb chords, we can translate one copy of Λ ver-
tically using a Hamiltonian isotopy and obtain an object of DΛ(kM×R)
from a given one in DdblΛ,V(kM×R). In §12.4 we see a relation between
objects of DΛ(kM×R), their restrictions to M × {t0}, t0 ≫ 0, and their
microlocalizations; in particular we see that F 7→ F |M×{t0} induces an
equivalence of categories between sheaves onM×R with microsupport
Λ and vanishing on M × {t}, t ≪ 0, and locally constant sheaves on
M .
12.1. Quantization for the doubled Legendrian
We assume that the sets Va are small enough so that, for each a ∈ A,
the intersection Λ∩T ∗Va has finitely many connected components. We
let Λb, b ∈ Ba, be the family of components of Λ ∩ T ∗Va. We set
B =
⊔
a∈ABa and we let σ : B −→ A be the obvious map. Hence Λb is a
component of Λ ∩ T ∗Vσ(b). We also assume that, for each b ∈ B, Λb is
contractible and there exist a neighborhood V ′b of Vσ(b) and Fb ∈ D(kV ′b )
such that S˙S(Fb) ⊂ Λ ∩ T ∗V ′b , Fb is simple and S˙S(Fb) ∩ T ∗Vσ(b) = Λb.
Theorem 12.1.1. In the above setting let B′ be a subset of B and set
Λ0 =
⋃
b∈B′ Λb. Then, for any pure object F ∈ µSh(kΛ0) there exists
F ∈ DdblΛ0 (kM×R) such that mdblΛ0 (F ) ≃ F .
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Proof. (i) We proceed by induction on |B′|. Let b ∈ B. Since Λb is
contractible, the objects of µSh(kΛb) are of the form mΛb(EV ′b
L⊗Fb) for
some E ∈ D(k). By definition F = ΨVσ(b)(RΓVσ(b)(EV ′b
L⊗Fb)) belongs to
DdblΛb (kM×R) and satisfies m
dbl
Λ0
(F ) ≃ F . This proves the case B′ = {b}.
(ii) Now we write B′ = B′′ ∪ {b} and assume that the result holds for
B′′. We set Λ1 =
⋃
c∈B′′ Λc. We let Λ
′
b be the component of Λ ∩ T ∗V ′b
containing Λb. We set Λ
′
0 = Λ1 ∪ Λ′b. Up to choosing a smaller set V ′b
we can assume that our F extends as an object of F ∈ µSh(kΛ′0).
(iii) By the induction hypothesis there exist F1 ∈ DdblΛ1 (kM×R) and an
isomorphism ϕ1 : m
dbl
Λ1
(F1) ≃ F|Λ1. By (i) there also exist G ≃ EV ′b
L⊗Fb
in D(kV ′b ) and an isomorphism ϕ2 : mΛ′b(G) ≃ F|Λ′b. We set Ξ = Λ1∩Λ′b
and u = ϕ−11 ◦ ϕ2 : mΛ′b(G)|Ξ ≃ mdblΛ1 (F1)|Ξ.
(iv) We set Λ′1 = Λ
′
b∩Λ1 and Λ′′1 = Λ′b∩Λ1 \Λ′1. By Corollary 11.4.8 we
can decompose F1|V ′b×]0,ε[ ≃ F ′1⊕F ′′1 such that F ′1 ∈ DdblΛ′1 (kV ′b ) and F
′′
1 ∈
DdblΛ′′1
(kV ′b ). Then m
dbl
Λ1
(F1)|Ξ ≃ mdblΛ′1 (F
′
1) ⊕ mdblΛ′′1 (F
′′
1 ) and the morphism
u of (iii) factorizes through mdblΛ′1
(F ′1) since the support of mΛ′b(G) is
contained in Λ′b.
(v) We recall that the Hom sheaf in µSh(kΛ0) is induced by H0µhom.
Hence u can be seen as an element of Γ(Ξ;H0µhomdbl(ΨV ′b (G), F
′
1)|Ξ).
By the purity hypothesis µhomdbl(ΨV ′b (G), F
′
1) is concentrated in degree
0 and u can be seen as an element of H0(Ξ;µhomdbl(ΨV ′b (G), F
′
1)|Ξ). By
Proposition 11.4.7 we have
H0(Ξ;µhomdbl(ΨV ′b (G), F
′
1)|Ξ) ≃ H0(V ′b ; i−1Rj∗RHom(ΨV ′b (G), F ′1)).
Hence there exists v : ΨV ′b (G) −→ F ′1 representing u defined on some
open subset W of V ′b × ]0, ε[ such that V ′b ∪W is a neighborhood of V ′b .
Up to shrinking ε we can assume that W contains Vσ(b) × ]0, ε[.
(vi) We set for short Wb = Vσ(b) × ]0, ε[. The morphism v induces
v′ : RΓWb(ΨM×R(G)) −→ RΓWb(ΨM×R(F ′1)). We denote by f the com-
position F1
g−→ RΓWb(F1) h−→ RΓWb(F ′1) where g is the natural morphism
and h is induced by the decomposition F1|V ′b×]0,ε[ ≃ F ′1 ⊕ F ′′1 in (iv).
Now we define F ∈ D(kM×R×]0,ε[) by the distinguished triangle
(12.1.1) F −→ F1 ⊕ RΓWb(ΨM×R(G))
(f,−v′)−−−−→ RΓWb(F ′1) +1−→ .
Then F ∈ DΛ0(kM×R) and mdblΛ0 (F ) ≃ F . 
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12.2. The triangulated orbit category case
We checked in Sections 9.1 and 9.2 that the results we used in the
category Db(kM) have analogs in the category D
b
/[1](kM). In particular
we have already defined a Kashiwara-Schapira stack µShorb(kΛ) in this
situation. However the proof of Theorem 12.1.1 does not work because
we used the fact that some µhom sheaf was concentrated in degree 0,
which makes no sense in the orbit category. We can still prove the
existence part of this theorem for the triangulated orbit category by
gluing two sheaves obtained on two open subsets by Theorem 12.1.1.
For this we first remark in Lemma 12.2.1 below that we can decompose
Λ in two open subsets with vanishing Maslov classes.
Lemma 12.2.1. Let X be a manifold and let c ∈ H1(X ;ZX). Then
there exists a map f : X −→ S1 of class C∞ such that c = f ∗(δ), where
δ ∈ H1(S1;ZS1) is the canonical class. In particular, for any cov-
ering S1 = I1 ∪ I2 by two open intervals, the restrictions c|f−1(Ii) ∈
H1(f−1(Ii);Zf−1(Ii)) vanish, for i = 1, 2.
Proof. Since H1(X ;ZX) −→ H1(X ;RX) is injective, it is enough to
prove the result for the image of c in H1(X ;RX), which we represent
by a 1-form α. Let r : X ′ −→ X be the universal covering of X and let
g : X ′ −→ R be a primitive of r∗(α). Then, for any x1, x2 ∈ X ′ such
that r(x1) = r(x2) we have g(x1)− g(x2) = 〈c, γ〉, where γ is the loop
at g(x1) determined by x1, x2. Hence g(x1) − g(x2) is an integer and
g descends to a map f : X −→ S1 which satisfies the conclusion of the
lemma. 
For the next result the ring is k = Z/2Z.
Theorem 12.2.2. For any global object F of µShorb(kΛ) there exists
an object F ∈ Ddbl/[1],Λ(kM×R) such that mdblΛ (F ) ≃ F .
Proof. (i) By Proposition 10.4.4 µShorb(kΛ) has a unique simple object,
F0, and F is of the type F ≃ F0
L⊗ L for some L ∈ Loc(kΛ).
We let µ1(Λ) ∈ H1(Λ;ZΛ) be the Maslov class of Λ. We choose
f : Λ −→ S1 as in Lemma 12.2.1 and a covering S1 = I+ ∪ I− by two
open intervals. We set Λ± = f
−1(I±). Then µ1(Λ)|Λ± = 0 and the
categories µSh(kΛ±) have simple objects, say F0,±. Their images in
µShorb(kΛ±) are F0|Λ± because µShorb(kΛ±) has a unique simple object.
The intersection I+ ∩ I− is the union of two intervals, say Ia, Ib. We
set Λa = f
−1(Ia), Λb = f
−1(Ib) and F0,a = F0,+|Λa, F0,b = F0,+|Λb. We
remark that simple objects in µSh(kΞ), for Ξ open in Λ, with coefficients
k = Z/2Z, are unique up to shift and up to a unique isomorphism.
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Hence we have the following canonical isomorphisms
ϕa+ = id: F0,a ∼−→ F0,+|Λa, ϕb+ = id: F0,b ∼−→ F0,+|Λb,
ϕa− : F0,a ∼−→ F0,−|Λa[da], ϕb− : F0,b ∼−→ F0,−|Λb[db],
where da, db ∈ Z are locally constant functions on Λa, Λb. We set
F± = F0,± ⊗ L, Fa = F0,a ⊗ L, Fb = F0,b ⊗ L and Φ∗± = ϕ∗± ⊗ idL.
(ii) Up to shrinking Λ0 and Λ1 we can find a finite family V = {Va;
a ∈ A} of open subsets of M × R which is adapted to Λ such that Λ+
and Λ− are of the form Λ
B for some B ⊂ A.
By Theorem 12.1.1 there exist F± ∈ DdblΛ±(kM×R), F∗ ∈ DdblΛ∗(kM×R),
for ∗ = a, b, such that mdblΛ±(F±) ≃ F± and mdblΛ∗ (F∗) ≃ F∗. Moreover,
by Proposition 11.4.7 we have morphisms Ψ∗+ : F∗ −→ F+ and Ψ∗− : F∗ −→
F−[d∗] representing Φ
∗
±. In D
b
/[1](kM×R×]0,ε[) we have F− ≃ F−[d∗] and
we can define F ∈ Db/[1](kM×R×]0,ε[) by the distinguished triangle
Fa ⊕ Fb
(
Ψa+ Ψ
b
+
Ψa− Ψ
b
−
)
−−−−−−→ F+ ⊕ F− −→ F +1−→ .
Then mdblΛ (F ) ≃ F . 
12.3. Translation of the microsupport
Now we assume that the Legendrian submanifold Λ/R>0 of J
1M has
no Reeb chord, that is, the map T ∗τ>0(M × R) −→ T ∗M , (x, t; ξ, τ) 7→
(x; ξ/τ), induces an injection Λ/R>0 →֒ T ∗M (see (12.0.1)).
For u ∈ R we define the translation Tu : M × R −→ M × R, (x, t) 7→
(x, t + u). We denote by T ′u : T
∗(M × R) −→ T ∗(M × R), (x, t; ξ, τ) 7→
(x, t + u; ξ, τ), the induced map on the cotangent bundle. We also
introduce some notations, for Λ ⊂ T ∗τ>0(M × R):
Λu = Λ ∪ T ′u(Λ) ⊂ T ∗τ>0(M × R), for u > 0,
Λ+ = qdq
−1
π (Λ) ⊔ rdr−1π (Λ) ⊂ T ∗τ>0(M × R× R>0).
(12.3.1)
We remark that Λ+ is non-characteristic for the inclusions iu, u > 0,
and that Λu = (iu)d((iu)
−1
π (Λ
+)).
Lemma 12.3.1. There exists φ : T˙ ∗(M × R)× R>0 −→ T˙ ∗(M × R), a
homogeneous Hamiltonian isotopy, such that φ1 = id and, using the
notations (1.5.5) and (12.3.1), we have Γφ ◦a Λ1 = Λ+. In particular
φu(Λ1) = Λu, for all u > 0.
Proof. (i) We set I = R>0. Since the map (x, t; ξ, τ) 7→ (x; ξ/τ) induces
an injection Λ/R>0 →֒ T ∗M , the sets Λ and T ′u(Λ) are disjoint for all
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u > 0. Considering all u > 0 at once we define the following closed
subsets of T˙ ∗(M × R)× I:
Λ0 = Λ× R>0, Λ1 =
⊔
u>0
(T ′u(Λ)× {u}).
Then Λ0 and Λ1 are disjoint and the projections Λi/R>0 −→ I are
proper for i = 0, 1. Hence we can find a conic neighborhood Ω of Λ1 in
T˙ ∗(M ×R)× I such that Ω∩Λ0 = ∅ and the projection Ω/R>0 −→ I is
proper, that is, Ω ∩ (T˙ ∗(M × R)× {u}) is compact for all u > 0.
(ii) We choose a C∞-function h : T˙ ∗(M × R)× I −→ R such that,
(a) hu := h|T˙ ∗(M×R)×{u} is homogeneous of degree 1, for all u ∈ I,
(b) h vanishes outside Ω,
(c) there exists a neighborhood Ω′ of Λ1 such that h(x, t; ξ, τ) = −τ ,
for all (x, t; ξ, τ) ∈ Ω′.
By (a), (b) and the compactness of (Ω ∩ (T˙ ∗(M × R) × {u}))/R>0,
the Hamiltonian flow of h, say φ, is defined on I (the initial time here
is t0 = 1). Then φu is the identity map outside Ω for all u ∈ I and
φu(x, t; ξ, τ) = (x, t + u − 1; ξ, τ), for all ((x, t; ξ, τ), u) ∈ Ω′. Since
Λ0 ⊂ (T˙ ∗(M × R) \ Ω) and Λ1 ⊂ Ω′ the lemma follows. 
In our situation we reformulate Corollary 2.1.4 as follows.
Corollary 12.3.2. Let Λu ⊂ T ∗τ>0(M×R), u > 0, and Λ+ ⊂ T ∗τ>0(M×
R× R>0) be the sets defined in (12.3.1). Then we have:
(i) The inverse image functor induces an equivalence of categories
(12.3.2) i−1u : D
lb
Λ+(kM×R×R>0) −→ DlbΛu(kM×R),
for any u > 0. In particular, for all F,G ∈ DlbΛ+(kM×R×R>0) we have
(12.3.3) RHom(F,G) ∼−→ RHom(F |M×R×{u}, G|M×R×{u}).
(ii) The restriction functor induces an equivalence of categories
(12.3.4) DlbΛ+(kM×R×R>0) −→ DlbΛ+(kM×R×]0,u[)
for any u > 0. In particular, for all F,G ∈ DlbΛ+(kM×R×R>0) we have
(12.3.5) RHom(F,G) ∼−→ RHom(F |M×R×]0,u[, G|M×R×]0,u[).
Proof. By Lemma 12.3.1 we can apply Corollary 2.1.4 with A = Λ1,
A′ = Λ+, s = u. We choose 0 < u < u′. The corollary applied with
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I = R>0 or I = ]0, u
′[ says that the functors A and B in the following
diagram
DlbΛ+(kM×R×R>0) D
lb
Λ+(kM×R×]0,u′[)
DlbΛu(kM×R)
R
A
B
are equivalences of categories. It follows that the restriction functor
R is an equivalence of categories. The functor A is (12.3.2) and the
functor R is (12.3.4). This proves the corollary. 
Corollary 12.3.3. Let Λ be a closed conic Lagrangian submanifold
of T ∗τ>0(M × R) coming from a compact exact submanifold of T ∗M
as in (12.0.1). Then, for any pure object F ∈ µSh(kΛ) there exists
F ∈ DΛ(kM×R) such that mΛ(F ) ≃ F .
Proof. By Theorem 12.1.1 there exists F0 ∈ DdblΛ0 (kM×R) such that
m
dbl
Λ0
(F ) ≃ F . By the definition of DdblΛ0 (kM×R) the restriction F1 =
F0|M×R×]0,u[ belongs to DlbΛ+(kM×R×]0,u[) for u > 0 small enough. By
the equivalence of categories (12.3.4) there exists F2 ∈ DlbΛ+(kM×R×R>0)
which extends F1.
Since Λ/R>0 is compact we can choose A > 0 such that Λ ⊂
T ∗τ>0(M × ]−A,A[). For u ≥ 2A + 1 we have Λu ⊂ T ∗τ>0(M × ]A +
1,+∞[). We set F3 = (i−1u F2)|M×]−∞,A+1[. Then S˙S(F3) = Λ. We
choose a diffeomorphism f : ]−∞, A + 1[ ∼−→ R such that f is the
identity map on ]−∞, A[. Then F = R(idM × f)∗(F3) is the required
sheaf. 
The proofs given in this section work verbatim in the case of the orbit
category and Theorem 12.2.2 gives the analog of Corollary 12.3.3:
Corollary 12.3.4. Let Λ be as in Corollary 12.3.3. Then, for any
F ∈ µShorb(kΛ) there exists F ∈ D/[1],Λ(kM×R) such that mΛ(F ) ≃ F .
Corollary 12.3.5. We keep the hypothesis of Corollary 12.3.2. Then
for any F1, F2 ∈ DbΛ(kM×R) we have isomorphisms
RHom(F1, F2) ∼−→ RHom(q−1F1, r−1F2) ∼−→ RHom(F1, Tu∗F2),
for any u ≥ 0.
Proof. Since r is a submersion with fibers diffeomorphic to R>0 we
have RHom(F1, F2) ∼−→ RHom(r−1F1, r−1F2). Applying the functor
RHom(·, r−1F2) to the triangle (11.1.9) we obtain the distinguished
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triangle
RHom(r−1F1, r
−1F2) −→ RHom(q−1F1, r−1F2)
−→ RHom(ΨM×R(F1), r−1F2) +1−→ .
(12.3.6)
By Lemma 11.1.6 (i) we have Rr!(ΨM×R(F1)) ≃ 0. Hence the third
term in (12.3.6) vanishes and we obtain the first isomorphism of the
corollary. The second one follows from (12.3.3) applied with F = q−1F1
and G = r−1F2. 
12.4. Restriction at infinity
As in §12.3 we assume that Λ/R>0 has no Reeb chord. Since Λ/R>0 is
compact we can choose A > 0 such that Λ ⊂ T ∗τ>0(M×]−A,A[). Then,
for any F ∈ DlbΛ (kM×R), the restrictions F |M×]−∞,−A[ and F |M×]A,+∞[
have locally constant cohomology sheaves.
Definition 12.4.1. For F ∈ DlbΛ (kM×R) we let F−, F+ ∈ Dlb(kM) be
the restrictions at infinity F− = F |M×{−t}, F+ = F |M×{t}, for any
t ∈ [A,+∞[. Then F−, F+ are indeed independent of t ∈ [A,+∞[ and
have locally constant cohomology sheaves. We let DlbΛ,+(kM×R) be the
full subcategory of DlbΛ (kM×R) consisting of the F such that F− ≃ 0.
For F ∈ DlbΛ,+(kM×R) we have by definition
(12.4.1) F |M×]A,+∞[ ≃ F+ ⊠ k]A,+∞[, F |M×]−∞,−A[ ≃ 0.
Lemma 12.4.2. Let F ∈ Dlb(kM×R). We assume that there exists
A > 0 such that supp(F ) ⊂ M × [−A,A]. We also assume either
SS(F ) ⊂ T ∗τ≥0(M×R) or SS(F ) ⊂ T ∗τ≤0(M×R). Let pM : M×R −→ M
be the projection. Then RpM !(F ) ≃ RpM ∗(F ) ≃ 0.
Proof. By base change we may assume that M is a point. Then the
result follows from Corollary 1.2.14. 
Theorem 12.4.3. Let F, F ′ ∈ DlbΛ,+(kM×R). We let F+, F ′+ ∈ Dlb(kM)
be their restrictions to M × {t}, t≫ 0, as in Definition 12.4.1. Then
(12.4.2) RHom(F, F ′) ∼−→ RHom(F+, F ′+).
In particular the functor DlbΛ,+(kM×R) −→ Dlb(kM) given by F 7→ F+ is
fully faithful and we have: F ≃ F ′ if and only if F+ ≃ F ′+.
As in the previous section the statement also holds in the case of the
orbit category.
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Proof. Let pM : M×R −→M be the projection. Let us choose A > 0 so
that (12.4.1) holds for F and F ′ and let u > 2A. Hence supp(Tu∗F
′) ⊂
M×]A,+∞[ and we obtain, by Corollary 12.3.5 and by (12.4.1),
RHom(F, F ′) ≃ RHom(F, Tu∗F ′)
≃ RHom(p−1M (F+), Tu∗F ′)
≃ RHom(F+,RpM∗Tu∗F ′).
(12.4.3)
Let us set G = (Tu∗F
′) ⊗ kM×]−∞,A+u[. Then supp(G) ⊂ [−A,A + u]
and SS(G) ⊂ T ∗τ≥0(M × R) by Theorem 1.2.11. By Lemma 12.4.2
we obtain RpM ∗(G) ≃ 0. By (12.4.1) again we have the distinguished
triangleG −→ Tu∗F ′ −→ F ′+⊠k[A+u,+∞[ +1−→ and we deduce RpM ∗Tu∗F ′ ≃
RpM∗(F
′
+ ⊠ k[A+u,+∞[) ≃ F ′+. Hence (12.4.3) implies (12.4.2). 
Theorem 12.4.4. Let F, F ′ ∈ DbΛ,+(kM×R). Then we have an isomor-
phism
(12.4.4) RHom(F, F ′) ∼−→ RΓ(Λ;µhom(F, F ′)).
Its composition with (12.4.2) gives a canonical isomorphism
(12.4.5) RHom(F+, F
′
+) ≃ RΓ(Λ;µhom(F, F ′)).
As in the previous section the statement also holds in the case of the
orbit category.
Proof. We recall the notation Λ+ ⊂ T ∗τ>0(M × R × R>0) of (12.3.1).
By Lemma 11.1.7 ΨM×R(F ) and ΨM×R(F
′) belong to DbΛ+(kM×R×R>0).
Using the isomorphism (12.3.5) and Proposition 11.3.5 we have, setting
Nε = M × R× ]0, ε[,
H iRΓ(Λ;µhom(F, F ′)) ≃ lim−→
ε>0
H iRHom(ΨM×R(F )|Nε,ΨM×R(F ′)|Nε))
≃ H iRHom(F, F ′),
for any i ∈ Z. This implies (12.4.4). 
Remark 12.4.5. We have recalled in (10.1.2) that µhom admits a
composition morphism (denoted by
µ◦ in Notation 10.1.3) compatible
with the composition morphism for RHom. In particular the isomor-
phism (12.4.4) is compatible with the composition morphisms ◦ and
µ◦. Since (12.4.2) is clearly compatible with ◦, we deduce that (12.4.5)
also is compatible with ◦ and µ◦.
158 STE´PHANE GUILLERMOU
Part 13. Exact Lagrangian submanifolds in cotangent
bundles
In this part M is a connected manifold and Λ0 ⊂ T ∗M is a com-
pact exact Lagrangian submanifold. We use the sheaves constructed in
Corollary 12.3.3 and Theorems 12.4.3, 12.4.4 to recover some results on
the topology of Λ0, namely that the projection Λ0 −→M is a homotopy
equivalence and that the first and second Maslov classes of Λ0 vanish.
The fact that Λ and M have the same homology was proved by
Fukaya, Seidel, Smith in [16] and also by Nadler in [37] using the Fukaya
category of the cotangent bundle and assuming that the first Maslov
class vanishes. The fact that the projection Λ0 −→ M is a homotopy
equivalence was proved by Abouzaid in [2], also assuming the vanishing
of the Maslov class. Then Kragh in [34] proved that this vanishing
holds.
Abouzaid and Kragh gave more precise results on the topology of
Λ. In [4] they proved that the map Λ0 −→ M is a simple homotopy
equivalence and in [3] they proved a vanishing result for the higher
Maslov classes (very roughly the images of the Maslov classes by the
map BO −→ BH vanish, where H is the group of homotopy equivalences
of the sphere – this gives the vanishing of obstructions for the existence
of a sheaf in spectra – see [26, 25]).
In the following we choose f : Λ0 −→ R such that df = αM |Λ0 and
define as in (12.0.1)
Λ = {(x, t; ξ, τ); τ > 0, (x; ξ/τ) ∈ Λ0, t = −f(x; ξ/τ)}.
We have Λ/R>0 = Λ0 and we work with Λ instead of Λ0.
13.1. Poincare´ groups
We let πΛ : Λ −→ M be the projection to the base and we denote by
π1(πΛ) : π1(Λ) −→ π1(M) the induced morphism of Poincare´ groups.
Proposition 13.1.1. The morphism π1(πΛ) : π1(Λ) −→ π1(M) is injec-
tive.
Proof. (i) We set k = Z/2Z and G = π1(Λ). We let ρ : G −→ GL(k[G])
be the regular representation of G. This means that k[G] is the vector
space with basis {eg}g∈G and the action of G is given by g · eh = egh,
for all g, h ∈ G. We let Lρ be the local system on Λ with stalks k[G]
corresponding to this representation ρ.
(ii) We recall some results of §10.4. The Hom sheaf in µShorb(kΛ) is
induced by µhomε through the equivalence OL(kΛ) ≃ Loc(kΛ). By
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Proposition 10.4.4 there exists a simple object F0 ∈ µShorb(kΛ) and
Hom(F0, ·) gives an equivalence µShorb(kΛ) ∼−→ Loc(kΛ).
We let Fρ ∈ µShorb(kΛ) be the object associated with Lρ by this
equivalence. By Corollary 12.3.4, there exist F0, Fρ ∈ Db/[1](kM×R) such
that morbΛ (F0) ≃ F0 and morbΛ (Fρ) ≃ Fρ. Moreover Hom(F0,Fρ) is
isomorphic to µhomε(F0, Fρ)|Λ. Hence µhomε(F0, Fρ)|Λ ≃ Lρ. We
define L0, L1 ∈ Db/[1](kM) by L0 = F0|M×{t} and L1 = Fρ|M×{t} for t≫
0. We let p : M×R −→M be the projection and we set F = F0⊗εp−1L1
and F ′ = Fρ ⊗ε p−1L0. Then F |M×{t} ≃ L0 ⊗ε L1 ≃ F ′|M×{t} for t≫ 0
and Theorem 12.4.3 (for the orbit category) implies
(13.1.1) F0 ⊗ε p−1L1 ≃ Fρ ⊗ε p−1L0.
(iii) For i = 0, 1 we set L′i = hM(Li) (see Lemma 10.4.3); it is the sheaf
on M associated with the presheaf U 7→ HomDb
/[1]
(kU )
(kU , Li). Then
L′0 and L
′
1 are local systems on M . Applying m
orb
Λ to (13.1.1) and the
equivalence µShorb(kΛ) ∼−→ Loc(kΛ), we find π−1Λ L′1 ≃ Lρ ⊗ π−1Λ L′0.
(iv) We let ρ′0 and ρ
′
1 be the representations of π1(M) corresponding to
the local systems L′0 and L
′
1. They induce representations ofG = π1(Λ),
say ρ′′0 and ρ
′′
1, through the morphism π1(πΛ). Then the result of (iii)
gives the isomorphism of representations of G, ρ′′1 ≃ ρ⊗ρ′′0. We restrict
these representations to the subgroup K = ker(π1(πΛ)) of G. Then
ρ′′0|K and ρ′′1|K are trivial representations and we deduce that ρ|K also
is trivial. Since ρ is a faithful representation of G, this gives K = {1},
as required. 
Let r : M ′ −→M be a covering. The derivative of r induces a covering
r′ : T ∗M ′ −→ T ∗M . We let Λ′0 be a connected component of r′−1(Λ′).
Then Λ′0 −→ Λ is a covering and π1(Λ′0) is a subgroup of π1(Λ). We
have the commutative diagram
(13.1.2)
π1(Λ
′
0) π1(Λ)
π1(M
′) π1(M),
π1(πΛ)
where π1(πΛ) is injective by Proposition 13.1.1. This implies that the
morphism π1(Λ
′
0) −→ π1(M ′) is injective. In particular, if M ′ is the
universal cover of M , then π1(Λ
′
0) vanishes, that is, Λ
′
0 is the universal
cover of Λ.
We let mΛ : π1(Λ) −→ Z be the group morphism induced by the
Maslov class µsh1 (Λ) ∈ H1(Λ;ZΛ) introduced in §10.3. We remark that
mΛ determines µ
sh
1 (Λ).
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Corollary 13.1.2. We assume that mΛ 6= 0. Then there exist covering
maps f : M0 −→ M1, g : M1 −→ M where f is a cyclic cover of group Z
and closed conic connected Lagrangian submanifolds Λi ⊂ T˙ ∗(Mi × R)
for i = 0, 1, such that the derivatives of f and g induce a cyclic cover
of group Z, Λ0 −→ Λ1, and an isomorphism Λ1 ∼−→ Λ:
(13.1.3)
Λ0 Λ1 Λ
M0 M1 M.
Z ∼
Z
f
g
Moreover the isomorphism Λ1 ∼−→ Λ identifies µsh1 (Λ1) and µsh1 (Λ) and
we have µsh1 (Λ0) = 0.
Proof. We set K = ker(mΛ). Since mΛ 6= 0 we have π1(Λ)/K ≃ Z.
We let M ′ be the universal cover of M and we define Λ′0 as in the
diagram (13.1.2). Hence Λ′0 is the universal cover of Λ. Since K and
π1(Λ) are subgroups of π1(M) they act freely on M
′. These actions
commute with their actions on Λ′0 through the map Λ
′
0 −→ M . We
obtain the diagram of quotient manifolds
Λ′0 Λ
′
0/K Λ
′
0/π1(Λ)
M ′ M ′/K M ′/π1(Λ),
f ′
f
where f ′ and f are covering maps with group π1(Λ)/K ≃ Z. We set
Λ0 = Λ
′
0/K, M0 = M
′/K, Λ1 = Λ
′
0/π1(Λ) and M1 = M
′/π1(Λ). Then
Λ1 is identified with Λ since it is the quotient of the universal cover of
Λ by its Poincare´ group. This gives the diagram (13.1.3). The claim
on the Maslov classes follows easily. 
13.2. Vanishing of the Maslov class
By Corollary 10.6.3 the vanishing of µsh1 (Λ) implies the vanishing of
the usual Maslov class µ1(L). We recall that mΛ : π1(Λ) −→ Z is the
group morphism induced by µsh1 (Λ) and that mΛ determines µ
sh
1 (Λ).
Theorem 13.2.1. We have µ1(Λ) = 0.
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Proof. (i) We set k = Z/2Z. We apply Corollary 13.1.2 and we replace
M by M1. Hence we have cyclic covers of group Z
(13.2.1)
Λ0 Λ
M0 M
Z
πΛ
Z
f
such that mΛ0 = 0 and an exact sequence π1(Λ0) −→ π1(Λ) mΛ−−→ Z.
The diagram (13.2.1) induces the isomorphisms π1(Λ)/π1(Λ0) ≃ Z ≃
π1(M)/π1(M0) and we deduce that mΛ factorizes through a morphism
m : π1(M) −→ Z such that ker(m) ≃ π1(M0).
We let c ∈ H1(M ;Z) be the cohomology class corresponding to m.
Then π∗Λ(c) is the Maslov class of Λ (viewed as a cohomology class)
and f ∗(c) = 0.
We will obtain a contradiction by constructing a quantization G of
Λ0 on M0 × R with opposite properties: (i) G should be unbounded
because of the non-vanishing of c and (ii) G sould be bounded because
G|M0×{t}, t≫ 0, is a locally bounded locally constant object.
The construction ofG consists in checking that Corollary 12.3.3 holds
when we replace M by a cyclic cover.
(ii) By Lemma 12.2.1 there exist two open subsets U1, U2 of M such
that U1, U2 and U1∩U2 have a finite number of connected components
and the restrictions c|Ui ∈ H1(Ui;ZUi) vanish, for i = 1, 2. We can
decompose U1 ∩ U2 = V+ ⊔ V− into two disjoint open subsets such
that c is represented by the Cˇech cocyle c12 : U12 −→ Z (c12 is a locally
constant function) with values 0 on V+ and d on V−, for some d ∈ Z.
Since mΛ 6= 0 we have d 6= 0.
We set Λi = Λ ∩ T ∗(Ui × R) for i = 1, 2. By Theorem 12.1.1 and
Proposition 11.4.7 there exist simple objects Fi ∈ DdblΛi (kUi×R) and iso-
morphisms ϕ+ : F1|V+×R ∼−→ F2|V+×R and ϕ− : F1|V−×R ∼−→ F2|V−×R[d].
(iii) For n ∈ Z we denote by ψn the action of n onM0×R×R>0. We set
U ′i = f
−1(Ui × R× R>0), i = 1, 2, and we decompose U ′i =
⊔
n∈Z U
n
i in
such a way that f identifies each Uni with Ui×R×R>0 and Uni = ψn(U0i ).
We can also assume that f identifies U01 ∩ U02 with V+ × R× R>0 and
U01 ∩ U12 with V− × R× R>0.
We define Gi on U
′
i by Gi|Uni = (f−1(Fi))|Uni [nd]. Then the isomor-
phisms ϕ± of (ii) induce an isomorphism ϕ : G1|U ′12 ∼−→ G2|U ′12. We
let ji, j12 be the inclusions of U
′
i , U
′
12 in M0 × R × R>0. We define
G′ ∈ D(kM0×R×R>0) by the distinguished triangle
G′ −→ Rj1∗G1 ⊕ Rj2∗G2
(ϕ,−id)−−−−→ Rj12∗(G2|U ′12)
+1−→ .
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Then G′ ∈ DdblΛ0 (kM0×R) and G′ is simple along qdq−1π (Λ0) ∪ rdr−1π (Λ0).
By construction we also have isomorphisms ψ−1n (G
′) ≃ G′[nd], for each
n ∈ Z.
(iv) We apply Lemma 12.3.1 to Λ and we obtain a homogeneous Hamil-
tonian isotopy φ of T˙ ∗(M×R) which keeps Λ fixed and translates T ′1(Λ)
vertically. Lifting φ to T˙ ∗(M0 × R) we see that Λ0 satisfies the con-
clusions of Lemma 12.3.1. Hence we can apply Corollary 12.3.2 to Λ0
and we deduce from the object G′ ∈ DdblΛ0 (kM0×R) defined in (iii) an
object G ∈ DΛ0(kM0×R) which is simple along Λ0 and such that we
have isomorphisms ψ−1n (G) ≃ G[nd], for each n ∈ Z.
(v) We have G|M0×{t} ≃ 0 for t ≪ 0 and we define G+ = G|M0×{t} for
t ≫ 0 as in Definition 12.4.1. Theorem 12.4.3 gives RHom(G,G) ∼−→
RHom(G+, G+). Since G 6≃ 0 it follows that G+ 6≃ 0. We also know
that G+ has locally constant cohomology sheaves. Since M0 is con-
nected the stalk (G+)x is independent of x ∈ M0. By Lemma 10.2.7
dim(H∗(G+)x) is finite. In particular G+ is bounded in degrees.
The isomorphisms ψ−1n (G) ≃ G[nd] give ψ−1n (G+) ≃ G+[nd], for all
n ∈ Z. Since G+ is bounded and non zero, we obtain d = 0 but this
contradicts the hypothesis mΛ 6= 0. 
13.3. Restriction at infinity
We recall the notation DbΛ,+(kM×R) of Definition 12.4.1 and F+ =
F |M×{t0} for t0 ≫ 0, for F ∈ DbΛ,+(kM×R).
Proposition 13.3.1. We assume that k = Z or k is a finite field.
Let F ∈ DbΛ,+(kM×R). We assume that F is simple along Λ. Then F+
is concentrated in one degree, say i, and H iF+ is a local system with
stalks isomorphic to k.
Proof. (i) We first assume that k is a finite field. Let us prove that F+ is
concentrated in one degree. Let a ≤ b be respectively the minimal and
maximal integers i such that H iF+ 6≃ 0. By Lemma 10.2.7 the local
systems H iF+ are of finite rank. Since k is finite we can find a finite
cover r : M ′ −→ M such that r−1(H iF+) is trivial, for i = a, b. We set
F ′ = (r×idR)−1F and Λ′ = d(r×idR)−1(Λ). Then r−1(H iF+) ≃ H iF ′+,
F ′ is simple along Λ′ and we have µhom(F ′, F ′) ≃ kΛ′ . Since Λ′/R>0
is compact, Theorem 12.4.4 gives
(13.3.1) RHom(F ′+, F
′
+) ≃ RΓ(Λ′;kΛ′).
On the other hand the complex G = RHom(F ′+, F ′+) is concentrated
in degrees greater than a − b and Ha−bG ≃ Hom(HaF ′+, HbF ′+) is
a non zero constant sheaf. Hence Ha−bRHom(F ′+, F
′
+) is non zero.
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By (13.3.1) we deduce that Ha−bRΓ(Λ′;kΛ′) also is non zero, which
implies a − b ≥ 0. Hence a = b and F+ is concentrated in a single
degree.
(ii) Now we prove that HaF+ is of rank one, that is, H
aF ′+ ≃ kM ′.
There exists d ≥ 1 such that HaF ′+ ≃ kdM ′. The isomorphism (13.3.1)
gives in degree 0:
(13.3.2) Hom(kd,kd) ≃ H0(Λ′;kΛ′).
By Remark 12.4.5 this isomorphism is compatible with the algebra
structures of both terms. Let I be the set of connected components
of Λ′. We obtain |I| = d2. The natural decomposition H0(Λ′;kΛ′) ≃⊕
i∈I H
0(Λ′i;kΛ′i) gives an expression of the unit as a sum of orthogonal
idempotents, 1 =
∑
i∈I ei, where ei is the projection
ei : H
0(Λ′;kΛ′) −→ H0(Λ′i;kΛ′i), i ∈ I.
We let mi ∈ Hom(kd,kd) = Matd×d(k) be the image of ei by (13.3.2).
The relation 1 =
∑
i∈I ei gives a decomposition of the identity matrix
Id =
∑
i∈I mi as a sum of |I| non-zero orthogonal projections, that is,
m2i = mi and mimj = 0, for i 6= j. We deduce that |I| ≤ d, that is,
d2 ≤ d. Hence d = 1, as claimed.
(iii) Now we assume that k = Z. By Lemma 10.2.7 the stalks of F+
are of finite rank over Z. We recall that any object of Db(Z) is the
sum of its cohomology. Hence, for z = (x, t), t ≫ 0, we can write
(F+)z =
⊕b
i=aMi[−i], where the Mi’s are abelian groups of finite rank.
We first prove that theMi’s are free. If this is not the case, there exist
i ∈ Z and a prime p such thatMi has p-torsion. We set G = F
L⊗ZZ/pZ.
Then G is simple along Λ and (G+)z ≃ (F+)z
L⊗Z Z/pZ. We have seen
that (G+)z is isomorphic to Z/pZ[j] for some shift j. On the other
hand H−1(Mi⊗Z Z/pZ) and H0(Mi⊗Z Z/pZ) are both non zero, since
Mi has p-torsion. This gives a contradiction and proves that, for each
i, we have Mi ≃ Zdi for some di.
We set G = F
L⊗Z Z/2Z. We have again (G+)z ≃ (F+)z ⊗Z Z/2Z ≃
Z/2Z[j]. Hence di = 0 for all i 6= j and dj = 1, as claimed. 
Corollary 13.3.2. We assume that k = Z or k is a finite field and
that µSh(kΛ) has at least one global simple object. Then the projection
Λ −→M induces an isomorphism RΓ(M ;kM) ∼−→ RΓ(Λ;kΛ).
Proof. We choose a simple object F ∈ µSh(kΛ). By Corollary 12.3.3
there exists F ∈ DbΛ,+(kM×R) such that mΛ(F ) ≃ F . By Proposi-
tion 13.3.1 F+ is concentrated in one degree, say i, and H
iF+ is a
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local system with stalks isomorphic to k. Hence RHom(F+, F+) ≃ kM
and RHom(F+, F+) ≃ RΓ(M ;kM). Since F is simple we also have
µhom(F, F )|Λ ≃ kΛ. By Theorem 12.4.4 we deduce an isomorphism
(13.3.3) RΓ(M ;kM ) ≃ RΓ(Λ;kΛ).
By construction (13.3.3) is given by taking the global sections in the
bottom morphism of the commutative diagram:
kM×R Rπ˙∗(kΛ)
RHom(F, F ) Rπ∗µhom(F, F ) Rπ˙∗(µhom(F, F )|Λ),
a
b c≀
∼
where π = πM×R, b and c map the sections 1 to the identity mor-
phisms. When taking global sections, b and c induce isomorphisms
and a induces the natural morphism RΓ(M ;kM ) −→ RΓ(Λ;kΛ) given
by the projection of Λ to the base M . The bottom horizontal arrow
induces (13.3.3). This shows that (13.3.3) is indeed induced by the
projection to the base. 
Remark 13.3.3. By Theorem 13.2.1 the first Maslov class of Λ van-
ishes. Hence, when k = Z/2Z the stack µSh(kΛ) has a global simple
object and Corollary 13.3.2 applies: the projection Λ −→M induces an
isomorphism
RΓ(M ;Z/2ZM ) ∼−→ RΓ(Λ;Z/2ZΛ).
13.4. Vanishing of the second Maslov class
We have seen the class µsh2 (Λ) ∈ H2(Λ;k×) in §10.3. By Corol-
lary 10.6.3, if k = Z, the vanishing of µsh2 (Λ) implies the vanishing of the
usual Maslov class µ2(L). Here we prove that µ
sh
2 (Λ) ∈ H2(Λ;Z/2ZΛ)
vanishes. For this we will use Corollary 12.3.3 in the framework of
twisted sheaves. Let c ∈ H2(M ;Z/2Z) be given and let cˇ = {cijk},
i, j, k ∈, be a Cˇech cocycle representing c with respect to a finite cov-
ering {Ui}i∈I of M . We view Z/2Z as the multiplicative group {±1}
and cijk = ±1, for all i, j, k.
Definition 13.4.1. A cˇ-twisted sheaf F on M is the data of sheaves
Fi ∈ Mod(kUi) and isomorphisms ϕij : Fj |Uij ∼−→ Fi|Uij satisfying the
condition
ϕij ◦ ϕjk = cijk ϕik.
The cˇ-twisted sheaves form an abelian category that we denote by
Mod(kcˇM). We denote by D
b(kcˇM ) its derived category.
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The prestack U 7→ Mod(kcˇ|UU ) is a stack which is locally equiva-
lent to the stack of sheaves. The usual operations on sheaves extend
to twisted sheaves. In particular if cˇ, dˇ are Cˇech cocycles on M and
F ∈ Db(kcˇM), F ′ ∈ Db(kdˇM), we have a tensor product F
L⊗F ′ ∈ D(kcˇ+dˇM )
and a homomorphism sheaf RHom(F, F ′) ∈ D(kdˇ−cˇM ). If f : M −→ N
is a morphism of manifolds and dˇ is a Cˇech cocycle on N with values
in {±1}, we have inverse images f−1, f ! : Db(kdˇN) −→ Db(kf
∗dˇ
M ) and di-
rect images Rf∗,Rf! : D
b(kf
∗dˇ
M ) −→ Db(kdˇN) with the usual adjunction
properties. The notion of microsupport also generalizes to the twisted
case (since this is a local notion and twisted sheaves are locally equiv-
alent to sheaves) with the same behaviour with respect to the sheaves
operations.
We can define a Kashiwara-Schapira stack µSh(kcˇΛ) and formulate a
version of Corollary 12.3.3 in this framework: for F ∈ µSh(kcˇΛ) there
exists F ∈ Db(kcˇM×R) such that S˙S(F ) = Λ, F |M×{t} ≃ 0 for t≪ 0 and
m
cˇ
Λ(F ) ≃ F .
Proposition 13.4.2. The class µ2(Λ) ∈ H2(Λ;Z/2ZΛ) is zero.
Proof. (i) By Corollary 13.3.2 and Remark 13.3.3 we have an isomor-
phism H2(M ;Z/2ZM ) ∼−→ H2(Λ;Z/2ZΛ). We let c ∈ H2(M ;Z/2ZM)
be the inverse image of µsh2 (Λ) by this isomorphism and we choose a
Cˇech cocycle cˇ representing c. Then the twisted Kashiwara-Schapira
stack µSh(ZcˇΛ) has a simple global object and the twisted version of
Corollary 12.3.3 gives F ∈ DbΛ,+(ZcˇM×R) which is simple along Λ. By
Proposition 13.3.1 we have F+ ≃ L[d] where L ∈ Mod(ZcˇM ) is a twisted
locally constant sheaf with stalks isomorphic to Z and d is some integer.
(ii) Now we prove that the existence of L ∈ Mod(ZcˇM) as in (i) implies
that cˇ is a boundary, that is, µsh2 (Λ) = 0. The cocycle cˇ is associated
with a covering {Ui}i∈I of M . The object L ∈ Mod(ZcˇM ) is given by
sheaves Li ∈ Mod(ZUi) and isomorphisms ϕij : Lj |Uij ∼−→ Li|Uij , for
any i, j ∈ I, such that ϕij ◦ ϕjk = cijk ϕik for all i, j, k ∈ I. We
can assume that Ui is contractible and that Uij is connected for any
i, j ∈ I. Since L is locally constant, we can choose an isomorphism
ϕi : L|Ui ≃ ZUi for each i ∈ I. Then the composition bij = ϕiϕijϕ−1j is
an isomorphism Z ∼−→ Z, that is, bij = ±1. We let bˇ be the 1-cochain
defined by {bij}i,j∈I . Then the equality ϕij ◦ ϕjk = cijk ϕik says that cˇ
is the boundary of bˇ, as required. 
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13.5. Homotopy equivalence
Here we recover a result of [2] that the projection πΛ : Λ −→ M is a
homotopy equivalence, that is, it induces an isomorphism of all funda-
mental groups. It is well know that this is equivalent to the following:
π1(Λ) ∼−→ π1(M) and, for any local system L on M , RΓ(M ;L) ∼−→
RΓ(Λ; π−1Λ L).
We recall the subcategory DlbΛ,+(kM×R) of D
lb
Λ (kM×R) introduced in
Definition 12.4.1. It consists of the F such that F− ≃ 0, where we have
set F± = F |M×{±t} for t≫ 0.
Theorem 13.5.1. Let k be a ring with finite global dimension.
(i) There exists F ∈ DbΛ,+(kM×R) such that F+ ≃ kM ; it is a simple
sheaf.
(ii) The functor G 7→ G+, DbΛ,+(kM×R) −→ Db(kM), induces an
equivalence between DbΛ,+(kM×R) and the subcategory of D
b(kM)
formed by the locally constant sheaves. In particular the object
F in (i) is unique up to a unique isomorphism.
(iii) The projection πΛ : Λ −→ M induces an isomorphism in coho-
mology RΓ(M ;kM ) ∼−→ RΓ(Λ;kΛ).
(iv) More generally we have RΓ(M ;L) ∼−→ RΓ(Λ; π−1Λ L) for any
local system L on M .
Proof. (i) We first assume that k = Z. By Theorem 13.2.1 and Proposi-
tion 13.4.2 we know that µ1(Λ) = 0 and µ2(Λ) = 0. By Corollary 12.3.3
there exists F 0 ∈ DbΛ,+(kM×R) which is simple along Λ. By Proposi-
tion 13.3.1 we have F 0+ ≃ L[d] where L ∈ Mod(kM) is locally constant
with stalks isomorphic to Z and d is some integer. Let p : M ×R −→ M
be the projection. Then F 1 = F 0 ⊗ p−1L⊗−1[−d] satisfies the required
properties. For a general ring k we set F = F 1
L⊗ZM×R kM×R.
(ii) By Theorem 12.4.3 the functor G 7→ G+ is fully faithful. Let
L ∈ Db(kM) be a locally constant sheaf. Then F
L⊗ p−1L belongs to
DbΛ,+(kM×R) and we have (F
L⊗ p−1L)+ ≃ F+
L⊗ L ≃ L, which proves
that G 7→ G+ is essentially surjective.
(iii) follows from Corollary 13.3.2.
(iv) We apply Theorem 12.4.4 with F given by (i) and F ′ = F
L⊗(L⊠kR).
We have in this case F ′+ ≃ F+
L⊗ L ≃ L, hence RHom(F+, F ′+) ≃ L,
and also µhom(F, F ′) ≃ µhom(F, F ) L⊗ π−1Λ L ≃ π−1Λ L. The theorem
then gives RΓ(M ;L) ≃ RΓ(Λ; π−1Λ L). 
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Now we prove that π1(Λ) −→ π1(M) is an isomorphism. It is equiv-
alent to show that the inverse image by πΛ induces an equivalence of
categories Loc(kM ) ∼−→ Loc(kΛ), for some field k.
Proposition 13.5.2. Let k be a field. Let πΛ : Λ −→ M be the projec-
tion. Then the inverse image functor π−1Λ : Loc(kM) −→ Loc(kΛ) is an
equivalence of categories.
Proof. (i) We first prove that π−1Λ is fully faithful. Let F ∈ DbΛ,+(kM×R)
be the simple object given by Theorem 13.5.1. Since F is simple we
have µhom(F, F )|Λ ≃ kΛ and we deduce, for L, L′ ∈ Loc(kM),
(13.5.1) µhom(F ⊗ p−1L, F ⊗ p−1L′) ≃ Hom(π−1Λ L, π−1Λ L′),
where p : M × R −→ M is the projection. We have (F ⊗ p−1L)+ ≃ L
and (12.4.5) together with (13.5.1) imply
Hom(L, L′) ≃ H0(Λ;µhom(F ⊗ p−1L, F ⊗ p−1L′))
≃ Hom(π−1Λ L, π−1Λ L′),
which means that π−1Λ is fully faithful.
(ii) We prove that π−1Λ is essentially surjective. Let L1 ∈ Loc(kΛ) be
given. We recall that the functor µhom(F, ·) induces an equivalence
µSh(kΛ) ∼−→ Loc(kΛ) (see Proposition 10.2.4, where the induced func-
tor is denoted µhom(F, ·)). Hence there exists L1 ∈ µSh(kΛ) such that
µhom(F,L1) ≃ L. By Corollary 12.3.3 there exists F1 ∈ Db(kM×R)
such that mΛ(F1) ≃ L1. Then we have µhom(F, F1)|Λ ≃ L1.
We set L = (F1)+ ∈ Db(kM). Then S˙S(L) = ∅ and, since F+ ≃ kM ,
we also have L ≃ (F ⊗ p−1L)+. Hence (F1)+ ≃ (F ⊗ p−1L)+ and
Theorem 12.4.3 gives F1 ≃ F ⊗ p−1L. We deduce
µhom(F, F1)|Λ ≃ µhom(F, F ⊗ p−1L)|Λ ≃ π−1Λ L.
Hence L1 ≃ π−1Λ L. This proves that L is concentrated in degree 0.
Since S˙S(L) = ∅ we have L ∈ Loc(kM) and L1 ∈ π−1Λ (Loc(kM)). 
Corollary 13.5.3. The projection Λ −→ M is a homotopy equivalence.
Proof. As already recalled this follows from Theorem 13.5.1-(iv) and
Proposition 13.5.2. 
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