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Abstract
We studied models of inflation with a preferred clock specifying the end of inflation and
giving the curvature perturbations, coupled with another non-equivalent clock that at late
times defines the same frame and do not contribute to the density perturbations. This can
happen in the framework of dissipative EFT of inflation where the additional degrees of
freedom include a fluid developing sound waves propagating with sound speed csr. The
fluid defines a preferred frame comoving with it. The paradigmatic example of this is the
warm inflation scenario. We studied the dynamics of this systems during inflation and the
three-point function. We saw that in the strong dissipation regime the nonlinear parameter
induced by the new terms is |fNL| ∼ 1/c2sr, not enhanced by the dissipation parameter which
enters the two-point function. We checked that the squeezed limit of the three-point function
still satisfies the consistency condition with corrections of order O(k2L/k2S). We computed
the Planck constraints for the case of warm inflation obtaining a bound of γ . 105H for
the clock coupled to radiation. For decreasing sound speed the bound decreases. We also
checked that the shape of the three-point function corresponding to the model studied here
is a mixture between equilateral and orthogonal with a small local component, which is
more consistent with Planck’s results.
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1 Introduction
Recently, in [1] the effective field theory (EFT) of single-field inflation was generalized to
include dissipative effects. In these kind of models one thinks of a preferred clock breaking time
diffeomorphisms, as in the EFT of single-field inflation, coupled to a dissipative sector composed
of additional degrees of freedom (ADOF). The EFT describing these kind of systems is different
from the one describing multi-field inflation [2]. In multi-field inflation the extra degrees of
freedom are directly affecting the dynamics at late times after the mode exits the horizon.
They can modify the reheating time and therefore the duration of inflation for example. In the
dissipative EFT of inflation the ADOF only couple to the clock at early times before the mode
we observe exits the horizon. Although they share the presence of an extra sector coupled to
the clock the features of these two models are very different [1, 2].
In this paper we will still concentrate on the case of dissipative effects of inflation with a
preferred clock but we will consider systems where the ADOF develop a time-like four vector
〈uµO〉 6= 0 with non-vanishing expectation value, thus defining a second preferred frame. To stay
within the framework of dissipative EFT of inflation this frame must coincide with the preferred
frame fixed by the first clock at late times. We will see that the presence of such a four-vector’s
dynamics produces an interaction which is non-local in time on a scale of a Hubble time 1.
Therefore some of the approximations used in [1] are no longer valid. The phenomena driving
this non-local behavior are sound waves in the fluid parameterized by a speed of sound csr.
An example of this kind is the warm inflation scenario [3]. The inflaton is a scalar field
coupled to a fluid (radiation) thus defining two preferred frames, the one comoving with the
fluid and the one where the inflaton field is homogeneous. In this model the radiation is in a
thermal state and the decay of the inflaton into fluid particles results in a strong dissipative
regime for the inflaton. Interactions between the fluid and the field can generate non-Gaussian
correlations [4, 5].
In these cases one is between the two paradigms. There are more than one preferred frame
on the one hand but on the other hand they coincide at late times. To decide if these models
resemble more one paradigm or the other (multi-field EFT or dissipative EFT) one can look
at the most prominent features of both. For example, multi-field models can present a non-
trivial squeezed limit for the three-point function. For single-field or dissipative EFT there is a
consistency condition constraining the parameter
f sqNL ≡ lim
k3→0
5
6
F (k1, k2, k3)
Pζ(k1)Pζ(k2) + Pζ(k1)Pζ(k3) + Pζ(k3)Pζ(k2)
, (1)
where F (k1, k2, k3) is proportional to the three-point function of curvature perturbations ζ and
1We will call the interaction non-local because it involves perturbations at previous times as opposed to the
interaction studied in [1] which is “local” in time. This should not be confused with the notion of local shape of
the three-point function.
1
Pζ its power spectrum, to be
f sqNL =
5
12
(ns − 1), (2)
where ns is the tilt of the spectrum measuring deviations form scale-invariance. This quantity
in these models is of the order of the slow-roll parameters. This was proven in [6, 7, 8, 9].
The argument is quite general and relies on the fact that long-wavelength modes can be locally
gauged away and therefore do not interact with short-wavelength modes. This is true whenever
there is a preferred clock driving inflation, whether single-field or dissipative.
Nevertheless, in the warm inflation scenario it was found that this condition is violated
and large local non-gaussianities can develop [4], signaling a departure from the dissipative
EFT paradigm. Here we will show that the computation of the three-point function in these
models actually gives a result resembling more closely the one of [1] with a trivial squeezed limit
satisfying the consistency condition of [9]. The reason will become clear below and it is due to
the fact that when a mode exits the horizon fluid perturbations vanish since they are sourced
by gradients. Furthermore, the ADM parameters N,N i go to their unperturbed values allowing
a long-wavelength mode to be eliminated by a change of coordinates. The case studied here is
richer though because different regimes appear depending on whether the long mode has exited
either the Hubble or sound horizon when the short mode freezes.
This issue is not trivial since recent analysis of Planck data [10, 11] used this quasi-local
shape to constrain the warm inflation model. We will revise the constraints imposed by the data
using the calculations presented in this paper. We will find a bound on the dissipation coefficient
of γ . 105H with a shape mostly equilateral/orthogonal and with a small local contribution.
This shape is in better agreement with Planck measurements than previous analysis suggested.
In section 2 we review the basics of the EFT treatment of dissipative inflation with a preferred
clock. We give a summary of the ingredients of warm inflation relevant for this work. We also
give a practical way of obtaining the most general interaction for the most general possible model
of inflation with a preferred clock coupled to ADOF with a preferred frame. In section 3 we
review the dynamics of the clock and the dynamics of a generic fluid in a de Sitter background,
highlighting the features that are relevant to understand the non-Gaussianities generated. In
section 4 we give the results for the calculation of the three-point function and a comparison of
it with the recent Planck data.
2 Effective field theory for inflation
In this section we will review the basic elements taken from the effective field theory for
inflation developed in [1, 9, 12]. Although we will have the particular problem of warm inflation
in mind for this study, we will develop the analysis using this approach to extract conclusions as
general as possible in the context of dissipative single-clock inflation interacting with additional
degrees of freedom defining a preferred frame.
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2.1 Review of the formalism
In the simplest single field models, the EFT approach to inflation is based on the fact
that there is a physical clock that defines a special time-slicing in which the clock is uniform
and determines the end point of inflation. As noted in [1, 12] the field associated to this clock
is related to the Goldstone boson breaking time translation symmetry, which is realized non-
linearly. In the gauge where the clock is homogeneous, called the unitary gauge, its perturbations
are encoded in the metric and the action is no longer time-diffeomorphism invariant. This way,
the most general effective action can be written according to the symmetries available. Following
Stu¨ckelberg’s trick, one can also go to a gauge where perturbations are explicit by performing a
time diffeomorphism t → t + pi(x), where the field pi(x) transforms in a way such that the full
diffeomorphism invariance is restored. The end result is an action for pi and metric perturbations
which can be used to compute physical quantities, like curvature perturbations ζ = −Hpi + . . .
and its two and three point functions. This would be analogous to the renormalization gauge in
gauge theories with spontaneous symmetry breaking.
In the case of an inflationary scenario in which more than one field is present, two distinctive
cases are possible as we anticipated before. One case is multi-field inflation, in which the clock
is coupled to a set of massless degrees of freedom that drive the clock fluctuations and generate
peculiar features like iso-curvature perturbations, local shape of non-Gaussianities, etc. The
characteristic feature of these ADOFs is the fact that they do not die away after horizon exit. In
this case one defines the Stu¨ckelberg field p˜i (following the notation of [1]) being the Goldstone
boson associated with time translations, which drives inflation and the extra fields can affect
the late time curvature perturbations. In this gauge the simple relation between ζ and p˜i is not
straightforward. This kind of EFT of multi-field inflation was developed in [2].
On the other hand, and this is the case of interest in this paper, one can have additional
degrees of freedom with a contribution which decay at late times. In these cases, it is more
natural to define a unitary gauge in which the physical clock that determines the end of inflation
is uniform. Then one can introduce a Stu¨ckelberg field pi doing a time diffeomorphism. In
this case the ADOF will contribute to the background and their tadpoles will depend on their
vacuum expectation values. If the ADOF are represented by composite operators O then the
relation with the gauge described in the previous paragraph is schematically p˜i ∼ pi + δO. In
this gauge, measurable quantities like curvature fluctuations can be computed as ζ ∼ −Hpi, like
in the single field EFT scenario.
Within these models one can have dissipative theories of inflation like those studied in [1]
but one can also have quasi-single field inflationary models [13]. The main difference between
them is that in quasi-single field inflation correlations are driven by vacuum expectation values
of extra field, with masses of the order of the Hubble. In dissipative inflation correlations are
driven by expectation values for excited states through stochastic noise. This leads to differences
in the non-Gaussianities.
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2.2 Unitary gauge
In the unitary gauge there are no fluctuations of the preferred clock, the unit vector per-
pendicular to surfaces of constant time t takes the form nµ = −δ0µ(−g00)−1/2, and the extrinsic
curvature of the surfaces is Kµν = gˆ
µρ∇ρnν , where gˆµρ = gµρ+nµnρ is the induced spatial metric.
The action is given by
S =
M2p
2
∫
d4x
√−gR + 1
2
∫
d4x
√−g(p− ρ− (p+ ρ)g00)
+
1
2
∫
d4x
√−gM42 (t)(1 + g00)2 −
1
2
∫
d4x
√−gM31(t)δKµµ(1 + g00)
−
∫
d4x
√−g f(t)O + SO + · · · , (3)
where M2p = (8piGN)
−1 is Planck’s mass, O is a scalar composite operator associated with the
dissipative degrees of freedom and SO represents the action for this sector, which we do not need
to specify. The dots stand for higher derivative corrections or other types of coupling to the
ADOF. Bared quantities denote their unperturbed background values. Throughout the paper
we assume the presence of an approximate shift symmetry, such that functions of time appearing
in the action change very little in a Hubble time. This will be the basis of the generalized slow roll
approximation, where not only  = −H˙/H2  1 and η = ˙/H 1 but also gi = g˙i/giH  1,
with gi any parameter in the effective action. For the study of the squeezed limit of the three-
point function the higher derivative terms are sub-leading.
In the unitary gauge where time diffeomorphisms are no longer a symmetry, the metric can
be written using the ADM decomposition as
ds2 = −N2dt2 + a2(t)δije2ζ(dxi +N idt)(dxj +N jdt), (4)
where ζ is the curvature perturbation and we ignore tensor perturbations which are sub-leading
in slow-roll approximation. After performing Stu¨ckelberg trick one introduces the preferred clock
perturbation pi through t→ t+ pi. Now the metric can be decomposed in the same way setting
ζ = 0 in the expression above. Following [6], the gauge invariant curvature perturbation ζ will
be, to lowest order in pi,
ζ = −Hpi +O(pi2, pi∂pi, (∂pi)2, , etc) (5)
We will be interested in the effect on non-Gaussianities of fluid-like excitations of the ADOF at
zeroth order in the slow-roll parameters; therefore we will not care about these corrections.
2.3 Dynamics of perturbations in pi-gauge
In this section we will derive the action describing the dynamics of pi. We will neglect gravity
fluctuations and any term sub-leading in slow-roll and we will concentrate on scalar modes only.
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Neglecting gravity perturbations can be understood in terms of an analogous equivalence theorem
in gauge theories, where the Goldstone boson decouples from the transverse polarization of the
gauge bosons [12]. The effects of the ADOF can be described writing the composite operator as
composed of three contributions: the background value O¯(t), the response δOR(t,x) due to the
coupling to pi and a stochastic component δOS(t,x) such that
O(t,x) = O(t) + δOS(t,x) + δOR(t,x). (6)
The derivation of this fact from first principles is rather involved [14] but an effective description
of each contribution can be guessed easily.
We will first consider the tadpoles describing the background evolution. For the coupling in
equation 3 the requirement of having an inflationary epoch gives the equations
3H2M2p = ρ¯+ ρ¯O + f(t)O¯, (7)
˙¯ρ+ 3H(ρ¯+ p¯) + f˙O¯ = 0, (8)
˙¯ρO + 3H(ρ¯O + p¯O) + f ˙¯O = 0, (9)
where we used that the background stress tensor for the ADOF obtained from SO takes the
perfect fluid form
T¯Oµν = (ρ¯O + p¯O)n¯µn¯ν + g¯µν p¯O. (10)
If we introduce pi following the Stu¨ckelberg trick, and expand the action in powers of pi,
including interactions with ADOF ∼ piδO, then one gets
S =
∫
d4xa3
Nc
2
{
p˙i2 − c2s
(∂ipi)
2
a2
}
+ SO −
∫
d4xa3
f˙
2
pi (δOsR + δOS) + · · · , (11)
where
c2s =
(p+ ρ+HM
3
1)
(p+ ρ+ 4M42 )
, (12)
and Nc = (p + ρ + 4M
4
2 ) = (p + ρ + HM
3
1)/c
2
s. The dots represent terms of higher order
in pi or higher order in slow-roll parameters. Non-Gaussianities arising from those terms have
been thoroughly studied previously using a local approximation of the δO response [1]. This
approximation means that we are thinking of an inflaton dissipating energy into an environment
of ADOF at rest which later gets diluted by Hubble expansion or coupling with extra sectors.
A realization of this idea is given by, for example, trapped inflation [15] with an extra sector
making the particles decay faster than Hubble.
On the other hand, in this paper we will focus on how time non-localities in the dynamics
of the ADOF (like the one that appears when there are sound waves in the environment which
decay in a time-scale of a Hubble) affects the squeezed limit, the consistency condition and
generally the shape of non-Gaussianities. The contributions previously studied in [9] satisfy the
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consistency condition and are slow-roll suppressed in the squeezed limit and we will not consider
them here.
Before computing the particular features of this theory, two more steps are needed. The first
one is specifying the statistics of the stochastic component of O, which we write as
〈δOS(t,k)δOS(t′,q)〉 ' νO(t)√−g δ(t− t
′)(2pi)3δ(3)(q + k), (13)
which is written in terms of spatial Fourier decomposition in comoving coordinates and νO(t)
is the noise kernel. Due to the underlying shift symmetry the noise kernel should be time
independent to lowest order in slow-roll.
The last piece needed is to get an expression for the response part of O in terms of pi. This
was argued in [1, 9] to be of the form
O¯ + δOuR ' ΛO(t) F
[√
−g00, Kµµ , t
]
, (14)
in the unitary gauge. Going to the pi-gauge and retaining only the lowest order in pi one arrives
to the expression
δOR(t) ' VO(t)p˙i (15)
The purpose of this paper is to study the effects of having corrections to this response coming from
the presence of fluid-like excitations in the ADOF, presenting sound waves which mediate interac-
tions non-locally in time. In these cases the response will be of the form δOR ∼
∫
dt′G(t, t′)pi(t′)
with G(t, t′) 6= 0 for |t− t′| . H−1. This will be done in the next section. Of course while doing
this one looses generality because the parameter space describing the most general non-local in-
teraction is much bigger than the local one. Nevertheless, since the kernels of this non-localities
are given by the retarded Green functions of the ADOF we will study the behavior of these
functions for a fluid in de Sitter.
In principle, this parameter VO is arbitrary, but if the theory is, for example, in thermal
equilibrium at temperature T (warm inflation) there is a specific relation connecting VO(t),
νO(t) and T , namely the fluctuation-dissipation theorem (FDT) in that scenario.
At this point one can start computing relevant quantities. The procedure is outlined for
example in [1, 9, 12]. The first thing to do is getting the equations of motion for pi from the
action given in equation (11), which will involve OR and δOS . Then, one uses the expression of
OR in terms of pi and solve the equation obtaining pi ∝ δOS . Finally, thanks to the gauge we
are using, one can easily obtain ζ ∼ −Hpi ∝ δOS and compute its correlation functions using
the statistics of the stochastic source.
2.3.1 Matching warm inflation: Background and Power Spectrum
In the case of warm inflation [3, 4, 5] the matching with the EFT parameters is straightforward.
As explained in the Introduction, in this model the ADOF is radiation in thermal equilibrium
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at a temperature T such that T  V 1/4 and T  H, where V is the inflaton potential. The
coupling modifies the dynamics of the inflaton perturbations but in this temperature range its
energy-momentum density is subdominant with respect to the potential energy V ∼ M2pH2,
which drives the exponential expansion. Moreover, in this regime thermal fluctuations dominate
over vacuum fluctuations.
The inflaton sector is the same as in the canonical single-field inflation scenario. One has a
scalar field ϕ with a time dependent expectation value ϕ(t) that drives inflation, with perturba-
tions around this background ϕ(t) + δϕ(x, t). In the simplest model, it has the canonical action
S =
∫ √
g[(∂ϕ)2 − V (ϕ)] which in unitary gauge is
Sϕ =
1
2
∫ √
g[−(ϕ˙)2g00 − 2V (ϕ)], (16)
giving the expected contribution to the tadpoles. Perturbing the background and going to the
pi-gauge gives the identification pi = δϕ/ϕ˙, as usual [1, 12].
For the model considered in [4, 5], the interaction of the fluid with the inflaton is given by
the rate of energy exchange between them due to particle creation, which is written as:
∇µT µν = −γuµ∂µϕ∂νϕ, (17)
where γ is a parameter given by the underlying microscopic theory for this energy transfer, T µν
is the inflaton stress-energy tensor and u is the 4-velocity of the fluid, which in the background
coincides with nµ and will give the second preferred frame when perturbations are included.
The equations of motion for the background (or tadpoles in the language of the field theory)
in the slow-roll regime are
(γ + 3H)ϕ˙+ Vϕ ' 0, (18)
4Hρr ' γϕ˙2, (19)
3H2M2p ' V. (20)
Again, these equations include the assumption that, even if T  H, since T  V 1/4 the radiation
energy density is small compared to the inflaton and then the Hubble constant evolves according
to V (ϕ).
Using equation (17) one can write an action for pi and identify the different quantities of the
effective field theory. In the simplest setup of warm inflation, c2 = 1, f˙ = 1 and the normalization
is Nc = ϕ˙
2. This gives the equation of motion for inflaton perturbations to lowest order
p¨i + 3Hp˙i − ∂
2
a2
pi +
1
Nc
δO(1)R (t,x) = −
1
Nc
δOS(t,x), (21)
and in order to match the dynamics with the warm inflation the response should be δOR(t) '
VO(t)p˙i with VO ' γNc. This gives the following EOM
p¨i + (3H + γ)p˙i − ∂
2
a2
pi = − 1
Nc
δOS(t,x). (22)
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Besides, the FDT gives the noise kernel in terms of the dissipation coefficient, namely νO = 2γT .
Using this description of the clock one can compute the two point function to get the curvature
power spectrum using ζ ∼ −Hpi and relate this with observable curvature anisotropies. We
review the calculation in section 3.
2.4 Interactions
2.4.1 Shift Symmetry
In [1] interactions are introduced in several ways. The first one is due to the approximate
nature of the shift symmetry. For example the parameters in the Lagrangian describing the
de Sitter background are not exactly time independent. This induce non-linear terms in the
equations of motion when expanded in terms of pi. These are proportional to the slow-roll
parameter. They are bound to be small but otherwise unspecified by the background. These
terms are relevant in the power spectrum since they parameterize the breaking of scale invariance
through the tilt ns. They also generate an apparent local contribution to the three-point function
which exactly saturates the consistency condition as was shown in [9]. These terms are present
and unchanged in the set-up considered here. Therefore any additional contribution to the
squeeze limit of the three-point function would result in a violation of the consistency condition.
2.4.2 Response
The second source of non-linearity is due to corrections to the response of the ADOF. Even
tough they might be constrained in each particular scenario of inflation, they are new parameters
from an EFT perspective because they do not influence the evolution of the background space-
time. In this case their behavior is different than in [1] because of the presence of corrections
which are non-local in time
δOR ⊃
∫
dt′GR(t, t′)∂(n)µ pi(t
′)∂(m)ν pi(t) + . . . , (23)
where GR(t, t
′) is the retarded Green function of the ADOF and n,m is the number of derivatives.
(In the case of warm inflation that we have in mind, this kind of non-linearities will be generated
for example by a temperature dependence of the dissipation coefficient and they will be multiplied
by an arbitrary factor of ∂Tγ, since
∂TγδT p˙i ∼ ∂TγT p˙i(t)
∫
GR(t, t
′)∂2pi(t′). (24)
As opposed to γ itself, the strength of this coupling is arbitrary, it is not fixed either by the
power spectrum nor the background symmetries -although a stability analysis of warm inflation
shows that this parameter cannot be too large ∂Tγ < 4γ/T , see [16]).
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In the paragraph above we were considering generic corrections to the response. Nevertheless,
there is a specific type of corrections due to the non-linear realization of coordinate invariance,
and they are bounded by the background parameters like γ,H, etc. The idea is the following:
if one has a term γp˙i in the equation of motion clearly this is not diffeomorphism invariant.
Therefore at the nonlinear level this must be changed by γwµ∂µpi, with w some time-like four
vector that reduces to δµ0 to lowest order in fluctuations. For a single preferred frame then n
µ
is the only choice. In the case studied here since we have two preferred frames we could either
use nµ or uµ, the fluid four vector defining its frame. The one generated by nµ was studied
before and relates the linear response, characterized by γ, with the nonlinear response giving
|fNL| ∼ γ/Hc2s so in this paper we will focus on the one generated by uµ that shares the same
property of relating linear with nonlinear phenomena.
Instead of going through the action, here we will work directly with the energy transfer
between the clock and the ADOF, which we will treat as a generic fluid. The approach developed
in [1] can be followed, but the fact that another time-like vector operator is present besides nµ
increase the number of possible terms in the EFT respecting the underlying symmetries and the
background2. To get the required dissipation term for the background one needs a flux of energy
of the form Qµ(0) = −Ncγδµ0 . To non-linearly realize diffeomorphism invariance in a way that
gives the desired background the first guess is Qµ = −Ncγnµ. Since now we have a new time-like
vector uµ the most general realization is
Q
µ
+ δQµ = −Ncγ
(
nµFn
[√
−g00, n · u, ρ,Kµµ , t
]
+ uµFu
[√
−g00, n · u, ρ,Kµµ , t
])
, (25)
where ρ is the energy density of the fluid and Fn[1, ρ, 3H, t] + Fu[1, ρ, 3H, t] = 1. One can also
define the current Jµ = ρuµ and write everything in terms of Jµ instead since the scalar J2 is
not fixed. The explicit time dependence will be suppressed by the shift symmetry and will be
sub-leading in the slow-roll parameters. For example, in order to reproduce perturbations in the
warm inflation scenario as the ones studied in [4] one has to take Fu = 0 and Fn =
√−g00n·u+. . .
where the dots represent subleading corrections, for example temperature dependence of γ, i.e.
∂ρFn 6= 0. To obtain the equation of motion for the clock the µ = 0 term is enough but the
other components are necessary to specify the fluid dynamics. The leading correction to the
clock equation due to the second term is proportional to δu0 ∼ O(pi2) and therefore the leading
non-Gaussianities come from the first term.
To lowest nonlinear order they will appear as
γnn
µ∂µpi + γuu
µ∂µpi
2Nevertheless, this does not affect the construction of the Goldstone boson pi and the unitary gauge frame since
what the clock fixes is the time at which inflation ends and we will see that for a typical fluid its perturbations
decay after the modes exit the sound horizon and therefore these fluid-like ADOF become unobservable. In other
words, at the time inflation ends uµ ' nµ and the definition of the clock is unambiguous since there is only one
relevant frame. If this were not the case, one would be facing a multifield-like model of inflation with observable
degrees of freedom.
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in the equation of motion for pi, where γu + γn = γ to match the correct linear result. These will
give different contributions to the three-point function as we will see below.
Once these functions are specified one can solve the equations of motions of the fluid using
energy conservation. One can use the most general stress-energy tensor for a fluid parametrized
by a certain set of coefficients [17]. Even if one has a perfect fluid those “irrelevant” terms can
appear from an effective field theory approach due to interactions mediated by other degrees of
freedom or even self interactions of the fluid. Anyway, here we will consider the usual case of a
perfect fluid
Trµν = (ρ+ p)uµuν + pgµν , (26)
parameterized by an equation of state, although the generalization is direct. The presence of
sound waves in the ADOF makes the self-ineractions behave non-local in time and therefore one
can think of this procedure as a physical motivation of the non-localities and eliminate u and ρ
from the start.
(For the particular case of warm inflation, one could assume an energy flux of the form
γuµ∂µϕ∂νϕ. This is assumed without much justification in [4] and it is not clear whether the
most natural velocity to appear is uµ or nµ since we have now two time-like vectors at hand with
the same background value. To avoid this, one could assume a more general case of the form
∇µT µν = −γuuµ∂µϕ∂νϕ− γnnµ∂µϕ∂νϕ, (27)
and call γ ≡ γu + γn like before the dissipation coefficient that appears in the background and
power spectrum. Given that the system is closed and overall energy conservation holds, equation
(17) is also useful to get an equation for the evolution of perturbations in the fluid radiation
since the energy lost by pi should equal the energy gained by the fluid
∇µTrµν = γuuµ∂µϕ∂νϕ+ γnnµ∂µϕ∂νϕ, (28)
where Tr is the energy-momentum tensor of the radiation which has the form shown in equation
(10) with nµ → uµ. Using this expression, equation (28) gives the equation of motion for the
ADOF.)
2.4.3 Stochastic Component
The last type of non-linear terms that appear in the EOM are due to corrections in the
statistics of the stochastic component of the ADOF response. These can be generated as cor-
rections to Gaussian behavior adding non zero three-point function of δOS and this was studied
in [1]3. These corrections appear in the same way in the set-up considered in this paper and the
analysis is unchanged.
3There are also terms coming from νO 6= 0 but we include them in the group of shift symmetry violating
terms.
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On the other hand, terms can be generated letting the two-point function have an arbitrary
dependence on scalar quantities build up from nµ and Jµ = ρuµ. This can happen if the
underlying physics constraint the noise to have a specific dependence on other variables, as in
the case of the FDT [4, 5]. We can write:
〈O2S〉 ∼ νOFν [ρ,
√
−g00, uµnµ, Kµµ , t], (29)
since corrections in the statistics can be taken into account adding a pi dependence of the kernel
[9]. This function must satisfy Fν [ρ, 1, 1, 3H, t] = 1. Here we will study only the one coming
from the dependence on the first argument. In principle this is not fixed by symmetries or the
background but if the FDT appears it forces a specific value.
3 Power spectrum and correlations
In this section we will review the results for the power spectrum 〈pipi〉 of dissipative single-
clock inflation, computed in [1], mainly to write some results that will be useful later. We will
also compute the solution and Green function of the EOM describing the dynamics of an ideal
fluid with a generic equation of state. This will allow us to characterize the general behavior
of non-local interactions mediated by sound waves. For example, fluid-like perturbations decay
after horizon-exit having strong implications when computing the three-point function 〈ζ3〉 that
characterizes non-Gaussianities. If ADOF fluctuations remain after horizon exit, that would
mean that they behave as almost massless degrees of freedom like in the multi-field inflation
case [2]. On the other hand, if perturbations decay then the dissipative single-clock EFT of [1, 9]
is more appropriate.
3.1 Power spectrum
The action (11) gives the following equation for the clock perturbation pi at linear level
including the effects of dissipation and noise
p¨i + (3H + γ)p˙i − c
2
s
a2
∂2pi = − 1
Nc
δOS(t,x), (30)
where we omit factors such as f˙ since they could be included in the noise two-point function
without affecting the results of this section. Looking at the expression above, the power spectrum
derived from it will depend only on the combination γ = γu + γn characterizing the background.
The solution to this equation was found in [4, 1] and it is given by4
pi1(η,k) =
kcs
NcH2
∫ η
η0
dη′Gγ(kcs|η|, kcs|η′|) δOS
(kcs|η′|)2 , (31)
4Of course, the full solution contains an homogeneous component with the initial conditions specifying the
initial state, for example the Bunch-Davies vacuum. Nevertheless, this component decays in the γ  H limit
when t0 → −∞ and therefore its effect is negligible as shown in [1].
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Figure 1: Plot for a dissipation coefficient γ = 50H of the correlations (a) 〈pi(z)pi(z)〉 (b) 〈pi(z)pif 〉 (c)
〈a−2∂2pipif 〉 (d) 〈p˙ipif 〉. All of them are normalized with respect to 〈pifpif 〉 for γ = 50H. The behavior
for other dissipation coefficient is similar.
where pi(k, t) is the Fourier transform with comoving wave-vector k, η is the conformal time
η =
∫
dt/a ' −(aH)−1, η0 is an early enough initial time, and the clock’s Green function is
given by:
Gγ(z, z
′) =
pi
2
z
( z
z′
)ν−1
[Yν(z)Jν(z
′)− Jν(z)Yν(z′)] , (32)
with ν = 3
2
+ γ
2H
, z = −kcsη, and z′ = −kcsη′. We also define the Green function that includes
the factor coming from the change of variable from t to η as gγ(z, z
′) = Gγ(z, z′)/z′
2. Using
the explicit expression for the two point function of the stochastic component (13), the power
spectrum of curvature perturbations ζ ∼ Hpi at late times, defined as
〈ζk1ζk2〉 = (2pi)3δ(k1 + k2)Pζ(k). (33)
can be computed and it is given by
Pζ(k) = lim
z→0, z0→∞
νOH2
N2c (kcs)
3
∫ z0
z
dz′G2γ(z, z
′)
=
ν?OH
2
?
k3N?c
2c?s
3
16
γ?
H? ( γ?
H?
+ 1)3Γ
(
γ?+H?
2H?
)4
piΓ(2γ?
H?
+ 4)
' ν
?
O
k3
√
piH?
γ?
H2?
2c?s (c
?
sN
?
c )
2 . (34)
All the quantities are evaluated at freeze-out time ω? = csk/a(t?) '
√
γ?H? or equivalently
csk|η?| '
√
γ?/H?. For example, with this expression one can obtain the tilt ns − 1 due to slow
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roll corrections and the result is given in [9]. The right hand side of the second line is valid in
the strong dissipation regime γ  H. The time dependence of the ζ power spectrum is plotted
in figure 1(a) and it can be seen how pi becomes constant after the freeze-out time defined above.
As explained in [1] this is because the equilibration time defined by the dissipative response
τeq = γ/ω
2 gets larger than the expansion rate given by the Hubble H−1 at freeze-out and
therefore the noise-induced curvature perturbation decouples from the expansion and remains
constant.
In the following sections we will see how inhomogeneities of the clock pi can drive fluid
perturbations and in turn produce non-Gaussianities. These are driven by correlations like
〈a−2∂2pipif〉, 〈p˙ipif〉, 〈p¨ipif〉, where pif is the clock perturbation at late times (after freeze out).
These can all be derived from 〈pik(z)pikf〉, which is given by
〈pik(z)pikf〉
〈pikfpikf〉 =
pi2−7νzν
Γ(ν)Γ(ν − 1)
[
128piΓ(4ν − 2)Jν(z)
Γ(ν)(
z3−2ν 2F3
(
1
2
, 3−2ν
2
; 1− ν, 5−2ν
2
, ν + 1;−z2)
3piν − 2piν2
+
z3Γ(−ν) 2F3
(
3
2
, ν + 1
2
; 5
2
, ν + 1, 2ν + 1;−z2)
3
√
piΓ
(
1
2
− ν)Γ(2ν + 1) − Γ
(
3
2
− ν)
4Γ(2− ν)Γ (2ν − 1
2
))
− 64νYν(z)
(
Γ(ν − 1)− z3Γ((2ν − 1)/2)Γ((2ν + 1)/2)Γ((4ν − 1)/2)
× 2F˜3
(
3
2
, ν +
1
2
;
5
2
, ν + 1, 2ν + 1;−z2
))]
, (35)
where the (2pi)3δ(
∑
k) factors are omitted5. To understand their behavior, relevant correlations
are shown in figure 1(b), (c) and (d).
First of all, one can see in figure 1(b) that 〈pik(t)pikf〉 is zero for early times and becomes
a constant near z(t) ' z?. As explained before, this is because when freeze-out occurs the
“memory” of the system quantified by τeq gets larger than the expansion rate and therefore
perturbations do not decay with time and in turn survive and affect pif giving a constant non-
vanishing correlation. The following property can be checked from the formula (35). For γ  H,
the right-hand side of it only depends on the ratio z/z? and therefore
〈pik(z)pikf〉 ' 〈pikfpikf〉F(z/z?). (36)
This means that the normalized shapes shown in figure 1 are valid for arbitrary, but strong,
dissipation after the appropriate rescaling.
On the other hand, the correlation 〈a−2∂2pik(t)pikf〉measures the inhomogeneities in the clock.
Before freeze-out the mode is not correlated to pikf and therefore this correlation vanishes. After
5This expression presents apparent singularities for integer or half-integer ν but different contributions cancel
and give a continuous behavior.
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freeze-out 〈pikpikf〉 is constant and the mode’s physical length scale λpays is very small since it
scales as γ−1/2, giving a parametrically large correlation scaling as γ at freeze-out (with respect
to 〈pi2k〉) and decaying as λ−2phys. At later times when the mode exits the Hubble horizon at
λphys ' H−1 the mode becomes constant over a Hubble patch and the correlation decays. This
behavior can be seen in figure 1(c).
Finally, correlations between pif and p˙i or p¨i are peaked near freeze-out z? for the same reason
but decay more quickly and their strength can be orders of magnitudes below 〈a−2∂2pipif〉. The
reason is that the time scale of variation of pi around freeze-out is fixed by the equilibration time
τeq which at freeze-out is given by H
−1 so there is no enhancement coming from factors of γ as
it happens for 〈a−2∂2pik(t)pikf〉. One can check comparing figure 1(c) and 1(d) that indeed the
correlation with time derivatives is suppressed by a factor of the order of γ/H with respect to
spatial derivatives.
3.2 Fluid Perturbations
In this section we will study the dynamics of fluid perturbations which will source non-
Gaussianities of the three-point function through a non-vanishing expectation value for a time-
like four vector uµ. It was shown in [1, 12] that in dissipative single-clock inflation metric
perturbations decouple from the clock perturbations for energies E  √H, which in the strong
dissipation regime is clearly satisfied E ∼ √γH. Therefore, we can get a sense of the physics
in these models ignoring gravity fluctuations overall from the start if we are working to lowest
order in slow-roll. Then, the equation of motion for the fluid will be given by its conservation
law in a de Sitter background
ds2 ' −dt2 + a2(t)δijdxidxj. (37)
with a scale factor with Hubble parameter H approximately constant over time, with slow-roll
suppressed time dependence.
We will only consider scalar perturbations in the fluid since vector perturbations decay faster
than the scalar ones. As we said, we will also neglect anisotropic stress in this work or any term
in the fluid stress-tensor other than the perfect fluid ones. A more systematic treatment using
the most general theory for a fluid could be done using for example the formalism from [17].
The background values of the fluid degrees of freedom ρ, p are constant in time, and in
particular ui = 0. From now on we will not write the line over background values when it is
unambiguous. Following the notation of [18] for example, the perturbations of the radiation
energy-momentum tensor (26) can be expanded in a standard way as
δT 00 = −δρ, (38)
δT 0i = (ρ+ p)ui, (39)
T ij = δijδp+ Πij, (40)
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where Πij represents all the terms coming from deviations from the perfect fluid which we are
neglecting in this work. This might include dissipative effects in the fluid itself.
The equation of motion for the fluid follows most easily from energy conservation∇µT µν = Qν ,
where T µν is the radiation stress energy tensor and Qν is the energy flux between the clock and
the fluid. The background satisfies this equation with the clock and fluid frame coinciding
uµ = nµ ' δµ0 and therefore perturbations satisfy the equation ∇µδT µν = δQν , where δT and
δQ are the perturbations around the background values. To linear order in pi, the nµ and uµ
parts of δQ contribute the same and give a term proportional to γ, as we will see below. Terms
differentiating u and n appear to higher order in the clock’s equation of motion and generate
different three-point function. Nevertheless, to this order they affect the fluid in the same way.
Regarding the fluid, we use a general equation of state parameterized by w = p/ρ for the
background and a sound speed for sound waves in the fluid given by csr ≡
√
δp/δρ. 6. This
equation can be rewritten explicitly in components as
δρ˙+ 3H(1 + c2sr)δρ+ a
−2(1 + w)ρ∂iui = −δQ0 (41)
c2sr∂
2δρ+ a−3∂t[a3(1 + w)ρ∂iui] = ∂iδQi (42)
where the energy flux driven by clock’s fluctuations is given to linear order by δQi = γNc∂ipi
and δQ0 = 2γNcp˙i. The quantity (1 +w)ρ∂iu
i can be eliminated from the expressions above and
this gives an equation for the density fluctuations of the fluid as
δρ¨+ [8 + 3c2sr]Hδρ˙+
[
15H2(1 + c2sr)− c2sr
∂2
a2
]
δρ = −a−2∂iδQi − δQ˙− 5HδQ, (43)
and having the solution of this equation δρ, the spatial fluid velocity components ui can be found
from the original equations. The solution can be obtained most easily by going to Fourier space
and using z = −csrkη as a time variable
d2δρ
dz2
− 7 + 3c
2
sr
z
dδρ
dz
+
[
15(1 + c2sr)
z2
+ 1
]
δρ =
1
z2H2
[−a−2∂iδQi − δQ˙− 5HδQ]. (44)
The solution to this equation has two contributions, the homogeneous solution and the particular
one. Since at the linear level the superposition principle holds, the effects of the different sources
are decoupled without affecting the results presented here. In the following subsections we will
study the homogeneous solution and see how it decays making it irrelevant and we will also
study the Green function, which can be derived similarly to the clock’s one and dominates the
6At this point it is good to note that we are considering an effective description of the fluid. Even if in warm
inflation for example radiation with w = 1/3 in the background in appropriate, interaction with the clock or
other degrees of freedom could produce a different effective sound speed c2sr 6= w (for example if γ depends on
ρ) and will also produce a number of terms in the stress-tensor that can be understood using the effective field
theory of fluid. That being said, our equation of state here is the one after taking into account all the interactions
and therefore is not constrained in principle.
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behavior of fluid fluctuations. Finally we will study the longitudinal fluctuations of the frame
four-vector uµ.
Before going into the details, on the one hand it is clear that for early times space-time is
approximately flat and the solution of equation (43) are sound waves with speed csr. On the other
hand, after a δρ perturbation exits the horizon, csrkphys → 0, an additional term proportional
to δρ remains in the equation of motion, as opposed to the case of pi. As a result the solution
cannot be time independent and it is easy to see that it decays. From the set of equations (41)
and (42) its clear that also 〈uµ〉 → δµ0 . This is crucial for studying the squeezed limit and will
ultimately produce a trivial fNL.
3.2.1 Homogeneous solution
To understand the dynamics of the fluid we will first solve the continuity equation without
any source, for an arbitrary sound speed. This will give us further intuition into the way the
fluid responds to sources and also to see how and whether it decays. The equation to solve is
δρ¨+ [8 + 3c2sr]Hδρ˙+
[
15H2(1 + c2sr)− c2sr
∂2
a2
]
δρ = 0, (45)
which has two independent solutions given by
δρh = A1z
5+νrJνr(z) + A2z
5+νrYνr(z), (46)
where νr = 3c
2
sr/2− 1 and A1 and A2 are coefficients fixed by the initial conditions or the initial
state of the fluid.
In the case of radiation with c2sr = 1/3, the expression simplifies to z
5+νrJνr(z) ∼ z4 cos z and
z5+νrYνr(z) ∼ z4 sin z. This solution shows sound waves with time dependence
sin
(
k
∫
csr
dt
a
)
,
with frequency ω = csrkphys and also they redshift with the a
−4 that characterizes radiation. Since
the radiation energy density of the background is constant within the slow-roll approximation
(it is constantly being sourced by the clock) the ratio δρ/ρ redshifts as a−4, making the fluid
fluctuations decay fast. This is in contrast to the case of the radiation driving the background
FRW universe, there the background is time dependent and the ratio δρ/ρ evolves differently
and may show decaying, constant or growing modes (relative to the background) depending on
the details of the problem.
As in the case of the clock, if we put initial conditions at the infinite past z0 → ∞ then
the contribution of this homogeneous solution decay as z40 , due to redshift in the de Sitter
background. Then, the accelerated expansion of the universe washes out the information of the
initial state of the fluid, just as it does with the clock’s initial state.
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Even if the initial conditions were not in the far past, the factor of z4 in the solution will
make it decay for z  1, i.e. when the fluctuations exit the sound horizon λphys  csr/H. This
can be seen from the fact that contrary to the clock’s case, when ω = csrkphys goes to zero, there
is still a term proportional to δρ in the equation of motion, impeding a constant non-zero δρ to
be a solution.
In the range of 0 < c2sr < 1 the behavior is similar to the radiation, namely sound waves
with frequency ω = csrkphys and decay due to red-shift in a time-scale of a Hubble. This will
make self-interactions of the clock which are mediated by the fluid highly non-local in time. A
particular limiting case is non-relativistic matter perturbation for which c2sr ' 0. Going back to
the equation in position space the term with spatial derivatives goes away and the solution at
late times is simply δρ(t,x) ∼ a(t)−3f(x), as expected, where f(x) is the distribution of matter
at some initial time.
3.2.2 Fluid’s Green function
With the addition of the sources from the clock fluctuations, the solution of the inhomogeneous
equation is given by
δρ =
kcsr
H2
∫ η0
η
dη′GR(csrk|η|, csrk|η′|)−a
−2∂iδQi − δQ˙− 5HδQ
(kcsrη′)2
(47)
with the fluid’s Green function
GR(z, z
′) = z′
pi
2
( z
z′
)5+νr
[Yνr(z)Jνr(z
′)− Jνr(z)Yνr(z′)]. (48)
We will analyze the case of radiation with c2sr = 1/3 since it is the one in which the results are
more transparent. Using properties of the Bessel functions one can show that the Green function
reduces to the result of [4], i.e.
GR(z, z
′) =
( z
z′
)4
sin [z − z′]. (49)
This function gives the fluid energy density perturbation at time t(η) for a instantaneous source
of comoving wavenumber k that acted at time t′(η′) < t(η).This shows a sound wave component
sin
(
k
∫ t
t′
csr
dt
a
)
,
and also a redshift characteristic of radiation (a′/a)4 = e4H(t
′−t). The behavior of this function
for sources acting at different times η′ is shown in figure 2.
One can see how the amplitude of G(z, z′) gets redshifted and also that the later the source
is turned on, the less significant the effect, especially when the wavelength is outside of the
sound horizon. This happens since the period of the sound-wave is λphys/csr. If there were no
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Figure 2: Plot of the fluid perturbation δρ produced by an instantaneous impulse at four different
times y = −csrkη, for radiation with sound velocity c2sr = 1/3.
sound waves, a perturbation would appear and decay following ∼ z4 independently of the time
of generation. Including sound waves, if the perturbation was generated before one period at
a time |η′| . λ/csr, or equivalently λphys & csr/H, then the sound wave would not propagate
efficiently. This is due to the fact that in conformal time the period of the wave is fixed and the
time interval between the excitation and t → ∞ is finite. Then the maximum value attainable
for the perturbation is ∼ sin z′, which goes to zero as z′ goes to 0. Equivalently, in cosmic time
the period of the sound wave goes to infinity. This attenuation is enhanced by the redshift of
the perturbation. One can interpret this realizing that a source which is homogeneous over the
sound horizon cannot affect the fluid; all of this follows directly from space-time locality.
Having characterized the response of the fluid through its Green function now we analyze
the sources of sound-waves. We will write them in terms of the clock fluctuation pi, the equation
of motion for δ ≡ δρ/3(ρ+ p) and neglecting slow-roll suppressed terms. We get:
δ¨ + [8 + 3c2sr]Hδ˙ +
[
15H2(1 + c2sr)− c2sr
∂2
a2
]
δ = H
[
−∂
2
a2
pi − 2p¨i − 10Hp˙i
]
, (50)
which has the solution in comoving Fourier space given by
δ =
kcsr
H
∫ η0
η
dη′GR(csrk|η|, csrk|η′|)
[
k2
a2
pi − 2p¨i − 10Hp˙i
]
(csrkη′)2
. (51)
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Therefore the sources for fluid fluctuations, as seen from equation (43) and (50), are ∂2pi, p¨i
and p˙i. In the next section we will see how non-Gaussianities and in particular the three-
point function are driven by correlations of the type 〈∂2pipif〉, 〈p¨ipif〉 and 〈p˙ipif〉 through the
presence of correlations such as 〈δρkpikf〉 and 〈uikpikf〉. This has several implications. First of
all, fluid fluctuations are going to be dominated by spatial inhomogeneities of the clock since the
correlations of pif with p˙i and p¨i are strongly suppressed with respect to 〈∂2pipif〉. As we explained
in the last section this source starts acting at freeze-out with decreasing amplitude until the mode
exits the Hubble horizon. On the other hand, starting from the freeze-out time of the mode,
the fluid will start responding with red-shifting sound-waves. When the mode exits the sound
horizon (which happens before the mode exits the Hubble horizon) the fluid fluctuation will start
decreasing without showing sound-waves and at late times δρ → 0. As explained before this is
due to the finite time interval of conformal time, which after sound horizon crossing it is smaller
than the wave period.
Even if the energy density δT 00 is driven by p˙i, the source ∂ipi is relevant because fluctuations
of ui and δρ are coupled. From an EFT point of view, if one has a non-local term sourced by
∂2pi for example, the realization of coordinate invariance of the ADOF forces source terms like
p˙i and p¨i to appear in a specific combination.
3.2.3 Velocity Perturbation
Having the solution for the density perturbation one can obtain the linear order velocity field
of the fluid’s frame uµ. If the diffeomorphism invariance of the friction term in the equations of
motion is realized in the form ∂t → uµ∂µ, understanding how this quantity behaves is important
to understand the effects of the non-linearities it generates. We will compute the contribution
from the longitudinal sound waves of the fluid (in principle, there could be vectorial contributions
like vortices but we will not consider them here, mainly because they get red-shifted away more
quickly than longitudinal modes). For that purpose we will decompose ui as
ui = ∂iuL + uiV (52)
Using the fluid equation of motion we can find and motivate a non-local behavior that char-
acterizes sound waves. Working as before in Fourier space for comoving coordinates, plugging
equation (51) in equation (41) gives
a−2∂iui = a−2∂2uL = −3(δ˙ + 3H(1 + c2sr)δ) + 6Hp˙i
= −3kcsr
∫ η0
η
dη′(csrk|η|)GV (csrkη, csrkη′)
[
k2
a2
pi − 2p¨i − 10Hp˙i
]
(csrkη′)2
+ 6Hp˙i (53)
and then the scalar velocity uL can be written as
uL = c
2
sr
3kcsr
H2
∫ η0
η
dη′
GV (csrkη, csrkη
′)
csrk|η|
[
k2
a2
pi − 2p¨i − 10Hp˙i
]
(csrkη′)2
− 6
(kη)2
p˙i
H
. (54)
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Figure 3: (a) Plot of the correlation 〈uL(z)pif 〉 as a function of z for γ = 103H. The freeze-out time
is located at z = z? ∼ 30. (b) Plot of the correlation 〈uL(z)pif 〉 evaluated at freeze-out as a function of
γ/H (blue curve). Approximate curve decaying as (γ/H)−1 (red curve).
Taking the spatial derivative one can find the longitudinal component of velocity fluctuations as
ui = −ikiuL. The physical velocity of the fluid elements can be obtained as
uiphys = au
i = −ikˆi3kc
2
sr
H
∫ η0
η
dη′GV (csrkη, csrkη′)
[
k2
a2
pi − 2p¨i − 10Hp˙i
]
(csrkη′)2
+ iki
6
k2
Hp˙i. (55)
In all the expressions above, the velocity’s Green function is given by
GV (csrkη, csrkη
′) =
[
∂z − 3(1 + c2sr)
1
z
]
Gr(csrkη, csrkη
′)
=
pi
2
y
(
z
y
)5+νr
[Jνr+1(z)Yνr(y)− Jνr(y)Yνr+1(z)]
→
(
z
y
)4
cos [z − y] for radiation (56)
The Green function that determines the non-local part has the same properties as the one for
the density perturbations regarding the sound waves sourced by pi. The only difference is that
they are 90◦ out of phase with density fluctuations and that velocity perturbations redshift faster
or slower depending if one considers uL, ui or u
i but the physical speed redshifts with the a−4
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dependence. We will see in the next section that non-Gaussianities will be driven by correlations
like 〈ukLpikf〉. From the expression (54) it is clear that when one goes well inside the horizon
there is an extra factor of kphys in the Green function that suppresses this correlation with respect
to, for example 〈pi2〉. This will compete with the enhancement factor from the noise-induced
non-Gaussianity and it will give a reduce |fNL| in the strong dissipation regime, with respect to
the contribution from local dissipation.
To see this explicitly, figure 3 shows the behavior of 〈ukL(z)pikf〉 (as a function of z) and
〈ukL(z?)pikf〉 (as a function of γ). First of all, the correlation peaks at horizon exit. This is
because the source 〈∂2pipi〉 acts from freeze-out to horizon exit. After horizon exit the correlation
decays because the source strength decays. The value of the correlation at freeze-out will be
relevant for the equilateral fNL and from the second plot one can see that it decays as ∼ k−2phys ∼
(γ/H)−1.
There is also a local part given by the last term on the right hand side of equation (55) that
as we will see would lead to a non-linear term on the clock equation of motion of the form
uilocal∂ipi ∼ ∇−1∂ip˙i∂ipi.
Again, this combination of sources is fixed by the symmetries of the fluid dynamic. Nevertheless,
because of the behavior of pi correlations explained in the last section this contribution is sub-
leading since it is driven by time derivatives and also is suppressed by a k−2phys ∼ γ−1 factor
making it negligible. To next-to-leading order in slow-roll the long wavelength mode can be
approximated by p˙i ∼ Hpi and this term could give a non-vanishing contribution to the squeezed
limit, without affecting the tilt of the two-point function. This could affect the consistency
condition. Nevertheless, one can integrate by parts the non-local term with two time derivatives
in (54) and this local term cancels.
3.3 Perturbations deep inside the horizon
Before moving to the full computation of the three-point function we will compute it in the
approximation of flat space. This is a useful estimate because for strong dissipation γ  H, and
at the time of freeze-out during which the relevant interaction is happening λphys  H−1.
For interactions local in time (like those of [1]) this approximation becomes exact in the
strong dissipation regime. In the case studied in this paper the interaction is non-local on the
scale of a Hubble time that set the timescale for the redshift of the fluid. This will change the
flat space result by an amount that does not disappear in the γ  H limit. Nevertheless, a
“zeroth order” effect of the sound waves on the three-point function can be understood in terms
of the flat space result. An example is the suppression of fNL with respect to the local case.
Regarding the approximate expressions for the clock’s perturbation we can cite the results
from [1], which are valid in the strong dissipation regime. Mainly, the expression for pi is given
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by
pik(t) = − 1
Nc
∫ ∞
0
dt′Gkγ(t− t′)δOS(t′), (57)
where
Gkγ(t− t′) =
1
γ
e−
ω20
γ
(t−t′)Θ(t− t′), (58)
and we define ω0 = csk = cskcomov./a which in this approximation we take to be a constant. The
two point function of the stochastic source is given by
〈δO(k, t)δO(q, t′)〉 = νOδ(t′ − t)(2pi)3δ(k + q). (59)
Regarding the fluid, the equation for δ(k, t) in flat space is given by(
∂2t − c2sr∂2
)
δ ' −∂2ζ, (60)
and the solution is
δk(t) =
∫ ∞
0
GkR(t− t′)k2ζ(t′), with GkR(t− t′) =
sin csrk(t− t′)
csrk
Θ(t− t′). (61)
Using the same procedure as we did before, we can find the scalar velocity perturbation ui = ∂iuL
as
k2uL = 3δ˙k(t), then uL =
∫ ∞
0
GkV (t− t′)k2ζk(t′), (62)
where the Green function is given by
GkV (t− t′) =
3 cos csk(t− t′)
k2
Θ(t− t′). (63)
Using these approximate expressions we can now compute the non-Gaussian three-point
function. We will do it in the equilateral limit for two reasons. First the three-point function is
peaked there and second, when k1 ' k2 ' k3 ≡ k the interaction takes place when all of them
are freezing-out and the flat space approximation of this section is valid for the three modes.
As we will see in the next section the most important contribution from the fluid comes
from a non-linear term in the equation of motion of the form γuu
i∂ipi. Therefore the three-point
function is
〈ζkζkζk〉 = 6γu
H
∫
dt′Gkγ(t− t′)k2〈uL(t′)ζk〉〈ζk(t′)ζk〉
= 6
γu
H
ν2OH
4
N4c
∫
dt′Gkγ(t− t′)k2
∫
dt′′GkV (t
′ − t′′)k2
×
∫
dt′′′′Gkγ(t
′′ − t′′′′)Gkγ(t− t′′′′)
∫
dt′′′Gkγ(t
′ − t′′′)Gkγ(t− t′′′) (64)
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Figure 4: Plot of fNLH/γ for local dissipation (black curve), fluid in flat space (red curve) and for
completeness we also show the complete result for the fluid in deSitter (blue curve).
For reference for the next section we will compute in this limit the parameter
fNL =
5
6
〈ζkζkζk〉
3〈ζkζk〉 , (65)
which is given by
|fNL|(t) = 5
3
(ω2γ)2
γu
H
∫
dt′Gkγ(t− t′)k2
∫
dt′′GkV (t
′ − t′′)k2
×
∫
dt′′′′Gkγ(t
′′ − t′′′′)Gkγ(t− t′′′′)
∫
dt′′′Gkγ(t
′ − t′′′)Gkγ(t− t′′′)
→ 5 γ
2
c2s(csk)
2 + c2srγ
2
(66)
Evaluated at freeze-out csk? '
√
γH this estimation gives the result
|fNL| ∼ γu
Hc2s
5
1 + c
2
sr
c2s
γ
H
(67)
On the other hand, the source for the three-point function when there is only one preferred
frame with local dissipation comes from a term in the equation of motion of the form
γnn
i∂ipi = γn∂ipi∂ipi,
which was studied in [1]. Computing the parameter fNL for this term in the same approximations
gives
|fNL|(t) = 5
3
(ω2γ)2
γn
H
∫
dt′Gkγ(t− t′)
(∫
dt′′Gkγ(t
′ − t′′)Gkγ(t− t′′)
)2
→ γn
Hc2s
. (68)
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Then, in the flat space approximation the conclusion is that fNL grows linearly with γ for
the nµ term while the uµ term grows but more slowly. This can be seen in figure 4 where we also
show the full result in de-Sitter with the fluid for completeness. For the interaction nµ∂µpi the flat
space result reproduce completely the full three-point function as long as γ/H ∼ (k/aH)2  1.
We will see in the next section that the full computation is indeed slightly different from the
flat space result, but the latter gives a good estimate for the order of magnitude
fNL ∼ γu
γ
1
c2sr
, (69)
for reasonable values of γ/H. Clearly, the fact that non-local dissipation (or equivalently with
more than one preferred frame) produces non-Gaussianities which are suppressed with respect to
the local dissipation one (or with only one preferred frame) can be understood without including
curvature.
4 Non-Gaussianities
In this section we will go into the details of the calculation of non-Gaussianities. As discussed
in [1], the possible non-linear terms that can appear in the equation of motion for the clock are
not as constrained as the form of the two-point function and this freedom allows for a variety of
behaviors to happen. We will analyze the shape of the three-point function, checking along the
way that the squeezed limit is trivial in accordance with the consistency condition of the three-
point function, since we are working to zeroth order in slow-roll. This will make the arguments
in [9] applicable without any change and then the consistency condition will be satisfied.
4.1 Non-Gaussianities from the response
We will first study the non-Gaussianities generated by non-linear terms in the response
which appear to realize diffeomorphism invariance. Since terms coming from ∂t → nµ∂µ have
been studied in [1] we will just quote the result of that work. The shape of the three-point
function has a peak on the equilateral configuration and a smaller peak around x2 ' x3 ' 1/2
of opposite sign. The strength is characterized by the value corresponding to the equilateral
triangle and it is given by |f eqNL| ' γn/4Hc2s. In this work we will study non-linear terms coming
from ∂t → uµ∂µ, which generate a non-local response mediated by sound waves in the ADOF
and give a new contribution to the three-point function.
4.1.1 Non-linear covariance realization
The term γuu
µ∂µpi in the equation of motion generates non-linear terms of several types. The
leading order perturbation comes from the term γuu
i∂ipi, with u
i = ui(1) + u
i
(2) + . . ., where the
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subscript indicates the order in pi of the response and for the background ui(0) = 0. The main
contribution will be given by the first order term corresponding to linear response, since the sec-
ond or higher order terms contributing to ui either do not contribute to the three-point function
or are supressed. There are also terms coming from γuδu
0∂tpi but the leading contribution to
δu0 is second order in the ui response, since u2 = −1, and therefore second order in pi giving a
term in the equation of motion schematically of the form ∼ γupi2p˙i which does not contribute
to the three-point function. There are also terms coming from metric perturbations which are
slow-roll suppressed and thus are also sub-leading.
Taking this into account the main contribution to non-Gaussianities will be from a γuu
i
(1)∂ipi
interaction which we will study in detail below (from now on we will omit the subscript since we
will deal always with linear response). Using the expression for u[pi] gives a non-linear term in
the equation of motion of the form
γuu
i[pi]∂ipi ∼ γu
∫
GR[{∂2, ∂t, ∂tt}∂ipi∂ipi] + γu∂ip˙i∂ipi. (70)
There are four different kinds of terms contributing to this non-Gaussianity, three non-local
sourced by ∂2pi, p˙i and p¨i and a local one sourced by ∂ip˙i. In the strong dissipation regime the
terms involving time derivatives will be suppressed by γ/H factors and are therefore sub-leading.
This was explained in [1] and it is due to the fact that time derivatives scale as powers of H
rather than
√
γH. Therefore, the only relevant term left is the perturbation in the fluid sourced
by spatial derivatives ∂2pi and we will concentrate on this leading contribution.
To compute the strength of the non-Gaussian three-point function we need the leading order
contribution to the fluctuations of the clock given by the non-linear term in the equation of
motion. Using linear response it is given by
pi2(k, η → 0) = γu
H2
∫
d(kcsη
′)Gγ(0, kcs|η′|) [u
i ∗ ∂ipi](k, η′)
(kcsη′)2
, (71)
where the asterisk means taking the convolution with wave-vector k. Using this expression one
can compute the three-point function as the average of the product of clock fluctuations as
〈ζ(k1)ζ(k2)ζ(k3)〉 =
∑
cyclic
H3〈pi2(k1)pi1(k2)pi1(k3)〉
≡ (2pi)3δ(3)(k1 + k2 + k3)F (k1, k2, k3), (72)
and we defined the function F (k1, k2, k3) as usual [19]. Using the response for the fluid velocity
gives the following expression in term of the known two-point functions
F (k1, k2, k3) =
∑
perm.
γu
H2
∫
d(k1csη
′)
Gγ(0, k1cs|η′|)
(k1csη′)2
〈ui(k2, η′)ζf (k2)〉〈∂iζ(k3, η′)ζf (k3)〉 (73)
In appendix A we give an explicit expression in terms of the Green functions of the fluid and
clock, which we used to perform a numerical calculation.
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Following the standard analysis of [19] we set an arbitrary scale k, define xi = ki/k, compute
F (x1, x2, x3) = k
6F (x1k, x2k, x3k) and then chose k = k1 making x1 = 1. Therefore, the informa-
tion of the shape of the non-Gaussianity is encoded in the function F (x2, x3) = x
2
2x
2
3F (1, x2, x3)
for x3 ≤ x2 and x3 ≥ 1 − x2. The plot of the shape of this non-Gaussianity is shown in figure
(a)
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Figure 5: (a) Plot of the non-Gaussianity F (x2, x3) = x22x
2
3F (1, x2, x3)/F (1, 1, 1) computed numeri-
cally with the exact expression for the term γuu
µ∂µpi for a dissipation of γ/H = 10 and a relativistic
fluid. The shape for different dissipation is similar. (b) Plot of the strength of the non-Gaussianity
fNL/(−γu/H). (c) Plot of the parameter |fNL| for the case γu = γ, γn = 0.
5(a). The overall shape is very similar to the one found for the γnn
µ∂µpi term. Following [19] the
way to characterize a given non-Gaussian shape is to give its cosine with fiducial shapes such
as equilateral Fequil(x2, x3), orthogonal Fortho(x2, x3) and local Flocal(x2, x3). For the interaction
studied in this section it was found that the cosines are
cos θequil ' 0.95, (74)
cos θortho ' 0.49, (75)
cos θlocal ' 0.37. (76)
These cosines were computed for γ = 40H and csr =
√
1/3 although the shape is nearly inde-
pendent of these parameters. Instead of the cosines one could give the “fudge factors” writing
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the shape in the following way
F (x1, x2, x3)
F (1, 1, 1)
' 0.41Fequil + 0.16Fortho + 0.04Flocal + . . . , (77)
where the dots represent other possible fiducial shapes not considered here. An approximate
template for this shape is given by
F (x1, x2, x3) =
P 2ζ fNL
32x31x
3
2x
3
3
[
1532
99
(x31 − x32 − x33)−
1532
99
(
x31 + x
3
2 − x33
)
−1532
99
(
x31 − x32 + x33
)
+ 4
x21 (x
2
2 + x
2
3) + x
2
2x
2
3
x1 + x2 − x3 + 34
+4
x21 (x
2
2 + x
2
3) + x
2
2x
2
3
x1 − x2 + x3 + 34
+ 4
x21 (x
2
2 + x
2
3) + x
2
2x
2
3
−x1 + x2 + x3 + 34
+
10252 (x23 (x
3
1 + x
3
2) + x
3
3 (− (x21 + x22)) + x21x22(x1 + x2))
9(4x1 + 4x2 − 4x3 + 3)2
+
2563 (x31 (x
2
2 + x
2
3) + x
2
1 (x
3
3 − x32) + x22x23(x3 − x2))
36
(
x1 − x2 + x3 + 34
)2
+
2563 (x31 (− (x22 + x23)) + x21 (x32 + x33) + x22x23(x2 + x3))
36
(−x1 + x2 + x3 + 34)2
]
. (78)
Instead of F (1, 1, 1), in the previous expression we use the amplitude given by
fNL(γu/H, γ/H) =
5
6
F (1, 1, 1)/3P 2ζ
whose dependence on γ, γu is shown in figure 5(b) for csr =
√
1/3. It is suppressed for strong
dissipation, as opposed to the nµ term which grows as fNL ∼ γn. The dependence can be
approximated by the function
fNL =
γu
H
0.24(γ/H)−0.26
1 + 0.038(γ/H)0.60
, (79)
and it scales as fNL ∼ c−2sr for a generic speed of sound of the fluid.
Therefore, several possibilities appear. On the one hand, one could have high γ and γn but
low γu and in this case the contribution from this term to the three-point function is negligible
and the result from [1] dominates. On the other hand, one could have high γ high γu and γn ' 0
and in this regime the strength of non-Gaussianities will be uµ dominated and negligible. The
specific relation between γ, γu and γn is arbitrary and one cannot say a priori which will be the
case.
This suppression for strong dissipation can be understood qualitatively as follows, considering
expression (73) for the equilateral configuration. Recalling the properties of the clock’s Green
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function, the η′ integral just picks up the time at which the modes freezed out, given by λphys =
cs/
√
γH  cs/H. Therefore the relevant interactions occurred at an early time when the modes
were well inside the horizon; the stronger the dissipation the earlier the interaction and the
smaller the physical wavelength. In the case of the nµ term the source is given by ∂ipi∂ipi =
∂ipi∂ipi/a
2, for the uµ term it is ∂iuL∂ipi/a
2.
First of all, since the integral of Gγ(0, y) gives 1 and the change of variable to conformal time
brings a (kcsη
′)−2 = (ω/H)−2 factor, we can evaluate the integrand at freeze-out and estimate
1
H2
∫
d(kcsη
′)
Gγ(0, kcsη
′)
(kcsη′)2
∼ 1
ω2
=
1
c2sk
2
phys
(80)
We consider first the nµ term, in which the (kcsη
′)2 factor in the clock response cancels the
a−2 from the source giving the correct estimate
fNL ∼ γn
H
∫
Gγ(0, kcsη
′)
(kcsη′)2
〈∂iζζf〉
a〈ζ2f 〉
〈∂iζζf〉
a〈ζ2f 〉
∼ γn
H
1
c2sk
2
phys
k2phys
〈ζζf〉
〈ζ2〉
〈ζζf〉
〈ζ2f 〉
∼ γn
Hc2s
(81)
On the other hand, for the non-Gaussianity generated by uµ, using the fluid green function
properties, the three-point function for the equilateral triangle is schematically
fNL ∼ γu
H
∫
Gγ(0, kcsη
′)
(kcsη′)2
〈∂iuLζf〉
a〈ζ2f 〉
〈∂iζζf〉
a〈ζ2f 〉
∼ γu
H
1
c2sk
2
phys
〈∂iuLζf〉
a〈ζ2f 〉
〈∂iζζf〉
a〈ζ2f 〉
∼ γu
Hc2s
〈uLζf〉
〈ζ2f 〉
∣∣∣∣
at freeze-out
, (82)
where we used the fact that since the source of fluid perturbation dominates at freeze-out, the
fluid response is nearly local. At this point if the dissipation is strong enough such that the time
at which the interaction takes place the fluid perturbation is well inside its sound horizon then
using the properties of Gv gives the estimate
fNL ∼ γu
Hc2sr
( γ
H
)−1
, (83)
which coincides with the estimate made in flat space for γ →∞. This was confirmed computing
numerically the correlation 〈uLζf〉 at freeze-out as a function of γ as shown in figure 3(b). The
non-local behavior of the dissipation has the time-scale of the fluid’s red-shift which is Hubble,
and therefore there are corrections coming from the curvature of de Sitter. As explained in
section 3.3, this correction is not negligible and tends to slightly increase the fNL for increasing
γ/H.
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Figure 6: (a) Plot of the pairs (f equilNL , f
ortho
NL ) for 0 < γ/H < γmax (blue line at the center). In red we
show the boundary of the 99.7% confidence region of the parameters. From the numerical calculation
of F (1, 1, 1) one concludes that γmax ∼ 105 corresponds to the intersection between the blue and the red
curve on the right panel. (b) Plot showing the curve corresponding to warm inflation in detail.
This can be confirmed seeing how the strength of this interaction to the non-Gaussianities
depends on the dissipation coefficient γ, fixed by the two-point function and the term γu. The
dependence is shown in figure 5(c) where we plot the parameter f eqNL from γuu
µ∂µpi for radiation
c2sr = 1/3 as a function of γ/H. It can be seen that the strength is proportional to γu but
highly suppressed for high γ. We will conclude in the next section that this term is the leading
contribution to the three-point function coming from the interaction with the fluid. Then using
the results of this section we can compute the parameters f equilNL , f
ortho
NL and f
loc
NL using the fudge
factors or cosines.
Recently thanks to the release of Planck results we know the 99.7% confidence region in
(f equilNL ,f
ortho
NL )-space [11]. For the general case of the effective field theory of inflation coupled to
ADOF with a preferred frame we can distinguish two important cases. If γ  H and γn . γu
or γn > γu the dominant contribution will be given by the local dissipation and the result does
not change from the one explained on reference [1].
On the other hand if γn ' 0 then the dominant contribution to the three-point function
comes from the term studied in this section. Since the shape does not depend on γ the points
corresponding to this model in (f equilNL ,f
ortho
NL )-space define a straight line starting at the origin
(for γ = 0) and defining a maximum γmax such that fNL(γmax) is located in the boundary of the
99.7% confidence region.
The three-point function scales approximately as fNL ∼ 1/c2sr so for definiteness we assume
we have radiation as in the case of warm inflation with csr =
√
1/3. Using the numerical results
of this section we can compute the upper bound of the dissipation coefficient. As shown in figure
6 it is given by the value of γ corresponding to fNL = 28.5 (obtained by dividing the value shown
in the figure by the associated fudge factor). This is equivalent to the bound
γ ≤ 9.7 · 104H. (84)
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This bound is bigger than previous ones [4, 11] because as we saw the three-point function
increases much slower with increasing dissipation. For decreasing speed of sound of the fluid
perturbation (even if the background equation of state does not change) the three-point function
increases and therefore this upper bound of γ/H gets reduced.
Moreover, in [4, 5] it was shown that there is a non-trivial three-point function in the squeezed
triangle limit. In the full calculation done in this paper we see that this is not the case. In turn,
the projection to the local shape we found f locNL is rather small compared to previous results. For
radiation with 0 < γ/H . 105 it is given by
0 < f locNL < 1.3, (85)
which is clearly compatible with the Planck result f localNL = 2.7±5.8. This combination of smaller
local three-point function for a given equilateral configuration is more compatible with Planck
results than previous approximate calculations.
4.2 Squeezed Limit
Clearly from the shape shown above the squeezed limit of the three-point function vanishes, as
opposed to what was found in [4]. This can be understood from the derivation of the consistency
condition which is based on the ability of removing long wavelength modes by a re-scaling,
making their effect disappear and giving a vanishing correlation with short modes. Of course this
is only so in the limit of de Sitter and scale invariance and corrections to it will give suppressed
contributions proportional to the slow-roll parameters, as explained in the Introduction.
We think this is correct and indeed warm inflation-like models should give a trivial squeezed
limit for the following reasons. First of all, if one goes to the unitary gauge the ADM parameters
are given schematically by
N = 1 +
ζ˙
H
+
1
2M2P
(ρO + pO)∂
−2∂iui + . . .→ 1 (86)
N i = − 1
a2H
∂iζ + ∂iχ+ . . .→ 0 (87)
where ∂2χ = ζ˙+(1−c2sr)(2M2PH)−1δρ, the dots represent terms of higher order in perturbations
and the limit is taken for modes outside the horizon at late times. The contribution from the
curvature perturbation goes to zero for the same reason that in single field inflation. The
contribution from density and velocity fluctuation in the fluid goes to zero because they are
sourced by inhomogeneities in the clock, either time or spatial gradients, which both go to zero
after horizon exit. Therefore the only effect of a long wavelength mode of ζ is a rescaling of
the spatial coordinates and can be removed by x → eζLx. The argument is the same as in
[7, 8, 9]. Therefore since the non-Gaussianity studied above is a zeroth order effect in slow-roll
there should not be any contribution to the three-point function in the squeezed limit and indeed
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Figure 7: The line indicates times ranging from the asymptotic past (η → −∞) to the asymptotic
future (η = 0). Three regions relevant to the effect of the long mode are shown. ζ is the curvature
perturbation and δT the perturbation of the fluid stress-energy tensor. (I) Far future, the mode already
freezed-out, ζ˙ = 0, exited the sound horizon, δTµν = 0, and exited the Hubble horizon, ∂iζ = 0. (II)
The mode already freezed-out, ζ˙ = 0, exited the sound horizon, δTµν = 0, but did not exit the Hubble
horizon, ∂iζ 6= 0. (III) The mode already freezed-out, ζ˙ = 0 but did not exit neither the sound horizon,
δTµν 6= 0 or the Hubble horizon, ∂iζ 6= 0.
is what we found. Terms contributing to the squeezed limit are the same as those studied in [9]
and thus the consistency condition is still valid in these systems.
Before moving on, the models studied in this paper have distinct regimes according to the
specific value of the ratio kL/kS which are worth specifying. In figure 7 we show the history
of the long mode. If the short mode freezes in region I (kS >
√
γ/HkL), which is the true
squeezed limit, the argument above remains unchanged. If the short mode freezes in region II
(kS > csr
√
γ/HkL) corrections appear due to the inhomogeneities in ζ but the fluid perturbation
already decayed. Then the corrections are still mainly due to spatial curvature and as explained
in the next paragraph fNL ∼ k2L so the transition from case I to II should be smooth. If the
short mode freezes in region III (kS > kL) there are fluid perturbations and inhomogeneities in
ζ so the arguments are no longer valid.
In [20, 21] it was proven that in single-field models of inflation corrections to the squeezed limit
scale as (kL/kS)
2. This is due to the fact that a long mode, to first non-trivial order, contribute
as a source of curvature of order k2L and therefore the squeezed limit is by the dependence of
the power spectrum on the presence of spatial curvature. In the case considered in this paper
of a uµ∂µpi term, this argument is still valid and fNL ∼ O(k2L). Near the squeezed limit, one
can make a change of coordinate and go to the frame comoving with the fluid. This is possible
because the difference between going to a frame with N i = 0 and N = 1 and the fluid rest
frame is sub-leading in slow roll. In that frame the effect of a long mode is spatial curvature and
therefore the argument in [21] is the same.
The behavior in quasi-single field inflation is different and the squeezed limit depends on the
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mass of the extra fields [13]. In [20] it is explained that this is due to the lack of scale invariance
of the extra degrees of freedom. In this case for noise induced correlations the two point function
of the fluid is indeed scale invariant and therefore the argument presented above is valid.
In [21] they argue that by continuity the behavior O(k2) should give the right parametric
dependence of the three-point function strength. For example, for local dissipation, like reference
[1], the wavelength at freeze-out scales as k2 ∼ γ and therefore fNL ∼ γ, implying that fn∂piNL ∼
k2O(1). For our case, given the same assumptions, since f equiNL is suppressed with respect to γ
this implies that fu∂piNL ∼ k2O(γ−1). Therefore near the squeezed limit the dominant contribution
to order k2L will come solely from the terms studied in [1, 9].
4.3 Non-Gaussianities from the noise
Here we will describe the contribution from non-linearities in the noise kernel of the stochas-
tic component of the ADOF. As explained above these corrections are not constraint by any
symmetry or property or parameter of the background and may be there or not. We will study
it anyways because of the possible presence of FDT and depending on the microscopic theory
the may not be arbitrary. We define:
βν ≡ ∂ log νO
∂ρ/3(ρ+ p)
,
so that the two-point function for the stochastic source is now
〈δOS(t,k)δOS(t′,q)〉 = νO√−g (1 + βνδk(t)) δ(t− t
′)δ(k + q). (88)
Since δk ∼
∫
GR∂
2pi ∼ ∫ GR ∫ GγδOS this will give a non-vanishing three-point function for pi.
As shown in [9], the effect of changing the kernel can be imitated by adding a new term in the
equation of motion of the form
− βν 1
2Nc
δ(x, η)δOS(x, η). (89)
For example, in the case of a canonical scalar field coupled to radiation, from the fluctuation-
dissipation theorem one concludes that βν = 1.
Following the same steps as in the last section, one can write the contribution to the three-
point function as
F (k1, k2, k3) = βν
∑
perm.
1
2Nc
∫
d(k1csη
′)
Gγ(0, k1cs|η′|)
(k1csη′)2
〈δk2(η′)ζk2f〉〈δOS(k3, η′)ζk3f〉. (90)
The explicit expression in terms of the Green functions of the clock and fluid is given in the
appendix. We again discard the terms sourced by time derivatives of the clock since they are
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Figure 8: (a) Plot of the three point function F (x2, x3) for a dissipation of γ/H = 40 and a fluid with
sound speed csr =
√
1/3 (b) Plot of the dependence of the fNL parameter with respect to the triangle
shape. One can see that near the squeeze limit fNL → 0.
subleading. The shape of the non-Gaussianity generated by this effect was computed numerically
and the result is shown in figure 8. Once again, a quantitative way of describing this shape is
through the cosines and fudge factors with a stablished shape, which we take to be again the
equilateral, orthogonal and local. For this contribution to the three-point function we obtain
cos θequil ' 0.58, (91)
cos θortho ' −0.57, (92)
cos θlocal ' 0.96. (93)
These cosines were computed for γ = 40H and csr =
√
1/3. As a function of γ the cosines
don’t change an appreciable amount but the peak seen in figure 8(b) gets displaced to lowers
values of x3. This is because for k3/k2 .
√
H/γ the long mode is well outside the horizon
when the interaction is taking place (freeze-out of the short modes). Then, the source of density
perturbations in the fluid decays and therefore the fNL drops to 0 in the squeezed limit.
As we did before, instead of the cosines one could give the fudge factors writing the shape in
the following way
F (x1, x2, x3)
F (1, 1, 1)
' 1.23Fequil − 0.91Fortho + 0.56Flocal + . . . , (94)
where the dots represent other possible shapes not considered here. Regarding the strength of
this contribution, we measure it through the parameter fNL =
5
6
F (1, 1, 1)/P 2ζ like in the previous
cases. This quantity is shown in figure 9. To understand the result one can follow the same
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Figure 9: Plot of the parameter |fNL| = −fNL for a fluid with sound speed csr =
√
1/3 as a function
of γ/H.
reasoning as in the previous section
fNL ∼ βν
∫
Gγ(0, kcsη
′)
(kcsη′)2
〈δ(η′)ζf〉
〈ζ2f 〉
〈N−1c δOS(η′)ζf〉
〈ζ2f 〉
∼ βν 1
c2sk
2
phys
〈δ(η′)ζf〉
〈ζ2f 〉
νO
N2c c
3
s
√
H
γ
γ
H
1
〈ζ2f 〉
∼ βν 〈δ(η
′)ζf〉
〈ζ2f 〉
∣∣∣∣
at freeze-out
, (95)
where we used the fact that for strong dissipation
〈ζ2f 〉 ∼
νOH2
cs(csNc)2
√
H
γ
.
From the response of density fluctuations shown in figure 2 one can see that the amplitude
of fluctuations for sources produced in the far past is nearly independent of the time the are
produced. Therefore, since increasing γ is the same as considering fluctuations being produced
earlier in time, the strength of this contribution to the fNL reaches a constant value for strong
dissipation.
Regarding the shape of this contribution. Starting from the equilateral triangle configuration,
the three-point function starts increasing as one approaches the squeezed triangle. This is because
the effect of the clock perturbation on the fluid starts acting at freeze-out (local in the equilateral
since every mode freezes simultaneously) and then the source accumulates starting from freeze-
out of the long mode until the time when the density perturbation interacts, at freeze-out of
the short mode. Eventually it drops because the density perturbation starts acting after the
mode exited the Hubble horizon kL/kS <
√
γ/H. Then the three-point function starts decaying
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because neither the source of δρ or ∂2ζ is efficient nor sound waves are present because if csr < 1
the mode has already exited the sound horizon. Finally, it vanishes in the squeezed limit.
One can see that this effect is subleading with respect to the contribution to the three-point
function coming from uµ∂µpi and in the strong dissipation regime it will be negligible
7. This
same conclusion is reached in the dissipative EFT of inflation without sound waves: the leading
term is always the one coming from the non-linear realization of coordinate invariance in the
dissipative term. Therefore the inclusion of this term is irrelevant for the comparison of warm
inflation with Planck data.
5 Conclusions
We have studied how a fluid behaves in an inflationary background in the context of dissipative
EFT of inflation with a non-vanishing expectation value of a time-like four vector defining two
preferred frame: the one where the clock is homogeneous and the one comoving with the fluid.
We used a perfect fluid with a speed of sound not necessarily equal to the background value and
studied its evolution, although generalizing the calculation is straightforward and no qualitative
changes to our conclusions are expected.
We observed that fluctuations are driven by inhomogeneities of the clock and that therefore
they decay at late times when the mode exits the horizon, making both preferred clocks coincide
at late time. This is critical in understanding why the shape of the three-point function resembles
the one with a single preferred clock and does not develop a non-trivial squeezed limit as opposed
to what was found in [4, 5].
This must be the case since the fluid is sensitive to gradients and time derivatives and so
a constant, homogeneous pi perturbation can be gauged away. Moreover, because the fluid is
sourced by the clock itself a non-trivial squeezed limit would require giving the pi field a mass
and therefore giving ζ a time evolution outside the horizon. Even if that is not the case, it could
mean having a second preferred clock different from the one driving inflation. Since this does
not happen this models of two clocks that coincide at late times resemble more the dissipative
case than the multi-field case and this is reflected on the three-point function.
We also computed the three-point function numerically checking that this interpretation is
correct and generalizing it to a generic clock and fluid but with warm inflation in the back of
our minds. Another characteristic of the non-local interaction mediated by sound waves of this
second clock is the fact that |fNL| ∼ 1/c2sr (with csr the speed of sound in the fluid) in the strong
dissipation regime; while for a single clock is |fNL| ∼ γ/Hc2s. Therefore if the latter component is
present it will always dominate over the former in the strong dissipation regime. If the former is
the only contribution then the three-point function will not be enhanced unless the sound speed
7Having a βν  1 enhances the signal but most models rely on a fluctuation-dissipation theorem that con-
straints it to be βν ' 1
35
of the fluid is small.
In [11] it was noticed that the correlation between the measured non-Gaussian signal with
the quasi-local three-point function found in [4] is rather small since the data favors shapes
closer the equilateral or orthogonal. Here we computed the f equiNL and f
ortho
NL parameters for warm
inflation and checked that they can be well inside the confidence region. This shows that using
our results the warm inflationary scenario is still at least phenomenologically a viable option as
a means of generating the non-Gaussianities measured (or bounded) by the satellite.
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Appendix
A Calculation of non-Gaussianities
In this appendices we will go through the details of the computation of the three-point function
for the different sources of interactions. In previous sections we wrote it in terms of correlations
between the clock and the fluid to make the physics more transparent; here we will give the
precise expressions that we used to do the numerical integrations. The procedure follows the
presentation of [1, 9].
A.1 Three-Point function from the uµ∂µpi term
In this section we will compute the three-point function coming from the uµ∂µpi term in the equa-
tion of motion of the clock. To do this calculation one has to expand the clock as pi = pi1+pi2+. . .,
where pi1 represents the solution to the equation of motion retaining only linear terms, equation
(31), and pi2 is the leading order correction coming from the particular interaction considered in
this section mediated by the fluid. Using linear response theory this last contribution is given
by
pi2 =
kcs
H2
∫
dη′
Gγ(kcs|η|, kcs|η′|)
(kcs|η′|)2 γu[u
i
1 ∗ ∂ipi1]k
=
kcs
H2
∫
dη′
Gγ(kcs|η|, kcs|η′|)
(kcs|η′|)2
×γuH
2
csr
∫
d3q
(2pi)3
∫
dη′′qˆ · (k− q)G˜V (csrqη′, csrqη′′)pi1(q, η′′)pi1(k− q, η′), (96)
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where G˜V (z, y) = 3zGV (z, y). Now we can compute the three-point function for curvature
perturbations ζ ' −Hpi in the limit of late times η → 0 as the cyclic sum of correlations
between two first order fluctuations and a second order one:
〈ζk1ζk2ζk3〉 = −H3
∑
cyclic
〈pi1(k1, 0)pi1(k2, 0)pi2(k3, 0)〉
≡ (2pi)3δ(
∑
i
ki)F (k1, k2, k3). (97)
Using the explicit expressions for the clock perturbation we arrive at the expression
F (k1, k2, k3) =
γu
H
kˆ1 · kˆ2k3k2csH
4
csr
∫ η
η0
dη′gγ(0, k3csη′)
∫ η′
η0
dη′′G˜V (csrk1η′, csrk1η′′)
× 〈pi(k1)pi(−k1, η′′)〉〈pi(k2)pi(−k2, η′)〉+ perm.. (98)
From this expression is clear why the terms with p˙i are negligible since one has to replace the
first correlation in the equation above with 〈pif p˙i〉 which is suppressed for strong dissipation
according to the behavior seen in figure 1 and already noticed in [1]. Moreover, those terms
do not contribute to the squeezed limit neither so we can neglect them and take the expression
above as an accurate approximation to the full three-point function coming from uµ∂µpi.
Using momentum conservation the dot product is 2k1 ·k2 = (k23−k21−k22), and the shape can
be analyzed as in the usual case in terms of k1, k2, k3. The correlation 〈pifpi(η)〉 can be computed
exactly, although the exact expression is not very illuminating. To extract the power spectrum
at late times, it can be written as H2k3〈pi(k)pi(−k, η)〉 = ∆ζFγ(cskη) where F(cskη) is a smooth
function that satisfying F(cskη → 0) = 1 and F(cskη & z?) = 0 and it is explicitly given by
Fγ(z) = piΓ(4ν − 2)
28ν−9(ν − 1)Γ(ν − 1)2Γ(ν)2
∫ ∞
z
dy Gγ(0, y)Gγ(z, y), (99)
which is equal to the right hand side of equation (35).
Following the notation introduced in [19] we will rewrite the momentum dependence in terms
of the variables xi = ki/k, where in principle k is some arbitrary scale that we will chose to be
k1, and renaming F (x1, x2, x3) = k
6F (k1, k2, k3) the three-point function can be written as
F (x1, x2, x3) =
γu
H
∆2ζ
(x23 − x21 − x22)x3
2x41x
3
2
cs
csr
∫ ∞
0
dy gγ(0, x3csy)
×
∫ ∞
y
dz G˜V (csrx1y, csrx1z)Fγ(csx1z)Fγ(csx2y) + perm. (100)
Using the expression above we computed this quantity numerically and we present the result
showing F (x2, x3) = x
2
2x
2
3F (1, x2, x3) as done in [19]. The only relevant region displayed in
x2, x3-space to avoid over-counting triangle configurations is 1 − x2 ≤ x3 ≤ x2. As opposed to
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the result found in [4] the shape has a trivial squeezed limit (at least to zeroth order in slow-roll)
and therefore this term does not compromise the consistency condition derived for dissipative
EFT of inflation with a preferred clock.
Using the expression for F (x1, x2, x3) we can compute the parameter fNL as a function of the
triangle as
fNL(x1, x2, x3) =
5
6
x31x
3
2x
3
3
x31 + x
3
2 + x
3
3
γu
H
(x23 − x21 − x22)x3
2x41x
3
2
cs
csr
∫ ∞
0
dy gγ(0, x3csy)
×
∫ ∞
y
dz G˜V (csrx1y, csrx1z)Fγ(csx1z)Fγ(csx2y) + perm. (101)
For higher dissipation or different sound speeds the shape is very similar although the am-
plitude changes. The strength of this contribution is characterized by the bispectrum for the
equilateral triangle f eqNL and it is given by fNL(1, 1, 1).
A.2 Contribution from ρ dependence of νO
The procedure now is equivalent to the one of the previous section. The only difference now is
the non-linear term in the equation of motion sourcing pi2 which is
− βν 1
2Nc
δ(x, η)δOS(x, η). (102)
The second order contribution to the clock perturbation is, using expression (51) to write δ(k, η)
in terms of pi1, given by
pi2(k, η) =
kcs
H2
∫
dη′
Gγ(kcs|η|, kcs|η′|)
(kcs|η′|)2
(
−βν 1
2Nc
[δ ∗ δOS ]k(η′)
)
= − kcs
2NcHcsr
∫ η
η0
dη′
Gγ(kcs|η|, kcs|η′|)
(kcs|η′|)2
∫
d3q
(2pi)3
×
∫ η′
η0
dη′′qGR(csrq|η′|, csrq|η′′|)pi1(q, η′′)δOS(k− q, η′). (103)
Again, we neglect the contribution from terms sourced by time derivatives. Writing the three-
point function of ζ ' −Hpi as a sum over cyclic permutations of two pi1 and one pi2 gives
F (k1, k2, k3) =
∑
βν
k3csH
2Nc
∫
dη′gγ(0, k3cs|η′|)〈pik1fδOS(k1, η′)〉〈δk2(η′)pik2f〉
=
∑
βν
k3csH
3
2Nc
∫
dη′gγ(0, k3cs|η′|)νOk1cs
Nc
gγ(0, k1cs|η′|)(η′)4〈δk2(η′)pik2f〉
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=
∑
βν
νOk3k1c2sH
3
2N2c
∫
dη′gγ(0, k3cs|η′|)gγ(0, k1cs|η′|)(η′)4
× k2H
csr
∫
dη′′GR(k2csr|η′|, k2csr|η′′|)〈pik2(η′′)pik2f〉
=
∑
βν
1
2
ν2OH
4c4s
N4c csr
k3k1k
3
2
∫
dη′gγ(0, k3cs|η′|)gγ(0, k1cs|η′|)(η′)4
×
∫
dη′′GR(k2csr|η′|, k2csr|η′′|)
×
∫
dη˜(η˜)4gγ(0, k2cs|η˜|)gγ(k2cs|η′′|, k2cs|η˜|). (104)
The expression above can be simplified using the expression for ∆ζ and written in terms of xi
giving the following result
F (x1, x2, x3) =
∑
βν
∆2ζ
2
c10s
csr
x1x
3
2x3
(
16
γ
H ( γ
H
+ 1)3Γ(γ+H
2H
)4
piΓ(2γ
H
+ 4)
)−2
×
∫ ∞
0
dzz4gγ(0, csx3z)gγ(0, csx1z)
∫ y
z
dwGr(csrx2z, csrx2w)
×
∫ ∞
0
dyy4gγ(0, csx2y)gγ(csx2w, csx2y). (105)
Repeating the same steps the non-linear parameter is given by
fNL(x1, x2, x3) =
∑
βν
5
12
x31x
3
2x
3
3
x31 + x
3
2 + x
3
3
c10s
csr
x1x
3
2x3
(
16
γ
H ( γ
H
+ 1)3Γ(γ+H
2H
)4
piΓ(2γ
H
+ 4)
)−2
∫ ∞
0
dzz4gγ(0, csx3z)gγ(0, csx1z)
∫ y
z
dwGr(csrx2z, csrx2w)∫ ∞
0
dyy4gγ(0, csx2y)gγ(csx2w, csx2y). (106)
Using these expressions we computed numerically the three-point function.
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