Reliability Analysis of Aircraft Condition Monitoring Network Using an Enhanced BDD Algorithm  by ZHAO, Changxiao et al.
                       
 
Contents lists available at ScienceDirect 
Chinese Journal of Aeronautics 
journal homepage: www.elsevier.com/locate/cja 
Chinese Journal of Aeronautics 25 (2012) 925-930
Reliability Analysis of Aircraft Condition Monitoring Network   
Using an Enhanced BDD Algorithm 
ZHAO Changxiao, CHEN Yao, WANG Hailiang, XIONG Huagang* 
School of Electronics and Information Engineering, Beihang University, Beijing 100191, China 
Received 29 August 2011; revised 23 November 2011; accepted 13 February 2012 
Abstract 
The aircraft condition monitoring network is responsible for collecting the status of each component in aircraft. The reliability 
of this network has a significant effect on safety of the aircraft. The aircraft condition monitoring network works in a real-time 
manner that all the data should be transmitted within the deadline to ensure that the control center makes proper decision in time. 
Only the connectedness between the source node and destination cannot guarantee the data to be transmitted in time. In this pa-
per, we take the time deadline into account and build the task-based reliability model. The binary decision diagram (BDD), 
which has the merit of efficiency in computing and storage space, is introduced when calculating the reliability of the network 
and addressing the essential variable. A case is analyzed using the algorithm proposed in this paper. The experimental results 
show that our method is efficient and proper for the reliability analysis of the real-time network. 
Keywords: reliability; binary decision diagram; aircraft condition monitoring network; real-time; network calculus 
1. Introduction1 
Modern physical systems used in aircraft are be-
coming more and more complex. This increased com-
plexity in system has led to an increased desire for 
automated prognostic and health monitoring system [1]. 
In order to reduce the life cycle cost of the aircraft and 
enhance the safety of flight, many programs have been 
proposed. The predictive failures and advanced diag-
nostics (PFAD) program and the passive aircraft status 
system (PASS) program are targeting aircraft avionics 
in general [2]. The joint strike fighter (JSF) program has 
incorporated prognostics health management (PHM) 
into its design, using sensors, advanced processing and 
a fully integrated system of information and supplies 
management [3]. The integrated vehicle health man-
agement (IVHM) project is to develop validated tools, 
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technologies and techniques for automated detection, 
diagnosis and prognosis that enable mitigation of ad-
verse events during flight [4].  
All the programs mentioned above aim to enable the 
rapid detection and diagnosis of adverse events to en-
sure the safety of the aircraft. The starting point for any 
diagnostics or prognostics capability, however, is ac-
curate and appropriate data that details the performance, 
status and environment of the components of the air-
craft [5]. So a well-designed aircraft condition monitor-
ing network is the essential system for these works and 
the reliability of the network becomes crucial. The 
condition monitoring network is a hybrid network 
composed of wired and wireless components, and the 
network should work in a real-time manner to ensure 
that the data of aircraft’s condition collected by sensors 
could be processed in time. 
The reliability of network is defined as the probabil-
ity that the network performs its intended function un-
der specified conditions [6]. Many algorithms including 
exact and approximate algorithms have been presented 
to solve network reliability problems. Traditional algo-
rithms include the minimal paths/cuts [7], factoring Open access under CC BY-NC-ND license.
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theorem [8] and the incident edge substitution. Recent 
literatures [9-10] show that the binary decision diagram 
(BDD) method is an efficient approach for reliability 
evaluation. The algorithms mentioned above concen-
trate on the reliability of link connective, while the 
condition monitoring network requires the real-time 
character.  
In this paper, we consider the delay constraint of 
tasks in condition monitoring networks and propose a 
task-based algorithm to compute the reliability of the 
network.  
2. Preliminaries 
2.1. BDD method 
The BDD method [11] is based on a disjoint decom-
position of a Boolean function called the Shannon ex-
pansion. Given a Boolean function f (x1, x2, …, xn), 
then for any i∈ {1, 2, …, n}, 
 1 0= == +i ii x i xf x f x f  (1) 
Definition 1  (apply operation of BDD)  If f1 and 
f2 are two Boolean functions with the same variable 
order and Δ is a logic operation such as AND or OR, 
then 
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The fact that all the paths from the root to the leaves 
are mutually disjoint is a useful property of BDD. If f 
represents the Boolean expression of the system reli-
ability, then, based on the property of the disjoint de-
composition of BDD, the reliability of a system can be 
recursively evaluated by 
 1 0Pr{ } Pr{ }Pr{ } Pr{ }Pr{ }= == +i ii x i xf x f x f  (4) 
2.2. Aircraft condition monitoring network 
The monitoring of aircraft condition is achieved by 
several sensors and avionic devices that continuously 
detect environmental condition, flight operations and 
aircraft system health state in different approaches [12]. 
Traditionally, the cable-based monitor for aircraft con-
dition usually involves large numbers of wires em-
ployed for communication among sensors and central-
ized data acquisition systems. These wires, which bring 
high installation costs and inefficient maintenance, can 
be cumbersome. In order to avoid complex wiring for 
power supply and data communication, a hybrid net-
work is the most promising solution. Sensors are 
equipped to gather various parameters of the compo-
nents. The front-end processing units collect the data 
and do some pretreatment, and then the data would be 
delivered to the central processor through bus. The 
central processor would estimate the current status of 
the aircraft. Figure 1 is an example of the aircraft con-
dition monitoring network. 
 
Fig. 1  An example of aircraft condition monitoring network. 
2.3. Model of the network 
The data of aircraft condition should be transferred 
within the time deadline. Data that exceeds the time 
deadline is useless even if it is correctly received by 
central processor. A task denotes a data flow transfers 
from a node to another node. We use an array t(S, T, D) 
to describe the task of aircraft condition network. S is 
the source of the task, T the destination of the task, and 
D the time deadline. If the task is correctly finished 
within the time D, we say the task is successful, other-
wise the task fails.   
The network is modeled by a probabilistic graph. A 
probabilistic graph G (V, E) consists of a set V of nodes 
representing network elements such as sensors and 
processors, and a set E of links representing communi-
cation paths which would be wired or wireless. Figure 
2 is an example of probabilistic graph. In this paper, we 
assume that the nodes are perfect and only link failures 
are considered. 
 
Fig. 2  An example of probabilistic graph. 
As the network calculus theory [13] indicates, each 
component of the network can be modeled as a specific 
network element which represents the time consumed 
at this component. Each element of the network is val-
ued with a real number ω(p), p∈V∪E. ω(p) represents 
the link delay if p∈E, and it represents the delay 
caused by transmission, reception and queuing when 
p∈V. We define ω(p) as the cost of link or node. We 
use the adjacent matrix to store the cost. Then the ad-
jacent matrix of Fig. 2 can be expressed as 
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3. Task-based Edge Expansion Diagram Algorithm 
In this section, we propose a task-based approach 
that analyzes the reliability of the network using BDD 
algorithm. Each component is represented by a set of 
Boolean variables that indicate the failure states when 
using the task-based edge expansion diagram (TEED) 
algorithm. In Fig. 2, we use a Boolean variable to rep-
resent each edge xi→ei (i=1, 2,…,5). The algorithm 
includes two steps, constructing BDD for original 
network and computing the reliability along BDD of 
original network. The main idea, which makes the 
TEED algorithm more efficient than other algorithms, 
is that the BDD representing the Boolean reliability 
expression of a network can be constructed by avoid-
ing the redundant computation of the isomorphic 
sub-problems during the merging process. Since the 
aircraft condition monitor network is a delay constraint 
network, the time deadlines of tasks are considered 
when the algorithm is applied. Our algorithm borrows 
the concept of edge expansion diagram [14] (EED). We 
extend the EED algorithm to meet the real-time de-
mand of the aircraft condition monitoring network. 
3.1. Variable ordering 
The size of a BDD and the efficiency of the whole 
methodology depend strongly on the variable ordering. 
Unfortunately, the problem in determining the optimal 
ordering is NP-complete [15]. However, approximate 
solutions are relatively easy to find. The ordering ob-
tained by a breadth-first (BFS) traversal of the network 
starting from its source always performs well [16]. 
Therefore, we choose the ordering obtained by BFS, 
and consequently the variable ordering for Fig. 2 is 
x1<x2<x3<x4<x5. 
3.2. BDD expression construction 
The procedure of the EED is to expand, recursively, 
successful edges of the source. The algorithm expands 
the given network G into k new sub-networks accord-
ing to k edges (e1, e2, …, ek) connected to the source. 
For term i, it performs the contracting operation to ob-
tain a new network * ieG , wherein the vertices origi-
nally connected to ei are merged into a vertex as a new 
node, and all edges originally connected to the source 
are deleted. The sum of all cost along the link is set as 
the cost of the new node. If the cost of the component 
exceeds the time deadline D of the task, the decompo-
sition of the graph terminates. And BDD_Zero will 
return as the BDD expression of the graph. If the graph 
has been evaluated and found in the Hash table, then 
return the result of its BDD from the Hash table. Oth-
erwise, expand the graph according to the edge e con-
nected to the source and get some new subgraph. The 
BDD expression of the original graph is constructed 
through integrating the BDD expression of subgraph 
using apply operation. Figure 3 is the BDD construct-
ing algorithm. In order to describe the algorithm intui-
tively, we apply the algorithm to the graph mentioned 
in Fig. 2. Figure 4 is the decomposition process of the 
graph. 
 
Fig. 3  BDD constructing algorithm. 
3.3. Calculating reliability from BDD 
The BDD is based on Shannon expansion (the set of 
disjoint decomposed functions). Thus, the BDD can be 
recognized as a graph-based set of disjoint products. 
Given the probability of each variable, the reliability of 
a BDD-based function f can be recursively evaluated. 
Each node of the BDD corresponds to a subgraph and 
the reliability of the graph is equivalent to the success-
ful probability of the node. If the node has been calcu-
lated and found in the hash-table, then directly return 
the value of probability. Otherwise, recursively call the 
procedure with negative cofactor and positive cofactor. 
The algorithm is shown in Fig. 5. The probability cal-
culating process of the graph mentioned in Fig. 2 is 
shown in Fig. 6. 
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Fig. 4  Decomposition process of the graph mentioned in 
Fig.2. 
 
Fig. 5  Probability calculating algorithm. 
3.4. Essential variable 
In the design of a network, it is important to identify 
the most crucial component of a network so that efforts 
can be made to keep it functional. The essential vari-
able is defined with Eq. (6) to help identify the most 
crucial component [17]. 
 0 0( ) min( ( )) ,= == ∈ ∪i jx x i jR G R G x x V E  (6) 
 
Fig. 6  Probability calculating process. 
In other words, an essential variable of a network is 
a component whose failure has a dominating effect on 
network reliability. Traditional method to find the es-
sential variable is recalculating the reliability of the 
network after removing each component. However, 
making full use of the potential of the BDD composi-
tion operation may be a better way. First, the reliability 
expression of the original ordinary network graph is 
encoded in the BDD. Then each component in the 
network is substituted by a variable. So we only need 
to set each variable as 0 and recalculate the reliability. 
The BDD composition operation is very efficient, 
which makes this approach highly efficient. Using this 
method, we try to find the essential variable of the 
graph mentioned in Fig. 2, and the result is shown in 
Table 1. The reliability probability of the component ei 
is set as pi and qi=1−pi. 
Table 1  Reliability of the network after the component  
is invalid 
Name of component Reliability of the network  
e1 p2p3p4+p2p3q4p5+p2q3p5 
e2  p1q4 
e3  p1p2p4+p1p2q4p5+p1q2p4+ q1p2p5 
e4 p1p2q5+q1p2q3p5 
e5 p1p4+q1p2q3p5 
4. Experiments 
Aircraft is a complex system that contains thousands 
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of components, so the number of nodes in the aircraft 
condition monitoring network is large. In this section 
we introduced a larger network to validate the algo-
rithm proposed in this paper. The probabilistic graph is 
shown in Fig. 7. Table 2 indicates the task information, 
and Table 3 shows other parameters used in the ex-
periments. The probability of invalidation of each 
component is set to 0.1.  
Table 2  Information of tasks 
Task name Source Destination Time deadline/ms 
t1 n1 n16 1 
t2 n1 n16 6 
t3 n3 n5 3 
t4 n3 n14 3 
Table 3  Delay parameters of each component 
Type of component Delay parameters/μs 
Link 50 
Sensor 50 
Processing unit 150 
 
Fig. 7  Example graph of the experiment. 
Table 4 is the reliability of the example network for 
each task. The essential component for each task is 
shown in Table 5.  
Table 4  Reliability of the network for each task 
Task name Reliability  
t1 0.832 
t2 0.912 
t3 0.931 
t4 0.905 
Table 5  Essential component for each task 
Task name Essential component 
t1 e1, e10 
t2 e9 
t3 e12 
t4 e9 
Task t1 and t2 have the same source and destination 
in the same network, while the reliability of network 
for task t2 is higher than that for task t1 because task t1 
has a more rigorous time constraint than task t2. Some 
paths are connective for task t2, while they are discon-
nected for task t1 because the total delay exceeds the 
time deadline of task t1. Task t3 and t4 have the same 
delay constant, while the reliability of network for task 
t3 is higher than that for task t4. The reason is that the 
number of hops of task t4 is larger than that of task t3. 
The total delay of some long path may exceed the time 
deadline, which reduces the reliability. 
Table 5 shows the essential component for each task. 
Task t1 and t2 have the same source and destination in 
the same network, while the essential component for 
each task is different. The number of connective paths 
for the task that has a more rigorous time constraint is 
smaller, so the component belonging to the shortest 
path has serious effect on the reliability. 
5. Conclusions 
This paper proposes a reliability methodology for 
the aircraft condition monitoring network. Firstly, this 
task-based algorithm uses the BDD with the considera-
tion of the time-constrain. It keeps the merits of the 
BDD and meanwhile is suitable for the real-time re-
quirement networks. Secondly, the way to identify the 
most crucial component is more efficient than the tra-
ditional way for it makes full use of the potential of the 
BDD composition operation. Thirdly, the experiment 
results show that our algorithm is helpful in determin-
ing the reliability of the network and addressing the 
essential variable for each task. 
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