Abstract: This paper deals with the stabilization of the contribution of elliptic elements to the geometric side of the general twisted trace formula. We extend the results of Langlands, Kottwitz and Kottwitz-Shelstad to all elliptic elements for the general twisted trace formula.
-The contents
The twisted trace formula arises when considering a connected reductive group G over a global field F (we shall consider here only number fields) and an automorphism θ of G. The way G and θ occur is better understood by introducing the category of twisted space. Their definition and basic properties occupy section I. A twisted space is a pair (G, L) where G is a group and L is a G-principal homogenous space with a G-equivariant map from L to the group of automorphisms of G. There is a left and a right action of G on L. Any twisted G-space L is isomorphic to some G θ, but such an isomorphism is not canonical. Then we introduce the group Int (L) of inner automorphisms i.e. those induced by elements of G acting by conjugacy and by elements of Z G , the center of G, acting by left translations.
Section II deals with centralizers and endoscopic groups. Consider δ ∈ L, let G δ be its centralizer and G δ the connected component of G δ . For the study of endoscopy it is necessary to use a group I δ in between:
we call the stable centralizer of δ. Section II continues with group theoretic results about roots, automorphisms and centralizers, mainly due to Steinberg, using the notion of norm N α and the sign α attached to the θ-orbit of a root α. We give in II.3 a classification of stable centralizers of semisimple elements δ ∈ L, when G is a simple group, in order to compute the group of outer automorphisms of I δ induced by conjugation under an auxilliary subgoup J δ ⊂ G. In II.4, we introduce endoscopic groups, but without rational structure at this stage. Consider a torus T in a θ-stable Borel pair (B, T ) and let T sc be the corresponding maximal torus in the simply connected cover G SC of the derived group of G. Denote by T θ the group of θ-coinvariants in T . Let κ be a character of the Z-moduleX θ sc of θ-invariant cocharacters of T sc . We define the endoscopic root system R κ for T θ as dual to the coroot systemŘ κ defined as follows: elements inŘ κ are the cocharacters of T θ induced by corootsα for T such that κ(Nα) = α . The endoscopic group attached to (T, κ) is the reductive group, well defined up to inner automorphisms, with a maximal torus T H isomorphic to T θ * , with root system and coroot system isomorphic to R κ andŘ κ .
Section III deals with rational structures and norms. One defines inner forms of twisted spaces using classes in H 1 (F, Int (L)). Any twisted G-space L is an inner form of a quasi-split twisted space L * = G * θ * where G * is the quasi-split inner form of G and θ * is an automorphism that preserves a splitting in G * . Let ϕ denote the isomorphism over the algebraic closure ϕ : L → L * . The main result of this section is the existence of special prenorms (called abstract norms in [KS] ). Their definition is pretty technical. We say that δ * ∈ L(F ) is a special prenorm of an almost semisimple element δ ∈ L(F ) if δ * is a G * (F )-conjugate of ϕ(δ) such that there is a torus T defined over F in G * that belongs to a θ * -stable Borel pair (B, T ) with
and such that the image of δ * in T θ * is rational, up to some central twist that depends on L; moreover we ask that the stable centralizer I δ * of δ * is defined over F and is an inner form of I δ . The existence of special prenorms for strongly regular elements elements is an easy consequence of a theorem of Steinberg, but for the singular ones the proof is more involved and uses the case by case study of centralizers in II.2 to show one can fulfill the inner form condition.
Section IV deals with endoscopy. We first recall the non-abelian hypercohomological objects introduced in [LBC] that describes stable conjugacy. Then we discuss the Langlands criterion IV.2.2 that allows to test when an element which is locally everywhere a prenorm is a global prenorm. Then we discuss endoscopic spaces. Let δ be an elliptic element in L(F ) with special prenorm δ * and let κ be an endoscopic character i.e. a character of H 0 ab (A F /F, I δ \G) H 0 ab (A F /F, I δ * \G * ) .
We introduce the endoscopic group H * over F attached to a pair (T, κ). The space H is isomorphic to H * 1 over F but the rational structure differs by the central twist alluded to above. The conorm map T → T θ * induces a bijection from T -conjugacy classes in T θ * to T θ * ⊂ H * . Given δ ∈ L(F ) with prenorm δ * , the conorm map yields a γ ∈ H(F ) we call the norm of δ. The section ends with the comparison ofι G * (δ * ), the number of points in H 0 (F, G δ * /I δ * ), and ofι H * (γ).
The trace formula appears in section V. The twisted trace formula is the renormalized trace of an operator ρ(f, ω)defined by a smooth compactly supported function f on L(A F ) and a character ω of G(A F ) trivial on G(F ). The operator has a kernel K(x, y) = δ∈L (F ) ω(x) f 1 (x −1 δ y) and the renormalized trace is obtained from a truncated integration over the diagonal. The contribution of elliptic elements need not be regularized: it is convergent and will be called the elliptic trace. It will be denoted T e (f, ω). Elementary manipulations show it can be expressed as a linear combination, indexed by a set of representatives of conjugacy classes, of orbital integrals O δ,ω (f 0 ):
There are three main steps in its stabilization. A first step V.1.3, called pre-stabilization, expresses the elliptic trace as a linear combination, indexed by representatives of stable elliptic conjugacy classes, of sums of κ-orbital integrals O κ δ (f ) where κ runs over the group K(I δ , G; F ) of endoscopic characters for δ that induce the character ω:
The pre-stabilization is immediate using the results of [Lab] . In a second step V.2.2, using the existence of special prenorms III.4.7 and the Langlands criterion IV.2.2, the elliptic trace is expanded as a linear combination indexed by equivalence classes of triples (T, δ * , κ) of objects for L * , of a variant of the κ-orbital integrals:
In the third and last step we write the elliptic trace as a sum of stable elliptic traces for endoscopic spaces. There we use the transfer assumption V.3.1 to express κ-orbital integrals as stable orbital integrals for the endocopic space H attached to E = (T, κ). The assumption is that given f ∈ C ∞ c (L(A F )) there exists f E ∈ C ∞ c (H(A F )) such that, for γ ∈ H(F ) conorm of δ * we have:
We shall take for granted the transfer assumption, without discussing transfer factors and the -still conjectural -Fundamental Lemma. Our main result, Theorem V.3.2, gives the expansion of the elliptic trace as a linear combination of stable elliptic traces (or rather a slight variant of it) for endoscopic spaces:
where
Thus we have extended to all elliptic elements the main result of [KS] .
-Perspectives
In [LBC] we have been able to prove the transfer assumption in the base change situation, for the main endoscopic group, for a large class of functions. Unfortunately, we are not able to do anything similar, in the more general setting treated here, since the twisted fundamental lemma is not known in any generality besides base change. Hence, as regards applications to transfer of automorphic representations we can but refer to [LBC] .
We have not tried here to reformulate the definition of the transfer factors in a more geometric way. We hope to return to this in a future paper.
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I -The setting I.1 -Basic notation
We shall try to use a set of notation as close as possible from what is used in [KS] and in [LBC] . In particular, F is a field of characteristic zero, F an algebraic closure and we denote by Γ := Gal(F /F ) the Galois group. A typical element in Γ will be denoted σ (the letter γ being used for elements in endoscopic groups). If V is an algebraic variety defined over F , we shall often, by abuse of notation, write V for V (F ).
Let G be a group, we denote by Z G its center. Let Aut (G) be the group of its automorphisms; we denote by Int (G) the subgroup of inner automorphisms and by Out (G) the group of outer automorphisms: the quotient of Aut (G) by Int (G). For θ ∈ Aut (G) we denote by G θ the subgroup of θ-fixed points.
Recall that the exact sequence
is split when G is a linear algebraic connected reductive group. A splitting can be defined by the choice a triple (B, T, {X α }) where B is a Borel subgroup, T a maximal torus in B and {X α } a collection of root vectors indexed by simple roots. In fact an inner automorphism that preserves such a triple is trivial while any two such triples are conjugate. Such a triple is called a splitting for G.
If G is a reductive group, we denote by G 0 its neutral connected component, by G der the derived subgroup of G 0 , by G SC the simply connected covering of G der and by G ad the adjoint quotient of G 0 . If T is a torus in G 0 we shall denote by T sc its preimage in G SC . We denote by Z sc the center of G SC . By abuse of notation we shall often use the same letter to denote an element in G SC and its image in G. If G is a connected reductive group there is a surjective map
Assume that G is reductive and let T be a maximal torus in G 0 . Let S be the centralizer of T in G. We define the Weyl group of G to be the quotient of the normalizer of S in G, modulo S. It will be denoted Ω(G, T ) or Ω(G, S).
For the study of twisted endoscopy we cannot work only with connected reductive groups; we need a slightly larger category that contains also diagonalizable groups. We say that a reductive group G is quasi-connected if G is the kernel of a surjective map
where G 1 is a connected reductive group and T 1 a torus. Quasi-connected group have been studied in [LBC] and [Lab] . Let G be a quasi-connected group, Z G its center and G der the derived group of G 0 , then G = Z G .G der . Observe that the category of quasi-connected group contains the groups O(2n + 1) but not the groups O(2n).
I.2 -Non abelian hyper-cohomology
The notion of crossed sets and the definition of their Galois cohomology have been introduced in [LBC] . We shall use them freely. When dealing with Galois cohomology of crossed sets we write as usual H * (F, X) for the inductive limits of cohomology sets over finite Galois extensions E/F :
(in degrees where it is defined). We shall not distinguish between cohomology and hyper-cohomology and, unless otherwise stated, complexes will be in positive homological degrees:
For the definition and the properties of adelic cohomology we refer the reader to [LBC] .
For a diagonalizable group S we denote by X(S) the finitely generated Z-module Hom(S, G m ) of its characters. If T is a torus we denote byX(T ) the finitely generated free Z-module Hom(G m , T ) of cocharacters of T :
For a diagonalizable groupX(S) must be defined as an element in the derived category DX of complexes of finitely generated Z-module, of finite length:X(S) = RHom(X(S), Z) . Let DT be the derived category of complexes of diagonalizable groups, of finite length. The map S → X(S) defines a contravariant equivalence between DT and DX . We also have an equivalence induced by the derived tensor producť
Consider a connected reductive group G. The small complex
with G in degree zero is a "stable crossed module" (cf. [LBC, appendice B] ). The abelianized cohomology in the sense of Borovoi [Bo] can be defined for −1 ≤ i ≤ 1 as
There is a functorial map
ab (F, G) for i = 0 or 1. Let T be a maximal torus and T sc its preimage in G SC ; the complex [T sc → T ] is a sub-complex quasi-isomorphic to [G SC → G] and hence the natural map
is an isomorphism. Such considerations easily extend to quasi-connected groups but in this case T has to replaced by the centralizer T + of a maximal torus T of G 0 . Since T + is a diagonalizable group, [T sc → T + ] defines an object in DT , denoted G ab . It is independent of the choice of T ; in fact G ab can also be represented by [Z sc → Z G ] which is a subcomplex quasi isomorphic to [T sc → T + ]. This also shows that if G is an inner form of a quasi-connected reductive group G, they define the same object in DT :
for −1 ≤ i ≤ 1. But H i (F, G ab ) makes sense for all i and this allows to define H i ab (F, G) for all i by
I.3 -Twisted spaces
A twisted space is a pair (G, L) where G is a group and L is a G-principal homogenous space with a G-equivariant map from L to the group of automorphisms of G:
We shall also say that L is a twisted G-space. The action of G on L: G × L → L will be denoted by left translations (x, δ) → xδ . The equivariance of the map Ad L is the following compatibility condition: for
where Ad G (x) is the inner automorphism defined by x ∈ G. One defines right translations by
Observe that since L is homogenous the image of the composed map
is reduced to a single point in Out (G). Consider θ ∈ Aut (G) in the image of Ad L . For z ∈ Z G the map z → z θ is independent of the choice of θ. We denote by Z L the subgroup of θ-fixed points in Z G : this is the centralizer of L in G:
A morphism of twisted spaces (G, L) and (H, M ) is a map ϕ : L → M such that there exists a group homomorphism ψ : G → H with
Observe that ψ is uniquely determined by ϕ.
We denote by Aut (L) the group of automorphisms of (G, L). The map ϕ → ψ yields a homomorphism Aut (L) → Aut (G). The center Z G acting by left translations on L defines a subgroup of Aut (L), isomorphic to Z G , called the subgroup of central automorphisms. This is the kernel of the map ϕ → ψ. An other subgroup is defined by conjugacy by elements of G. The kernel of the map G → Aut (L) is Z L . The group of automorphisms generated by the image of Z G acting by translation and of G acting by conjugacy, will be called the group of inner automorphisms and will be denoted Int (L). The above discussion shows that
is an exact sequence. Consider the map υ :
is also an exact sequence.
Assume that G is reductive; let G SC be the simply connected cover of the derived group of G and Z sc the center of G SC . Consider the complex
where, as above, the map from Z sc to G SC × Z G is υ : z → (z × z 1−θ ) and by abuse of notation we use the same letter for elements in Z sc and their projection in Z G .
I.3.1. Lemma. -If G is reductive, the morphism of complexes
is a quasi-isomorphism.
Proof: It suffices to observe that G is the quotient of G SC × Z G by the image of Z sc via the map z → (z, z −1 ) and hence the map
Consider θ ∈ Aut (G), one has a natural structure of twisted G-space on the subset
. Since L is a principal homogenous space, the map x → xδ 0 is a bijection from G onto L and it induces a bijection between θ-conjugacy classes in G and conjugacy classes in L. The map
of pointed twisted G-space. But this isomorphism is not canonical due to the existence of non trivial central automorphisms, unless Z G = 1.
Let T be an abelian group and θ an automorphism. We denote by T θ the group of θ-coinvariants in T ; this is the quotient of T by the subgroup, usually denoted T 1−θ , of elements of the form tθ(t) −1 . We have an exact sequence
This can be reinterpreted as follows. Consider δ = t θ ∈ T θ and denote by [δ] the image of t in T θ . The conorm map T θ → T θ defined by δ → [δ] induces a bijection between the set of T -conjugacy classes in T θ and the group T θ .
Let G 0 be a group and θ 0 an automorphism of it. We shall say that the twisted space
Proof: It suffices to observe that if g = (g 1 , · · · , g m ) and u = (1,
We shall say that a twisted G-space L is simple if G is a simple group. We shall say L is irreducible if G is a product of m copies of a simple group G 0 and any θ in the image of Ad L permutes transitively the factors.
I.3.3. Lemma. -An irreducible twisted space L is isomorphic to a twisted space G θ induced from a simple twisted space L 0 = G 0 θ 0 . Moreover, if σ is an automorphism of G that commutes with θ, then there is an integer n(σ) and an automorphism σ 0 of G 0 , that commutes with θ 0 such that
Proof: By assumption L (G 0 × · · · × G 0 ) θ with G 0 simple. Since θ permutes transitively the m factors there are automorphisms θ i of G 0 such that
The diagonal automorphism of G:
with α 1 = 1, α 2 = θ 1 and α m = θ 1 · · · θ m−1 is such that αθα −1 is of the desired form with θ 0 = θ 1 · · · θ m . Now assume L = G θ is induced and let σ be an automorphism of G that commutes with θ. Since G 0 is simple σ must also permute the factors and hence there are automorphisms σ i of G 0 and a permutation s of {1, · · · , m} such that
Since θσ = σθ the permutation s is a power n(σ) of the cyclic permutation. Then σ = θ n(σ) σ where σ fixes each factor and commute with θ. It must be diagonal of the form σ = (σ 0 , · · · , σ 0 ) where σ 0 commutes with θ 0 .
II -Centralizers and endoscopic groups
II.1 -Centralizer and stable centralizer Let G be a connected algebraic group and let L be a twisted G-space. For δ ∈ L we denote by G δ the group of fixed points under the automorphism Ad L (δ). This is the centralizer of δ. In particular G δ contains Z L . If G is a connected reductive there is a map
and hence δ ∈ L defines an automorphism of G SC . We denote by G δ SC the subgroup of fixed points. Assume from now on that G is a connected reductive group. Let B be a Borel subgroup and T a maximal torus in B; we say that the pair (B, T ) is a Borel pair. Let L be a twisted G-space. We say that δ ∈ L is almost semisimple if Ad L (δ) preserves a Borel pair; this is equivalent to say that the automorphism Ad L (δ) is almost semisimple in the terminology of [KS] . In particular Ad L (δ) defines a semisimple element in the group of automorphism of G der . The centralizer of an almost semisimple element is reductive. But the action on the Lie algebra of the center of G need not be semisimple. We shall say that δ is semisimple if Ad L (δ) is semisimple.
II.1.1. Definition. -Let G be a connected reductive group and L a twisted G-space. We call stable centralizer of δ ∈ L the group denoted
Following Jim Arthur's notation G δ will denote the connected component of G δ . In particular
Remark -The above definition for the stable centralizer is different from the one given in [LBC] . For semisimple elements in the base change situation, which is the case studied in [LBC] , and also in general for regular semisimple elements, the two definitions yield the same object. Nevertheless they do not coincide in general. We hope that the present definition will turn out to be the right one, at least for semisimple elements (see below).
II.1.2. Lemma. -Let δ be an almost semisimple element. Then I δ is the group generated by Z L and G δ .
Proof:
Observe that if δ ∈ L is almost semisimple, it induces a semisimple automorphism of G SC . Hence,
II.1.3. Lemma. -Let δ be an almost semisimple element and let (B, T ) be a δ-stable Borel pair. Then S = T ∩ G δ is a maximal torus in G δ . Conversely, if S is a maximal torus in G δ , its centralizer in G is a maximal torus T that belongs to a δ-stable Borel pair.
Proof: This is a part of Theorem 1.1.1 of [KS] , for the proof of which they simply refer to [St2] . For the convenience of the reader we sketch an argument. Since δ preserves the positive Weyl chamber defined by B there is a strongly regular semisimple element t ∈ G δ ∩ T whose centralizer in G is T . The centralizer S = T ∩ G δ of t in G δ is a maximal torus in G δ . Now since all maximal tori in a connected reductive group are conjugate we see that conversely, if S is a maximal torus in G δ , its centralizer in G is a maximal torus T that belongs to a δ-stable Borel pair.
II.1.4. Lemma. -Let δ be an almost semisimple element in L and let (B, T ) be a Borel pair fixed by δ. Then I δ is a quasi-connected reductive group that contains T δ . Moreover there is a group isomorphism
Proof: Since Z L is diagonalizable and centralizes G δ the group I δ is quasi-connected. Choose an automorphism θ in the image of Ad L that preserves a splitting (B, T, {X α }). Let T 1 be the connected component of T θ and let G 1 be the connected component of G θ . Then, as seen in II.1.3, the torus T 1 is a maximal torus in G 1 and
Since θ preserves a splitting we have
and θ differ by an inner automorphism that fixes the Borel pair (B, T ) hence we have Ad L (δ) = Ad G (t) • θ for some t ∈ T and hence T δ = T θ . This implies T 1 ⊂ G δ ⊂ I δ and this shows that T δ ⊂ I δ . Recall that we denote by Ω(G δ , T δ ) the quotient of the normalizer of
is also a conjugate of T δ in I δ . This shows that the normalizer of T δ in G δ maps surjectively on G δ /I δ and hence
allows to see N α and α res as characters of the same torus. We observe that under this identification N α and α res are proportional:
Using the classification of root systems one checks that the map α → α res induces a bijection between the set of θ-orbits of roots and the set of restricted roots. The set of restricted roots forms a non-necessarily reduced root system R res for T θ . The set of characters N α defines a reduced root system N R for T θ . Assume L = G θ is simple and θ of order . We have the following cases:
2 even -If R is of type A 2n and = 2 then N R is of type B n and R res is non reduced of type BC n .
2 odd -If R is of type A 2n−1 with n ≥ 2 and = 2 then N R is of type B n and R res is of type C n .
3 -If R is of type D n with n ≥ 4 and = 2 then N R is of type C n and R res is of type B n .
4 -If R is of type D 4 and = 3 then N R and R res are of type G 2 .
5 -If R is of type E 6 and = 2 then then N R and R res are of type F 4 .
One defines a number α ∈ {±1} by
where X α is a root vector for α. The roots in R are of three types:
-α is of type 1 if 2α res ,
-α is of type 3 if 1 2 α res ∈ R res , α = −1. It follows from the classification that, if G is simple, roots of type 2 and 3 occur only when G is of type A 2n and = 2. Let δ = t θ ∈ T θ we denote by P δ the set of roots α such that t N α = α . This is equivalent to
We observe that roots in a θ-orbit are linearly independent. This implies that the subgroup J δ introduced at the end of II.1 is the subgroup of G generated by T and the one parameter subgroups defined by the X α with α ∈ P δ . The root system of J δ is set of roots in R(G, T ) that belong to the Z-linear span of P δ .
The set P δ and the group J δ are θ-stable. They are also invariant under T -conjugacy: they only depend on the image of δ in T θ the group of θ-coinvariants in T . We emphasize the following obvious remark: consider s ∈ T then, s α = 1 for all α ∈ P δ if and only if s belongs to the center of J δ . The subgroup J δ is of interest to us because of the next two lemmas.
II.2.2. Lemma. -Assume that θ preserves a splitting (B, T, {X α }) in G. For t ∈ T , let δ = t θ. The map α → α res induces a bijection from the set of θ-orbits of roots in P δ onto the set of roots of T θ in I δ . If s ∈ J δ centralizes I δ then s belongs to the center of J δ .
Proof: Let X be a vector in the Lie algebra which is a linear combination of root vectors
Then, X is a fixed vector under Ad L (δ) = Ad G (t) • θ, if and only if
which implies that c α can be non zero if and only if t N α = α . This shows that the θ-orbits of roots in P δ map onto roots of T θ in I δ . Now if s centralizes I δ it centralizes T θ and hence it belongs to T . But an s ∈ T that centralizes a linear combination of root vectors X = c α X α is such that s α = 1 whenever c α = 1. Hence if s ∈ T centralizes I δ one has s α = 1 for all α ∈ P δ and s is in the center of J δ .
II.2.3. Corollary. -The group J δ is the connected centralizer of the center of I δ .
Proof: It follows from II.2.2 that the center of I δ is the subgroup of T θ intersection of the kernels of the restricted roots α res with α ∈ P δ . Its connected centralizer is generated by T and the one parameter subgroups defined by the X α with α ∈ P δ . We have already seen that this group is J δ .
II.2.4. Lemma. -Assume that a ∈ J δ normalizes I δ . If the automorphism induced by a is inner then a = cb where c takes its values in I δ and b takes its values in the center of J δ .
Proof: Assume that the automorphism induced by a is inner, then a is a product a = cb where c ∈ I δ * induces this inner automorphism and b ∈ J centralize I δ * . It follows from II.2.2 that b takes its values in the center of J δ .
II.3 -Outer automorphisms of stable centralizers
Let δ ∈ L. We need to compute the group of outer automorphisms of I δ that are induced by elements in J δ . We shall rely on the classification of pairs (J δ , I δ ) modulo the center of J δ . Since the center does not matter we may assume Z G trivial. The classification is immediately reduced to the case where L is irreducible. Assume now this is the case. Then I.3.3 shows that L G θ is induced from G 0 θ 0 . A θ-stable torus T in G is of the form
where T 0 is θ 0 -stable. Lemma I.3.2, or rather its proof, shows that, up to θ-conjugacy, we may take t ∈ T of the form
Hence we are now reduced to the case G simple.
Observe that θ defines an automorphism of the twisted space G θ and it makes sense to consider θ(δ). Assume that moreover G is reductive and θ preserves a splitting; one can view G θ as a subset of the group G Out (G). This allows to consider powers δ n of elements δ ∈ G θ.
II.3.1. Lemma. -Let be the order of the automorphism of the root system induced by θ. Then δ is central in J δ .
Proof: For δ ∈ G θ we have δ ∈ G 1 G. But δ belongs to T ⊂ J δ and centralizes I δ ; now II.2.2 shows that it must be central in J δ .
Consider δ ∈ L; we denote by J ad the adjoint quotient of J δ . Since δ is central in J δ its image in the adjoint quotient is trivial and Ad L (δ) induces an automorphism θ of order of J ad . Now split J ad into its simple factors and consider a simple factor J 0 . Assume G simple, then ≤ 3. Since is prime, either θ preserves J 0 and δ defines an element in J 0 θ or θ induces the cyclic permutation of copies of J 0 . It suffices to compute I δ when J δ = G is a simple group. In such a case II.2.2 shows that I δ is adjoint.
Let be the order of the automorphism of the root system of G induced by θ. Consider δ ∈ T θ such that J δ = G. Then up to conjugacy by some element of T , we may choose δ so that δ = 1 and δ = θ(δ). A case by case description is then as follows:
2a -the root system is of type A 2n with n ≥ 1, = 2 and δ = 1 θ then I δ is of type B n .
2b -the root system is of type A 2n−1 with n ≥ 2, = 2 and δ = 1 θ then I δ is of type C n .
2c -the root system is of type A 2n−1 with n ≥ 2, = 2 and δ = 1 θ then I δ is of type D n .
3 -the root system is of type D n with n ≥ 4, and = 2 then I δ is of type B n+ ∪ B n− with n + + n − = n − 1.
4a -the root system is of type D 4 , = 3 and δ = 1 θ then I δ is of type G 2 .
4b -the root system is of type D 4 , = 3 and δ = 1 θ then I δ is of type A 2 .
5 -the root system is of type E 6 , = 2 then I δ is of type F 4 , C 4 or B 3 ∪ A 1 .
Proof:
We have seen II.3.1 in that δ is central in J δ . But, since J δ = G is simple δ = 1. We have δ = t θ then δ = 1 is equivalent to tθ(t) · · · θ r−1 (t) = 1. In particular, if α is a root such that α = we have t N α = 1. A variant of lemma I.3.2 shows that there exist a ∈ T such that
for each simple root with α = while (a t θ(a)
This yields the first assertion. To prove the other assertions we shall compute J δ when δ = 1 and δ = θ(δ) for the various triples (R, ∆, θ) of an irreducible root system, a set of simple roots, and an automorphism. When the automorphism is non trivial it will be defined via an isometry, again denoted θ, of an euclidean vector spaceṼ with an orthonormal basis {e i } i∈I such that θ preserve the basis up to signs. The {e i } i∈I belong to the lattice of characters of a torusT . The root system generates a subspace V ⊂Ṽ . Instead of looking to simple groups it is equivalent, but may be simpler for some computations, to consider an auxilliary groupG whose adjoint quotient is the simple group G and to prove inG the assertions up to the center. We now study the various cases.
1 -The automorphism θ is trivial i.e. = 1 then I δ = G since δ = 1.
2 -The root system is of type A m−1 with m ≥ 3, and = 2. Here we takeG = GL(m) andT will be the group of diagonal matrices and t ei is the i-th entry of the diagonal matrix t ∈T . The roots ofT iñ G can be written (e i − e j ) with i = j. The automorphism is defined by θ(e i ) = −e m+1−i . The characters β i = (e i − e m+1−i ) are θ-invariant; they are roots unless 2i = m + 1. Let λ i = t βi . Since δ = t θ is such that δ 2 = 1 in G it suffices to study the t such that
Observe that for a ∈T (a t θ(a)
Hence, one can find a ∈T such that a t θ(a)
and equals 1 otherwise. Let α = e i − e j be a root with a non trivial θ-orbit i.e. j = m + 1 − i; then α ∈ P δ if and only if λ i = λ j and we have (τ θ(τ ) −1 ) α = 1. Now if α is a θ-fixed root, i.e. α = β i for some i, and belongs to P δ then λ i = t α = α = ±1 and we have (τ θ(τ ) −1 ) α = λ 2 i = 1. This shows that τ θ(τ ) −1 belongs to the center of J δ . Let S ± ⊂ {1, · · · , m} be the subset of indices such that λ i = ±1 and let us denote by m ± its cardinal. Observe that m − is always even. One has
unless m is odd and m − = 2 where
But since we assume J δ =G we must have only one factor; we have three cases:
3 -The root system is of type D n , and = 2. We takeG = SO(2n) and letT be a maximal torus. The roots can be written ±e i ± e j with 1 ≤ i < j ≤ n. The automorphism θ is induced by e n → −e n . For t ∈T let λ i = t ei for i ≤ n − 1 and λ n = 1. Since δ 2 is central we have λ
Then for such a choice we have a t θ(a) −1 = τ . The roots in P δ are of the form α = ±e i ±e j with i < j ≤ n−1 and λ i = λ j or α = ±e i ± e n with i < n. The stable centralizer of δ = t θ is the product
where n ± is the cardinal of the λ i = ±1 and i < n. In particular n + + n − = n − 1. We have to study the particular case n + = n − which implies n = 2m + 1. We may view SO(2n) < 1, θ > as O(2n). Since n is odd, we may take
and its stable centralizer is SO(2n) ∩ (O(n) × O(n)) embedded diagonally while the element
flips the two copies of O(n) and centralize δ up to the center: wδw −1 = −δ. In the projective group the centralizer of the image of δ is generated by the images of I δ and w.
4 -The root system is of type D 4 and = 3. We shall not use the standard Bourbaki description of the roots; we shall use instead a basis better adapted to the study of the automorphism of order 3. We consider a real euclidean vector space V =Ṽ with orthonormal basis {e 0 , e 1 , e 2 , e 3 }; the roots are of the following form:
A set of simple roots is given by
The automorphism θ is induced by the cyclic permutation of {e 1 , e 2 , e 3 }. The fixed positive roots are
[e 0 + e 1 + e 2 + e 3 ], and 2α 0 + α 1 + α 2 + α 3 = e 0 and the norm N α for non trivial positive orbits are
for i ∈ {1, 2, 3}; this shows that given µ i for i ∈ {1, 2, 3} with µ 1 µ 2 µ 3 = λ 1 we may find a such that
We shall always choose a such that µ 1 = µ 2 = µ 3 , and hence µ 3 i = λ 1 . We now discuss subcases. (i) The set P δ contains exactly one positive root which is θ-fixed then one and only one of these equality holds:
as well as a t θ(a)
−1 for any a, are in the center of J δ but J δ = G.
(ii) The set P δ contains two positive fixed roots; we necessarily have λ 0 = λ 1 = 1 this shows and P δ is the set of all roots and hence J δ = G. We choose a such that µ i = 1 for i ∈ {1, 2, 3} and for such a choice τ = a t θ(a) −1 = 1.
(iii) The set P δ contains only one non trivial positive orbit; then one and only one of these equality holds:
We choose the µ i as follows:
(iv) The set P δ contains one fixed root β 0 and a non trivial orbit of some root β 1 . If it contains no other positive root then β 0 and β 1 are orthogonal; we may proceed as in case (iii) above. Otherwise, λ 0 = λ 1 = 1 and we may proceed as in case (ii).
(v) The set P δ contains two non trivial positive orbits but no fixed root. This implies λ 3 0 = λ 1 = 1 with λ 0 = j = 1 is a primitive 3rd-root of unity. In such a case J δ = G. By choosing a such that the µ i = 1 we have a t θ(a) −1 = τ with τ 3 = 1 and τ = θ(τ ).
Then J δ = G occurs in case (ii) with t 1 = 1 then the stable centralizer I δ is a group of type G 2 or in case (v) where the group I δ is of type A 2 : its root system is generated by the short roots in the G 2 root system. 5 -The root system is of type E 6 and = 2. We consider a real euclidean vector spaceṼ of dimension 8, with orthonormal basis {e 0 , e 1 , · · · , e 6 , e 7 }; the roots are in the subspace V defined by the equations x 0 + x 7 = 0 and x 1 + · · · + x 6 = 0. They are of the following form:
±(e i − e j ) for 1 ≤ i < j ≤ 6 or i = 0 and j = 7.
± 1 2 [e 0 − e 7 ± e 1 ± e 2 · · · ± e 6 ] with an equal number of + and − signs inside the bracket.
A set of simple roots is given by α 1 = 1 2 [e 0 + e 1 + e 2 + e 3 − e 4 − e 5 − e 6 − e 7 ] and
The automorphism is induced by θ(e i ) = −e (7−i) ; it sends α i+1 to α 7−i for 1 ≤ i ≤ 5 and fixes α 1 and α 4 . The reader should be warned that this is not the standard Bourbaki notation: we have exchanged the numbering of the simple roots α 1 and α 2 and used a different orthonormal basis. Here is the correspondence: Our notation Bourbaki's notation α 1 = 1 2 [e 0 + e 1 + e 2 + e 3 − e 4 − e 5 − e 6 − e 7 ] ←→ α 2 = 1 + 2 α 2 = e 2 − e 1
The correspondence between the orthonormal basis is given by
The θ-fixed roots are
where A is any subset of {0, 1, 2, 3}. They can be rewritten
The roots with non trivial θ-orbits have norms
with 0 ≤ i < j ≤ 3. We observe that N E 6 = F 4 . We consider the torusT whose group of characters is the lattice generated by the e i and α 1 inṼ and we denote by T the quotient torus whose group of caracters is the root lattice in V . Let Λ A = t 
has an even cardinal. Now define τ ∈T by τ ei = λ i for 0 ≤ i ≤ 3. Let τ ei = 1 otherwise. Moreover choose τ γA in order that t γA = Λ A = τ γA for some A. Then this will hold true for all A. We have τ 2 = 1. Then τ = εθ(τ ) where ε is in the kernel of the mapT → T . Observe that for a ∈ T (a t θ(a)
Hence one can find a ∈ t such that a t θ(a)
If all λ i = 1 and Λ ∅ = 1 then δ = 1 θ and I δ is of type F 4 . The case where all λ i = 1 and Λ ∅ = −1 need not be considered since then J = G. If all λ i = −1 then I δ is of type C 4 . If half of the λ i = −1 then I δ is of type B 3 ∪ A 1 (in this case J δ may not be equal to G).
II.3.3. Corollary. -Assume that J δ is simple. The group of outer automorphism of I δ induced by elements of J δ is of order 2 in cases (2c), (3) with n + = n − and (4b). It is trivial otherwise.
Proof: In fact, in case (2c), we have J δ = P GL(2m); the centralizer is the projective image of O(2m) while the stable centralizer is the image of SO(2m). In case (3) with m = n + = n − the group is the projective image of SO(4m+2) while the stable centralizer is the image of SO(2m+1)×SO(2m+1); but the centralizer also contains an element whose adjoint action flips the two SO(2m + 1) subgroups. In case (4b), G * = J of type D 4 , = 3 and δ * = 1 θ * the stable centralizer is of type A 2 . The non trivial outer automorphism is induced by the symmetry with respect to the θ-stable simple root α 0 . In all other cases the classification II.3.2 shows that I δ has no non trivial outer automorphism.
II.4 -Absolute endoscopic groups
Consider a connected reductive group G and a Borel pair (B, T ). A corootα for T and G defines a cocharacter of T that factors through T sc :α : G m → T sc → T and the set of simple coroots form a basis of the Z-moduleX(T sc ) of cocharacters of T sc . Conversely, if we are given a torus T , a based root system R, viewed as a subset of the character group X(T ), and the based coroot systemŘ, viewed as a subset of the cocharacter groupX(T ), we recover the group G and the Borel pair (B, T ) up to an inner isomorphism. The role of roots and coroots is exchanged by considering the dual torusŤ in the dual groupǦ. The order on the roots defined by B yields an order on the coroots and hence defines a Borel subgroupB in the dual group. Choose a splitting in G and inǦ containing the Borel pairs (B, T ) and (B,Ť ). Consider an automorphism θ preserving the splitting in G. Letθ be the automorphism preserving the splitting inǦ and inducing the same permutation of roots systems.
By composition with the conorm map T → T θ , a coroot defines a cocharacteř
which depends only on the θ-orbit ofα. The set of all such cocharacters form a non necessarily reduced root system in the real vector spaceX(T sc ) θ ⊗ R. In fact they can be seen as the system of restricted roots for the adjoint dual group (Ǧ) ad equipped with the dual automorphismθ. Given a corootα one defines Nα as the sum over the θ-orbit. This is a cocharacter for T sc that factors through T θ sc since Nα belongs to the free Z-moduleX(T sc ) θ of θ-invariant cocharacters of T sc . A root α and its associated corootα have the same type, in particular α = α .
II.4.1. Lemma. -The coroot of α res is Nα if α is of type 1 or 3 and 2Nα if α is of type 2.
Proof: Let β = α res , its coroot is of the formβ = c α Nα. We must have < β|β >= 2 and hence
A case by case checking shows that the corootsα and θ i (α) are orthogonal for all i ≡ 0 modulo α except when α is of type 2 and i = α /2 in which case < α|θ i (α) >= −1. Hence
when α is of type 1 or 3 and then c α = 1 while
when α is of type 2 and then c α = 2.
Let κ be a character ofX(T sc ) θ . We shall define four sets of characters and cocharacters. Let R κ be the set of characters of T θ defined by β = N α if α is of type 1 or 3 or β = 2N α if α is of type 2, and κ(Nα) = α in all cases. LetŘ κ be the set of cocharactersα θ of T θ defined by corootsα such that κ(Nα) = α .
Let R κ be the set of restricted roots α res where either α is of type 1 or 3 and κ(Nα) = 1 or α is of type 2 and κ(Nα) = −1. LetŘ κ be the set of cocharacters of T θ of the formβ = Nα if κ(Nα) = 1 and α of any type, orβ = 2Nα if κ(Nα) = −1 and α of type 2 or 3.
II.4.2. Lemma. -The set R κ is a reduced root system dual toŘ κ . It is called the endoscopic root system. The set R κ is also a reduced root system dual toŘ κ . The four Weyl groups are isomorphic to a group Ω κ called the κ-endoscopic Weyl group.
Proof: Consider the dual picture: the torus (T sc )ˇis a maximal torus in the adjoint quotient ofǦ. The character κ defines an element in the group of complex points ofθ-coinvariants of (T sc )ˇ; it is the image of some s ∈Ť (C) ⊂Ǧ(C). As observed in II.2.2 the setŘ κ is isomorphic to the set of roots of the connected centralizerȞ of s θ inǦ. The root system dual to the coroot systemŘ κ is the set of β = cN α with <β|β >= 2 whereβ =α θ . Now II.4.1 shows that R κ is the root system dual toŘ κ . There is a canonical bijection between R κ and R κ and each root in R κ is proportional to an element in R κ since N α = α α res , but the two sets may not be homothetic. To prove that R κ is a root system we assume G simple and we use the classification; the general case follows easily. If θ is trivial then R res = N R and all roots are of type 1; hence R κ = R κ . Now assume θ = 1 and that all roots are of type 1; since all roots in R have the same length R Ř and it follows that R κ andŘ κ are isomorphic sub-root systems of N R NŘ. It remains to consider the case where G is of type A 2n and θ is of order 2; in such a case the bijection β → β between R κ and R κ is such that β = 2β and hence R κ is an isomorphic root system. We have checked that R κ is a root system; now, thatŘ κ is its dual coroot system follows from II.4.1. The roots in R κ and R κ being proportional their Weyl groups are isomorphic.
II.4.3. Definition. -The endoscopic group H associated to (T, κ) is the connected reductive group (defined over the algebraic closure) with maximal torus, root and coroot system (T H , R H ,Ř H ) isomorphic to (T θ , R κ ,Ř κ ). This group is well defined up to inner automorphism induced by elements of T θ . The quasi-connected reductive group K defined by (T θ , R κ ,Ř κ ) will be called a pre-endoscopic group.
Galois structures will be discussed later on. When θ = 1 or more generally when L = G θ is induced from G 0 1 the two groups K and H are isomorphic. ] in DT is K ab . We observe that in general there is no homomorphism of K into G extending the inclusion T θ → T . Nevertheless there is a canonical morphism in DT from K ab to G ab and the object
can be represented by the bicomplex of diagonalizable groups 
II.4.4. Lemma. -Let δ ∈ T θ and let I = I δ be its stable centralizer. We denote by I SC the simply connected cover of the derived group of I. Let S sc be the maximal torus in I SC that projects into S = T θ ⊂ I.
Assume that the image ofX(S sc ) inX(T sc ) θ is in the kernel of κ. The map S sc → T θ sc factors through T κ and the map I ab → G ab factors in DT through K ab :
Let γ be the image of δ in T θ . There is a canonical bijection between the set of roots of T θ in the connected centralizer I γ of γ in H and the set of roots of T θ in I δ . This bijection preserves angles between roots and induces an isomorphism of Weyl groups:
Proof
Recall that I ab can be represented by the small complex [S sc → S]. This proves the first assertion. Consider the following correspondence between roots:
(i) For a root α of type 1 or 2 such that t N α = 1 and κ(Nα) = 1, let α 1 = α.
(ii) For a root α of type 2 such that t N α = 1 and κ(Nα) = −1, take for α 1 a root of type 3 such that Nα 1 = Nα.
(iii) For a root α of type 3 such that t N α = −1 and κ(Nα) = 1, take for α 1 a root of type 2 such that N α 1 = N α.
Observe that the θ-orbit of α 1 depends only on the θ-orbit of α, and conversely. For β = α res a root of I consider a root α 1 that corresponds to α as above and let β 1 = N α 1 if α 1 is of type 1 or 3 and β 1 = 2N α 1 if α 1 is of type 2. We have β 1 ∈ R κ and t β1 = 1. Hence, β 1 is a roots of T θ in I γ . The correspondence β → β 1 is the expected bijection between root for I δ and root for I γ . Now it remains to observe that β and β 1 are proportional to N α = N α 1 and hence the Weyl groups defined by those two root systems are isomorphic.
II.4.5. Corollary. -There is a natural injective map
This is a bijection when κ = 1.
Proof: In II.1.4 we have seen that
and
Moreover, II.4.4 shows that the Weyl groups for I δ and H γ are in natural bijection:
Since δ = t θ preserves the Borel pair (B, T ) we know that
θ which in turn is isomorphic to Ω(G θ , T θ ) since θ preserves a splitting containing T . Now consider w ∈ Ω(G δ , T δ ); it is represented by some n ∈ G δ which normalizes T , then nδ n −1 = δ is equivalent to n t θ(n) −1 = t. Using the injection
we see that n = un 1 with u ∈ T and θ(n 1 ) = n 1 and hence, n 1 t u 1−θ n −1 1 = t. If we denote by γ the class of t in T θ this is equivalent to w(γ) = γ. Let H 1 be the endoscopic group attached to the trivial endoscopic character. Using the isomorphism
we get further isomorphisms
More generally one can view H γ /I γ as a subgroup of H γ 1 /I γ and hence of G δ /I δ .
III -Stable conjugacy, inner forms and prenorms

III.1 -Stable conjugacy
Let L be a twisted G-space defined over some field F . Consider two elements δ and η in L that are conjugate (over F ):
then η is also rational if and only if the Galois cocycle σ → xσ(x) −1 takes its values in the centralizer G δ . Stable conjugacy is a slight variant of this using the stable centralizer.
III.1.1. Definition. -Two elements δ and η in L(F ) are said to be stably conjugate if there exist x ∈ G(F ) such that x −1 δx = η and xσ(x) −1 ∈ I δ for all σ ∈ Gal(F /F ) .
III.1.2. Lemma. -Let S(δ) be the stable conjugacy class of δ. The map x → x −1 δx induces a surjection from H 0 (F, I δ \G) onto S(δ). The fiber of this map above δ is H 0 (F, I δ \G δ ). Consider η ∈ S(δ) then I η is an inner form of I δ .
Proof: The first two assertions are clear. Consider the last one. By assumption there is x ∈ G such that x −1 δx = η with a σ = xσ(x) −1 ∈ I δ . Denote by ψ : I η → I δ the isomorphism over the algebraic closure defined by t → xtx −1 . It suffices to observe that ψσ(ψ) −1 is induced by the restriction of Ad G (a σ ) to I δ with a σ ∈ I δ .
is constant when δ vary in a stable conjugacy class.
Proof: If η is stably conjugate to δ, III.1.2 shows that the G η and I η are inner form of G δ and I δ respectively and that the twisting cocycle takes its values in I δ . Hence there is an F -isomorphism
III.2 -Inner forms of twisted spaces
Let G be an algebraic group and let L be a twisted G-space over F . We have seen in I.3 that the group Int (L) of inner automorphism of L sits in an exact sequence
. This shows that the map of complexes
is a quasi-isomorphism. A class
can be represented by a hyper-cochain (u × z, ξ) where
is a closed 2-cochain on Γ = Gal(F /F ) with values in Z G , u : σ → u σ is a 1-cochain on Γ with values in G whose coboundary,
verifies ∂u = ξ , while z is a 1-cochain with values in Z G such that ∂z = ξ 1−θ . When G is reductive, it follows from I.3.1 that
is also an isomorphism. This shows that, in this case, a class α ∈ H 1 (F, Int (L)) can be represented by a hyper-cochain (u × z, ξ) where u and ξ take their value in G SC and Z sc respectively.
A class α ∈ H 1 (F, Int (L))) defines an inner form of L, as follows. Observe first that the natural map
sends α to a class defining an inner form G α of G. We consider an isomorphism of twisted spaces ϕ : L α → L over F with a companion isomorphism ψ : G α → G. The Galois action on L α is defined so that the cocycle σ → ϕσ(ϕ) −1 is in the class α : if α is represented by a hyper-cocycle (u × z, ξ), for σ ∈ Γ, x ∈ G α and δ ∈ L α we put
We shall say that L α is a central form of L if α is the class defined by a 1-cocycle σ → z σ with values in the center of G acting by translations:
Let G be a connected reductive group over F . We shall say that L is quasi-split if L is isomorphic over F to G θ where G is quasi-split and θ is an automorphism fixing an F -splitting of G. The following lemma is due to Kottwitz and Shelstad.
III.2.1. Lemma. -Let G be a connected reductive group over F . Any twisted G-space L is an inner form of a quasi-split twisted space L * = G * θ * .
Proof: Let G * be the quasi-split inner form of the group G. Choose a 1-cochain u on Γ with values in G * whose coboundary ∂u = ξ takes its values in the center of G * , defining G as an inner twist of G * . Recall that this means there is an isomorphism ψ : G → G * over the algebraic closure and the Galois actions on G and G * are connected by the formula
Let ψ : Aut (G) → Aut (G * ) be the isomorphism between groups of automorphisms defined by
Choose an F -splitting (B, T, {X α }) of G * , then, there is a unique automorphism θ * in the image of ψ • Ad L , that preserves the splitting. In particular θ * is rational and almost semisimple. Choose δ 0 ∈ L such that
The element δ 0 is only defined up to translation by the center. Consider the quasi-split twisted space L * = G * θ * . Consider the isomorphism of twisted spaces over the algebraic closure ϕ : L → L * defined by
For any σ ∈ Γ we have σ(θ * ) = θ * and hence
and this is equivalent to u
where z is a 1-cochain with values in the center. This implies that
A change in the choice of the splitting and of δ 0 modifies the isomorphism ϕ but the class of σ → ϕσ(ϕ)
is independent of these choices. The twisted space L is the inner form of L * defined by this class.
σ and conversely.
III.3 -Admissible tori and prenorms
Let G * be a quasi-split reductive group and θ * an automorphism that fixes an F -splitting (B * , T * , {X α }). Let G 1 be the connected component of (G * ) θ * . The simply connected cover of the derived group of G 1 is denoted G 1 SC . A maximal torus T in G * will be said to be admissible if T is defined over F and belongs to a θ * -stable Borel pair (B, T ). Let T be a F -torus in G * and let S be an F -torus with an isomorphism ψ : S → T over F . Then for σ in the Galois group w σ = ψσ(ψ) −1 is an automorphism of T .
III.3.1. Lemma. -Let T be an admissible torus. Assume that w σ = ψσ(ψ) −1 belongs to the Weyl group Ω(G * , T ) for all σ in the Galois group and preserves T θ * . Then, there is an x ∈ G 1 such that U = xT x −1 is an admissible torus in G * such that
Proof: This is essentially Corollary 2.2 of [Ko1] . Since w σ preserves T θ * lemma II.2.1 shows that w σ belongs
to Ω(G 1 , T 1 ). Consider T 1 sc the preimage of
we get a cocycle with values in Ω(G 
SC . Hence, the conjugacy class of t is rational in G 1 SC . Steinberg's theorem on rational points in semisimple conjugacy classes for semisimple simply connected quasi-split groups [St1] , shows that there exists x ∈ G 1 SC such that s 1 = xtx −1 is rational. Then x n σ σ(x) −1 centralize s 1 . By abuse of notation we shall use the same letter to denote the image of x in G 1 . Choose s so that t is strongly regular, then the centralizer of s 1 in G * is a torus U defined over F since s 1 is rational. Hence we have x n σ σ(x) −1 ∈ U . This implies that µ = Ad(x) • ψ verifies σ(µ) = µ which means that U is F -isomorphic to S. Since U = xT x −1
Let L be an inner form of the quasi-split space L * = G * θ * . We consider as above an isomorphism ϕ : L → L * over the algebraic closure, the twisting of the Galois action being given by a hyper-cochain (u × z, ξ).
III.3.2. Definition. -We say that a pair (δ * , T ) is L-admissible if δ * = t θ * ∈ T θ * where T is an admissible torus in G * and if there is a 1-cochain σ → b σ with values in T such that
In other words, we have δ * ∈ T θ * ⊂ B θ * ⊂ L * and the T -conjugacy class of δ * is rational for the natural F -structure on T θ * twisted by z. We observe that L is only involved through the cochain z, and that the cochain b is uniquely defined by δ * and z, up to multiplication by a 1-cochain with values in T θ * . Observe also that T
Since the cochain b takes its values in T then, although δ * may not be rational, the group J δ * is defined over F . This can be seen also as follows: we have δ * = t θ * and
for all α ∈ R(G * , T ). By definition α ∈ P δ * means that t N α = α and hence we also have σ(t) N α = α for any element σ in the Galois group Γ. Recall that α = 1 unless α is of type 3 where α = −1. The Galois action preserves the type of roots. This shows that P δ * is stable under the Galois action and again we see that J δ * is defined over F . Consider δ ∈ L(F ) such that there is x ∈ G * with xϕ(δ)x −1 = δ * where (δ * , T ) is L-admissible. By definition of admissibility there is a 1-cochain b such that
2) and hence a σ = c σ b σ where c σ centralizes δ * . We shall define prenorms using a slightly stricter condition.
III.3.3. Definition. -We shall say that an L-admissible pair (δ * , T ) attached to a 1-cochain b is a prenorm for δ ∈ L(F ) if there exists x ∈ G * and a torus T (δ) in G defined over F and that belongs to a δ-stable Borel pair, such that
with c σ ∈ I δ * . In particular the cochain a takes its values in J δ * . We shall say that it is a strict prenorm if a σ takes its values in T .
III.3.4. Proposition. -Any almost semisimple element δ ∈ L(F ) has a strict prenorm.
Proof:
The connected centralizer G δ of δ is a reductive group defined over F . Choose a Borel pair (B δ , T δ ) in G δ with T δ defined over F . The centralizer T (δ) of T δ in G is a maximal torus defined over F that belongs to a δ-stable Borel pair (B(δ), T (δ)) in G such that B δ = G δ ∩ B(δ). This is due to Steinberg [St2] (see also [KS, Thm 1.1.A]). The image via ψ of the Borel pair (B(δ), T (δ)) is conjugate to the Borel pair (B * , T * ) in G * :
Let G 1 be the connected component of (G * )
since θ * preserves a splitting. Now III.3.1 shows there exists y ∈ G 1 such that y T 1 y −1 is a torus isomorphic to T δ over F . Let x = yx 1 , then Ad(x) • ψ is an F -isomorphism between T (δ) and T = y T * y −1 . This implies that the cochain σ → a σ := xu σ σ(x) −1 takes its values in T . Moreover, since y belongs to
This shows that (δ * , T ) is a strict prenorm.
Two L-admissible pairs (δ * , T ) and (η * , S) associated to cochains b and d will be said to be equivalent if there is y ∈ G * such that η * = y −1 δ * y and
with e σ ∈ I δ * . Observe that c ∈ I δ * implies b σ σ(c)b
σ ∈ I δ * . Thus b defines a F -structure on I δ * . Two conjugate L-admissible pairs (δ * , T ) and (η * , S) are equivalent, if and only if the stable centralizers I δ * and I η * with the F -structures defined by b and d are inner forms. We say they are strongly equivalent if moreover one can choose y so that S = y −1 T y.
III.3.5. Lemma. -Equivalent pairs are strongly equivalent
Proof: Let (δ * , T ) and (η * , S) be L-admissible equivalent pairs. Consider y ∈ G * such that
with e σ ∈ I δ * . Since T 
To conclude we recall that v and e σ belong to I δ * and we observe that since b σ σ(δ where c σ , y c σ y −1 and e σ belongs to I δ * . Let p = x −1 y x , then
Now if p = ψ(r) we have η = r −1 δr and
σ ∈ ψ(I δ ) which shows that δ and η are stably conjugate. Conversely, consider two stably conjugate elements δ and η in L(F ): there is r ∈ G such that η = r −1 δr with rσ(r) −1 ∈ I δ . Now III.3.4 shows that prenorms (δ * , T ) and (η * , S) exist. Reversing the above computation we see that they are equivalent, the equivalence being induced by y = x ψ(r) (x ) −1 .
III.4 -Special pairs
Consider a twisted space L = G θ and an almost semisimple point δ ∈ L. Not to overload notation let J := J δ and denote by Z J its center.
III.4.1. Definition. -We shall say that δ ∈ L is special in L, if J is defined over F and if there is a 1-cochain σ → ζ σ with values in Z J , such that
III.4.2. Lemma. -If δ ∈ L is special, the stable centralizer I δ is defined over F . If moreover there is a cochain a with values in J and a cochain z with values in Z J such that
Proof: If c ∈ J centralizes δ then σ(c) centralizes σ(δ) and since δ is special
But since ζ is in the center of J which is defined over F we see that σ(c) centralizes δ. This shows that the centralizer of δ in J δ is defined over F . Since the connected centralizer G δ is a subgroup of J δ it is defined over F . Now, since Z L is defined over F so is I δ . Now if
and if c centralizes δ, we have
and hence a σ normalizes the centralizer and hence also the stable centralizer.
Consider an inner form L of L * . We say that an L-admissible pair (δ * , T ) is special if δ * is special in L * .
III.4.3. Lemma. -Let (δ * , T ) be a L-admisible pair. Consider the properties:
(i) The pair is special.
(ii) The stable centralizer I δ * is defined over F .
(iii) There is a cochain β σ with values in Z J such that σ(δ
The three properties are equivalent.
Proof: Lemma III.4.2 shows that (i) implies (ii). Since (δ
where b σ takes its values in T . Let c ∈ I δ * then b σ σ(c)b
σ centralize δ * and hence it belongs to I δ * . If I δ * is defined over F this shows that b σ normalize I δ * and since b σ takes its values in T it induces an inner automorphism of I δ * . But then II.2.4 shows that one may write b = cβ where β takes its values in Z J and c takes its values in I δ * . This shows that (ii) implies (iii). Clearly (iii) implies (i).
III.4.4. Lemma. -Let G * be an absolutely simple quasi-split group over F , and θ * an automorphism that preserves a splitting (B, T, ...) over F . Let δ * = t θ * ∈ T θ * such that G * = J δ * . Then up to T -conjugacy we may choose δ * such that
where δ * := t −1 θ * , for any σ ∈ Gal(F /F ).
Proof:
We have proved in lemma II.3.2 that, up to T -conjugacy, we may assume (δ * ) = 1 and δ * = θ * (δ * ). But then δ * = t θ * is such that t = 1 and the t α are -th roots of unity for all α. If δ * = 1 θ * , in particular if = 1, the assertion is trivial. Assume now δ * = 1 θ * . Assume first that G * is split. Clearly, δ * = t θ * is rational if = 2. If = 3 and t = 1 the θ * -fixed simple root is such that j = t α is a primitive 3rd-root of unity, while we may assume that t β = 1 if β is a non fixed simple root. The unique θ * -fixed simple root must be Galois invariant hence
for all σ. This shows that σ(δ * ) = δ * or δ * = t −1 θ * since σ(j) = j ±1 . The same holds if G * is quasi-split, but non split, since the twist is by powers of θ * and they fixe δ * .
III.4.5. Proposition. -Assume that G * is absolutely simple quasi-split. Any L-admissible pair is equivalent to a special pair.
is also defined over F and is quasi-split since T ⊂ J is F -isomorphic to S. Now let δ * = y 1 δ 1 y
we see that y 1 σ(y 1 ) −1 belongs to the normalizer of T in J. Now, since
we see that a σ also belongs to the normalizer of T in J. The automorphism θ * stabilizes J and preserves a Borel pair (B J , T ) in J. Denote by θ J an automorphism of J that differs from θ * restricted to J by an inner automorphism and fixes a splitting in J containing (B J , T ):
It allows to consider δ * as an element in the quasi-split twisted space J θ J . Since G * is assumed to be simple the order of θ * and hence of θ J is prime. Consider the quotient of J θ J by the center Z J of J and decompose this quotient into irreducible factors. We have classified the irreducible factors in II.3.2. Assume for a while that there is no factors of type (4b); then III.4.4 shows that σ(δ * ) = ζ σ δ * with ζ σ ∈ Z J . This means that δ * = t θ * defines a special pair (δ * , T ). This implies that
Hence, III.4.2 shows that the group I δ * is defined over F and that a σ belongs to the normalizer of I δ * in J.
The cochain σ → a σ defines an other rational structure on I δ * say I. Observe also that an element of J that induces a trivial automorphism of I δ * must belong to the center Z J of J and that Z J ⊂ T . Assume first that I δ * is an inner form of I, then II.2.4 and the preceeding remark show that the pair (δ * , T ) is admissible and equivalent to (δ * 1 , T 1 ); the assertion is proved in this case. Now consider the case where I δ * is not an inner form of I: the cocycle σ → a σ induces a non trivial outer twist of the Galois action on I δ * induced by elements in J. According to the classification II.3.3 a non trivial outer automorphism of I δ * induced by an element of J can occur only for factors of type (2c) or (3) with n + = n − (recall that (4b) is excluded). Since G is simple, a case by case inspection shows that at most one such factor can occur and hence it is defined over F . The twist involves a quadratic extension and an outer automorphism that can be defined by a Weyl group element of order 2, that is induced by an element in the centralizer of the image of δ * in the adjoint group of J. In fact, in case (2c), for a factor P GL(2m) the centralizer is the image in P GL(2m) of O(2m) while the stable centralizer is the image of SO(2m). In case (3) with m = n + = n − the factor is the projective image of SO(4m + 2) while the stable centralizer is the image of SO(2m + 1) × SO(2m + 1); but the centralizer also contains an element whose adjoint action flips the two SO(2m + 1) subgroups. This shows that in fact a σ = n σ ζ σ where n σ ∈ J normalizes the torus T and centralizes δ * while ζ σ belongs to Z J . Again using III.3.1 we see there is y ∈ G 1 such that Ad(y −1 σ(y)) = Ad(n σ ) and the conjugate pair y (δ * , T ) y −1 has the expected properties. We are left to study the case of a factor of type (4b): i.e. a factor of type D 4 , = 3 and δ * = 1 θ * . There is an outer automorphism of the stable centralizer induced by s 0 the symmetry with respect to the θ-stable simple root α 0 ; in particular t α0 = j and s 0 (t) α0 = j −1 . At worst δ * is rational in J ad on a quadratic extension E/F . Let σ be the non trivial element of the Galois group of E/F . There are two possibilities: either σ(j) = j or σ(j) = j −1 . In the first case δ * is rational over F , and hence a takes its values in the centralizer. But the centralizer of δ * in the adjoint group of type D 4 is connected. Hence the twisting induced by a is inner and II.2.4 shows that the pairs (δ * 1 , T 1 ) and (δ * , T ) are equivalent. In the second case δ * is rational for the Galois action twisted by s 0 . Using III.3.1 we see as above that there is y ∈ G 1 such that the pair (δ * 1 , T 1 ) is equivalent to the pair y (δ * , T ) y −1 .
Remark -Our construction yields a special point whose stable centralizer I δ * is quasi-split.
III.4.6. Theorem. -Any L-admissible pair (δ * , T ) is equivalent to a special pair.
Proof: To prove the theorem we only need to study the adjoint actions and hence we may assume that G is adjoint. This allows us to decompose L * into a product of irreducible spaces. Then the group is a product of simple groups and we are reduced to consider the case where the Dynkin diagram of G * , over the algebraic closure, is a single orbit of irreducible Dynkin diagrams under the group generated by θ and the Galois group Γ = Gal(F /F ). Lemma I.3.2 and Shapiro's lemma reduce us to study the "primitive case" where both θ * and Γ act transitively on the set of irreducible Dynkin diagram. We assume from now on that G * is of this type with G * 0 absolutely simple quasi-split. According to I.3.3 we may assume L * induced from L * 0 = G * 0 θ * 0 . Denote by 0 the order of θ * 0 and by m the number of factors; then = 0 m is the order of θ * . Start with an L-admissible pair (t θ * , T ) for L * ; since T is admissible we have
Then I.3.2 shows that up to equivalence we may take t = (1, · · · , 1, t 0 ) where (t 0 θ * 0 , T 0 ) is an admissible pair in G * 0 θ * 0 . Up to a further equivalence, III.4.5 shows that we may assume that this pair is special for G * 0 θ * 0 . As usual denote by J the group generated by the stable centralizer and the torus; it is of the form
Denote byt,T , ... the image of t, T , ... in the adjoint group J ad of J. Let θ be the induced automorphism onT , then I.3.3 shows that the Galois action onT is of the form
where n : σ → n(σ) is a homomorphism n : Γ → Z/ Z andt 0 → σ 0 (t 0 ) is a Galois action onT 0 that commutes with θ 0 . Since we have assumed that Γ permutes transitively the irreducible components of the Dynkin diagram of G * the map σ → n(σ) has an image generated by 2 ∈ Z where 2 is prime to m. Then 0 = 1 2 , but since 0 = 1, 2 or 3, either 2 = 0 and m is prime to 0 , or 2 = 1. We shall denote by E the fixed field under the kernel of σ → n(σ); this is a cyclic extension of degree 1 m of F . Since we were considering an L-admissible pair that yields a special pair for G * 0 θ * 0 we may taket ∈T ⊂ J ad with:
We observe that (1, · · · , 1,t 0 ) is θ-conjugate inT to τ with
If 2 = 0 then m is prime to 0 and we may take τ 1 =t v 0 with vm ≡ 1 mod 0 . Sincet 0 = σ(t 0 ) and t 0 = θ * 0 (t 0 ), the same is true for τ 1 =t v 0 . This shows that τ = σ(τ ) when 2 = 0 . Assume now that 2 = 1, and choose σ with n(σ) = 2 = 1. Let E 0 be the subfield of E fixed by σ m . The Galois group of E/E 0 is cyclic of order 0 = 1, 2 or 3. We know thatt 0 0 = 1. This shows that σ m (t 0 ) =t 0 and that N E/E0 (t 0 ) = 1. Hilbert's theorem 90 tells us that for any η 0 ∈ E with N E/E0 (η 0 ) = 1 there exists η ∈ E such that
This shows that one can find ξ ∈T 0 (E) such that ξ = θ(ξ) and ξ/σ m 0 (ξ) =t 0 . Now we get a solution by taking
It is enough to prove that τ = σ(τ ) when n(σ) = 2 = 1. But, in this case
and we are left to observe that by construction τ 1 = θ 0 (τ 1 ). Then (τ θ,T ) is the image in J ad of a special L-admissible pair equivalent to the given one.
III.4.7. Corollary. -Any δ ∈ L(F ) has a special prenorm (δ * , T ). The stable centralizer I * of δ * is an inner form of I δ .
Proof: That any δ ∈ L(F ) has a special prenorm (δ * , T ) is an immediate consequence of III.3.4, III.3.5 and III.4.6. The groups I δ and I * are isomorphic over the algebraic closure x ψ(I δ ) x −1 = I * and the Galois actions differ by a twist given by the cochain a σ = x u σ σ(x) −1 . But III.4.3 shows that a σ = c σ β σ with c σ ∈ I * and β σ belongs to Z J and hence the twist is inner.
IV -Endoscopy
IV.1 -Some cohomological results
Let F be a field and L be a twisted space. Let δ be an almost semisimple element in L(F ) and let I be the stable centralizer of δ. Let S sc be a maximal torus in I SC the simply connected cover of the derived group of I. Let S be the centralizer of the image of S sc in I and let T be the centralizer of S in G. The torus T is a δ-stable maximal torus. The crossed set associated to the commutative diagram 
and hence it defines an element in DT denoted [I ab → G ab ]. The abelianized cohomology group for I\G defined by
can be computed using the above bicomplex of abelian groups or better using a quasi-isomorphic complex of tori.
Let F be a global field. For the definition and the properties of adelic cohomology the reader is refered to [LBC] . Let us consider
In this non abelian setting the cokernel is defined to be the quotient of the pointed set H 0 (A F , I\G) by the group G(A F ) = H 0 (A F , G) acting by right translations. Observe that one has also
We also need the variants where the ring of adeles A F is replaced by a global field F or a finite product of local fields, and their abelianized avatars
etc... But, in the case of adele classes we put
Notice that this is H 0 ab (A F , G) and not H 0 ab (A F /F, G) we use here.
IV.1.1. Lemma. -Let F be a global field. The localization map
has a dense image.
Proof: Choose S and T as above so that S sc is a fundamental torus in I SC . Recall that S is the centralizer of S sc in I and S = T θ * where T is the centralizer of S in G. We have an exact sequence
But H 2 (F ∞ , S sc ) is trivial for a fundamental torus S sc (see the appendix of [Ko3] ) and hence the first map is surjective. Let V = T /S; up to a shift due to different conventions for degrees in hyper-cohomology, Lemma C.5.A of [KS] shows that the map
has dense image. In our notation this says that the map
has dense image. To conclude it suffices to consider the commutative diagram
F be the ring of finite adèles of F . Then we have an exact sequence.
Proof: According to [LBC] section 1.8, we have an exact sequence
It suffices to invoque IV.1.1 and the finiteness of the local groups E(I, G; F v )
We say that I is L-elliptic if the quotient I/Z L contains an F -anisotropic maximal torus. We say that δ ∈ L(F ) is elliptic if its stable centralizer I is elliptic. Consider the group
This is a finite group; we denote by d(I, G) its order.
IV.1.3. Lemma. -Let I δ be the stable centralizer of an elliptic element δ ∈ L(F ). The number d(I δ , G) is independent of δ. It will be denoted d(L).
Proof: Let δ and η be such that I δ ⊂ I η . Let S be the centralizer in I δ of a maximal torus of its neutral component I 0 δ ; let R be its image in I η . Let S sc and R sc be the preimage of S and R in the simply connected cover of the derived groups of the stable centralizers. The map S → R is an isomorphism and hence there is an isomorphism
Since δ is elliptic we may choose S so that S sc and R sc are anisotropic; then
is trivial. This remark and the exactness of the sequence
shows that the map
is surjective. As a consequence we get that
To finish the proof we shall use the existence of special prenorms (III.4.7). The abelianized cohomology is insensitive to inner twistings and hence we may replace δ ∈ L by a special prenorm δ * ∈ L * without changing this number: in fact, although δ * may not be rational, its centralizer is defined over F and is an inner form of I δ and hence
It remains to observe that, at least when δ * is regular, i.e. when there is an admissible torus T such that
, we have
Consider a connected reductive group G * defined over F and I * the stable centralizer of a special point δ * .
Recall that I * is defined over F .
IV.1.4. Lemma. -Let v be place of F and assume that G v and I v are inner forms of G * v and I * v , the twisting being defined by a cochain with values in I * v . There is a natural map
If v is a finite place, this is an isomorphism.
Proof: The map is obtained by composing two maps: the abelianization map
and the map defined by the inner twisting
Since inner twistings act trivially on the abelianized cohomology this second map is always an isomorphism while Kneser's theorem shows that, at finite places, the abelianization map is an isomorphism (cf. [LBC, Proposition 1.6.7]).
IV.2 -The Langlands obstruction
Let F be a global field and let L be an inner form of a quasi-split twisted space L * = G * θ * over F associated to a class in
defined by a cochain (u × z, ξ) with ∂u = ξ and ∂z = ξ 1−θ * . Consider an L-admissible special pair (δ * , T ).
Lemma III.4.3 shows that there is a cochain b σ with values in Z J (F ) such that
Not to overload notation we shall denote by I * instead of I δ * the stable centralizer of δ * , and by I * SC the simply connected cover of its derived group. We write J for J δ * and Z J is its center. These groups are defined over F .
Recall that to compute adelic cohomology using Galois cohomology or even to get quasi-isomorphisms for complexes of A F -points from quasi-isomorphic complexes of algebraic groups over F , it is necessary to use complexes of connected groups. If Z L is not connected the groups I * may not be connected. In such a case we shall embed the complex I * → G * as a quasi-isomorphic subcomplex of I * 1 → G * 1 a complex of connected groups and the twisted space L in a twisted space L 1 , constructed as follows: let Z 0 be a torus containing a diagonalizable subgroup isomorphic to Z L and let L 1 be the quotient of L × Z 0 by Z L acting diagonally, similarly let G * 1 and I * 1 be the quotient of G * × Z 0 and I * × Z 0 by Z L . The embedding
is a quasi-isomorphism and it induces an isomorphism
Observe that I * 1 is the image of G * The relations σ(x) = a −1 σ x u σ , ∂a = ξ and ∂u = ξ mean that the cochain e = (x , u, a, ξ) defines a 0-cocycle for the crossed set defined by the commutative diagram
We have a morphism from the previous crossed set to the crossed set defined by
which is its abelianized companion. This crossed set is quasi-isomorphic to the sub-bi-complex of abelian groups
where S = T θ * and S sc is the preimage of S in I * SC . Since we assume Z L connected, I * is connected and S is a torus; the cohomology groups H 0 ab (A F /F, I
* \G * ) can be computed using the Galois cohomology of the bicomplex 
is denoted obs δ . (These sets may contain more than one element when the stable centralizer differs from the full centralizer). Return now to the general case where Z L may be disconnected. Using the embedding
and the isomorphisms induced in cohomology the above construction is easily extended to the general case.
IV.2.2. Theorem. -The set obs δ contains the trivial element if and only if δ is G(A F )-conjugate to a rational element δ ∈ L(F ) with prenorm δ * .
Proof: This is essentially [LBC, Théorème 2.6.3]. For the convenience of the reader we recall the main steps in the proof. Assume for a while that I * is connected. First, it is clear that, if δ * is the prenorm of a rational element, all cochains (x, u, a, ξ) can be taken with values in groups over F and [e] is trivial. Conversely, to say that the set obs δ contains the trivial element means that one can choose x such that [e] has a trivial image in E(I * , G * ; A F /F ). Then, following [LBC, 1.6 .12] the sequence of pointed sets
is exact. This implies that the next sequence of pointed sets is also exact
The natural map
is in the image of
and hence we may choose x such that a takes its values in I * (F ) ⊂ G * (F ). Then,
is the image via ψ of a cochain in ker 1 (F, G). Recall that, since the group G is connected, the maps
are bijective and that
is surjective. According to [LBC1.8.4] we have an exact sequence
This shows that one can again modify the choices so that the image of a σ u −1 σ in ker 1 (F, G) is trivial, which means that there exists x 1 ∈ G(F ) such that
But this implies that x = ψ(x 1 x 2 ) with x 2 ∈ G(A F ). Recall that we have started with
is such that ϕ(x 1 δ x −1 1 ) = δ * ∈ L * (F ) with x 1 ∈ G(F ). This shows that δ belongs to the intersection
and has δ * as prenorm. This establishes the theorem when I * is connected. Return now to the general case. We have to replace L by L 1 and [
IV.3 -Endoscopic spaces
If T is an admissible torus in G * we denote by T sc its preimage in G * SC . We denote by K(T, θ * ; F ) the Pontyagin dual of the compact abelian group
Recall that in our conventions T and G * ab are in degree 0. The notation K(T, θ * ; F ) is borrowed from [KS, section 6.4]. In fact this is how they denote the Pontyagin dual of
θ * is put in degree −1; but the map of complexes, without a shift of degree,
Geometric endoscopic pairs are pairs (T, κ) where T is an admissible torus in G * and κ ∈ K(T, θ * ; F ). We say that an endoscopic pair is elliptic if T is L * -elliptic which means that T θ * sc is F -anisotopic. There is a natural injective map
Observe that T θ * sc is a torus; we denote byX θ * sc the free Z-module of its cocharacters. Let E be a finite Galois extension of F that splits T sc . We have the Tate-Nakayama isomorphism
There is an exact sequence
Assume now that the endoscopic pair is elliptic. This is equivalent to the vanishing of H 0 (Γ E/F ,X θ * sc ). In such a case we have a surjective mapX
By composition of the mapš
and via Pontryagin duality, we get a map
We shall denote by κ the image of κ by this map. Following the prescriptions of II.4 we get a triple (T θ , R κ ,Ř κ ).
The endocopic group attached to E = (T, κ) is the F -quasi-split group denoted H * (or H * E if some confusion may arise) with a maximal torus, a root and a coroot system (T H * , R H * Ř H * ) that are F -isomorphic to (T θ * , R κ ,Ř κ ). Similarly we get a quasi-split pre-endoscopic group K * (or K * E ) using (T 
We have attached to κ a torus T κ (see II.4). It is defined over F and is anisotropic since T θ * is L-elliptic.
We have an exact sequence
Since T κ is anisotropic H 2 (A F /F, T κ ) is trivial and since κ induces a trivial character on H 1 (A F /F, T κ ) we see that κ defines a character of the compact group
Consider two endoscopic pairs E = (T, κ) and F = (S, ν). Assume there is an x ∈ G * such that
then the cocycle σ → xσ(x) −1 takes its values in the normalizer of T . If the cocycle w σ takes its values in Ω κ , it acts trivially on K ab = K E,ab and Ad(x) induces an F -isomorphism K * F ,ab → K * E,ab .
IV.3.1. Definition. -We say that the two endoscopic pairs (T, κ) and (S, ν) are equivalent if there is an x ∈ G * such that
and such that the image w σ of xσ(x) −1 in the Weyl group of G * belongs to Ω κ the Weyl group of K * E . We ask moreover that the characters κ and ν correspond to each other via the isomorphism
IV.3.2. Lemma. -Equivalent endoscopic pairs give rise to isomorphic endoscopic groups. All maximal F -tori in an endoscopic group arise from equivalent endoscopic pairs.
Proof: Consider two equivalent endoscopic pairs E = (T, κ) and F = (S, ν). The pair E = (T, κ) defines an endoscopic group H * together with a maximal torus T H * and an isomorphism
Recall that the Weyl group of H * can be seen as a subgroup of the Weyl group of G * . If x induces the equivalence between E and F, denote by w σ the cocycle image of xσ(x) −1 in the Weyl group of H * . It follows from III.3.1 that one can find y ∈ H * such that U = y T H * y −1 is a maximal torus in H * , isomorphic over F to S θ * ; the associated root system is F -isomorphic to the endoscopic root system defined by ν. This proves the first assertion. Conversely an F -torus U in H * is of the form y T H * y −1 for some y ∈ H * and y −1 σ(y) defines an elements in the Weyl groups of H * which is a subgroup of the Weyl group of G * . Using again III.3.1 we get an x ∈ G * that defines an equivalent endoscopic pair F = (S, ν) with U isomorphic over F to S θ * .
Let (δ * , T ) be a special L-admissible pair. Let I * be the stable centralizer of δ
There is a surjection
If we denote by K(I * , G * ; F ) the Pontryagin dual of H 0 ab (A F /F, I * \G * ) we get an injection
We denote again by κ the image of κ ∈ K(I * , G * ; F ) by this injection, and we associate to E = (T, κ) an endoscopic space H. Such a κ is said to be an endoscopic character for δ * . It follows from II.4.4 that the surjective map
We say that γ is the conorm of δ * . If δ * is itself the prenorm of δ ∈ L(F ) we say that γ is a norm for δ.
The group Aut (E) of automorphisms of an endoscopic pair E = (T, κ) is the subgroup of w ∈ Ω(G * , T ) θ * that stabilizes (T θ * , R κ ) and verifies
We denote by Λ(E) the group of outer automorphisms of E which, by definition, is the quotient of Aut (E) by Aut (E) ∩ Ω κ .
Let λ(E) be the order of Λ(E).
Consider γ ∈ H(F ) semisimple and whose centralizer I γ contains T H * . We denote by Aut (E, γ) the subgroup of w ∈ Aut (E) such that w(γ) = γ and wσ(w)
The quotient of Aut (E, γ) by the subgroup of inner automorphisms is denoted by Λ(E, γ). We denote by λ(E, γ) the order of Λ(E, γ). We have
where M (E, γ) is the number of stable conjugacy classes in H(F ) in the orbit of γ under Aut (E).
IV.3.3. Proposition.
-Consider an L-admissible pair (δ * , T ) and let γ ∈ H(F ) be the conorm of δ * . Let κ be an endoscopic character for δ * and let H the associated endoscopic space. Let ι G * (δ * ) be the order of H 0 (F, G δ * /I δ * ) and ι H * (γ) be the order of H 0 (F, H γ /I γ ). Let N (T, δ * , κ) be the number of endoscopic characters ν for δ * such that F = (T, ν) is equivalent to E = (T, κ) where the equivalence is induced by an x that defines an auto-equivalence of (δ * , T ). Then
Proof: Not to overload notation let G
. Recall that, according to II.1.4,
and that H γ /I γ can be identified with a subgroup of G δ * /I δ * (cf. II.4.5). Observe that if x ∈ G δ * induces an equivalence between F = (T, ν) and E = (T, κ) then x normalize T θ * and hence defines a w ∈ Ω(G
If moreover x induces an auto-equivalence of (δ * , T ) then we must have wσ(w) −1 ∈ Ω(I δ * , T δ * ). This is equivalent to say that x projects on a rational point [w] of the group G δ * /I δ * . The subgroup of those
IV.3.4. Corollary.
-Let E = (T, κ) be an endoscopic pair and let
where the sum is over representatives µ of stable conjugacy classes in H(F ) where µ is the conorm of η * and (T, η * , κ) is an L-admissible triple equivalent to (T, δ * , κ). Then
.
Recall that λ(E) = M (E, γ)λ(E, γ) . The conclusion now follows from IV.3.3.
V -Stabilisation of the elliptic trace V.1 -Pres-stabilization
Let G be a reductive algebraic group defined over a number field F and let L be a twisted G-space over F . Assume that L has an almost semisimple rational point δ 0 . Let
There is a natural map π :
defined as follows. Any δ ∈ L(A F ) is of the form δ = δ 0 y with y ∈ G(A F ) and we define π(δ) ∈ G(F )\G(A F ) by π(δ) = π(δ 0 y) =ẏ whereẏ is the image of y in G(F )\G(A F ). The image is independent of the chosen F -rational point δ 0 . The map π defines a natural right action of the set L(A F ) on the quotient G(F )\G(A F )
by (x, δ) → π(xδ).
Let A G be the split component of the center in Res F/Q G. This is the maximal Q-split torus in Res F/Q Z G . Let A G be the Lie algebra of A G (R) identified, via the exponential map, with the connected component of this real Lie group. We denote by A L the group of θ-fixed points in A G , this is the Lie algebra of
Let f be a smooth compactly supported function on L(A F ) we will need its companions
The function f defines an operator ρ(f ) on the Hilbert space L 2 (A G G(F )\G(A F )): given φ in the Hilbert space we define ρ(f )φ by
This shows that the operator ρ(f ) has a kernel on A G G(F )\G(A F ) given by
The general twisted trace formula not only involves working with twisted G-spaces but also with characters of G(A F ) trivial on G(F ). Let ω be a characters of the compact abelian group
By composition with the natural homomorphism
we get a character of G(A F ) trivial on G(F ) again denoted ω. Conversely, any character of G(A F ) trivial on G(F ) can be extended, in a unique way, to a character of H 0 ab (A F , G) trivial on the image of H 0 ab (F, G). This is a consequence of the following observation: since G is connected the finite abelian groups [Lab] ). The general operator ρ(f, ω) is the composition of ρ(f ) followed by the multiplication by ω:
and its kernel is then
We denote by L e the set of elliptic elements in L(F ). The elliptic part of the restriction to the diagonal of the kernel
once integrated, yields the "elliptic trace" i.e. the contribution of elliptic conjugacy classes to the geometric side of the twisted trace formula:
This integral is absolutely convergent. As usual, one can split this expression into a sum over conjugacy classes.
Remark -In [KS] the notation T e is used with a slightly different meaning: there, the summation that defines K e is restricted to strongly regular elliptic elements, while here we allow all elliptic elements.
Recall that an almost semisimple element δ ∈ L(F ) is elliptic if its stable centralizer I δ is L-elliptic, which means that the maximal F -split torus in the center of I δ equals the maximal F -split torus in Z L and hence, the map
Assume now that all groups are endowed with Tamagawa measures; the definition of Tamagawa measures for quasi-connected groups is given in [Lab] . As usual the Tamagawa number of a quasi-connected group I is denoted τ (I):
Let c(I δ , L) be the ratio of Haar measures on the isomorphic real vector spaces A L and A I δ .
V.1.1. Lemma. -The number c(I δ , L) is independent of δ ∈ L e .
Proof:
We have to show that the Haar measure on the real vector space A L associated to the Tamagawa measure on I δ via the isomorphism A L → A I δ is independent of δ. Let S be the centralizer in I δ of a maximal torus S 0 in G δ = I 0 δ and let T be the centralizer of S in G. We know that S = T δ . Recall that the measure on A I δ is defined using the Z-module H 0 (Γ, X(I δ )) (see [Lab] ). Since δ is elliptic the natural map
is an isomorphism and hence this Z-module is independent of δ.
The measure on A L can be chosen so that c(I δ , L) ≡ 1 as follows from V.1.1. Then, for such a choice, ω(x)f (x −1 δx)dx .
V.1.2. Proposition. -Let us denote by {L e } a set of representatives for elliptic conjugacy classes in L(F ). Then
Proof: An elementary calculation yields
It suffices to observe that thanks to V.1.1 we have a L (δ) = τ (I δ ) ι G (δ) −1 .
Consider an almost semisimple point δ ∈ L(A F ). We denote by I δ its stable centralizer. This is a group scheme over A F , but it may not be defined over F . We denote by K(I δ , G; A F ) the Pontryagin dual of the locally compact abelian group H 0 ab (A F , I δ \G). This is a group of endoscopic characters. Given κ ∈ K(I δ , G; A F ), we denote by Now consider δ ∈ L e . Then I δ is defined over F . Let K(I δ , G; F ) be the Pontryagin dual of the compact abelian group H 0 ab (A F /F, I δ \G). This is a discrete subgroup of K(I δ , G; A F ). A Tamagawa measure on D(I δ , G; A F ) and on H 0 (A F , I δ \G) has been defined in [Lab] . This allows to define κ-orbital integral by Observe thatι G (δ) = ι G (δ)j(δ). Finally recall that we have introduced in IV.1.3 an integer d(L) which is the common value of the d(I δ , G). Let
The notation makes sense since J(G) = d(G) = 1.
V.1.3. Theorem. -Let f be a smooth compactly supported function on L(A F ). Let {{L e }} be a set of representatives of stable conjugacy classes in L e . The elliptic trace can be expanded as a sum of κ-orbital integrals:
We know by V.1.2 that
Grouping together conjugacy classes in the same stable class, this can be rewritten
δ∈{{Le}} η∈D(I δ ,G;F )
Observe that, according to III.1.3 the numberι G (δ) = ι G (δ)j(δ) is constant on stable conjugacy classes. Hence, we have
Let K(I δ , G; F ) 1 be the Pontryagin dual of E(I δ , G; A F /F ). Now theorem 3.9 in [Lab] , which is an elaboration of the Poisson summation formula, shows that η∈D(I δ ,G;F )
where κ 2 is any endoscopic character in K(I δ , G; F ) such that [κ 2 ] = ω. Since any character κ ∈ K(I δ , G; F ) with [κ] = ω is of the form κ = κ 1 κ 2 with κ 1 ∈ K(I δ , G; F ) 1 we also have η∈D(I δ ,G;F )
To conclude we recall that d(I δ , G) = d(L) (cf. IV.1.3).
V.2 -Stabilization: the second step
Consider an L-admissible special pair (δ * , T ). Recall that this means that T is admissible and that δ * ∈ T (F ) θ * verifies σ(δ * ) = z This generalizes the theorem 6.4.C in [KS] where they consider only strongly regular elements. Observe that for a strongly regular element δ * one has N (T, δ * , κ) =ι G * (δ * ) = 1 .
V.3 -Endoscopic transfer and end of the stabilization
In [KS] the definition of the transfer involves twisted stable orbital integrals on endoscopic groups (see Lemma 7.3.C). Here we use instead stable orbital integrals on endoscopic spaces; this is equivalent. To state the transfer assumption in full generality it may be necessary to consider central extensions of endoscopic spaces and to use functions on endoscopic spaces that transform according to a character of the abelian group involved in the central extension. For the sake of simplicity we shall ignore this difficulty here and we refer the reader to [KS] for a discussion of this point.
V.3.1. Definition. -Consider f ∈ C ∞ c (L(A F )) and an endoscopic pair E = (T, κ). Let H be the endoscopic space defined by E. We say that a function f ∈ C Remark -A detailed discussion of the transfer assumption would involve the definition of the local transfer factors and the fundamental lemma. As regards transfer factors we refer the reader to [KS] for their definition in the case of strongly regular elements. As regards the fundamental lemma this is an open problem in most cases.
Let H be a central form of H * 1 where H * is a quasi-split connected reductive group. Given f ∈ C ∞ c (H(A F )), the elliptic part of the geometric side of the stable trace formula for H is, by definition, the expression
If H is an endoscopic space defined by an endoscopic pair E = (T, κ) for a twisted space L we consider a slight variant of this expression: we introduce
where the sum is over a set {{H e }} L of representatives of stable conjugacy classes of elements γ in H e such that there exists a special L-admissible pair (δ * , T ) above γ and κ is an endoscopic character for δ * . Moreover we attach to E the scalar:
where λ(E) is the cardinal of the group of outer automorphisms of the endoscopic pair Λ(E) and c(L, H) is the ratio of Haar measures on the isomorphic vector spaces A L and A H , this last isomorphism being induced by the conorm map n θ . In particular, given φ ∈ C ∞ c (A H ) we have
We may now state and prove the final theorem. It generalizes the formula 7.4.4 in [KS] . Recall that our T e contains the contribution of all elliptic elements while in [KS] only strongly regular elements are taken into account. where γ is the conorm of δ * and hence
It follows from IV.3.2 that given γ ∈ H e , and up to equivalence on the pair E = (T, κ), we may assume that T H * contains γ. But then (T, δ * , κ) is an L-admissible triple. Hence we may rewrite the right hand side of last expression as
where the sum is over pairs (E, γ) that comes from an L-admissible triple (T, δ * , κ) up to equivalence on endoscopic pairs E = (T, κ) such that [κ] = ω and up to stable conjugacy for γ in H. On the other hand, according to V.2.2 we have 
