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MULTIPLICITY ONE THEOREM FOR THE GENERALIZED DOUBLING
METHOD
DMITRY GOUREVITCH AND EYAL KAPLAN
Abstract. In this work we prove the local multiplicity at most one theorem underlying
the definition and theory of local γ-, ǫ- and L-factors, defined by virtue of the generalized
doubling method, over any local field of characteristic 0. We also present two applications:
one to the existence of local factors for genuine representations of covering groups, the other
to the global unfolding argument of the doubling integral.
The doubling method of [PSR87, CFGK19, CFK] constructs an integral representation
for the tensor product of a pair of irreducible cuspidal automorphic representations of G(A)
and GLk(A), for a range of reductive groups G defined over a number field F0 with a ring of
adeles A. One of the advantageous of this method, is that it does not rely on the existence
of a model (or a nonzero Fourier coefficient) for the representation of G(A); it is applicable
to any cuspidal representation. The family of local integrals can be used to define local γ-, ǫ-
and L-factors. These factors are defined for arbitrary irreducible admissible representations,
and as such, generalize the corresponding (tensor) factors defined by Shahidi [Sha90] for
irreducible generic representations, using his method of local coefficients. We prove the local
multiplicity at most one theorem underlying the definition of the local factors.
Let F be a local field of characteristic 0. Let G be one of the split groups Spc, SOc,
GSpinc or GLc, where in the symplectic case c is even. For an integer k, let H be the split
group of the same type as G, which is either Sp2kc, SO2kc, GSpin2kc or GL2kc. The direct
product G × G can be mapped into H , in the normalizer of a unipotent subgroup U of H
and stabilizer of a character ψU of U , which is generic with respect to the unipotent orbit
((2k − 1)c1c) associated with H . Denote the image of G × G in H by (G,G) and let D be
the subgroup U ⋊ (G,G) of H .
We identify F -groups with their F -points. The underlying principle of the doubling con-
struction is the multiplicity at most one property of the restriction to D, of representations
of H parabolically induced from certain degenerate representations of GLkc.
A representation ρ of GLkc is called a (k, c) representation if its wave-front set contains
(kc) as the unique maximal orbit, and such that its degenerate Whittaker model with re-
spect to this orbit is one-dimensional. The simplest examples are the representation det of
GLc or its twist by a quasi-character of F
∗, which is a (1, c) representation, or irreducible
generic representations of GLk, which are (k, 1). The generalized Speh representation ρc(τ)
of GLkc attached to c copies of an irreducible unitary representation τ of GLk is (k, c) ([CFK,
Theorem 5]).
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IfMP = GLkc, let ρ be a (k, c) representation ofMP . For a complex parameter s, consider
the space V (s, ρ) of the representation of H parabolically induced from | det |s−1/2ρ and P to
H . In the other cases ofMP the representation V (s, ρ) slightly varies: forMP = GLkc×GL1
we induce from ρ ⊗ η with a quasi-character η of F ∗, and for MP = GLkc×GLkc, ρ is the
tensor of two (k, c) representations of GLkc.
Theorem A. (see Theorem 2.1) Let π1 and π2 be irreducible admissible representations of
G, and ρ be an admissible finite length (k, c) representation of GLkc. Outside a discrete
subset B ⊂ C of s,
dimHomD(V (s, ρ), ψ
−1
U ⊗ π1 ⊗ π2) ≤ dimHomG(π
∨
1 , π
ι
2).
Over non-archimedean fields, for supercuspidal representations π1 and π2 the result holds for
all s, under certain additional conditions.
Here ι is a certain involution of G; when G = Spc, π
ι = π∨, and for GLc, ι is trivial.
As usual, if the field is non-archimedean and its residue field contains q elements, the set
B consists of finitely many values of q−s. For the stronger statement for supercuspidal
representations we must exclude minimal rank cases where G does not contain nontrivial
unipotent subgroups, and for GLc and c > 1 there is an additional condition on ρ. In the
setup of the doubling method of [CFGK19, CFK], (π1, π2) = (π
∨, πι) and the dimension
is precisely 1 outside a discrete subset of s. Note that there is no canonical isomorphism
between the spaces appearing in the theorem. For the definition of all objects and notation,
and for the more precise statement, see § 1, in particular § 1.5 where we recall the generalized
doubling setup, and Theorem 2.1.
The case k = 1 of the theorem for supercuspidal representations was proved by Harris
et al. [HKS96, § 4], but the general setting of the theorem (even for k = 1) has not been
studied. In this sense we close a historical gap.
Theorem A is the local counterpart of the global unfolding argument in [CFGK19]. We
briefly recall the global result, focusing on the parts relevant to us here. For more detail on
the global setting see § 3.2.
Let τ be an irreducible cuspidal automorphic representation of GLk(A), and Eτ be the
generalized Speh representation of GLkc(A) corresponding to c copies of τ , defined by Jacquet
[Jac84]. The representation Eτ is a global (k, c) representation, in the sense that it does
not support any Fourier coefficient along an orbit greater than or non-comparable with
(kc), it supports a Fourier coefficient along (kc), and all of its local components are (k, c)
([Gin06, JL13, CFGK19, CFK]). Let E(s; f, h) denote the Eisenstein series attached to
a suitable section in the space of the representation of H(A) parabolically induced from
| det |s−1/2Eτ and P (A). One can consider the Fourier coefficient E
U,ψU (s; f, h) of E(s; f, h)
along (U, ψU) as an automorphic function on G(A)×G(A). The global integral was defined
in [CFGK19] by integrating EU,ψU (s; f, h) against two cusp forms in the space of a unitary
irreducible cuspidal automorphic representation π of G(A). In a right half plane Re(s)≫ 0,
one can rewrite the integral as a sum (of integrals) parameterized by representatives of
P (F0)\H(F0)/D(F0). All summands but one vanish, and the remaining summand was shown
to produce an Eulerian integral.
There are 3 methods for showing the vanishing of a summand. The first is by finding
a subgroup U ′ < U such that ψU is nontrivial on U
′(A), and showing that the summand
admits an inner integral of ψU over U
′(F0)\U
′(A), which is then zero. Second, if the summand
admits an inner integral which constitutes a Fourier coefficient of Eτ , that is greater than or
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non-comparable with (kc). This summand vanishes because Eτ is (k, c). Third, if one can
obtain an inner integral of one of the cusp forms along a unipotent radical UR of a parabolic
subgroup R = MR ⋉ UR of G, then the summand vanishes because π is cuspidal.
Our local result is, in some sense, parallel to the global unfolding. We consider distri-
butions on the orbits of P\H/D. The argument involving ψU can be applied locally. The
second case, where we use the (k, c) representation alone, is not difficult to carry out in the
non-archimedean setting, using the local “exchange of roots” arguments of Ginzburg et al.
[GRS99a] and the theory of derivatives of Bernstein and Zelevinsky [BZ76, BZ77]. Results
involving the Jacquet functor are in general more difficult and subtle over archimedean fields.
Fortunately, we are able to benefit from the recent (partial) extension of the theory of deriva-
tives to archimedean fields by Aizenbud et al. [AGS15a, AGS15b]. In fact, our argument in
this case is greatly simplified and streamlined using the precise reformulation of Gomez et
al. [GGS17] of the connection between the wave-front set and the theory of derivatives, over
both archimedean and non-archimedean fields.
The class of double cosets, where the global vanishing follows using the fact that the
representations of G are cuspidal, require a different approach. The difficulty arises because
in the local setting the class of representations of G must not be restricted to supercuspidal
ones. This is where we lose the subset B.
In more detail, if the global summand was treated using, say, UR < R < G, the corre-
sponding orbit should be handled by analyzing the action of the center CMR ofMR. Consider
the non-archimedean setting. Following the method of Jacquet et al. [JPSS83], if the local
representations (which are usually Jacquet modules of πi and ρ) restrict to finite length
representations of MR, the action of CMR is filtered by a finite sequence of quasi-characters,
combined with a quasi-character determined by | det |s. This produces a compatibility condi-
tion, that rules out a discrete subset of s. This argument was carried out by several authors,
including [GPSR87, Sou93, GRS99a, Kap13b]. The main obstacle was showing that indeed
the representations involved restrict to finite length representations of a Levi subgroup, or
more precisely in those works, of the reductive part of the appropriate mirabolic subgroup,
and the key tool in the proofs was the theory of derivatives [BZ76, BZ77]. In contrast, here
the Jacquet modules of ρ that occur in the analysis do not afford a representation of the
mirabolic subgroup, but we are still able to show that they restrict to finite length represen-
tations of MR. Moreover, while in the previous aforementioned works the number of double
cosets was finite, here there are in general uncountably many (unless k = 1). Therefore we
must be careful to apply this argument to only finitely many representatives.
In fact, treating uncountably many orbits is another difficulty. In the non-archimedean
case, in principle if there are no distributions (satisfying certain equivariance properties) on
the orbits, there are no global distributions (see e.g., [BZ76, § 6]). Over archimedean fields
this is considerably more complicated. Kolk and Varadarajan [KV96] extended parts of the
archimedean Bruhat theory to this case using transverse symbols. In Appendix A by the first
named author and Avraham Aizenbud, we will present a generalization of the main result of
[KV96], which is sufficiently strong for our application and is of independent interest, using
tools from functional analysis.
The proof here clarifies several arguments of [CFGK19], and is applicable to a wide class
of groups, in particular all groups treated in [CFK] (the unfolding argument in [CFGK19]
was presented only for symplectic groups). The original doubling method of [PSR87] was
stated for a slightly different class of groups, e.g., the full orthogonal groups Oc, and also
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unitary groups; general spin groups, as well as the double cover of the symplectic group,
were mentioned in [PSR87, § 4.3] but not treated in any way. The extension of the present
proof to other classes of groups would be straightforward.
Our work has two immediate applications. The first concerns covering groups (topological
central extensions by finite cyclic groups). The classical doubling method (k = 1) was
extended by Gan [Gan12] to the double cover of the symplectic group. In the recent work
[Kap], the doubling method was extended to m-fold coverings Sp(m)c (A) of Spc(A) (defined
by [Mat69]) for all m, and any k, providing an integral representation for the tensor product
of a pair of genuine irreducible cuspidal automorphic representations π of Sp(m)c (A) and τ of
G˜Lk(A), where G˜Lk(A) is a covering group of GLk(A) defined by restriction from Sp
(m)
2k (A).
Alongside, the local doubling construction for G˜Lc was developed as well (for all m and k).
The construction of [Kap] is still subject to a local and global conjecture regarding generalized
Speh representations, but the local theory for unramified data over non-archimedean fields
does not depend on these conjectures.
Theorem A can be reformulated for covering groups, granted certain conditions hold (see
§ 3.1 for details). In the particular cases of Sp(m)c and G˜Lc, Theorem A is applicable and as a
consequence, we can define local factors using uniqueness, at least when data are unramified.
Specifically, define the γ-factor as the proportionality between two integrals, then use it to
define ǫ- and L-factors; see (0.2) and the explanation below in the linear setting. To the best
of our knowledge, at present no other method for an analytic definition of these factors is
known (see below; of course, for a formal abstract definition of local factors for unramified
data one can use the Satake parametrization). Moreover, granted the conjectures of [Kap],
Theorem A is expected to imply the existence of local γ-, ǫ- and L-factors in general, i.e.,
also in the ramified case, for Sp(m)c ×G˜Lk (and additional covering groups).
As explained above, the doubling method does not rely on the existence of a model for
the representation of G. This is advantageous for linear groups, but even more so when
considering covering groups. As a rule, Whittaker models are not unique for representations
of covering groups (the double cover of Spc is an exception), first and foremost, for genuine
irreducible unramified principle series representations. This means that Shahidi’s theory of
local coefficients is no longer applicable, even in the unramified setting. The fact that one
can still define local factors using analytic methods and uniqueness, is perhaps a surprise.
We note that the number of Whittaker models is still finite. In recent works, Gao et al.
[GSS18, GSS] and Szpruch [Szp] studied generalizations of Shahidi’s local coefficients, namely
a local coefficients matrix and a scattering matrix, and extracted interesting representation
theoretic invariants.
The second application is global. Since the local components of Eτ are (k, c) representa-
tions, our local analysis expresses the Fourier coefficient of the Eisenstein series as a sum
over a finite number of cosets in (the infinite space) P (F0)\H(F0)/D(F0). Then it is visible,
that the integral of this coefficient against two cusp forms reduces to a single summand,
explicating the unfolding process. In this sense we fill out the gap of the unfolding for the
cases of groups considered in [CFK]; although our arguments also readily globalize.
The original doubling method of Piatetski-Shapiro and Rallis [PSR87] produced an in-
tegral representation for the standard automorphic L-function of an irreducible cuspidal
automorphic representation of a classical group, or its rank-1 twists, which is the case k = 1.
The local theory for k = 1 was fully developed by Lapid and Rallis [LR05]. The doubling
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construction was extended to arbitrary k in [CFGK19], and the corresponding theory of local
factors was developed in [CFK].
We briefly explain how Theorem A is used for the definition of the local factors. Fix a
nontrivial additive character ψ of F . Let π be an irreducible admissible representation of
G, and τ be an irreducible admissible and generic representation of GLk. If τ is unitary,
the representation ρc(τ) was introduced above, in general ρc(τ) is defined using Langlands’
classification and the tempered case. The local doubling integral Z(s, ω, f) is defined for
a matrix coefficient ω of π∨ and a holomorphic section f of V (s, ρc(τ)). In its domain of
absolute convergence (a right half plane), Z(s, ω, f) defines a morphism in
HomD(V (s, ρc(τ)), ψ
−1
U ⊗ π
∨ ⊗ πι). (0.1)
Applying a standard intertwining operator
M(s, w) : V (s, ρc(τ))→ V (1− s,
wρc(τ)),
where wρc(τ) = ρc(τ
∨) for G = Spc, SOc, we obtain a second integral Z(s, ω,M(s, w)f), abso-
lutely convergent in a left half plane, which still defines a morphism in (0.1). In factM(s, w)
is further normalized using a second functional equation, M∗(s, w) = C(s, c, τ, ψ)M(s, w),
where C(s, c, τ, ψ) is a meromorphic function of s (see [CFK, § 4]). By Theorem A we can
define the γ-factor γ(s, π × τ, ψ) by
Z(s, ω, f)γ(s, π × τ, ψ) = Z∗(s, ω, f), Z∗(s, ω, f) = Z(1− s, ω,M∗(s, w)f). (0.2)
The main local result of [CFK] was the characterization of this factor, according to the
prescribed list of properties formulated by Shahidi in the context of generic representations
[Sha90, Theorem 3.5] (see also [LR05, Theorem 4]). In turn, the γ-factor was used in
[CFK] to define the local ǫ- and L-factors, following Shahidi’s method [Sha90, § 7] (see also
[Sha78, Sha81, Sha83, Sha85]). The main motivation of [CFK] was to find a new proof of
global functoriality from G(A) to the appropriate general linear group, via the Converse
Theorem of Cogdell and Piatetski-Shapiro [CPS94, CPS99], thereby extending the global
result of [CKPSS01, CKPSS04, AS06] from globally generic representations to arbitrary
cuspidal ones. Of course the endoscopic functorial transfer for quasi-split orthogonal or
symplectic groups was obtained by Arthur [Art13] using the twisted stable trace formula,
and extended to quasi-split unitary groups by Mok [Mok15].
We mention that if π is supercuspidal (and certain additional assumptions), our unique-
ness results imply, using Bernstein’s continuation principle ([Ban98]), that the integral is
holomorphic (see Corollary 2.4). Using the fact that the integral can always be made con-
stant, it follows that the only poles appearing in γ(s, π × τ, ψ) are poles of M∗(s, w). This
observation hints that a “g.c.d. definition” of the L-function using the generalized doubling
method must involve “good sections” (see e.g., [Kap13a, 589–590]). Indeed this was the
approach of Yamana [Yam14], who studied this definition of the L-function for k = 1.
Similar multiplicity at most one theorems exist in the literature. In the context of
Rankin–Selberg integrals for representations of G×GLk admitting unique Whittaker mod-
els, where G is a classical group, see [GPSR87, Sou93, Sou95, GRS99a, Kap13b]. See also
[AGRS10, GGP12, MW12] who proved strong general uniqueness results, which in particular
imply multiplicity one for the same Rankin–Selberg constructions with irreducible generic
representations. Our proof technique resembles Soudry’s [Sou93, § 8] and [Sou95].
In a more general context, for a representation ρ of an arbitrary group H , a subgroup D <
H and a representation ξ of D, one can consider the space HomD(ρ, ξ). Typical questions
6 D. GOUREVITCH AND E. KAPLAN
involve the multiplicity of this space, or the structure of ξ for which HomD(ρ, ξ) 6= 0. In
certain cases, the nonvanishing is related to special values of L-functions. Globally, one is
often interested in a period integral of an automorphic form onH(A), overD(F0)\D(A) (with
ξ = 1). There is a vast amount of studies of such problems, let us mention [Zel80, Jac91,
JR92, FJ93, Off06, OS07, OS08, Off09, Jac10, Mat09, Mat10a, Mat10b, Mat11, FLO12,
Mat15, Yam17].
For other works on the doubling method see, e.g., [KR90, HKS96, BS00, HLS05, HLS06,
GS12]. The doubling method is not the only integral representation to lift the barrier of
globally generic representations: other constructions of similar generality (thus far without
complete local theory) were developed in [GPSR97, BAS09, GJRS11, JZ14, Sou17, Sou18].
The rest of this work is organized as follows. In § 1 we provide some general preliminaries,
define (k, c) representations and recall the doubling construction of [CFGK19, CFK]. The
proof of our main result is given in § 2. Section 3 contains our main applications.
Parts of the non-archimedean version of Theorem A for supercuspidal representations
appear in [Cai]; him and the authors were working independently.
Contents
1. Preliminaries 6
1.1. The groups 6
1.2. Representations 7
1.3. Distribution vanishing theorem 9
1.4. Representations of type (k, c) 9
1.5. Doubling setup 10
2. Uniqueness results 14
2.1. Outline of the proof of Theorem A 14
2.2. The case H 6= GL2kc 20
2.3. The case H = GL2kc 40
3. Applications 53
3.1. Covering groups 53
3.2. Global unfolding 58
Appendix A. Vanishing of vector-valued distributions on smooth manifolds,
by Avraham Aizenbud and Dmitry Gourevitch 61
A.1. Preliminaries 62
A.2. Distribution vanishing theorems and their proofs 65
References 68
1. Preliminaries
1.1. The groups. Let l ≥ 1 be an integer. Let BGLl = TGLl ⋉ NGLl denote the Borel
subgroup of upper triangular invertible matrices, where NGLl is its unipotent radical. The
standard parabolic subgroups of GLl can be identified with the set of compositions β =
(β1, . . . , βa) of l (βi ≥ 0, a ≥ 1), where Pβ = Mβ ⋉ Vβ denotes the parabolic subgroup with
Mβ = GLβ1 × . . . × GLβa and Vβ < NGLl. Let Jl be the permutation matrix with 1 on the
anti-diagonal and 0 otherwise. For g ∈ GLl,
tg denotes the transpose of g, and g∗ = Jl
tg−1Jl.
MULTIPLICITY ONE FOR GENERALIZED DOUBLING 7
For x ∈ R, ⌊x⌋ (resp., ⌈x⌉) denotes the largest integer smaller (resp., greater) than or
equal to x.
For an even l, define
Spl = {g ∈ GLc :
tg
(
Jl/2
−Jl/2
)
g =
(
Jl/2
−Jl/2
)
}.
Let BSpl = Spl ∩BGLl . For any l, let SOl = {g ∈ SLl :
tgJlg = Jl} and fix BSOl = SOl ∩BGLl.
Let Spinl be the algebraic double cover of SOl, with the Borel subgroup which is the preimage
of BSOl . This defines the set of simple roots α0, . . . , α⌊l/2⌋−1 where αi = ǫi − ǫi+1 for 0 ≤ i <
⌊l/2⌋ − 1, and GSpinl can be defined as the Levi subgroup of Spinl+2 obtained by removing
α0. For l = 0, 1, GSpinl = GL1, and GSpin2 = GL1×GL1.
Henceforth we fix one of the families of groups GLl, Spl (when l is even), SOl or GSpinl,
and for a given l denote the member by Gl, e.g., Gl = Spl. Write the Borel subgroup in
the form BGl = TGl ⋉ NGl, where NGl is the unipotent radical. For a parabolic subgroup
R < Gl, δR denotes its modulus character, and we write R = MR⋉UR where MR is the Levi
part and UR is the unipotent radical. If U < Gl is a unipotent subgroup, U
− denotes the
opposite subgroup. The Weyl group of Gl is denoted W (Gl), and similar notation is used for
any reductive group. The center of an algebraic group X is denoted CX , and its connected
component by C◦X .
The unipotent subgroups of GSpinl are isomorphic (as algebraic groups) to the unipotent
subgroups of SOl, andW (GSpinl) is isomorphic toW (SOl). Also CGSpin2l+1 is connected and
for l > 2, C◦GSpinl
∼= GL1.
Let F be a local field with characteristic 0. Throughout, we identify F -groups with their
F -coordinates, e.g., Gl = Gl(F ). The additive group of l × l
′ matrices (over F ) is denoted
Matl×l′ and Matl = Matl×l. The trace map is denoted tr. If F is non-archimedean, we let
q denote the cardinality of its residue field. When we say that a property holds outside a
discrete subset of s, over a non-archimedean field we mean for all but finitely many values
of q−s. For any group X , x, y ∈ X and Y < X , xy = xyx−1 and xY = {xy : y ∈ Y }.
1.2. Representations. We describe the general notation involving representations that ap-
pear in this work. In this section Gl can be replaced with any reductive algebraic group. By
a representation of a closed subgroup of Gl we always mean a smooth representation on a
complex vector space. Over archimedean fields, an admissible representation is understood
to be admissible Fre´chet of moderate growth. If π is a representation of a closed subgroup
Y < Gl, π
∨ is the representation contragredient to π, and for x ∈ Gl,
xπ denotes the repre-
sentation of xY on the same space of π, with the action given by xπ(y) = π(x
−1
y). Parabolic
induction is normalized. Morphisms are continuous and induction is smooth, and ⊗ is the
complete tensor product, over archimedean fields.
In this work supercuspidal representations are not automatically irreducible (or unitary).
When the field is non-archimedean, a representation of a group which does not have unipotent
subgroups is also (trivially) supercuspidal. By definition, supercuspidal representations only
exist over non-archimedean fields.
For a closed unipotent subgroup U < Gl, denote the set of (unitary) characters of U by Û .
Let π be a representation of U on a space V. For ψ ∈ Û , let V(U, ψ) ⊂ V be the subspace
spanned by the vectors π(u)ξ − ψ(u)ξ for all u ∈ U and ξ ∈ V over non-archimedean fields,
and over archimedean fields V(U, ψ) is the closure of this subspace. The Jacquet module
JU,ψ(π) is the quotient V(U, ψ)\V. Assume R < Gl is a closed subgroup containing U .
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Denote the normalizer of U in R by NR(U). If π is a representation of R, JU,ψ(π) is a
representation of the subgroup of NR(U) which stabilizes ψ. We do not twist the action,
i.e., we do not multiply by a modulus character. For any r ∈ R, we have an isomorphism
rJU,ψ(π) ∼= JrU,rψ(π) of representations of
rU (use ξ 7→ π(r)ξ). In particular if r ∈ NR(U),
rJU,ψ(π) ∼= JU,rψ(π).
Over non-archimedean fields, if U is abelian and NR(U) acts on Û with finitely many
orbits, by [BZ76, 5.9–5.12] we have a filtration of π as a representation of U , whose quotients
are the Jacquet modules JU,ψ′(π), where ψ
′ varies over a set of representatives for these
orbits.
Let JU,ψ(π)
∗ be the algebraic dual of JU,ψ(π) over a non-archimedean field, and the con-
tinuous dual over archimedean fields. By definition HomU(π, ψ) = JU,ψ(π)
∗.
Over archimedean fields we will also need the notion of generalized Jacquet modules. Let
π be a representation of Gl, and R = MR⋉UR < Gl be a parabolic subgroup. Denote the Lie
algebra of UR by uR. For any positive integer i, we call π/uiπ the i-th generalized Jacquet
module of π.
Lemma 1.1. If π is an admissible finite length representation of Gl, the i-th generalized
Jacquet module is an admissible finite length representation of MR.
This lemma is proven in the same way as the classical case (i = 1).
Lemma 1.2. Assume π is an admissible finite length representation of Gl. The set of central
exponents of π/uiπ, i.e., the central characters of the irreducible constituents of π/uiπ as a
representation of MR, where i varies over the positive integers, belong in a discrete set.
Proof. Let V denote the Harish-Chandra module of π, i.e., the space of K-finite vectors,
where K ⊂ Gl is a maximal compact subgroup. By [Cas89, Proposition 2.2], V is dense in π,
and by [Cas89, Proposition 5.1 and Lemma 5.3], V/uV has finitely many central exponents.
In other words, for any X in the Lie algebra of the center of Gl there exists a polynomial p
such that p(X) acts by zero on V/uV .
Now, V/uiV is filtered by the modules ujV/uj+1V , 0 ≤ j < i, and each of these is a
quotient of uj ⊗ V/uV . When i varies, the set of central exponents of V/uiV is contained in
the set of central exponents of uj ⊗V/uV , j ≥ 0. Regarding uj, its central exponents can be
computed using the adjoint action, and when j varies they belong in a lattice. Since V/uV
admits only finitely many central exponents, the central exponents of V/uiV for all i lie in
a finite union of lattices.
Finally, note that for any i, the set of central exponents of π/uiπ lies in the set of central
exponents of V/uiV . Indeed, if p(X) acts by zero on V/uiV then it acts by zero on π/uiπ,
since V is dense in π. 
Remark 1.3. In particular, the set of central exponents of the i-th generalized Jacquet
modules of π, where i varies over the positive integers, belong in a discrete set.
Let ψ be a nontrivial additive character of F . For v ∈ V(cl), write v = (vi,j)1≤i,j≤l with
vi,j ∈ Matc. Denote
ψl(v) = ψ(
l−1∑
i=1
tr(vi,i+1)).
For a representation π of GSpinl which admits a central character, let χπ be the restriction
of the central character of π to C◦GSpinl.
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1.3. Distribution vanishing theorem. Let a real algebraic group C act on a real algebraic
manifold X . Let E be a smooth representation of C in a Fre´chet space. Assume the actions
of C on X and on E extend to a Lie group A, which contains C as a closed normal subgroup.
Let Z ⊂ X be a closed subset which is a union of finitely-many locally closed A-orbits.
For any ν ∈ Z>0 and z ∈ Z let Λ
ν
z be the symmetric ν-th power of the conormal space at z
to the orbit Cz in X . Let Cz denote the stabilizer of z in C, and δ be the ratio of modular
functions of C and Cz.
Denote the space of E-valued distributions onX , i.e. functionals on the space of compactly
supported smooth E-valued functions on X , by D′(X,E), and let D′Z(X,E) ⊂ D
′(X,E)
by the subspace of distributions supported on Z. For a smooth character χ of Z, let
D′Z(X,E)
C,χ ⊂ D′Z(X,E) be the subspace of (C, χ)-equivariant distributions.
The following theorem follows from Theorem A.13 in the appendix:
Theorem 1.4. Assume that for any z ∈ Z, the set {χa|Cz : a ∈ A} is a union of finitely
many locally closed orbits under Az. Suppose also that for any z ∈ Z and any ν ≥ 0,
((E ⊗ Λν ⊗ δ)
∗)Cz ,χ = 0. (1.1)
Then D′Z(X,E)
C,χ = 0.
Remark 1.5. If χ is trivial or A = C, the theorem already follows from [KV96, Theorem
3.15, Cases (i,ii)]. Note that in both cases χa = χ for any a ∈ A.
Remark 1.6. If A,X and the action of A on X are semi-algebraic, the A-orbits in X
are automatically locally closed. If in addition C is semi-algebraic and Cz is unipotent, the
condition (1.1) is equivalent to (V ∗)Cz ,χ = 0, independent of ν (see [Sun15]).
In order to check the conditions of the theorem we will need the following lemma.
Lemma 1.7. Let H be a real reductive group, and Q ⊂ H be a parabolic subgroup, with
unipotent radical U . The set Û (the unitary characters of U) is a finite union of locally
closed Q-orbits.
Proof. Let u denote the Lie algebra of U . There exists a hyperbolic semi-simple element S ∈
H such that u is the sum of positive eigenspaces of the adjoint action ad(S). The eigenspace
u1 corresponding to the smallest positive eigenvalue of ad(S) is called the first internal
Chevalley module of Q. Clearly, u1 projects onto (and in fact identifies with) the space of
characters of u, which in turn identifies with Û by multiplying by i and exponentiation. By
[Ric85, Theorem E’], Q has finitely many orbits on u1, and each orbit is locally closed since
the action is algebraic. 
1.4. Representations of type (k, c). Let k and c be positive integers. For a partition σ
of kc, let V (σ) < NGLkc denote the corresponding unipotent subgroup, and V̂ (σ)gen denote
the set of generic characters. If σ′ is another partition of kc, write σ′ % σ if σ′ is greater
than or non-comparable with σ, with respect to the natural partial ordering on partitions.
See [Car93, CM93] for details on these notions.
For the orbit (kc), V ((kc)) = V(ck), the group M(ck) acts transitively on the set V̂ ((k
c))gen,
and ψk ∈ V̂ ((k
c))gen. The stabilizer of ψk in M(ck) is then the diagonal embedding GL
△
c of
GLc in M(ck).
Let ρ be a representation of GLkc. We say that ρ is a (k, c) representation if HomV (σ)(ρ, ψ
′) =
0 for all σ % (kc) and ψ′ ∈ V̂ (σ)gen, and dimHomV
(ck)
(ρ, ψk) = 1.
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If ρ is admissible of finite length, an equivalent definition of a (k, c) representation can
be given in terms of the wave-front set WF(ρ) of ρ. Namely ρ is (k, c) if (kc) is the unique
maximal orbit in WF(ρ) and the dimension of the degenerate Whittaker model with respect
to V(ck) and ψk is 1 (see [GGS17, Theorem E]).
For c = 1, a representation is (k, 1) if and only if it affords a unique Whittaker model. On
the other end, a representation is (1, c) if and only if dimHom(ρ, 1) = 1, equivalently ρ is a
character.
For a (k, c) representation ρ, dim JV
(ck)
,ψk(ρ)
∗ = 1, hence dim JV
(ck)
,ψk(ρ) = 1 so that SL
△
c
acts trivially on JV
(ck)
,ψk(ρ) and GL
△
c acts on JV(ck),ψk(ρ) by a character.
We recall the map ρc defined (implicitly) in [CFK, § 2.2] from irreducible generic rep-
resentations of GLk to admissible finite length (k, c) representations of GLkc. For an ir-
reducible tempered representation τ of GLk, ρc(τ) is the generalized Speh representation,
i.e., the unique irreducible quotient of IndGLkcP(kc)((τ ⊗ . . . ⊗ τ)δ
1/(2k)
P(kc)
) (see [Jac84, MW89]).
Then if τ = IndGLkPβ (⊗
d
i=1| det |
aiτi) where β is a composition of d parts of k, a1 > . . . > ad
and each τi is tempered, ρc(τ) = Ind
GLkc
Pβc
(⊗di=1| det |
aiρc(τi)). By [CFK, Theorem 5] the
representation ρc(τ) is (k, c). The definition of ρc(τ) was also extended to unramified
principal series IndGLkBGLk
(⊗ki=1| det |
aiτi), where τi are unramified unitary quasi-characters
of F ∗ and a1 ≥ . . . ≥ ak, again by letting ρc(τ) = Ind
GLkc
P
(ck)
(⊗ki=1| det |
aiρc(τi)) (note that
ρc(τi) = τ ◦detGLc). While ρc(τ) might be reducible in the general case, it is still admissible,
of finite length and admits a central character. Also note that (over any local field) GL△c
acts on JV
(ck)
,ψk(ρc(τ)) by g 7→ τ((det g)Ik) ([CFK, Lemma 14]).
We mention that over non-archimedean fields, certain structural properties of irreducible
(k, c) representations follow from [MW87, § II.2]. For principal series representations, irre-
ducible or not, over any local field, a representation is (k, c) if and only if it takes the form
IndGLkcP
(ck)
(⊗ki=1χi detGLc) for quasi-characters χi of F
∗. This follows from [AGS15a, AGS15b,
GGS17] (their focus was archimedean; the non-archimedean case essentially follows from
[BZ76, MW87]).
1.5. Doubling setup. We define the basic setup for the doubling method: the groups G
and H , the image of G×G in H , and the definition of the local integral. The precise details
depend on G.
Let c, k ≥ 1 be integers, G = Gc and H = G2kc (if G = Spc, c must be even). Let n = ⌊c/2⌋
if G 6= GLc, otherwise n = c. Also set ǫ0 = −1 for G = Spc and ǫ0 = 1 otherwise, and if
G = SOc,GSpinc and c is odd, define (ǫ1, ǫ2) = (1, 1/2) if k is even and (ǫ1, ǫ2) = (1/2, 1) if
k is odd.
SetH0 = G2c. LetQ = MQ⋉UQ be the standard parabolic subgroup ofH such that its Levi
part MQ is isomorphic to GLc× . . . × GLc×H0 if H 6= GL2kc, otherwise Q = P(ck−1,2c,ck−1).
Denote U = UQ. We construct the following character ψU of U .
For k > 1, denote the middle 4c× 4c block of an element in U by(
Ic u v
I2c u′
Ic
)
. (1.2)
Let u1,1 be the top left n× n block of u, and if H 6= GL2kc, denote the bottom right n× n
block of u by u2,2. For H = GL2kc, u
2,2 is defined to be the top c × c block of u′. If
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H = SO2kc,GSpin2kc and c is odd, denote the middle two coordinates of row n + 1 of u by
(u3, u4) ∈ Mat1×2.
If H 6= GL2kc and k > 1, the character ψU restricts to ψk−1 on the group V(ck−1), identified
with a subgroup of U via the embedding v 7→ diag(v, I2c, v
∗) ∈ U . For H = GL2kc and
k > 1, ψU restricts to ψ
−1
k−1 on each of the two copies of V(ck−1), embedded in U via (v1, v2) 7→
diag(v1, I2c, v2) (v1, v2 ∈ V(ck−1)). The character ψU is given on (1.2) by
ψ(tr(−u1,1 + u2,2)) H = GL2kc,
ψ(tr(u1,1 + u2,2)) H = Sp2kc, SO2kc,GSpin2kc, even c,
ψ(tr(u1,1 + u2,2) + ǫ1u
3 − ǫ2u
4) H = SO2kc,GSpin2kc, odd c.
For k = 1, U and thereby ψU are trivial.
Now consider the case H 6= GSpin2kc. In this case G × G is embedded in the stabilizer
of ψU in MQ. Explicitly, assume k ≥ 1 and g1, g2 ∈ G. If H = Sp2kc, SO2kc with an even c,
write g1 = (
g1,1 g1,2
g1,3 g1,4 ), g1,i ∈ Matn, then
(g1, g2) = diag(g1, . . . , g1,
( g1,1 g1,2
g2
g1,3 g1,4
)
, g∗1, . . . , g
∗
1),
where g∗1 appears k − 1 times. For H = GL2kc,
(g1, g2) = diag(g1, . . . , g1, g1, g2, g1, . . . , g1).
Here g1 appears k times on the left of g2 and k − 1 on the right.
For odd c and H = SO2kc, take column vectors e±i, 1 ≤ i ≤ c, whose Gram matrix is J2c
(i.e., teie−j = δi,j). Let
b = (e1, . . . , ec−1, ǫ1ec − ǫ2e−c, ǫ1ec + ǫ2e−c, e−c+1, . . . , e−1),
b1 = (e1, . . . , en, ǫ1ec − ǫ2e−c, e−n, . . . , e−1),
b2 = (en+1, . . . , ec−1, ǫ1ec + ǫ2e−c, e−c+1, . . . , e−n−1),
m = diag(Ic−1, (
ǫ1 ǫ1
−ǫ2 ǫ2 ) , Ic−1).
The Gram matrices of (b, b1, b2) are (J2c, diag(In,−1, In)Jc, Jc). The left (resp., right) copy
of SOc acts on the subspace spanned by b1 (resp., b2); the left copy is defined by
{g1 ∈ SLc :
tg1diag(In,−1, In)Jcg1 = diag(In,−1, In)Jc},
and the right copy is defined using the convention of § 1.1 (the Gram matrix of b2 is Jc).
Extend gi by letting it fix the vectors of b3−i, then write this extension as a matrix g
′
i ∈ SO2c
with respect to b, i = 1, 2. The matrices mg′1 and
mg′2 commute and the embedding is given
by
(g1, g2) = diag(g1, . . . , g1,
mg′1
mg′2, g
∗
1, . . . , g
∗
1).
The notation (1, g) or (g, 1) is used for the embedding of one of the copies of G in H ,
where 1 denotes the identity element of G.
Example 1.8. Here are a few examples for the embedding in the odd orthogonal case, adapted
from [CFK, Example 15]. Consider the standard Siegel parabolic subgroup R of G. For
a, b ∈ GLn ∼= MR,
(a, b) = diag(diag(a, 1, a∗)△
′
, diag(a, b, I2, b
∗, a∗)),
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where △′ denotes the diagonal embedding of GLc in GL(k−1)c, and we omitted, here and
below, the bottom right (k − 1)c× (k − 1)c block of (a, b) (it is uniquely defined by the given
blocks and H). The images of (UR, 1) and (1, UR) take the form
diag(
(
In x y
1 x′
In
)△′
,

In ǫ2x −ǫ1x y
In
1 ǫ1x′
1 −ǫ2x′
In
In
),
diag(I(k−1)c,

In
In ǫ2x ǫ1x y
1 ǫ1x′
1 ǫ2x′
In
In
),
where x′ is uniquely determined given x and H. We also note that
(
(
In−1
1
−1
1
In−1
)
, 1) = diag(
(
In−1
1
−1
1
In−1
)△′
,

In−1
1
In
2ǫ21
2ǫ22
In
1
In−1
),
(1,
(
In−1
1
−1
1
In−1
)
) = diag(I(k−1)c,

I2n−1
1
−2ǫ21
−2ǫ22
1
I2n−1
).
Take δ0 ∈ H satisfying
δ0UP = U
−
P if kc is even or H = GL2kc; otherwise take δ
′
0 ∈ O2kc
with δ
′
0UP = U
−
P and let δ0 be the product of δ
′
0 and a representative of the transposition in
O2kc which normalizes NH (to obtain det δ0 = 1). Let δ1 ∈ H0 ∩ UP be such that its natural
identification with a matrix in Matc is of rank c, unless H = SO2kc and c is odd, in which
case the rank is c− 1 (this is the maximal rank). Put δ = δ0δ1. Then let ι be an involution
of G such that δ{(g, ιg) : g ∈ G} < MP .
One concrete choice of δ0, δ1 and ι was given in [CFK]:
δ0 =

(
Ikc
ǫ0Ikc
)
H 6= SO2kc or c = 2n,(
Ikc
Ikc
)
diag(I(k−1)c,
(
In
(−1)k
In
)
,
(
In
(−1)k
In
)
, I(k−1)c)kc H = SO2kc, c = 2n+ 1,
where kc = diag(Ikc−1, ( 11 )
kc , Ikc−1), δ1 = diag(I(k−1)c,
(
Ic A
Ic
)
, I(k−1)c) with
A =

Ic H = Sp2kc,GL2kc,(
−In
In
)
H = SO2kc, c = 2n,(
−In
In
0
)
H = SO2kc, c = 2n+ 1,
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and
ι =

(
In
−ǫ0In
)
H = Sp2kc, SO2kc, c = 2n,
Ic H = GL2kc,(
In
I2
In
)
H = SO2kc, c = 2n+ 1, k is odd,(
In
−2ǫ21
−2ǫ22
In
)
H = SO2kc, c = 2n+ 1, k is even.
Also set U0 = U ∩
kcUP , then ψU is a character of U0 by restriction.
The case of H = GSpin2kc is slightly more complicated: we have an embedding of
{(z, z) : z ∈ C◦G}\G×G (1.3)
in MQ, in the stabilizer of ψU . Here with a minor abuse of notation (z, z) is regarded as an
element of G×G. The element δ0 ∈ H is defined using the isomorphism W (H) ∼= W (SO2kc),
δ1 is the element taken for SO2kc, and ι extends to an involution of G. The important
observation for us here, is that the images of unipotent subgroups, and subgroups GLl
occurring as direct factors of standard Levi subgroups, can be read off the corresponding
orthogonal cases. For details see [CFK, § 3.5].
For any representation π of G, πι is the representation on the space of π, with the action
defined by πι(g) = π(ιg). The definitions imply (πι)∨ = (π∨)ι.
We define the space of the induced representation of H , which is used for the construction
of the integral. First assume H = Sp2kc, SO2kc. Let P = MP ⋉ UP be a standard maximal
parabolic subgroup of H such thatMP ∼= GLkc andMP < M(kc,kc). Let ρ be a representation
of GLkc. For a complex parameter s, let V (s, ρ) be the space of Ind
H
P (| det |
s−1/2ρ). For
H = GSpin2kc we take the standard parabolic subgroup P obtained by removing the simple
root αkc, thenMP ∼= GLkc×GL1 and note that GL1 is identified with C
◦
H . Let ρ be as above,
and η be a quasi-character of F ∗. Then V (s, ρ⊗η) is the space of the induced representation
IndHP (| det |
s−1/2ρ⊗η). ForH = GL2kc we take P = P(kc,kc), ρ = ρ1⊗ρ2 for two representations
ρ1 and ρ2 of GLkc, and V (s, ρ) denotes the space of Ind
H
P (| det |
s−1/2ρ1 ⊗ | det |
−s+1/2ρ2).
We define the (local) doubling integral. Let π be an irreducible admissible representation
of G. If H 6= GL2kc, let ρ be an admissible finite length (k, c) representation of GLkc which
admits a central character. Otherwise ρ = ρ1 ⊗ χ
−1ρ2 where ρ1 and ρ2 are admissible finite
length (k, c) representations of GLkc, each admitting a central character, and such that the
central character of ρ1 is the inverse of the central character of ρ2, and χ is a quasi-character
of F ∗.
Let ω be a matrix coefficient of π∨. Let f be a holomorphic section of V (s, ρ) if H 6=
GSpin2kc, and for GSpin2kc, f is a holomorphic section of V (s, ρ⊗χπ). The doubling integral
for π × ρ is defined by
Z(s, ω, f) =
ˆ
G
ˆ
U0
ω(g)f(s, δu0(1,
ιg))ψU(u0) du0 dg. (1.4)
Here if H = GSpin2kc, the domain of integration is C
◦
G\G instead of G.
Theorem 1.9. [CFK, Propositions 17, 20, 21] Integral (1.4) enjoys the following properties.
14 D. GOUREVITCH AND E. KAPLAN
(1) Formally, it belongs to the space
HomG×G(JU,ψ−1U
(V (s, ρ⊗ χπ)), χ
−kπ∨ ⊗ πι). (1.5)
Here χπ and χ are omitted for the cases where they are undefined.
(2) It is absolutely convergent for Re(s)≫ 0, independent of the data (ω, f).
(3) Over non-archimedean fields there is data (ω, f), where f is a polynomial section in
q∓s, such that Z(s, ω, f) is absolutely convergent in C and equals a nonzero constant
(independent of s). Over archimedean fields for each s there is ω and a smooth section
f such that the integral is nonzero at s.
Proof. The theorem was proved in loc. cit., for the representation ρ = ρc(τ) (H 6= GL2kc) or
ρ = ρc(τ)⊗ χ
−1ρc(τ
∨) (ρc(τ) was defined in § 1.4). However, the proofs of these statements
remain valid when we take the more general representation ρ as described above. 
Over non-archimedean fields, once we prove that (1.5) is at most one-dimensional outside
a discrete subset of s, Theorem 1.9 together with Bernstein’s continuation principle (in
[Ban98]) imply that for a rational section f , Z(s, ω, f) admits meromorphic continuation
to a rational function in q−s. Over archimedean fields for the choice of ρ in [CFK], the
meromorphic continuation of the integral and continuity of this continuation in the input
data were proved in [CFK, § 6.13].
2. Uniqueness results
2.1. Outline of the proof of Theorem A. Let π1 and π2 be admissible finite length
representations of G. If H 6= GL2kc, let ρ be an admissible finite length (k, c) representation
of GLkc. For H = GL2kc put ρ = ρ1 ⊗ ρ2 where each ρi is an admissible finite length (k, c)
representation of GLkc, and let χ0 be the quasi-character of F
∗ such that the diagonal action
of GL△c on JV(ck),ψk(ρ1)⊗ JV(ck),ψk(ρ2) is given by g 7→ χ0(det g) (g ∈ GLc). If H = GSpin2kc,
assume in addition that χπ1, χπ2 exist and χ
−1
π1 = χπ2, and put η = χ
−1
π1 . To preserve uniform
notation the characters χ0, χπi and η are simply ignored in all other cases.
Let D = U ⋊ (G,G) < H . We will prove our main result by analyzing distributions on the
orbits of the right action of D on the homogeneous space P\H . The space P\H/D is finite
if k = 1 (see [PSR87, Lemma 2.1]) or c = 1 (then either n = 0 and U = NH , or G = GL1
and U contains all the roots of NH but one, on which (G,G) acts with 2 orbits). Otherwise
it is infinite, even uncountable (e.g., for H = Sp2kc and k > 2), but contains a unique Zariski
open orbit which is PδD. This follows by showing that the dimension of PδD is equal to
the dimension of PU−P . For h, h
′ ∈ H , write h ∼ h′ if PhD = Ph′D, otherwise h 6∼ h′.
Regard ψU⊗π
∨
1 ⊗π
∨
2 as a representation of D. ForH = GSpin2kc, (G,G) is a homomorphic
image of G × G (see (1.3)), and the condition χ−1π1 = χπ2 above implies that π
∨
1 ⊗ π
∨
2 is a
representation of (G,G).
Consider the space
Hom(G,G)(JU,ψ−1U
(V (s, ρ⊗ η)), π1 ⊗ π2) ∼= HomD(V (s, ρ⊗ η)⊗ ψU ⊗ π
∨
1 ⊗ π
∨
2 , 1), (2.1)
which is isomorphic to
HomD(Ind
H×D
P×D
(
(| det |s−1/2ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )
)
, 1). (2.2)
Here the action of D on the space of functions ξ on H×D is given by d ·ξ(h′, d′) = ξ(h′d, d′d);
and if H = GL2kc, | det |
s−1/2ρ is short for | det |s−1/2ρ1 ⊗ | det |
−s+1/2ρ2.
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For any h ∈ H , denote Ph =
h−1P ∩D. We will study (2.2) by considering the following
spaces of distributions on the orbits PhD (this is well defined, see below):
HomD(ind
D
Ph
(
h−1((| det |s−1/2ρ⊗ η)δ
1/2
P )⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 ⊗ Λν)
)
, 1). (2.3)
Here over non-archimedean fields ind denotes the compact non-normalized induction, while
for archimedean fields ind is the Schwartz induction of [dC91, § 2] (see also [GGS, § 2.3]);
and Λ0 is the trivial character. Over archimedean fields when h 6∼ δ, we further have for
each integer ν > 0, a finite dimensional algebraic representation Λν which is the algebraic
dual of the symmetric ν-th power of the normal bundle to the double coset. Note that when
h ∼ δ, i.e., for the open orbit PδD, the tangent space to the double coset coincides with the
total tangent space, and thus the normal space is trivial.
By Frobenius reciprocity (2.3) is isomorphic to
Hν(h) = HomPh(
h−1(| det |s−1/2ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )⊗ Λν, θh). (2.4)
Here θh(x) = δPh(x)δ
−1
D (x)δ
−1/2
P (
hx) (x ∈ Ph). We define H(h) = H0(h) if F is non-
archimedean or h ∼ δ, otherwise H(h) = ⊕νHν(h).
Our main result — Theorem 2.1 below, is that (2.1) is at most one-dimensional outside a
discrete subset of s. We will prove there is a discrete subset B ⊂ C, such that for all s /∈ B,
H(h) = 0 for all h 6∼ δ, and dimH(δ) ≤ 1.
Over non-archimedean fields this already implies (2.1) is at most one-dimensional outside
B. Indeed this follows from the theory of distributions on l-sheafs of [BZ76]. In more detail,
let F be the l-sheaf of the induced representation in (2.2). The right action of D on P\H
is constructive, by [BZ76, Theorem A] applied to X(F ) where X is the algebraic F -variety
P\H . Each H(h) (see (2.3)) is the space of distributions on the restriction of F to the orbit
PhD (the orbits are locally closed, hence this restriction is well defined). Fix s /∈ B and
let T , T ′ be nonzero distributions in (2.2). Since PδD is open, by [BZ76, 1.16] both T and
T ′ restrict to distributions on H(δ), which is one-dimensional, hence there is α ∈ C such
that αT |PδD = T
′|PδD. Then αT − T
′ is well defined on the quotient l-sheaf F(PδD)\F
(see [BZ76, 1.16] for the definition and notation), which is an l-sheaf on the complement
of PδD in H . Since there are no nonzero distributions on any H(h) for h 6∼ δ, by [BZ76,
Theorem 6.9] we deduce αT − T ′ vanishes on F , i.e., αT = T ′.
Over archimedean fields the argument also depends on the precise arguments we use in
order to handle each H(h). We describe this below.
2.1.1. Basic properties of H(h). In general every algebraic representation of a unipotent
group is unipotent, i.e., admits a (finite) filtration such that the group acts trivially on
each of its quotients. We can hence filter each Λν and consider these quotients. If (2.4) is
nonzero, then it is nonzero when Λν is replaced by one of these quotients. Since we will
prove Hν(h) = 0 for all ν > 0, we can consider each of these quotients, re-denoted Λν (at
the cost of re-enumerating the index set of ν), separately, so that we assume Λν is a trivial
representation of U for all ν ≥ 0.
In general if Y < hU ∩MP , then
h−1Y < Ph and by definition any morphism in H(h)
factors through JY,hψ−1U
(ρ). Indeed since h
−1
Y < U , for y ∈ Y we have
h−1(| det |s−1/2ρ⊗ η)(h
−1
y) = ρ(y), (ψU ⊗ π
∨
1 ⊗ π
∨
2 ⊗ Λν)(
h−1y) = ψU (
h−1y),
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then if T ∈ Hν(h) for some ν, and ξρ⊗ ξ is a pure tensor in the space of ρ⊗ (π
∨
1 ⊗ π
∨
2 ⊗Λν),
ψU(
h−1y)T (ρ(y)ξρ ⊗ ξ) = T (ψU (
h−1y)ρ(y)ξρ ⊗ ξ) = T (ξρ ⊗ ξ).
Thus
T ((ρ(y)ξρ −
hψ−1U (y)ξρ)⊗ ξ) = 0. (2.5)
This means that T factors through JY,hψ−1U
(ρ), where in the archimedean case note that T is
continuous, and because the argument is applicable to all ν, we conclude that any morphism
in H(h) factors through JY,hψ−1U
(ρ).
2.1.2. The vanishing of H(h). One can prove the vanishing of H(h) using three types of
arguments. First we have an incompatibility condition: assume h is such that
ψU |U∩h−1UP 6= 1. (2.6)
In this case we can take a subgroup Y < U such that hY < UP and ψU |Y 6= 1. Then Y < Ph
and both h
−1
(| det |s−1/2ρ ⊗ η) and π∨1 ⊗ π
∨
2 ⊗ Λν are trivial on Y (because
hY < UP and
Y < U), hence the action on the left hand side in Hν(h) is given by ψU which is nontrivial by
(2.6). However, the action on the right hand side is trivial, because it is given by a modulus
character and Y < U . Thus Hν(h) = 0 for all ν, and H(h) = 0.
Note that while a priori (2.6) depends on h, we will actually prove it only depends on the
double coset PhQ (this is only important for the archimedean parts).
Second, if any morphism in H(h) factors through JV (σ),ψ′(ρ), where σ % (k
c) and ψ′ ∈
V̂ (σ)gen, then JV (σ),ψ′(ρ) = 0 because ρ is (k, c), a fortiori H(h) = 0.
Let us remark, that both of these methods for proving vanishing will be applied to all but
finitely many representatives. In fact, consider the Bruhat decomposition H =
∐
w′ Pw
′Q
where w′ are representatives for Weyl elements of H , and let w0 denote the representative of
the longest reduced Weyl element. Then orbit Pw0Q is open. The above arguments prove
vanishing on H − Pw0Q. The remaining orbit Pw0Q is the disjoint union of finitely many
orbits PhD, namely n+1 orbits when H 6= GL2kc and (c+1)(c+2)/2 orbits for H = GL2kc.
In particular for δ, as explained in § 1.5, one can choose δ = δ0δ1 with δ0 = w0 and δ1 ∈ NH0 ,
then PδD ⊂ Pw0Q. The orbits in Pw0Q must be handled using the third method, which
we turn to describe.
Third, assume there is a composition β of kc and a character ψ of Vβ, which may depend
on h, such that any morphism in H(h) factors through JVβ ,ψ(ρ). The vanishing argument in
this case will be applicable to all but a discrete subset of s.
We first describe the non-archimedean case. Assume there is a proper parabolic subgroup
R = MR ⋉ UR < G, with MR containing GLl as a direct factor, l ≥ 1, such that JVβ ,ψ(ρ)
is a trivial representation of h(1, UR). Therefore any morphism in H(h) also factors through
JUR(π
∨
2 ) which is an admissible finite length representation of MR (if π2 is supercuspidal,
we immediately deduce H(h) = 0). On each irreducible constituent of JUR(π
∨
2 ), as a rep-
resentation of MR, CGLl < CMR acts by a character, and there are only finitely many such
characters possible, depending only on π2 and UR (thereby on h).
Also assume JVβ ,ψ(ρ) admits a finite length filtration as a representation of
h(1,GLl), and
on each of the (not necessarily irreducible) constituents, h(1, CGLl) acts by a character. Again
this character belongs to a finite set, now depending only on ρ and on the character ψ (which
depends on h).
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If 0 6= T ∈ H(h), we can take constituents V of JVβ ,ψ(ρ) and V
′ of JUR(π
∨
2 ), such that T
is well defined and nonzero on V ⊗ π∨1 ⊗ V
′. We then obtain a relation
µ(a)|a|bsT (ξ) = T (
(
h−1(| det |s−1/2ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )
)
(1, a)ξ) = θh((1, a))T (ξ),
(2.7)
where µ is a quasi-character of F ∗ which belongs to a finite set depending only on (π2, η, ρ, h),
and b is a constant which depends only on h, and we assume b 6= 0. We deduce µ(a)|a|bs =
θh((1, a)) for all a ∈ F
∗. This excludes at most a discrete subset of s, and if we apply this
argument to only finitely many representatives h, the set of these values of s can be taken
to be our B.
Now assume the field is archimedean. Let uR denote the Lie algebra of UR. Assume
h(1, uR) acts locally nilpotently on JVβ ,ψ(ρ)
∗. Then there is a countable increasing filtration
of (closed subspaces)Wi of JVβ ,ψ(ρ)
∗ by the order of nilpotency. The orthogonal complements
Vi = (Wi)⊥ ⊂ JVβ ,ψ(ρ) form a decreasing filtration of JVβ ,ψ(ρ), exhausting in the sense that⋂
i Vi = 0. For each i, JVβ ,ψ(ρ)/Vi is a quotient of a generalized Jacquet module of ρ with
respect to h(1, uR). Since any morphism in Hν(h) lies in some Wi, it is annihilated by u
i
R.
Thus it factors through a generalized Jacquet module π∨2 /u
i
Rπ
∨
2 . The latter is an admissible
finite length representation of MR by Lemma 1.1, in particular admits a finite filtration such
that CGLl acts by a character on each constituent.
Assume in addition, that there exists a parabolic subgroup of GLkc, whose Levi part
contains h(1,GLl) as a direct factor, such that the Lie algebra v of its unipotent radical
acts locally nilpotently on JVβ ,ψ(ρ)
∗. Repeating the argument in the last paragraph, any
morphism in Hν(h) factors through a generalized Jacquet module ρ/vjρ, and the latter — by
Lemma 1.1 — has a finite filtration with h(1, CGLl) acting by a character on its constituents.
Now if 0 6= T ∈ Hν(h), there are constituents V of ρ/vjρ, V
′ of π∨2 /u
i
Rπ
∨
2 and V
′′ of Λν
(considering Λν as a representation of (1,GLl)), such that T is well defined and nonzero on
V ⊗ π∨1 ⊗ V
′ ⊗ V ′′. Again we can apply (2.7) and obtain a relation µ(a)|a|bs = θh(a) (with
b 6= 0) for all a ∈ F ∗. Here µ is uniquely determined by V,V ′,V ′′ and h. In the archimedean
case this condition excludes one s.
As we vary V and V ′ over the finite filtrations of π∨2 /u
i
Rπ
∨
2 and ρ/v
jρ, and also vary i and
j, the actions of CGLl and
h(1, CGLl) are given by a discrete set of characters, by Lemma 1.2.
The action of (1, CGLl) on V
′′ is also given by a discrete set of characters, because the central
characters of the set of irreducible constituents of {Λν}ν as representations of (1,GLl) form
a lattice. Thus the total subset of s we exclude is still discrete (for each h). Again, repeating
this for finitely many h, we will obtain a discrete set B.
2.1.3. The space (2.1) is one-dimensional outside B: archimedean case. Re-denote the Bruhat
cells appearing in the decomposition P\H/Q by Y0, . . . Yl, numbered such that if Yi ⊂ Yj,
i > j. In particular Y0 is the open Bruhat cell (i.e., Y0 = Pw0Q). We have
HomD(V (s, ρ⊗ η), ψ
−1
U ⊗ π1 ⊗ π2)
∼= ((V (s, ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
∗)∆D
∼= D′(H, (| det |s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
D×P .
First we show that outside B,
D′
Y1
(H, (| det |s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
D×P = 0. (2.8)
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For any i > 0, let Xi =
⋃i
j=0 Yj, it is an open subset of H and Yi is a closed submanifold of
Xi. It is enough to show that for any i > 0, outside B we have
D′Yi(Xi, (| det |
s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
D×P = 0. (2.9)
Indeed we show by induction on i that for any distribution T belonging to the left hand
side of (2.9), the restriction T |Xi vanishes. The base case i = 0 holds by definition, and the
induction step is (2.9). Since Xk = H we get T = 0.
To prove (2.9), we divide Yi into two cases depending on the first two vanishing argument
from § 2.1.2 (which apply to all s). Assume (2.6) holds and recall this condition only depends
on the double coset (this is proved in Proposition 2.7 below). In this case we show, for all s,
D′Yi(Xi, (| det |
s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
U×UP = 0.
Indeed by [KV96, § 2], the left hand side can be identified with the subspace of U × UP -
invariant maps from C∞c (Xi, ψ
−1
U ) supported on Yi to
(
(| det |s−1/2ρ⊗ η)⊗ π∨1 ⊗ π
∨
2
)∗
(recall
that over archimedean fields ∗ denotes the continuous dual). Since U × UP acts trivially
on (| det |s−1/2ρ⊗ η)⊗ π∨1 ⊗ π
∨
2 , such a nonzero map L would define a nonzero distribution
in D′Yi(Xi, ψ
−1
U )
U×UP (e.g., fix some functional which is nonzero on the image of L). But
D′Yi(Xi, ψ
−1
U )
U×UP = 0 by [KV96, Theorem 3.15, case (iii)] (in their notation M
(r)
y = Λv
which can be taken to be trivial as explained above, and O = Yi).
Now assume (2.6) does not hold. We prove a more general result: for all s,
D′Yi(Xi, (| det |
s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
U×P = 0. (2.10)
We deduce it from Theorem 1.4 as follows. Let X = Xi, Y = Yi, C = U × P ; E =
(| det |s−1/2ρ⊗η)⊗π∨1 ⊗π
∨
2 with U acting trivially and P acting only on | det |
s−1/2ρ⊗η; and
χ = ψU × 1. Let A = Q×P and extend the action of C on E to an action of A by letting Q
act trivially. Condition (1.1) follows from our proof of H(h) = 0 in this case (which uses the
fact that ρ is (k, c)). Note that H(h) can indeed be identified with the space of distributions
on the orbit PhD by, e.g., [War72, Proposition 5.2.1.2]. The set {χa|Cz : a ∈ A} is finite:
first, ψU |U∩h−1UP = 1 and because this condition is independent of the representative h in the
double coset PhQ, χa is trivial on U ∩h
−1
UP ; and second, Q∩
h−1MP is a parabolic subgroup
of MP and U ∩
h−1MP is its unipotent radical (see (2.27)). From this and Lemma 1.7 we
deduce that the set {χa|Cz : a ∈ A} is a finite union of orbits. All orbits are locally closed
since they are orbits of an algebraic action of an algebraic group (note that the characters
are unitary). Thus Theorem 1.4 implies (2.10).
Altogether we have shown (2.8). Therefore restriction of D × P -equivariant distributions
from H to Y0 is injective. Now D × P acts on Y0 with finitely many orbits Z0, . . . , Zr,
enumerated such that Zi ⊂ Zj implies i > j, in particular, Z0 = PδD is the open orbit. As
above is suffices to prove that for any i > 0, but for s /∈ B,
D′Zi(
i⋃
j=0
Zj , (| det |
s−1/2ρ⊗ η)⊗ ψ−1U ⊗ π
∨
1 ⊗ π
∨
2 )
D×P = 0. (2.11)
Let A = C = D × P , E = (| det |s−1/2ρ ⊗ η) ⊗ π∨1 ⊗ π
∨
2 with D acting only on π
∨
1 ⊗ π
∨
2
(U acting trivially), P acting only on | det |s−1/2ρ ⊗ η; and χ = ψD × 1, where ψD is the
character of D defined by ψU extended trivially to (G,G). Our proof of H(h) = 0 in this
case (using (2.7)) implies (1.1) for s /∈ B, and Theorem 1.4 implies (2.11). It then follows
MULTIPLICITY ONE FOR GENERALIZED DOUBLING 19
that restriction of D×P -equivariant distributions from H to Z0 is injective. Combining this
with the fact that dimH(δ) ≤ 1, we are done.
2.1.4. The main result. We turn to formulate our main result. Define
d(s, ρ, η, π1, π2) = dimHom(G,G)(JU,ψ−1U
(V (s, ρ⊗ η)), π1 ⊗ π2).
Theorem 2.1. Let π1, π2 and ρ be as above.
(1) Outside a discrete subset of s, d(s, ρ, η, π1, π2) ≤ dimHomG(χ0π
∨
1 , π
ι
2).
(2) If π1 and π2 are irreducible, outside a discrete subset of s, d(s, ρ, η, π1, π2) = 0 unless
π1 = χ0(π
ι
2)
∨ in which case d(s, ρ, η, π1, π2) ≤ 1.
Furthermore, assume π2 is supercuspidal and ρ is not necessarily of finite length. Then the
assertions of (1) and (2) hold for all s, granted one of the following:
(a) H 6= GL2kc and c > 2; or H = Sp4k (G = Sp2); or c = 2 and ρ = ρc(τ) for an irreducible
supercuspidal representation τ of GLk and k > 1.
(b) H = GL2kc, c > 1, π1 is also supercuspidal, and ρi = ρc(τi) for irreducible supercuspidal
representations τ1 and τ2 of GLk.
Remark 2.2. If η 6= χ−1π1 , d(s, ρ, η, π1, π2) = 0 outside a discrete subset of s.
The proof of the theorem occupies § 2.2–§ 2.3. Note that the case of GL1×GLk over non-
archimedean fields was proved in [CFGK19, Lemma 35] for π1 = π
∨
2 and χ0 = 1 (P\H/D is
finite in this case).
Recall the representations π and ρ defined in § 1.5: π is an irreducible admissible repre-
sentation of G, and ρ is either an admissible finite length (k, c) representation of GLkc which
admits a central character, or the tensor ρ1 ⊗ χ
−1ρ2 of two such representations ρi of GLkc,
with a quasi-character χ of GLk, in which case χ0 = χ
−k (the central character of ρ1 is the
inverse of the central character of ρ2). This is a minor generalization of [CFK], where ρ was
taken to be ρc(τ) (or ρi = ρc(τi), i = 1, 2).
Combining Theorem 2.1 with the doubling integral, we obtain the following.
Corollary 2.3. Let F be non-archimedean and consider (1.4) for the representations π and
ρ defined in § 1.5.
(1) If f is a rational section in q−s, Z(s, ω, f) admits meromorphic continuation to a rational
function in q−s.
(2) d(s, ρ, χπ, χ0π
∨, πι) ≥ 1 for all s.
Proof. For part (1), by Theorem 2.1 with π1 = χ0π
∨ and π2 = π
ι (then η = χ−1π1 = χπ),
the dimension of (1.5) is at most 1 outside a discrete subset of s. Now the meromorphic
continuation follows from Theorem 1.9 and Bernstein’s continuation principle ([Ban98]).
For part (2), fix some s0. Consider the family I of integrals Z(s, ω, f), where ω varies
over the matrix coefficients of π∨, and f varies over the sections of V (s, ρ ⊗ χπ) that are
polynomial in q∓s. The set of poles of Z(s, ω, f) ∈ I belongs to a finite set of values of
q−s which depends only on the representations π and ρ, by [Ban98] (we do not claim the
multiplicity of a pole is bounded independently of ω and f). Therefore, there is r > 0
such that all integrals of I are holomorphic in the punctured disk of radius r around s0.
Let γ be the boundary of this disk. Moreover, by Theorem 1.9 (3), there is Z(s, ω, f) ∈ I
which is a nonzero constant at s0. Thus Cauchy’s integral formula gives a nonzero morphism
(ω, f) 7→ 1
2πi
¸
γ
Z(s,ω,f)
s−s0
ds in (1.5). 
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Corollary 2.4. Consider (1.4) for the representations π and ρ defined in § 1.5. Assume π
is irreducible supercuspidal and the additional assumptions (a) or (b) of Theorem 2.1 hold.
(1) d(s, ρ, χπ, χ0π
∨, πι) = 1 for all s.
(2) If f is a polynomial section in q∓s, Z(s, ω, f) admits analytic continuation to a polyno-
mial function in q∓s.
Proof. The first assertion follows from Theorem 2.1 combined with Corollary 2.3 (2). The
second holds because when d(s, ρ, χπ, χ0π
∨, πι) = 1 for all s, by the corollary in [Ban98] the
continuation is to a polynomial. 
2.2. The case H 6= GL2kc. As explained in § 2.1, we will consider each H(h) separately.
We prove that all but finitely many spaces H(h) vanish using the first two methods, show
the vanishing of the remaining H(h) with h 6∼ δ outside a discrete subset B, then prove
dimH(δ) ≤ 1.
Recall n = ⌊c/2⌋, and since we prove the result for both odd and even c simultaneously,
we also use ⌈c/2⌉, which is n when c is even and n+ 1 otherwise.
We start with describing a choice of representatives. Since P\H/NH can be identified
with W (MP )\W (H) and Q = MQ ⋉ U , we can write P\H/D =
∐
h PhD with h = wu,
where w is a representative from W (MP )\W (H) and u ∈ MQ ∩ NH . Since W (MP )\W (H)
is embedded in Zkc2 , we can identify w with a kc-tuple of 0 and 1, where the i-th coordinate
corresponds to the permutation matrix Ii−1 0 1I2(kc−i)
ǫ0 0
Ii−1
 .
If H 6= Sp2kc, only even products of such matrices can appear in w. In this case denote for
an integer a ≥ 0, a = (1, 0
kc−1) if a is odd otherwise a = (0
kc). Note that a normalizes NH .
If H = Sp2kc, we set a = (0
kc) for uniformity. We use ∗ in an expression for w to signify an
undetermined coordinate (either 0 or 1).
For the case k = 1, we can parameterize P\H/D = P\H/(G,G) using the elements
jl(0
c−l, 1l)(lul), 0 ≤ l ≤ n,
where
(0c−l, 1l) =
(
Jl
I2(c−l)
ǫ0Jl
)
(2.12)
and
ul =

Il Il
In−l
Il
I2c−2(n+l)
Il −Il
In−l
Il
 . (2.13)
Here if l < ⌈c/2⌉, lul = ul (always the case for an odd c). The double cosets for k = 1 were
described in [PSR87, § 2]; see also [GRS99b, § 4] for Sp2c; SO2c and GSpin2c with even c are
similar, and for odd c also refer to the description of the embedding of SOc× SOc in SO2c
given in [CFK, Example 15] (see Example 1.8).
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We start by generalizing this description, to some extent, to all k ≥ 1. For x ∈MQ, denote
its projection into the direct product of k − 1 copies of GLc by ℓ(x), then x = ℓ(x)ℓ0(x),
where ℓ0(x) ∈ H0. For k = 1, x = ℓ0(x) and ℓ(x) is trivial. If y ∈MQ,
ℓ(xy) = ℓ(x)ℓ(y), ℓ0(
xy) = ℓ0(x)ℓ0(y).
For any (g1, g2) ∈ (G,G),
(g1,g2)x = ℓ((g1,g2)x)ℓ0(
(g1,g2)x), (2.14)
but because (1, g2) ∈ H0,
(1,g2)x = ℓ(x)((1,g2)ℓ0(x)). (2.15)
Proposition 2.5. Let h = wu, where w is a representative from W (MP )\W (H) and u ∈
MQ ∩NH . Then h ∼ wˆuˆ with the following properties. There is 0 ≤ l ≤ n such that
wˆ = a(0
c−l, 1l, w2, . . . , wk), ∀i, wi ∈ {0, 1}
c, (2.16)
where a is the sum of coordinates 1 in (0c−l, 1l, w2, . . . , wk). Additionally uˆ ∈ MQ, there is
σ = (g, 1) ∈ (G, 1) such that g is a representative of an element in W (G) and σuˆ ∈ MQ∩NH ,
aℓ0(uˆ) takes the form 
Il Al
In−l
Il
I2c−2(n+l)
Il A
′
l
In−l
Il
 , (2.17)
and there are no zero rows in Al.
Proof. Let E = ME ⋉ UE denote the standard parabolic subgroup of H0 such that ME =
GLn×G2(c−n), and identify NGLn with its natural image in ME . According to the description
of (G,G) in § 1.5, NGLn⋉CUE < ℓ0((G, 1)). Let g ∈ NG be with ℓ0((g, 1)) ∈ NGLn⋉CUE , such
that the projection of ℓ0(u(g, 1)) into NH0 is trivial on NGLn . Put u1 = u(g, 1) ∈ MQ ∩NH ,
wu ∼ wu1. We also have some control over the projection of the unipotent part of the
representative into CUE (see below).
If c is even, then also NG2(c−n) < (1, G), and for g ∈ NG2(c−n) such that the projection of
ℓ0(u1(1, g)) into NG2(c−n) is trivial, wu1 ∼ wu2 with u2 = u1(1, g). The projection of ℓ0(u2)
into NGLn ⋉ CUE coincides with that of ℓ0(u1).
If c is odd, NG2(c−n)/(1, NG)
∼= Matn×1. Choosing g ∈ NG and taking u2 = u1(1, g), we can
assume the projection of ℓ0(u2) into NG2(c−n) takes the form(
In y1 y2 y′′
1 y′1
1 y′2
In
)
∈ NG2(n+1) , (2.18)
where y′i, y
′′ uniquely depend on y1, y2 and H , and we can choose either y1 = 0 or y2 = 0
(see Example 1.8). Observe that w conjugates precisely one of the columns y1 or y2 in (2.18)
into P , so that if we choose the other column to be zero (i.e., define g ∈ NG accordingly),
then now we already have both zero. In other words we can write u3 = z
−1u2 for z defined
by y1 or y2 such that
wz ∈ P , then wu1 ∼ wu2 = wzu3 ∼ wu3. If c is even, put u3 = u2, so
that the projection of ℓ0(u3) into NG2(c−n) is trivial now for both odd and even c.
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One can take a representative g of an element in W (G) such that
w1 = w(1, g) = ja(0
⌈c/2⌉, ∗kc−⌈c/2⌉). (2.19)
Then wu3 ∼ wu3(1, g) = w1(
(1,g)−1u3). Put u4 =
(1,g)−1u3, it is of the same form as u3: this
conjugation merely permutes the columns in the projection of ℓ0(u3) into CUE\UE . Now we
can write
ℓ0(u4) =
(
In v v′′
I2(c−n) v
′
In
)
∈ NH0 ,
where v ∈ Matn×2(c−n) is arbitrary and v
′, v′′ are uniquely defined given v and H .
Put v1 = (z1, z2) and v2 = (z3, z4), where z1, z4 ∈ Matn×⌈c/2⌉−1 and z2, z3 ∈ Matn×1. The
element w1 does not permute any column of z1 or z4, and conjugates the block z4 into MP .
Hence one can write u5 = z
−1u4, where z ∈ NH0 is defined by z4, and the corresponding
block z4 of ℓ0(u5) is 0, then w1u4 = w1zu5 ∼ w1u5.
Next we see that w1 also conjugates precisely one column zj out of {z2, z3} into P . If a
is even, j = 3 and we can assume z3 = 0. Otherwise j = 2, we can assume z2 = 0. In both
cases we multiply u5 on the left by a suitable matrix z
−1, and w1u5 ∼ w1u6 with u6 = z
−1u5.
We deduce
aℓ0(u6) =
(
In v 0 v′′
Ic−n 0
Ic−n v′
In
)
∈ NH0.
If c is odd, v contains n+ 1 columns. We show that the rightmost column of aℓ0(u6) can
be made 0. Indeed we can take g ∈ NG such that
ℓ0((g, 1)) =

In ǫ2x −ǫ1x y
In
1 ǫ1x′
1 −ǫ2x′
In
In
 ∈ NH0
(see Example 1.8). The element w1 permutes precisely one of the middle 2 columns into P ,
either the column with ǫ2x or with −ǫ1x. Then if ℓ0((g, 1)) is chosen such that the other
column is 0 in u6(g, 1), and zj ∈ NH0 is defined by the column of ℓ0((g, 1)) which is permuted
by w1 into P (thus
w1zj ∈ P ),
w1u6 ∼ w1u6(g, 1) = w1zjz
−1
j u6(g, 1) ∼ w1z
−1
j u6(g, 1).
Put u7 = z
−1
j u6(g, 1), then
aℓ0(u7) =
 In v v′′In I2(c−2n)
In v′
In
 ∈ NH0.
For uniformity, denote u7 = u6 when c is even.
By the definition of H , the block v′′ in aℓ0(u7) above can be taken independently of v.
Hence we can multiply u7 on the right by (g, 1) with g ∈ NG, where ℓ0((g, 1)) ∈ CUE is
defined using v′′, and obtain u8 = u7(g, 1) such that
aℓ0(u8) is of the form In vIn I2(c−2n)
In v′
In
 ∈ H0. (2.20)
Then w1u7 ∼ w1u8. If c is odd, ℓ0(u8) commutes with a (since then 2(c− 2n) = 2).
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At this point we still have u8 ∈ MQ ∩ NH , since the only changes from u to u8 involve
multiplying by elements of MQ ∩NH (on the right or left).
For any matrix u0 of the form (2.20), denote the block of v by v(u0). For any representative
w′ = (∗kc), let R(w′) denote the set of 1 ≤ i ≤ n such that w′ permutes the i-th row of
the block v of a general matrix (2.20). Note that R(w′) only depends on the coordinates
⌈c/2⌉+ 1, . . . , c of w′ (enumerating the coordinates of w′ from left to right).
For each row i of v(aℓ0(u8)), one can always write u9 = z
−1
i u8, where the i-th row of
v(aℓ0(u9)) is zero,
azi is of the form (2.20) and any row j 6= i in v(
azi) is zero. Moreover,
zi ∈ P , and if i /∈ R(w1), w1 commutes with zi. Hence w1u8 = ziw1u9 ∼ w1u9. Since we
can apply this separately to each row, we can assume that for each 1 ≤ i ≤ n, either the
i-th row of v(aℓ0(u9)) is zero or i ∈ R(w1). The difference between u8 and u9, is that the
nonzero rows of v(aℓ0(u9)) occur only at rows i which w1 permutes.
Consider i such that both the i-th row of v(aℓ0(u9)) is zero and i ∈ R(w1). In this case
take σ1 = (g, 1) where g ∈ G is a representative of an element of W (G) of minimal length,
such that R(σ1) = {i}. More specifically take g with ℓ0((g, 1)) = j1(0
c−i, 1, 0i−1) (if c is
odd, the right hand side is multiplied by diag(Ic−1, 2ǫ
2
1, 2ǫ
2
2, Ic−1), see Example 1.8). Since
σ1 = ℓ(σ1)ℓ0(σ1) and ℓ(σ1) ∈ P ,
w1u9 ∼ w1u9σ1 = w1σ1(
σ−11 u9) = ℓ(σ1)(
ℓ(σ1)−1w1)ℓ0(σ1)(
σ−11 u9) ∼ (
ℓ(σ1)−1w1)ℓ0(σ1)(
σ−11 u9).
Put w2 = (
ℓ(σ1)−1w1)ℓ0(σ1), it is again a representative from W (MP )\W (H) and
R(w2) = R(w1ℓ0(σ1)) = R(w1)− {i}.
Let u10 =
σ−11 u9. We have ℓ0(u10) = ℓ0(u9) if H = Sp2kc or c is odd, otherwise ℓ0(u10) differs
from ℓ0(u9) only in the middle 2 columns: these columns are exchanged because of j1. The
element ℓ(u10) need not be in NH anymore, only in MQ, but
σ1u10 ∈MQ∩NH and by (2.14),
also ℓ(σ1)ℓ(u10) ∈ (H0\MQ) ∩NH . Since we can apply this procedure separately to each row
i, we can assume the i-th row of v(aℓ0(u10)) is nonzero if and only if i ∈ R(w2). However,
we can no longer assume ℓ(u10) ∈ NH .
Regard GLn as the direct factor of the standard Levi subgroup GLn×Gc−2n of G. For
any representative g of an element of W (GLn), set σ2 = (g, 1). Given arbitrary sets R(w
′)
and R′ ⊂ {1, . . . , n} of the same size, one can find σ2 for which R(
σ−12 w′) = R′. Because
i ∈ R(w2) if and only if the i-th row of v(
aℓ0(u10)) is nonzero, we can choose σ2 such that
R(σ
−1
2 w2) = {1, . . . , l}, where 0 ≤ l ≤ n is the size of R(w2), and simultaneously
ℓ0(
a(σ
−1
2 u10)) =

Il v
In−l
In
I2(c−2n)
In v′
In−l
Il
 (2.21)
where none of the rows of v are zero. Set w3 =
σ−12 w2 and u11 =
σ−12 u10. Since σ2 ∈ (G, 1)∩P ,
w2u10 ∼ w2u10σ2 = σ2(
σ−12 w2)(
σ−12 u10) ∼ w3u11.
Now R(w3) = {1, . . . , l} and note that w3 is still of the form (2.19) (with possibly a different
a, but of the same parity), because when we pass to w2 and then to w3, we do not change
the coordinates 2, . . . , ⌈c/2⌉ of w1 (c − i ≥ ⌈c/2⌉ for i ≤ n). Moreover,
w3(a(1, g)) ∈ MP
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for any g ∈ GLn (where GLn < GLn×Gc−2n < G); if a is trivial, w3 simply commutes with
(1,GLn). Also
σ1σ2u11 =
σ1u10 ∈MQ ∩NH . (2.22)
The rank of v in (2.21) is at most l, whence we can further use a(1, g0) with g0 ∈ GLn to
reduce v to an l× l block (e.g., in a column reduced echelon form). Denote wˆ = w3 and uˆ =
a (1,g0)−1u11. Now R(wˆ) = {1, . . . , l} and wˆ takes the form (2.16), namely a(0
c−l, 1l, ∗(k−1)c).
Since w3a(1, g) ∈MP for any g ∈ GLn, w3u11 ∼ wˆuˆ.
Regarding uˆ, aℓ0(uˆ) takes the form (2.17) with Al = v. Denote σ = σ1σ2 with the
notation above. We claim σuˆ ∈ NH (clearly
σuˆ ∈ MQ). Since the conjugation by
a(1, g0)
−1
only affects the columns of v and rows of v′ in (2.21), the result follows from (2.22). 
While it is relatively straightforward to obtain condition (2.6) when h = w, the represen-
tatives wu are more difficult to describe, because of the form of ℓ(u). The following lemma
implies that (with our current structure of u) it is sufficient to obtain (2.6) for w.
Lemma 2.6. Let h = wu, where w and u are given by Proposition 2.5. Assume
ψU |U∩w−1UP 6= 1. (2.23)
Then (2.6) holds as well, i.e., for h.
Proof. By (2.23), there exists a root in U , such that for the subgroup Y < U generated by
this root, wY < UP and ψU |Y 6= 1. Since u ∈ MQ, it normalizes U whence
u−1Y < U , and
also h(u
−1
Y ) = wY < UP . It remains to show ψU |u−1Y 6= 1, since then (2.6) holds.
We can identify the quotient of U by its commutator subgroup, with the direct product
of k − 2 copies of Matc, and one copy of Matc×2c. The root defining Y corresponds to a
coordinate (i, j) in one of these copies. Looking at the definition of ψU , we can be more
specific. Either (i, j) belongs to one of the k − 2 blocks of size c × c, on which ψU is given
by ψ ◦ tr, or (i, j) belongs to one of two n× n blocks inside Matc×2c (u
1,1 or u2,2, see (1.2)),
and again ψU restricts to ψ ◦ tr on these blocks. Denote the block by B. In both cases, since
ψU |Y 6= 1, the coordinate (i, j) appears as a diagonal coordinate of B. When c is odd there
is a third possibility, that (i, j) appears in the block B ∈ Mat1×2 on which ψU is given by
ψ(ǫ1B1,1 − ǫ2B1,2), and (i, j) is either the coordinate of B1,1 or B1,2. In this case also note
that w of the prescribed structure can not permute both B1,1 and B1,2 into UP .
Write σu = u−10 ∈ MQ ∩ NH , where σ ∈ (G, 1) is given by Proposition 2.5. Then
σY
is again a root subgroup, and since conjugation by σ permutes the coordinates of U and
stabilizes ψU ,
σY is still defined be a coordinate (i, j) which belongs to one of the blocks B′
described above. In fact if B ∈ Matc, we must have B
′ = B; if B ∈ Matn, there are two
options for B′, one of which is B; and for B ∈ Mat1×2, B
′ = B. Of course ψU is nontrivial
on σY .
The conjugation of σY by u0 must be performed with more care, because u0 normalizes
U but may not stabilize ψU . First consider the case where B = B
′ ∈ Matc. Then
σY is the
root subgroup defined by the (d, d)-th diagonal coordinate in B, for some 1 ≤ d ≤ c. For a
fixed element y ∈ Y , assume the (d, d)-th coordinate of σy is x 6= 0. It is the only nonzero
coordinate in the projection of y to B. Since u0 ∈ MQ, the nontrivial coordinates of
u0(σy)
are still contained in B. This means that the only nonzero coordinates of u0(σy) on which
ψU can possibly be nontrivial, are coordinates in the block B. Because u0 ∈ MQ ∩NH , the
(d, d)-th coordinate of u0(σy) is still x, and all other nontrivial coordinates belong to the set
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of coordinates in B of the form {(i′, j′) 6= (d, d) : i′ ≤ d, j′ ≥ d}, i.e., are above or to the right
of the (d, d)-th coordinate. Therefore ψU (
u0(σy)) = ψ(x), hence ψU is nontrivial on
u0σY .
Next assume B′ ∈ Matn and proceed with similar notation. Now
u0(σy) can contain
nontrivial coordinates outside B′. Assume B′ is the top left n × n block in Matc×2c (i.e.,
u1,1). Then u0(σy) contains x in the (d, d)-th coordinate, 1 ≤ d ≤ n, and arbitrary elements
in the coordinates (i′, j′) 6= (d, d), where i′ ≤ d only varies over the rows of B′, but j′ varies
over all columns j′ ≥ d of B′ and also the columns to the right of B′, up to the rightmost
column of Matc×2c (this is the (k + 1)c-th column as a matrix in U). Otherwise B
′ is the
bottom right block (which is u2,2). Then u0(σy) contains x in the (d, d)-th coordinate and
may contain nontrivial coordinates for (i′, j′) 6= (d, d), where i′ varies over the rows i′ ≤ d
of B′ and the rows above B′, up to the first row of Matc×2c (row (k − 2)c + 1 for matrices
in U), and j′ ≥ d only varies over columns of B′. In both cases ψU is trivial on all of the
possibly nonzero coordinates (i′, j′), and the (d, d)-th coordinate is x, thus ψU |u0σY 6= 1.
If c is odd we also consider B = B′ ∈ Mat1×2. Observe that now ψU is trivial on all
coordinates above or to the right of B1,2, and also on all coordinates above or to the right of
B1,1 except B1,2. Hence if the nonzero coordinate x of
σy is in B1,2, ψU |u0σY 6= 1, but also if
x is in B1,1 we have ψU |u0σY 6= 1, because multiplying u0(
σy) on the right by u−10 leaves B1,2
zero (when c is odd, the (kc, kc+ 1)-th coordinate of any element of NH is zero).
Now because σ ∈ (G, 1), it immediately follows that ψU is nontrivial on
σ−1u0σY = u
−1
Y ,
completing the proof of the lemma. 
Re-denote h = wu where w and u satisfy the properties of Proposition 2.5. In particular
w defines the integer 0 ≤ l ≤ n.
Proposition 2.7. We have H(h) = 0 unless
wi = (1
⌈c/2⌉, ∗n−l, 1l), ∀1 < i ≤ k. (2.24)
Proof. For k = 1 there is nothing to prove, assume k > 1. Write w2 = (w
′
2, w
′′
2) with
w′2 ∈ {0, 1}
⌈c/2⌉, w′′2 ∈ {0, 1}
n. If w′2 is not of the form (1
l, ∗⌈c/2⌉−l), then l > 0 (for l = 0, w′2
is automatically of the form (1l, ∗⌈c/2⌉−l) = (∗⌈c/2⌉)). Let Y < U be the subgroup of elements
with the middle 2(c+ l)× 2(c+ l) block of the form
Il y yA
′
l
Il −Aly
′
In−l
Il y
′
I2c−2(n+l)
Il
In−l
Il
Il
 .
Recall ψU restricts to ψ ◦ tr on the block u
2,2 (see (1.2)). The block yA′l above occupies the
bottom right l× l block of u2,2. Since there are no zero rows in Al, there are no zero columns
in A′l. Hence for each 1 ≤ i ≤ l, the form y 7→ (yA
′
l)i,i on Matl is not identically 0. Then if
one of the first l coordinates of w′2 is 0, we can take a subgroup Yi < Y on which ψU |Yi 6= 1
and hYi < UP , hence H(h) = 0 by (2.6). Thus we can write w
′
2 = (1
l, ∗⌈c/2⌉−l) (whether l > 0
or l = 0).
If w′2 6= (1
n, ∗⌈c/2⌉−n), one of the rows from the top left n − l × n − l block of u2,2 is
conjugated by w into UP . Hence we can take a subgroup Y < U such that ψU |Y 6= 1 and
wY < UP , then H(h) = 0 by (2.23).
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If c is odd, ψU restricts to a nontrivial character on the middle two coordinates (u
3, u4) of
row n+1 in (1.2), and the columns of u3 and u4 are either swapped or remain unchanged by
w. Then if w′2 6= (1
⌈c/2⌉), one of these coordinates is conjugated by w into UP , and if Y < U
is defined by this coordinate, we have ψU |Y 6= 1 and
wY < UP . Thus H(h) = 0 by (2.23).
(Because 2c−2(n+ l) ≥ 2, uY = Y and we can also apply (2.6) directly.) Thus w′2 = (1
⌈c/2⌉)
whether c is even or odd. We proceed for all c.
Recall ψU restricts to ψ ◦ tr on the top left l× l block of u
1,1. Since the first c coordinates
of w are a(0
c−l, 1l), w permutes the columns of this block into columns in UP , hence if
w′′2 6= (∗
n−l, 1l), we can again find Y < UP such that ψU |Y 6= 1 and
wY < UP , so that
H(h) = 0 by (2.23). Altogether w2 = (1
⌈c/2⌉, ∗n−l, 1l).
If k = 2 we are done, assume k > 2. We show w3 = (1
⌈c/2⌉, ∗n−l, 1l). Recall V(ck−1) < U .
Because w2 = (1
⌈c/2⌉, ∗n−l, 1l), w conjugates the last ⌈c/2⌉ and first l columns of vk−2,k−1 (see
§ 1.2 for this notation) into UP . Hence if w3 6= (1
⌈c/2⌉, ∗n−l, 1l), a diagonal coordinate of one
of the blocks inside vk−2,k−1, namely the bottom right ⌈c/2⌉×⌈c/2⌉ block if w3 6= (1
⌈c/2⌉, ∗n),
or the top left l × l block if w3 6= (∗
c−l, 1l), is conjugated by w into UP , so that if Y < U is
generated by this coordinate, H(h) = 0 by (2.23). Proceeding in this manner for 3 < i ≤ k,
each time using vk−i+1,k−i+2 and (2.23), we deduce wi = (1
⌈c/2⌉, ∗n−l, 1l). 
For each 1 < i ≤ k, since wi takes the form (2.24), we can uniquely identify a max-
imal integer 0 ≤ di−1 ≤ n − l such that wi = (1
⌈c/2⌉, ∗n−l−di−1, 1l+di−1). By maximality
(∗n−l−di−1) = (∗n−l−di−1−1, 0) (if di−1 < n − l), but the remaining coordinates are still un-
determined. As we show next if H(h) 6= 0, we can replace h by a representative for which
(∗n−l−di−1) = (0n−l−di−1) (this may mean the integers di−1 are larger), and even fix an as-
cending order on di−1. Note that for k = 1, the integers di−1 are undefined.
Proposition 2.8. We have H(h) = 0, unless h ∼ wˆuˆ where
wˆ = a(0
c−l, 1l, w2, . . . , wk), ∀1 < i ≤ k, wi = (1
⌈c/2⌉, 0n−l−di−1, 1l+di−1), d1 ≤ . . . ≤ dk−1,
(2.25)
and uˆ satisfies the conditions of Proposition 2.5, in particular ℓ0(uˆ) takes the form (2.17)
(and Al does not have any zero row).
Proof. Write wi = (1
⌈c/2⌉, w′i, 1
l) with w′i ∈ {0, 1}
n−l. The rightmost di−1 coordinates of w
′
i
are 1. We start with the following observation. Let 1 ≤ j ≤ n − l and assume 1 < i0 ≤ k
is minimal such that w′i0 [j] (the j-th coordinate of w
′
i0) equals 1. We claim H(h) = 0 unless
w′i[j] = 1 for all i ≥ i0. Otherwise, assume i > i0 is minimal with w
′
i[j] = 0. Write the
top left n × n block of the block vk−i+1,k−i+2 of V(ck−1) in the form
(
v1 v2
v3 v4
)
with v1 ∈ Matl
and v4 ∈ Matn−l. Then a unipotent subgroup Y containing coordinates from v
4 will satisfy
ψU |Y 6= 1 and
wY < UP , whence H(h) = 0 by (2.23).
We turn to show that we can sort the coordinates of w2, . . . , wk to obtain (2.25). Iden-
tify GLn−l with its natural image in the middle factor of the standard Levi subgroup
GLl×GLn−l×Gc−2n of G. Then P ∩ (GLn−l, 1) contains a full set of representatives for
W (GLn−l). Given such representative g, h ∼ h(g, 1)
−1 ∼ ((g,1)w)((g,1)u) where uˆ = (g,1)u still
satisfies the conditions of Proposition 2.5 and ℓ0(uˆ) = ℓ0(u) ((g, 1) commutes with (2.17)).
Hence one can use such conjugations to permute the entries in each wi, while maintaining
the prescribed structure of u. Using transpositions from W (GLn−l) we can permute each
consecutive pair (w′i[j], w
′
i[j + 1]). If w
′
i[j] = w
′
i[j + 1], the conjugation has no affect on this
pair. Choose some j such that there is a minimal i0 with (w
′
i0
[j], w′i0[j + 1]) = (1, 0). If j
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does not exist, then w′i = (0
n−l−di−1, 1di−1) for all 1 < i ≤ k, and by what we have proved,
if H(h) 6= 0, d1 ≤ . . . ≤ dk−1 so that (2.25) holds. If j exists, then again by the above ob-
servation (assuming H(h) 6= 0), for i > i0, either (w
′
i[j], w
′
i[j +1]) = (1, 0), in which case the
order is swapped, or w′i[j] = w
′
i[j + 1] = 1. Proceeding in this manner we obtain (2.25). 
Re-denote h = wu, with w and u given by Proposition 2.8, in particular w satisfies (2.25).
Recall that in general if Y < hU ∩ MP ,
h−1Y < Ph and by definition any morphism in
H(h) factors through JY,hψ−1U
(ρ) (see § 2.1). We turn to compute hU ∩ MP . To simplify
the presentation we slightly alter w, using multiplication on the left by representatives of
W (MP ), which we identify with permutation matrices in GLkc. First, we multiply w on the
left by diag(I(k−1)c, Jl, Ic−l), this changes the innermost block Jl into Il (see (2.12)). Then
for wi, 1 < i ≤ k, we multiply w on the left by
diag(I(k−i)c, Jl+di−1, In−l−di−1, J⌈c/2⌉, Ic(i−1)).
For example if k = 2,
w = a

Il+d1
In−l−d1
I⌈c/2⌉
Il
I2(c−l)
ǫ0Il
ǫ0I⌈c/2⌉
In−l−d1
ǫ0Il+d1
 . (2.26)
For 1 ≤ j ≤ k − 1, define γj ∈ GLkc by
γj =diag(In−l−dk−j+
∑j−1
i=1 n−l−dk−i
,
(
Ikc−⌈c/2⌉−(j−1)c−n
I⌈c/2⌉
)
, Il+dk−j+
∑j−1
i=1 ⌈c/2⌉+l+dk−i
)
× diag(I∑j−1
i=1 n−l−dk−i
,
(
Ikc−(j−1)c−l−dk−j
Il+dk−j
)
, I∑j−1
i=1 ⌈c/2⌉+l+dk−i
).
E.g.,
γ1 = diag(In−l−dk−1 ,
(
Ikc−⌈c/2⌉−n
I⌈c/2⌉
)
, Il+dk−1)
(
Ikc−l−dk−1
Il+dk−1
)
.
Further multiply w on the left by γk−1 · . . . · γ1. For the computation of
hU ∩MP also note
that hU = wU . Now we see that hU ∩MP = Vβ, where β is the composition of kc given by
β = (n− l − dk−1, . . . , n− l − d1, c, ⌈c/2⌉+ l + d1, . . . , ⌈c/2⌉+ l + dk−1). (2.27)
The character hψU is a character of Vβ by restriction, denote ψVβ =
hψU |Vβ . We can not fully
describe ψVβ without determining ℓ(u), but the lemma below will provide the information
we need. First we describe wℓ0(u)ψU |Vβ . For v ∈ Vβ write
v =

In−l−dk−1 b1 ···
. . .
. . .
In−l−d1 bk−1 ···
Ic bk ···
. . .
. . .
I⌈c/2⌉+l+dk−2 b2k−2
I⌈c/2⌉+l+dk−1
 .
Here
(bi)1≤i≤2k−2 = (b1, . . . , bk−2, bk−1, bk, bk+1, . . . , b2k−2)
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is a general element of the product
2∏
j=k−1
Matn−l−dj×n−l−dj−1 ×Matn−l−d1×c ×Matc×⌈c/2⌉+l+d1 ×
k−2∏
j=1
Mat⌈c/2⌉+l+dj×⌈c/2⌉+l+dj+1 .
Then
wℓ0(u)ψU(v) = ψ(
2∑
j=k−1
tr(bk−j
(
0dj−dj−1×n−l−dj
In−l−dj
)
) + tr(bk−1
(
0l+d1×n−l−d1
In−l−d1
0⌈c/2⌉×n−l−d1
)
) (2.28)
− tr(bk
 0 0 −ǫ0Al 0 00 ǫ0In−l 0 0 00 0 0 0 Ic−2n
0 0 0 0d1×n−l 0
Il 0 0 0 0
)− k−2∑
j=1
tr(bk+j
(
I⌈c/2⌉ 0⌈c/2⌉×dj+l
0dj+1−dj×⌈c/2⌉ 0dj+1−dj×dj+l
0dj+l×⌈c/2⌉ Idj+l
)
)).
Here if c − 2n = 1 (0 ≤ c − 2n ≤ 1), the coordinate Ic−2n = 1 initially depends on the
constants ǫ1, ǫ2 (see § 1.5, 2ǫ1ǫ2 = 1), but we can use another conjugation of w by an element
of MP to fix this coordinate to be 1 (without otherwise changing (2.28)). Additionally, for
l = n and Al of rank l, the character (2.28) belongs to the orbit of ψ
−1
k .
Proposition 2.9. Assume k > 1 and l < n. If H(h) 6= 0, ψVβ belongs to the orbit of
v 7→ ψ(
2∑
j=k−1
tr(bk−j(∗n−l−dj−1×n−l−dj )) + tr(bk−1
(
∗l+d1×n−l−d1
In−l−d1
∗⌈c/2⌉×n−l−d1
)
) (2.29)
− tr(bk
 0 0 −ǫ0Al 0 00 ǫ0In−l 0 0 00 0 0 0 Ic−2n
0 0 0 0d1×n−l 0
Il 0 0 0 0
)− k−2∑
j=1
tr(bk+j
( I⌈c/2⌉ 0⌈c/2⌉×dj+l
∗dj+1−dj×⌈c/2⌉ ∗dj+1−dj×dj+l
∗dj+l×⌈c/2⌉ ∗dj+l
)
)).
Here ∗ means undetermined block entries. When ℓ(u) is the identity element, all coordinates
were computed above and (2.29) coincides with (2.28).
Proof. We introduce notation for blocks of unipotent matrices in MQ and U . Recall from
Lemma 2.6 that ψU is defined by k−2 blocks Bi ∈ Matc, 1 ≤ i ≤ k−2, 2 blocks B
′
1, B
′
2 ∈ Matn
and when c is odd also by B′′ ∈ Mat1×2. Set d0 = 0 and dk = dk−1. For each 1 ≤ i ≤ k − 2,
write
Bi =

Il+dk−i−1 B
1,1
i B
1,2
i B
1,3
i B
1,4
i
Idk−i−dk−i−1 B
2,1
i B
2,2
i B
2,3
i B
2,4
i
In−l−dk−i B
3,1
i B
3,2
i B
3,3
i B
3,4
i
I⌈c/2⌉ B
4,1
i B
4,2
i B
4,3
i B
4,4
i
Il+dk−i−1
Idk−i−dk−i−1
In−l−dk−i
I⌈c/2⌉

.
The blocks B′1, B
′
2 are contained in the following blocks:
Il B
′1,1
1 B
′1,2
1 B
′1,3
1
Id1 B
′2,1
1 B
′2,2
1 B
′2,3
1
In−l−d1 B
′3,1
1 B
′3,2
1 B
′3,3
1
I⌈c/2⌉ B
′4,1
1 B
′4,2
1 B
′4,3
1
Il
Id1
In−l−d1
 ,

Il+d1 B
′1,1
2 B
′1,2
2 B
′1,3
2
In−l−d1 B
′2,1
2 B
′2,2
2 B
′2,3
2
I⌈c/2⌉−l B
′3,1
2 B
′3,2
2 B
′3,3
2
Il B
′4,1
2 B
′4,2
2 B
′4,3
2
I2c−n−l
Il
In−l
Il
 .
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If c is odd, we also have the c× 2 block containing B′′ which we write in the form(
B′′1
B′′2
B′′3
B′′4
)
, B′′
1
∈ Matl+d1×2, B
′′2 ∈ Matn−l−d1×2, B
′′3 ∈ Mat1×2, B
′′4 ∈ Matn×2.
For 1 ≤ i ≤ 4, B′′i = (B′′i,1, B′′i,2). In terms of the blocks Bi, B
′
i and B
′′, ψU is given by
ψ(
k−2∑
i=1
4∑
j=1
tr(Bj,ji ) +
3∑
j=1
tr(B′
j,j
1 ) + tr(( 0n−l×c−2n In−l )B
′3,2
2 ) + tr(B
′4,3
2 ) +B
′′3 ( ǫ1−ǫ2 )). (2.30)
Let MP , UP and U
−
P denote the lists of blocks B
t,t′
i , B
′t,t
′
i , B
′′t,t′ conjugated by w into MP ,
UP and U
−
P , respectively. If c is odd, let (B
′′1,a0 , B′′2,a0 , B′′3,a0 , B′′4,a0) be the unique column
of B′′ that w conjugates into column kc+ 1 (a0 ∈ {1, 2}). We see that
MP ={B
1,1
i , B
1,4
i , B
2,1
i , B
2,4
i , B
3,2
i , B
3,3
i , B
4,1
i , B
4,4
i : 1 ≤ i ≤ k − 2}∐
{B′
1,1
1 , B
′2,1
1 , B
′3,2
1 , B
′3,3
1 , B
′4,1
1 , B
′1,1
2 , B
′1,2
2 , B
′2,3
2 , B
′3,1
2 , B
′3,2
2 , B
′4,1
2 , B
′4,2
2 },∐
{B′′
1,a0 , B′′
2,3−a0 , B′′
3,a0 , B′′
4,a0},
UP ={B
3,1
i , B
3,4
i : 1 ≤ i ≤ k − 2}
∐
{B′
3,1
1 , B
′2,1
2 , B
′2,2
2 , B
′′2,a0},
U
−
P ={B
1,2
i , B
1,3
i , B
2,2
i , B
2,3
i , B
4,2
i , B
4,3
i : 1 ≤ i ≤ k − 2}∐
{B′
1,2
1 , B
′1,3
1 , B
′2,2
1 , B
′2,3
1 , B
′4,2
1 , B
′4,3
1 , B
′1,3
2 , B
′3,3
2 , B
′4,3
2 , B
′′1,3−a0 , B′′
3,3−a0 , B′′
4,3−a0}.
Since ℓ(σ)ℓ(u) ∈ MQ ∩ NH with σ ∈ (G, 1), we can write ℓ(u) = diag(z1, . . . , zk−1), for
zi =
wσvi where wσ ∈ W (GLc) corresponds to the projection of (σ, 1)
−1 into the i-th copy of
GLc and vi ∈ NGLc . Note that if we write a general element of
wσNGLc in the form(
X1 X2 X3
X4 X5 X6
X7 X8 X9
)
where X1, X5 and X9 are square matrices (of arbitrary sizes), then X1, X5, X9 are already
invertible, and so are
(
I X2
−X4 I
)
and
(
I X6
−X8 I
)
, whence I +X2X4, I +X4X2, I +X6X8 and
I +X8X6 are also invertible (Xi, Xj need not be square matrices).
Since the left coset of w in W (MP )\W (H) is still represented by (2.25), we can write
zi = z
′
imi where
wdiag(z′1, . . . , z
′
k−1, I2c, z
′∗
1 , . . . , z
′∗
k−1) ∈MP and
mi =
(
Il+dk−i+M
1
i M
2
i M
1
i 0
M2i In−l−dk−i+M
3
i M
4
i M
3
i
0 M4i I⌈c/2⌉
)
∈ GLc,
Il+dk−i +M
1
i M
2
i ∈ GLl+dk−i, In−l−dk−i +M
3
i M
4
i ∈ GLn−l−dk−i .
These matrices are invertible because mi =
wσv′i where v
′
i ∈ NGLc . We have
m−1i =
(
Il+dk−i −M
1
i M
1
i M
3
i
−M2i In−l−dk−i+M
2
i M
1
i −(In−l−dk−i+M
2
i M
1
i )M
3
i
M4i M
2
i −M
4
i (In−l−dk−i+M
2
i M
1
i ) I⌈c/2⌉+M
4
i (In−l−dk−i+M
2
i M
1
i )M
3
i
)
.
Since h ∼ ph for any p ∈ P , we can already assume zi = mi.
We show that ψVβ belongs to the orbit of a character whose restriction to the blocks
bk−1, bk, bk+1, . . . , b2k−2 agrees with (2.29), otherwise H(h) = 0. This will complete the
proof. To this end it suffices to compute uψU on the blocks of U conjugated by w into
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bk−1, bk, bk+1, . . . , b2k−2. The contribution of ℓ0(u) is simple to compute and was essentially
given in (2.28). To determine ℓ(u)ψU (thereby
uψU) we compute
m−1k−1B
′
1, m
−1
k−1B
′
2, m
−1
k−1B
′′, m−1i Bimi+1, ∀1 ≤ i ≤ k − 2.
Columns l + d1 + 1, . . . , n of bk−1 (the only columns of bk−1 where (2.29) is determined)
consist of the block B′3,31 , conjugated to bk−1 by w (other columns are conjugated from
B′3,21 , B
′2,3
2 and columns between the columns of u
1,1 and u2,2). The coordinates of bk are
uniquely defined by
B′1,11 , B
′2,1
1 , B
′4,1
1 , B
′1,1
2 , B
′1,2
2 , B
′3,1
2 , B
′3,2
2 , B
′4,1
2 , B
′4,2
2 , B
′′1,a0 , B′′
2,a0 , B′′
3,3−a0 , B′′
4,a0
and by additional l+d1+⌈c/2⌉×n−l coordinates appearing to the left of B
′1,1
2 , B
′3,1
2 , B
′4,1
2 (ψU
and ℓ0(u)ψU are trivial on the corresponding columns, thereby also
uψU because multiplying
on the left by m−1k−1 can not introduce a character on a column where it was trivial, so we
do not provide notation for these), as well as the form defining H . Note that B′′ is omitted
if c is even.
When we multiply m−1k−1B
′
1 we see that if the top l rows of M
1
k−1 are nonzero,
uψU is
nontrivial on B′3,11 ∈ UP and then H(h) = 0 by (2.6). Hence we can assume the top l
rows of M1k−1 are 0, which implies
uψU is trivial on the coordinates of bk obtained from B
′
1,
namely B′1,11 , B
′2,1
1 , B
′4,1
1 (ψU and
ℓ0(u)ψU are also trivial there). Additionally
uψU restricts to
ψ(tr((In−l−d1 +M
2
k−1M
1
k−1)B
′3,3
1 )) on B
′3,3
1 , and since
wdiag(I(k−2)c+l+d1 , In−l−d1 +M
2
k−1M
1
k−1, I2(⌈c/2⌉+c), (In−l−d1 +M
2
k−1M
1
k−1)
∗, Il+d1+(k−2)c) ∈MP ,
ψVβ belongs to the orbit of a character which agrees with (2.29) on bk−1 and the coordinates
of bk conjugated from B
′
1.
The character ℓ0(u)ψU is given on the blocks of B
′
2, which w conjugates into bk, by
ψ(tr(ϕkB
′
2
◦
)), ϕk =
(
0l×l+d1 0l×n−l−d1 0l×⌈c/2⌉−l A(X)
0n−l×l+d1 0n−l×n−l−d1 ( 0n−l×c−2n In−l ) 0n−l×l
)
.
Here B′2
◦ is the c × n block consisting of B′2
t,t′ with 1 ≤ t ≤ 4 and 1 ≤ t′ ≤ 2 (all of these
blocks except for t = 2 are conjugated into bk). Multiplying ϕkm
−1
k−1 we deduce H(h) = 0,
unless the product of ϕk and columns l+ d1+1, . . . , n of m
−1
k−1 defines a trivial character on
(B′2
2,1, B′2
2,2) ∈ UP , which amounts to(
0l×⌈c/2⌉−l A(X)
( 0n−l×c−2n In−l ) 0n−l×l
)
(−M4k−1(In−l−d1 +M
2
k−1M
1
k−1)) = 0⌈c/2⌉.
Hence the product of ϕk and last ⌈c/2⌉ columns of m
−1
k−1 equals(
0l×⌈c/2⌉−l A(X)
( 0n−l×c−2n In−l ) 0n−l×l
)
(I⌈c/2⌉ +M
4
k−1(In−l−d1 +M
2
k−1M
1
k−1)M
3
k−1) =
(
0l×⌈c/2⌉−l A(X)
( 0n−l×c−2n In−l ) 0n−l×l
)
,
thus uψU agrees with ψU on the blocks contained in B
′
2.
If c is odd, the restriction of uψU to B
′′ is given by
ψ(tr(( 02×n ( ǫ1−ǫ2 ) 02×n )m
−1
k−1B
′′)).
Since B′′2,a0 ∈ UP and ǫ1ǫ2 6= 0, we deduce the first row of −M
4
k−1(In−l−d1 +M
2
k−1M
1
k−1) is
0, and because In−l−d1 +M
2
k−1M
1
k−1 is invertible we obtain that the first row of M
4
k−1 is 0.
Then the first row of m−1k−1 is ( 0n 1 0n ), whence
uψ and ψU agree on B
′′.
Altogether we have shown that ψVβ belongs to the orbit of a character which agrees with
(2.29) on bk−1 and bk.
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Consider bk+i, 1 ≤ i ≤ k − 2. The coordinates of bk+i are uniquely defined by the blocks
B1,1k−i−1, B
1,4
k−i−1, B
2,1
k−i−1, B
2,4
k−i−1, B
4,1
k−i−1, B
4,4
k−i−1.
More precisely if we denote for X ∈ Mata×b, X
′ = −Jb
tXJa,
bk+i =
(
(B4,4k−i−1)
′ (B2,4k−i−1)
′ (B1,4k−i−1)
′
(B4,1k−i−1)
′ (B2,1k−i−1)
′ (B1,1k−i−1)
′
)
. (2.31)
We multiply m−1k−i−1Bk−i−1mk−i. Since ψU restricts to ψ ◦ tr on Bk−i−1, the restriction
of uψU to B
3,1
k−i−1 is given by ψ(tr(mk−im
−1
k−i−1Bk−i−1)). If this restriction is nontrivial on
B3,1k−i−1, B
3,4
k−i−1 ∈ UP , we obtain H(h) = 0.
On B3,4k−i−1,
uψU is given by the product of the last ⌈c/2⌉ rows of mk−i and columns
l + di+1 + 1, . . . , n of m
−1
k−i−1; H(h) = 0 unless this product vanishes:
( 0⌈c/2⌉×l+di M
4
k−i I⌈c/2⌉ )
(
−M1k−i−1
In−l−di+1+M
2
k−i−1M
1
k−i−1
−M4k−i−1(In−l−di+1+M
2
k−i−1M
1
k−i−1)
)
= 0.
Thus the product of the last ⌈c/2⌉ rows of mk−i and last ⌈c/2⌉ columns of m
−1
k−i−1 is
( 0⌈c/2⌉×l+di M
4
k−i I⌈c/2⌉ )
(
M1k−i−1M
3
k−i−1
−(In−l−di+1+M
2
k−i−1M
1
k−i−1)M
3
k−i−1
I⌈c/2⌉+M
4
k−i−1(In−l−di+1+M
2
k−i−1M
1
k−i−1)M
3
k−i−1
)
= I⌈c/2⌉.
This means that the restriction of uψU to B
4,4
k−i−1, which corresponds to the bottom right
⌈c/2⌉ × ⌈c/2⌉ block of mk−im
−1
k−i−1, is ψ ◦ tr, so that it agrees with ψU on this block.
On B3,1k−i−1,
uψU is defined by the product of the first l + di rows of mk−i and columns
l + di+1 + 1, . . . , n of m
−1
k−i−1. Then H(h) = 0 unless
( Il+di+M
1
k−iM
2
k−i M
1
k−i 0l+di×⌈c/2⌉ )
(
−M1k−i−1
In−l−di+1+M
2
k−i−1M
1
k−i−1
−M4k−i−1(In−l−di+1+M
2
k−i−1M
1
k−i−1)
)
= 0.
Hence
( Il+di+M
1
k−iM
2
k−i M
1
k−i 0l+di×⌈c/2⌉ )
(
M1k−i−1M
3
k−i−1
−(In−l−di+1+M
2
k−i−1M
1
k−i−1)M
3
k−i−1
I⌈c/2⌉+M
4
k−i−1(In−l−di+1+M
2
k−i−1M
1
k−i−1)M
3
k−i−1
)
= 0.
Therefore the restrictions of uψU and ψU to B
4,1
k−i−1, which correspond to the top right
l + di × ⌈c/2⌉ block of mk−im
−1
k−i−1, are both trivial.
Finally using (2.31) and noting that the leftmost l columns of X are the bottom l rows
of X ′ (and the entries are permuted), we find that uψU is given on the blocks which w
conjugates into bk+i by
ψ(tr(
(
(B4,4k−i−1)
′ (B2,4k−i−1)
′ (B1,4k−i−1)
′
(B4,1k−i−1)
′ (B2,1k−i−1)
′ (B1,1k−i−1)
′
)(
I⌈c/2⌉ 0⌈c/2⌉×l+di
∗l+di+1×⌈c/2⌉ ∗l+di+1×l+di
)
)).
We conclude ψVβ belongs to the orbit of (2.29). 
Proposition 2.10. Assume d1 < n − l (in particular k > 1 and l < n, because d1 ≥ 0).
Then JVβ ,ψ−1Vβ
(ρ) = 0, in particular H(h) = 0.
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Proof. Any morphism in H(h) factors through JVβ ,ψ−1Vβ
(ρ). We show JVβ ,ψ−1Vβ
(ρ) = 0. Suppose
otherwise. The pair Vβ and character ψ
−1
Vβ
define a degenerate Whittaker model in the sense
of [MW87]. Let ϕ be the transpose of the nilpotent element defined by ψ−1Vβ , it is an upper
triangular nilpotent matrix in Matkc. We prove ϕ is nilpotent of order at least k + 1. By
[GGS17, Theorem E], the orbit of ϕ belongs to the closure of the wave-front set WF(ρ) of
ρ, but this orbit is greater than or non-comparable with (kc), contradicting the fact that ρ
is (k, c).
By Proposition 2.9, we can assume ψVβ is given by (2.29). The nilpotent element corre-
sponds to the blocks appearing in (2.29) so that the block bi of ϕ is the transpose of the
corresponding block there (one should include the signs appearing in (2.29) before tr ). We
apply a sequence of conjugations to ϕ, conjugating k nonzero coordinates from ϕ, one coor-
dinate from each block bk−1, bk, . . . , b2k−2: since d1 < n− l, ψVβ is nontrivial on bk−1, so that
the block bk−1 of ϕ is nonzero; and because k > 1, these are k blocks.
The only nonzero blocks of ϕ are the blocks b1, . . . , b2k−2, and these blocks contain nonzero
entries at the coordinates defined by (2.29). Define the following partial sums dj of the
integers appearing in the composition β, from right to left (see (2.27)):
dj =

∑j
i=1⌈c/2⌉ + l + dk−i 1 ≤ j ≤ k − 1,
c+ dk−1 j = k,
n− l − d1 + d
k j = k + 1.
First we conjugate ϕ by
ε1 = diag(Ikc−dk−1−⌈c/2⌉−1,
(
1
I⌈c/2⌉−1
1
)
, Idk−1).
Note that ε1 normalizes Vβ. The (n, n)-th coordinate of bk, which is ǫ0 = ±1 because l < n,
becomes the (c, n)-th coordinate, and the (n− l− d1, n)-th coordinate of bk−1, which is −1,
becomes the (n − l − d1, c)-th coordinate — the bottom right coordinate. Both of these
coordinates are independent of the blocks where ψVβ is undetermined (denoted ∗ in (2.29)),
and are the only nonzero entries on their columns. We can further conjugate ε1ϕ by an
element of the group
{diag(I(
∑k−1
i=1 n−l−di)+c
,
(
b
Il+d1
)
, . . . ,
(
b
Il+dk−1
)
) : b ∈ GL⌈c/2⌉} < Mβ ,
to take the (c, n)-th coordinate of bk into the (c, 1)-th coordinate, without affecting any of
the blocks bk−1, . . . , b2k−2 of
ε1ϕ except the block bk (the diagonal embedding of b ∈ GLn
instead of b ∈ GL⌈c/2⌉ in each of the last k − 1 blocks is sufficient). Now let
ε2 = diag(I(
∑k−1
i=1 n−l−di)+c
,
(
1
I⌈c/2⌉+l+d1−2
1
)
, . . . ,
( 1
I⌈c/2⌉+l+dk−1−2
1
)
) ∈Mβ ,
where if ⌈c/2⌉+ l+dk−i = 1, the corresponding block of size 1+(⌈c/2⌉+ l+d1−2)+1 is I1.
Again ε2 normalizes Vβ. Conjugating
ε1ϕ by ε2, the (c, 1)-th coordinate of bk is taken into
the (c, ⌈c/2⌉+ l+ d1)-th coordinate (the bottom right coordinate), the top left coordinate of
bk+i, which is independent of the undetermined blocks and is the only nonzero coordinate on
its column, is taken into the bottom right coordinate for each 1 ≤ i ≤ k − 2. We conclude
that the bottom right coordinate of each of the blocks bk−1, . . . , b2k−2 of
ε2ε1ϕ is nonzero
(−1 for bk−1, ǫ0 for bk, 1 for all other blocks), and in each of these blocks, the bottom right
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coordinate is the only nonzero entry in its column. Therefore ϕ is nilpotent of order at least
k + 1. 
Example 2.11. Consider c = k = 2, G = Sp2, H = Sp8 and l = 0. Then 0 ≤ d1 ≤ n−l = 1.
For d1 = 0, w = (0
2, w2) with w2 = (1, 0). One can take
w =
(
1
1
I4
−1
1
)
.
Then
u =
( I2 X Y
I4 X′
I2
)
, ψU(u) = ψ(X1,1 +X2,4),
wU ∩MP = {
(
1 Y1,1 X1,1 X1,2
1
X2,4 1
X2,3 1
)
}.
Multiplying w on the left by γ1 = diag(1,
(
I2
1
)
),
Vβ = V(1,2,1) = {
(
1 x1,1 x1,2 y1,1
1 x2,4
1 x2,3
1
)
}, ϕ =
(
0 −1 0 0
0 0 −1
0 0
0
)
.
The nilpotency order of ϕ is 3, and since ρ is a (k, c) = (2, 2) representation, JVβ ,ψ−1Vβ
(ρ) = 0.
Now consider the cases d1 = n− l or k = 1. There are only finitely many representatives
(i.e., representatives hi, hj with hi 6∼ hj) satisfying this condition. This is trivial when
k = 1. For k > 1 recall h = wu with ℓ0(u) of the form (2.17). Since d1 = n − l, and
thereby d1 = . . . = dk−1 = n− l, we finally have for any m ∈ MQ,
wℓ(m) ∈ P , in particular
wℓ(u) ∈ P hence h ∼ wℓ0(u). We simplify ℓ0(u) and deduce that there are only finitely many
representatives remaining. Regard GLl as the direct factor of the standard Levi subgroup
GLl×Gc−2l of G. For g1, g2 ∈ GLl, because (finally)
w(g1, g2) ∈ P ,
wℓ0(u) ∼ wℓ0(u)(g1, g2) ∼ w(
(g1,g2)−1ℓ0(u)).
Looking at (2.17), we can now assume Al = diag(Il′ , 0l−l′), where l
′ ≤ l is the rank of Al.
There are only finitely many such representatives. Furthermore if l′ < l, take a representative
g of an element ofW (G) such that wℓ0((g, 1)) does not permute the rows l
′+1, . . . , l of (2.17).
Since (as opposed to the proof of Proposition 2.5) wℓ((g, 1)) ∈ P , w(g, 1) ∼ wℓ0((g, 1)). Then
w((g1,g2)
−1
ℓ0(u)) ∼ w(g, 1)(
(g,1)−1(g1,g2)−1ℓ0(u)) ∼ wℓ0((g, 1))(
(g,1)−1(g1,g2)−1ℓ0(u)).
Since l′ ≤ l, wℓ0((g, 1)) now trivially satisfies (2.25) for l
′ with d1 = . . . = dk−1 = n − l
′
(the multiplications on the left by elements of W (MP ) do not matter for this), and if we
re-denote w = wℓ0((g, 1)) and l = l
′, we have h = w((k−1)c+lul). If c is odd, ul commutes
with any a, otherwise (k−1)c+l = l. Hence h = w(
lul) (as in the k = 1 case).
Thus there are only n + 1 representatives h to consider, and note that the representative
w(nun) satisfies h ∼ δ.
Proposition 2.12. Assume d1 = n − l or k = 1, and l < n. Then H(h) = 0 outside a
discrete subset of s. Moreover, under one of the conditions of (a), e.g., π2 is supercuspidal
(and c > 2 or G = Sp2), H(h) = 0 for all s.
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Proof. Now Vβ = V(ck) which is trivial when k = 1, in which case we set ψVβ = 1. If k > 1,
since now ℓ(u) is trivial, one can read ψVβ directly off (2.28), then
ψVβ(v) =ψ(− tr(bk
 0 0 −ǫ0Il 0 00 ǫ0In−l 0 0 00 0 0 0 Ic−2n
0 0 0 0n−l 0
Il 0 0 0 0
)− k−2∑
j=1
tr(bk+j)). (2.32)
(Note that Al was replaced by Il in the first matrix and the blocks Ak+j(u) are all 0.)
Consider the parabolic subgroup R = MR ⋉ UR < G where MR ∼= GLn−l×Gc−2(n−l) and
(c+1)lUR =

 Il u1 0u2 In−l u4 u3 u′1Ic−2n u′4
In−l
u′2 Il
 .
Here if c is even, (c+1)l = l, otherwise (c+1)l is trivial. Since l < n, this is a nontrivial
parabolic subgroup unless c = 2 and G 6= Sp2. If c is odd, the image of UR in H0 is given by
(see Example 1.8) 

Il ǫ2u4 ǫ1u4 u1 0
u2 In−l u3 u
′
1
1 ǫ1u′4
1 ǫ2u′4
In−l
u′2 Il

 .
Denote the Lie algebra of UR by uR.
Lemma 2.13. The following holds for all s.
(1) If F is non-archimedean, JVβ ,ψ−1Vβ
(ρ) is a trivial representation of h(1, (c+1)lUR).
(2) For an archimedean field, h(1, (c+1)luR) acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗.
The proofs of this lemma and the following one appear after the proof of the proposition.
If π2 is supercuspidal (nontrivially), the proposition follows immediately from Lemma 2.13,
in particular we do not need to exclude any s (see also the discussion preceding (2.7)).
Identify the group GLn−l with its image in MR,
h(1,GLn−l) =
{
diag(In+l, a, Ic−2n+(k−1)c) : a ∈ GLn−l
}
,
where the right hand side is implicitly regarded as a subgroup of MP . By (2.32),
h(1,GLn−l)
stabilizes ψVβ , and because it also normalizes Vβ,
h(1,GLn−l) acts on JVβ ,ψ−1Vβ
(ρ).
Lemma 2.14. The following holds for all s.
(1) If F is non-archimedean, JVβ ,ψ−1Vβ
(ρ) admits a finite length filtration as a representation of
h(1,GLn−l), where
h(1, CGLn−l) acts by a character on each constituent. (The constituents
need not be irreducible.)
(2) Over archimedean fields, there is a maximal parabolic subgroup of GLkc whose Levi part
contains h(1,GLn−l) as a direct factor, such that the Lie algebra v of its unipotent radical
acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗.
(3) If c = 2, ρ = ρc(τ) for an irreducible supercuspidal representation τ of GLk and k > 1,
JVβ ,ψ−1Vβ
(ρ) = 0.
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This implies H(h) = 0 outside a discrete subset of s, because h
−1
(| det |s−1/2)(1, aIn−l) =
|a|(n−l)(s−1/2) for all a ∈ F ∗, which is a fixed nonzero power of |a|s (l < n), then we can apply
(2.7). 
Proof of Lemma 2.13. First consider a non-archimedean field. We show JVβ ,ψ−1Vβ
(ρ) is a trivial
representation of h(1, (c+1)lUR). For z ∈ UR,
h(1, (c+1)lz) = mzz
′ where z′ ∈ UP and
mz = diag(
 Il In−l Il
u′1 u2 In−l ǫu4
Ic−2n
 , I(k−1)c).
Here ǫ = ǫ1 or ǫ2 depending on l; also for the computation note that since l < n, l commutes
with ul. When l = 0 and c is even, mz is trivial whence
h(1, (c+1)lUR) < UP , so that JVβ ,ψ−1Vβ
(ρ)
is immediately a trivial representation of h(1, (c+1)lUR).
Let Z be the subgroup of MP generated by the matrices mz as z varies in UR. It is an
abelian group. The rank of Z is (2l+ c−2n)(n− l). Since ψ−1Vβ restricts to a trivial character
on the rows 2n, . . . , 2n + 1 − (n − l) of bk (which are the last n − l rows if c is even), Z
stabilizes ψ−1Vβ (it clearly normalizes Vβ). Thus JVβ ,ψ−1Vβ
(ρ) is a representation of Z and for
each character χ of Z,
JZ,χ(JVβ ,ψ−1Vβ
(ρ)) = JVβ⋉Z,ψ−1Vβ⊗χ
(ρ).
A similar identity holds for any subgroup of Z.
For b ∈ GLc, denote b
△ = diag(b, b△
′
) ∈ M(ck) where b
△′ is the diagonal embedding of
GLc in M(ck−1). The group diag(Ic,GL
△′
c ) stabilizes the restriction of ψ
−1
Vβ
to the blocks
bk+1, . . . , b2k−2 (but not to bk). The group GLl×GLl×GLn−l×GLc−2n embedded in M(ck)
by
[x1, x2, x3, x4] = diag(
(
x1
In−l
x2
x3
x4
)
,
( x2
In−l
x4
In−l
x1
)△′
), (2.33)
where x1, x2 ∈ GLl, x3 ∈ GLn−l and x4 ∈ GLc−2n, acts on the set of characters of Z with
infinitely many orbits, but precisely 2 orbits separately on each block Z ′ = u′1, u2 and ǫu4,
and stabilizes ψ−1Vβ . It is enough to prove that each block Z
′ acts trivially on JVβ ,ψ−1Vβ
(ρ). By
[BZ76, 5.9–5.12], it suffices to show that for each nontrivial character χ′ of Z ′,
JVβ⋉Z′,ψ−1Vβ⊗χ
′(ρ) = 0, (2.34)
since then for each Z ′, JVβ ,ψ−1Vβ
(ρ) = JVβ⋉Z′,ψ−1Vβ
(ρ), and thus JVβ ,ψ−1Vβ
(ρ) = JVβ⋉Z,ψ−1Vβ
(ρ). This
implies that h(1, (c+1)lUR) acts trivially on JVβ ,ψ−1Vβ
(ρ).
Let χ′ be a nontrivial character of Z ′. As in the proof of Proposition 2.10, we let ϕ denote
the transpose of the nilpotent element defined by the character ψ−1Vβ ⊗χ
′ of Vβ⋉Z
′, and show
that ϕ is nilpotent of order at least k + 1, then (2.34) follows from [GGS17, Theorem E],
because ρ is (k, c).
Conjugating ϕ by a suitable element (2.33), we can assume the bottom left coordinate of
Z ′ in ϕ is 1, and all other coordinates on the same column of Z ′ are 0. One can permute ǫu4
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(for odd c) with the first column of u2 using conjugation by
diag(
(
In
1
In−1
1
)
,
(
1
In−1
1
In
)△′
).
This element normalizes Vβ and stabilizes the blocks bk, . . . , b2k−2 of ϕ. Moreover, we can
exchange the blocks u′1 and u2 using conjugation by
diag(
(
Il
In−l
Il
I⌈c/2⌉−l
)
, I(k−1)c), (2.35)
hence we can always assume, for any Z ′, that after a conjugation, the bottom left coordinate
of the block u′1 of ϕ is 1. The matrix (2.35) normalizes Vβ, fixes the blocks bk+1, . . . , b2k−2
of ϕ, but permutes the coordinates of the block bk of ϕ. In particular the (n + 1, 1)-th
coordinate in the block bk of ϕ, which is 1, is conjugated into the (1, 1)-th coordinate of this
block. If Z ′ = u′1 we can skip this conjugation. At any rate, ϕ has a coordinate 1 in the first
row of bk.
Conjugating ϕ by an element of diag(Ic,GL
△′
c ), we can always assume ϕ contains 1 on the
top right coordinate of bk, and additionally (still) contains 1 on the bottom left coordinate
of u′1, which is the (2n, 1)-th coordinate of ϕ. If c is odd, we can permute this coordinate
to the (c, 1)-th coordinate using conjugation by diag(Ic−2, ( 11 ) , I(k−1)c). Now conjugating ϕ
by
diag(
(
1
Ic−2
1
)
, Ik(c−1)),
the top right coordinate of bk is permuted into its bottom right, so that now ϕ has 1 in the
bottom right coordinate of each of the blocks bk, . . . , b2k−2, and the (c, 1)-th coordinate of ϕ
is permuted into the (1, c)-th coordinate. Moreover, the only nonzero entry in column c is the
(1, c)-th coordinate, and in each bk, . . . , b2k−2 the only nonzero entry on the rightmost column
is the bottom right one. This brings us to the situation in the proof of Proposition 2.10,
with the exception that instead of −1 in the bottom right coordinate of the block bk−1, we
have 1 in the (1, c)-th coordinate (the first coordinate to the left of the top left coordinate
of bk). It again follows that ϕ is nilpotent of order at least k+1. We conclude (2.34) for any
nontrivial χ′ and any block Z ′.
For the archimedean case, again the result is trivial if l = 0 and c is even. The (abelian)
Lie algebra z of Z decomposes into the direct sum of one-dimensional Lie algebras zi,j,
corresponding to the coordinates Zi,j of Z (which can be identified with positive roots of
GLkc).
For each (i, j), there is a subgroup of (2.33) which acts on the characters of Zi,j with
2 orbits; one can identify this subgroup with TGL2 . Then we can proceed as in the non-
archimedean case and prove JVβ⋉Zi,j ,ψ−1Vβ⊗χ
′(ρ) = 0 for any nontrivial character χ′. By the
transitivity of the Jacquet functor, this implies that there are no continuous distributions on
JVβ ,ψ−1Vβ
(ρ) that transform on the left under Zi,j by χ
′, i.e., (JVβ ,ψ−1Vβ
(ρ)∗)(Zi,j ,χ
′) = 0. Hence
by [GGS17, Proposition 3.0.1], zi,j acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗. Note that for the
proof of (2.34) above we really used only one coordinate, the bottom left one, for each block,
and using conjugation we can assume this coordinate is Zi,j.
We deduce that each zi,j acts locally nilpotently, hence so does z. 
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Proof of Lemma 2.14. Consider a non-archimedean field. We prove that JVβ ,ψ−1Vβ
(ρ) admits a
finite length filtration as a representation of h(1,GLn−l), and on each constituent
h(1, CGLn−l)
acts by a character, by showing JVβ ,ψ−1Vβ
(ρ) factors through a Jacquet module along a unipo-
tent radical of a certain parabolic subgroup, with respect to a trivial character.
After conjugating JVβ ,ψ−1Vβ
(ρ) by
κ = diag(
(
In−l
In
Il
Ic−2n
)
, Ik(c−1)),
we regard JVβ ,ψ−1Vβ
(ρ) as a representation of κ(h(1,GLn−l)) = diag(GLn−l, Ikc−(n−l)). In addi-
tion, this conjugation only changes the restriction of ψ−1Vβ to bk, now given by
ψ(tr(bk
 0 0 −ǫ0Il 0 00 ǫ0In−l 0 0 00 0 0 0 Ic−2n
0n−l 0 0 0 0
0 0 0 Il 0
))
(use (2.32)). Now ψ−1Vβ is trivial on the top n−l rows of bk, hence JVβ ,ψ−1Vβ
(ρ) is a representation
of V(n−l,c−(n−l)), which we identify with its image in the top left c× c block of GLkc.
We claim
JVβ ,ψ−1Vβ
(ρ) = JV
(n−l,c−(n−l),ck−1)
,ψ−1Vβ
(ρ). (2.36)
Here ψ−1Vβ is extended trivially to V(n−l,c−(n−l)). Before proving (2.36), we explain how it
leads to the result. Because V(n−l,kc−(n−l)) < V(n−l,c−(n−l),ck−1), the right hand side of (2.36)
becomes
Jdiag(In−l,V(c−(n−l),ck−1)),ψ
−1
Vβ
(JV(n−l,kc−(n−l))(ρ)).
Since ρ is an admissible finite length representation of GLkc, JV(n−l,kc−(n−l))(ρ) is an admissi-
ble finite length representation of M(n−l,kc−(n−l)). As such, it admits a finite filtration with
irreducible admissible constituents. On each constituent V, CM(n−l,kc−(n−l)) acts by a charac-
ter, and because κh(1, CGLn−l) < CM(n−l,kc−(n−l)),
κh(1, CGLn−l) also acts by a character. Note
that V may certainly be reducible (or not admissible) as a representation of κh(1,GLn−l).
By the exactness of the Jacquet functor, JVβ ,ψ−1Vβ
(ρ) admits a finite filtration where on each
constituent κh(1, CGLn−l) still acts by the same character. This completes the proof of the
main assertion — part (1) — for the non-archimedean case. Regarding (3), when c = 2,
ρ = ρc(τ) for an irreducible supercuspidal representation of GLk and k > 1, the Jacquet
module JV(n−l,kc−(n−l))(ρ) vanishes since n− l = 1 ([BZ77, 2.13 (a)]).
Write v ∈ V(n−l,c−(n−l)) in the form v = (v1, v2, v3, v4) with v1 ∈ Matn−l, v2, v3 ∈ Matn−l×l
and v4 ∈ Matn−l×c−2n. The group
κ[x1, x2, x3, x4] (see (2.33)), together with the group GLn−l
embedded in M(ck) by x5 7→ diag(In−l, x5, I2l+c−2n)
△, stabilizes ψ−1Vβ and acts on the set of
characters of V(n−l,c−(n−l)) with infinitely many orbits, but only 2 on each block vi separately.
Using the transitivity of the Jacquet functor and [BZ76, 5.9–5.12], (2.36) follows at once if
we prove separately, that for each block Z ′ = vi and nontrivial character χ
′ of Z ′,
JVβ⋉Z′,ψ−1Vβ⊗χ
′(ρ) = 0. (2.37)
38 D. GOUREVITCH AND E. KAPLAN
Let ϕ denote the transpose of the nilpotent element defined by the character ψ−1Vβ ⊗ χ
′
of Vβ ⋉ Z
′. We prove ϕ is nilpotent of order at least k + 1, then since ρ is (k, c), [GGS17,
Theorem E] implies (2.37).
First we show that, after possibly a suitable conjugation, ϕ is nontrivial on the (1, c)-th
coordinate, and all other blocks remain unchanged except the block bk, where there is a
nonzero entry on the bottom right coordinate.
We can assume the top right coordinate of Z ′ in ϕ is nonzero, and it is the only nonzero
entry on that column. If Z ′ = v4, the (1, c)-th entry of ϕ is nonzero. Using conjugation by an
element of diag(Ic,GL
△′
c ), the (c, n+ 1)-th coordinate of bk becomes its (c, c)-th coordinate,
and the other blocks bk+1, . . . , b2k−2 are unchanged.
For Z ′ = v2, we conjugate ϕ by
diag(
 In−l In−l Il
Il
Ic−2n
 ,( IlIc−2l
Il
)△′
),
and for Z ′ = v1 we conjugate by
diag(
 In−l IlIl
In−l
Ic−2n
 ,( Il IlIc−n−l
In−l
)△′
).
Both conjugations preserve bk+1, . . . , b2k−2, the (1, 2n)-th coordinate of ϕ becomes nontriv-
ial, and the rightmost column of bk has (precisely) one nontrivial coordinate, which is the
(c− 1, c)-th coordinate if c is odd, otherwise it is the bottom coordinate (the (c, c)-th coor-
dinate). For an even c, ϕ is of the prescribed form; if c is odd, using another conjugation
by diag(Ic−2, ( 11 ) , I(k−1)c), the (c− 1, c) entry of block bk is permuted into its bottom right
coordinate, and the (1, 2n)-th coordinate of ϕ becomes its (1, c)-th coordinate.
We conclude that in all cases of Z ′, when χ′ is nontrivial, ϕ has 1 on the (1, c)-th coordinate,
and also on the bottom right coordinate of each block bk, . . . , b2k−2, and the corresponding
nonzero entry is the unique one in its column. Thus as in the proof of Lemma 2.13, ϕ is
nilpotent of order at least k + 1 and (2.37) follows.
Over archimedean fields, as in the proof of Lemma 2.13, we deduce that the Lie algebra
v(n−l,c−(n−l)) of V(n−l,c−(n−l)) acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗ by carrying out the proof
of (2.37) and applying [GGS, Proposition 3.0.1] separately for each coordinate of each vi. Let
v′ denote the Lie algebra of the unipotent subgroup V(n−l,kc−(n−l))∩Vβ . Since v
′ acts trivially
on JVβ ,ψ−1Vβ
(ρ), v(n−l,kc−(n−l)) = v(n−l,c−(n−l)) ⊕ v
′ acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗. 
Example 2.15. Consider c = 4, k = 2, G = Sp4, H = Sp16 and l = 1. Assume d1 = n− l =
1. Then w = (03, 1, w2), w2 = (1
4) and u = ℓ0(u) ∈ H0 is given by
u = diag(I4,
(
1 1
1
1
)
, I2,
(
1 −1
1
1
)
, I4).
For the structure of w as a matrix see (2.26), and note that γ1 = diag(
(
I4
I2
)
, I2)
(
I6
I2
)
.
We have β = (42), and if we write an element of Vβ in the form v =
(
I4 X
I4
)
, ψVβ(v) =
ψ(−X1,4 +X2,2 −X3,1). The Jacquet module JVβ ,ψ−1Vβ
(ρ) is a representation of h(1, UR) with
UR =
{(
1 u1 0
u2 1 u3 u1
1
−u2 1
)}
.
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We see that for z ∈ UR,
u(1, z) = diag(I4,

1 u1
1
1 u1
u2 1 u3 u1 u1
1
−u2 1
1
1
 , I4).
Then h(1, z) = mzz
′ with mz ∈MP and z
′ ∈ UP , and such that as an element of GL8,
mz = diag(
(
1
1
1
u1 u2 1
)
, I4).
Denote the subgroup of elements of this form by Z, then JVβ ,ψ−1Vβ
(ρ) is a representation of
Z. We proceed over non-archimedean fields. To show that JVβ ,ψ−1Vβ
(ρ) is a trivial represen-
tation of h(1, UR) amounts to proving JVβ⋉Z,ψ−1Vβ⊗χ
(ρ) = 0 for any nontrivial character χ of
Z. Combining Z and Vβ together we are considering the following unipotent subgroup and
character:
{v =

1 x1,1 x1,2 x1,3 x1,4
1 x2,1 x2,2 x2,3 x2,4
1 x3,1 x3,2 x3,3 x3,4
u1 u2 1 x4,1 x4,2 x4,3 x4,4
1
1
1
1
}, (ψ−1Vβ ⊗ χ)(v) = ψ(x1,4 − x2,2 + x3,1 + α1u1 + α2u2).
We have an action of TGL2 on u1 and u2 separately, given by diag(x1, I2, x3, I3, x1) (for u1)
and diag(I2, x2, x3, x2, I3). When considering each coordinate separately, there are 2 orbits.
The corresponding ϕ takes the form
ϕ =

0 0 0 0 0 0 0 1
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
α1 0 α2 0 0 0 0 0
0
0
0
0
 ,
and a nontrivial χ means (α1, α2) 6= (0, 0). Using conjugations by diag(J3, I5) and by
diag(I4, g) for a permutation matrix g ∈ GL4 if necessary, we can assume the (4, 1)-th and
(1, 8)-th coordinates of ϕ are nonzero, then conjugating by diag(
(
1
I2
1
)
, I4), we see that ϕ
is nilpotent of order at least 3. Thus JVβ ,ψ−1Vβ
(ρ) is a trivial representation of h(1, UR) (ρ is
(k, c) = (2, 4)).
The Jacquet module JVβ ,ψ−1Vβ
(ρ) is also a representation of
h(1,GLn−l) = {diag(I3, a, I4) : a ∈ F
∗}.
Conjugating by κ = diag(
(
1
I2
1
)
, I4), we can regard JVβ ,ψ−1Vβ
(ρ) as a representation of
diag(V(1,3), I4). Combining the coordinates of V(1,3) and Vβ, we then have
{v =

1 v1 v2 v3 x4,1 x4,2 x4,3 x4,4
1 x2,1 x2,2 x2,3 x2,4
1 x3,1 x3,2 x3,3 x3,4
1 x1,1 x1,2 x1,3 x1,4
1
1
1
1
},
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and note that we permuted the coordinates of xi,j (so that ψ
−1
Vβ
remains as above). The tensor
of an arbitrary character χ of V(1,3) with ψ
−1
Vβ
takes the form
(ψ−1Vβ ⊗ χ)(v) = ψ(x1,4 − x2,2 + x3,1 + γ1v1 + γ2v2 + γ3v3).
As above, we have the action of TGL2 on each of the coordinates vi: diag(x3, x5, I3, x5, I2) for
v1, diag(x3, 1, x2, 1, x2, I3) for v2, and diag(x3, I2, x1, I3, x1) for v3. The corresponding ϕ is
then nilpotent of order at least 3, when γ1γ2γ3 6= 0. This is immediate when γ3 6= 0, using
x1,4. If γ3 = 0 and γ2 6= 0, we conjugate by diag(I2, J2,
(
1
I2
1
)
) and use x3,1, otherwise
γ1 6= 0 and we conjugate by diag(1, J3, 1, J3) and use x2,2.
Therefore JVβ ,ψ−1Vβ
(ρ) factors through V(1,7), so that the original module JVβ ,ψ−1Vβ
(ρ) factors
through κ
−1
V(1,7). Since det(diag(I3, a, I4)) = a, we can use (2.7) to deduce H(h) = 0.
Propositions 2.5–2.12 imply H(h) = 0 for all h such that h 6∼ δ. Finally consider h =
w(nun) ∼ δ. We prove that for all s, dimH(δ) = dimHomG(π
∨
1 , π
ι
2). In this case Pδ =
(Gι×C◦H)⋉V(ck), where G
ι = {(g, ιg) : g ∈ G}, ψ−1Vβ belongs to the orbit of ψk (the choice of
δ of [CFK] gives precisely ψk), and any morphism in H(δ) factors through JV
(ck)
,ψk(ρ). Note
that C◦H is trivial unless H = GSpin2kc, in which case C
◦
H < Pδ because C
◦
G is mapped by
the embedding g 7→ (g, 1) bijectively into C◦H (see also (1.3)). Therefore
H(δ) = HomGι×C◦H (
δ−1JV
(ck)
,ψk(ρ)⊗ η ⊗ π
∨
1 ⊗ π
∨
2 , 1).
Here | det |s−1/2 and θh are absent because they are trivial on G
ι × C◦H .
For H = GSpin2kc we assumed χπ1 , χπ2 exist, then H(δ) = 0 unless η = χ
−1
π1
= χπ2,
because for z1, z2 ∈ C
◦
G, (z1, z2) is the element z
−1
1 z2 of C
◦
H . When this condition holds, we
can finally ignore C◦H and η altogether.
Recall that GL△c denotes the diagonal embedding of G in M(ck), and JV(ck),ψk(ρ) is a trivial
representation of SL△c . Since
δGι < SL△c (for H 6= GSpin2kc,
δGι = G△), the action of Gι on
δ−1JV
(ck)
,ψk(ρ) is trivial, and because dim JV(ck),ψk(ρ) = 1 (see § 1.4),
HomGι(
δ−1JV
(ck)
,ψk(ρ)⊗ π
∨
1 ⊗ π
∨
2 , 1) = HomG(π
∨
1 ⊗ (π
∨
2 )
ι, 1) = HomG(π
∨
1 , π
ι
2).
This completes the proof of the first part of the theorem. For the second part, clearly
when π1 and π2 are irreducible, dimHomG(π
∨
1 , π
ι
2) ≤ 1 and is zero unless π1 = (π
ι
2)
∨. Under
the assumptions of (a) (e.g., π2 is supercuspidal and c > 2), we do not need to exclude any
s, by Proposition 2.12 (which is the only case where the vanishing depends on s).
2.3. The case H = GL2kc. Write P\H/D =
∐
h PhD with h = wu, where w is a rep-
resentative from W (MP )\W (H) and u ∈ MQ ∩ NH . Throughout this section we fix the
standard identification of W (H) with permutation matrices in H . One can still describe w
as a 2kc-tuple of {0, 1}: if the i-th coordinate of w is 1, w permutes the i-th row into one
of the first kc rows, and if it is 0, then w permutes this row into one of the last kc rows.
Of course only vectors whose total sum of coordinates is kc are permissible (UP contains kc
nontrivial rows). Let p0(w) denote the middle 2c coordinates of w, and p1(w) (resp., p2(w))
denote the first (resp., last) (k− 1)c coordinates. Also note that in general, w permutes row
i into UP if and only if w
−1 permutes column i out of UP .
For the case k = 1, we can parameterize P\H/(G×G) using the elements
(0l, 1c−l, 0c−l, 1l)ul,j, 0 ≤ l ≤ c, 0 ≤ j ≤ l,
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where
(0l, 1c−l, 0c−l, 1l) =
(
Il
I2(c−l)
Il
)
, ul,j =
(
Il Al,j
I2(c−l)
Il
)
, Al,j =
(
Ij
0
)
.
The choice of matrix for (0l, 1c−l, 0c−l, 1l) is not canonical, but can be used for convenience.
Assume k ≥ 1. Recall
MQ = GLc× . . .×GLc×H0 ×GLc× . . .×GLc, H0 = GL2c .
Given x ∈MQ, denote its projection into the left (resp., right) direct product of k−1 copies
of GLc by ℓ1(x) (resp., ℓ2(x)), put ℓ(x) = ℓ1(x)ℓ2(x), and let ℓ0(x) be the projection into H0.
We have the analogs of (2.14) and (2.15), in particular since (1, G) < H0, conjugation by
elements of (1, G) does not affect ℓ(x).
Proposition 2.16. Let h = wu, where w is a representative from W (MP )\W (H) and
u ∈ MQ ∩ NH . Then h ∼ wˆuˆ, where p0(wˆ) = (0
l, 1c−l, 0c−l
′
, 1l
′
) for some 0 ≤ l, l′ ≤ c,
uˆ ∈MQ, there is σ ∈ (W (G),W (G)) with
σuˆ ∈ MQ ∩NH , and ℓ0(uˆ) takes the form(
Il X
I2c−l−l′
Il′
)
, (2.38)
for some X.
Proof. Identify NGLc ×NGLc with its image in M(c,c) < H0. Since NGLc ×NGLc < ℓ0((G,G)),
one can assume ℓ0(u) ∈ V(c,c). Through this ℓ(u) is multiplied by an element in MQ ∩NH .
One can find σ ∈ (W (G),W (G)) such that wσ = w1 satisfies p0(w1) = (0
l, 1c−l, 0c−l
′
, 1l
′
)
for some 0 ≤ l, l′ ≤ c. Denote u1 =
σ−1u. Since ℓ0((G,G)) < M(c,c), ℓ0(u1) ∈ V(c,c). Also
ℓ(u1) ∈ MQ, but might not be in NH . Then wu ∼ wuσ = w1u1.
Write the top right c × c block of ℓ0(u1) in the form
(
X1 X2
X3 X4
)
, X2 ∈ Matl×l′. Now w1
conjugates the blocks X i, i 6= 2, into P . Hence if u2 = z
−1u1 with z ∈ V(c,c) defined by these
blocks, w1u1 = w1zu2 ∼ w1u2. Now ℓ0(u2) takes the form (2.38). Note that ℓ(u2) = ℓ(u1),
whence ℓ(σu2) = ℓ(
σu1) = ℓ(u) ∈ MQ ∩NH , and ℓ0(
σu2) ∈ NH0 because ℓ0((G,G)) < M(c,c).
Thus σu2 ∈MQ ∩NH . Then wˆ = w1 and uˆ = u2 satisfy the required properties. 
Lemma 2.17. Let h = wu, where w and u are given by Proposition 2.16. Assume
ψU |U∩w−1UP 6= 1. (2.39)
Then (2.6) holds as well, i.e., for h.
Proof. The proof is a repetition of the proof of Lemma 2.6, with only one case to consider.
In the notation of that proof, we only have to consider the case where the coordinate (i, j)
defining Y belongs to a block B ∈ Matc. Then
σY is also defined by a coordinate in the
same block B. One difference is that here σ ∈ (W (G),W (G)) instead of (W (G), 1), but this
does not make any difference. In fact, (1, G) commutes with all of the blocks of U where ψU
is nontrivial. 
Re-denote h = wu where w and u satisfy the properties of Proposition 2.16. In particular
w defines the integers 0 ≤ l′, l ≤ c. Write
w = (w1k, . . . , w
1
1, w
2
1, . . . , w
2
k), ∀i, j, w
j
i ∈ {0, 1}
c.
With this notation
p0(w) = (w
1
1, w
2
1), w
1
1 = (0
l, 1c−l), w21 = (0
c−l′, 1l
′
).
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Proposition 2.18. We have H(h) = 0 unless
w1i = (0
l, ∗c−l), w2i = (∗
l, 1c−l), ∀1 < i ≤ k. (2.40)
Proof. For k = 1 there is nothing to prove, assume k > 1. Since w11 = (0
l, 1c−l), conjugation
by w leaves the last c− l rows of u2,2 (see (1.2)) in UP , these are rows
(k − 1)c+ l + 1, . . . , kc.
The character ψU is nontrivial on the bottom right c−l×c−l block of u
2,2, whence H(h) = 0
by (2.39), unless w−1 permutes the last c− l columns of u2,2, columns
(k + 1)c+ l + 1, . . . , (k + 2)c,
outside of UP . This means w permutes rows
(k + 1)c+ l + 1, . . . , (k + 2)c
into UP , i.e., w
2
2 = (∗
l, 1c−l). But these are also the last c − l rows of the block v1,2 of the
bottom right copy of V(ck−1) in U . Since ψU restricts to ψ ◦ tr on v1,2, H(h) = 0 by (2.39),
unless w−1 permutes the last c− l columns of v1,2, columns
(k + 2)c+ l + 1, . . . , (k + 3)c,
outside of UP , so that w permutes rows
(k + 2)c+ l + 1, . . . , (k + 3)c
into UP , w
2
3 = (∗
l, 1c−l), and these are the bottom c − l rows of v2,3. Proceeding similarly
(ψU is ψ ◦ tr on vj,j+1) we obtain w
2
i = (∗
l, 1c−l) for all 1 < i ≤ k.
In addition, w11 = (0
l, 1c−l) implies w−1 permutes the first l columns of u1,1, columns
(k − 1)c+ 1, . . . , (k − 1)c+ l,
into UP . Since ψU restricts to ψ ◦ tr on u
1,1, H(h) = 0 by (2.39), unless w permutes the first
l rows of u1,1 outside of UP , these are rows
(k − 2)c+ 1, . . . , (k − 2)c+ l,
and we obtain w12 = (0
l, ∗c−l). Then w−1 permutes the first l columns of the block vk−1,k of
the top left copy of V(ck−1) in U , columns
(k − 2)c+ 1, . . . , (k − 2)c+ l
into UP , so that H(h) = 0 by (2.39), unless w permutes the first l rows of vk−1,k, rows
(k − 3)c+ 1, . . . , (k − 3)c+ l,
outside of UP , i.e., w
1
3 = (0
l, ∗c−l). Similarly, we deduce w1i = (0
l, ∗c−l) for all 1 < i ≤ k. 
For each 1 < i ≤ k, let 0 ≤ d1i−1 ≤ c − l and 0 ≤ d
2
i−1 ≤ l be maximal such that for all
1 < i ≤ k,
w1i = (0
l+d1i−1, ∗c−l−d
1
i−1), w2i = (∗
l−d2i−1 , 1c−l+d
2
i−1).
The integer dji−1 is defined since w
j
i takes the form (2.40).
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Proposition 2.19. We have H(h) = 0 unless h ∼ wˆuˆ, p0(wˆ) = (0
l, 1c−l, 0c−l
′
, 1l
′
), for each
1 < i ≤ k,
w1i = (0
l+d1i−1 , 1c−l−d
1
i−1), w2i = (0
l−d2i−1 , 1c−l+d
2
i−1), d11 ≤ . . . ≤ d
1
k−1, d
2
1 ≤ . . . ≤ d
2
k−1,
(2.41)
and uˆ satisfies the conditions of Proposition 2.16, in particular ℓ0(uˆ) takes the form (2.38).
Proof. For each 1 < i ≤ k, put w2i = ((w
2)′i, 1
c−l) with (w2)′i ∈ {0, 1}
l. Let 1 ≤ j ≤ l and
assume 1 < i0 ≤ k is minimal such that (w
2)′i0 [j] = 1. Assume i > i0 is minimal with
(w2)′i[j] = 0. Since (w
2)′i−1[j] = 1, w permutes row (k + i − 2)c + j into UP . This row
contains coordinates of a row from vi−2,i−1, and ψU is ψ ◦ tr on vi−2,i−1, so that on row
(k+ i− 2)c+ j it is nontrivial on the column (k+ i− 1)c+ j. Thus (2.39) implies H(h) = 0,
unless w−1 permutes column (k+ i−1)c+j outside of UP , which means that w permutes row
(k + i − 1)c + j into UP , contradicting the assumption (w
2)′i[j] = 0. Therefore (w
2)′i[j] = 1
for all i ≥ i0 (or H(h) = 0).
Now we are in a situation similar to the proof of Proposition 2.8. If i0 is minimal with
(w2)′i0[j] = 1 and (w
2)′i0 [j + 1] = 0, then for each i > i0, either (w
2)′i[j] = 1, (w
2)′i[j +
1] = 0 or (w2)′i[j] = (w
2)′i[j + 1] = 1. Using transpositions from (diag(W (GLl), Ic−l), 1),
one can sort the coordinates of the blocks w2i so that d
2
1 ≤ . . . ≤ d
2
k−1 holds. Any b ∈
(diag(W (GLl), Ic−l), 1) fixes the last c− l rows of w
1
i and keeps the first l rows of w
1
i in w
1
i ,
for each 1 < i ≤ k, and since w1i starts with (0
l), p1(
bw) = p1(w) (for brevity, we identify
w1i with the rows it is affecting: (k − i)c + 1, . . . , (k − i)c + c). Additionally b fixes the last
2c− l rows of p0(w) while keeping the first l rows in p0(w), thus p0(
bw) = p0(w).
Similarly denote w1i = (0
l, (w1)′i) with (w
1)′i ∈ {0, 1}
c−l, and consider 1 ≤ j ≤ c − l.
Suppose i0 > 1 is minimal with (w
1)′i0 [j] = 0 and i > i0 is minimal with (w
1)′i[j] = 1. On
the one hand (w1)′i−1[j] = 0 hence w permutes row (k − i + 1)c + j outside of UP , so that
w−1 permutes column (k − i + 1)c + j into UP . On the other hand (w
1)′i[j] = 1, whence
w permutes row (k − i)c + j into of UP . Again H(h) = 0 because of (2.39), otherwise we
deduce that if i0 exists, (w
1)′i[j] = 0 for all i ≥ i0.
This means that unless H(h) = 0, if i0 is minimal with (w
1)′i0 [j] = 1 and (w
2)′i0 [j+1] = 0,
then for each i > i0, either (w
2)′i[j] = 1, (w
2)′i[j+1] = 0 or (w
2)′i[j] = (w
2)′i[j+1] = 0. Again
we use transpositions, now from (diag(Il,W (GLc−l)), 1), to rearrange the coordinates of the
blocks w1i and obtain d
1
1 ≤ . . . ≤ d
1
k−1. For b ∈ (diag(Il,W (GLc−l)), 1), b fixes the first l rows
of w2i and leaves the last c − l rows in w
2
i for 1 < i ≤ k, and because w
2
i (still) ends with
(1c−l), p2(
bw) = w. Also p0(
bw) = p0(w).
Now condition (2.41) holds, and note that the conjugations affect u, but it still satisfies the
conditions of Proposition 2.16. As opposed to Proposition 2.8, we do not claim ℓ0(uˆ) = ℓ0(u),
it might not hold because (diag(W (GLl), Ic−l), 1) does not commute with (2.38). 
Re-denote h = wu, with w and u given by Proposition 2.19. Since the total sum of
coordinates of w must be kc, we have
c− l + l′ +
k−1∑
i=1
(c− l − d1i ) +
k−1∑
i=1
(c− l + d2i ) = kc,
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hence
k−1∑
i=1
d2i − d
1
i = (k − 1)(2l − c) + l − l
′. (2.42)
We can multiple w on the left by an element of W (MP ), so that the matrix corresponding
to w takes the form
0 I
c−l+d2
k−1
I
c−l−d1
k−1
0
0 . .
.
. . . 0( Il
I2c−l−l′
Il′
)
0 I
l−d2
1
. .
.
0
0
. . .
I
l+d1
k−1
0

.
For example if k = 1,
w =

0 0 0 0 0 0 I
c−l+d2
1
0 I
c−l−d11
0 0 0 0 0
0 0 0 0 Il 0 0
0 0 0 I2c−l−l′ 0 0 0
0 0 Il′ 0 0 0 0
0 0 0 0 0 I
l−d2
1
0
I
l+d11
0 0 0 0 0 0
 ,
and for k = 2,
w =

0 0 0 0 0 0 0 0 0 0 I
c−l+d22
0 I
c−l−d1
2
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 I
c−l+d2
1
0 0
0 0 0 I
c−l−d11
0 0 0 0 0 0 0
0 0 0 0 0 0 Il′ 0 0 0 0
0 0 0 0 0 I2c−l−l′ 0 0 0 0 0
0 0 0 0 Il 0 0 0 0 0 0
0 0 0 0 0 0 0 I
l−d21
0 0 0
0 0 I
l+d11
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 I
l−d2
2
0
I
l+d1
2
0 0 0 0 0 0 0 0 0 0

.
For 1 ≤ j ≤ k − 1, denote
γj =diag(I∑j−1
i=1 c−l−d
1
k−i
,
(
I
kc−(2j−1)(c−l)−d2
k−j
+
∑j−1
i=1
d1
k−i
−d2
k−i
I
c−l+d2
k−j
)
, I∑j−1
i=1 c−l+d
2
k−i
) ∈ W (GLkc),
γ′j =diag(I∑j−1
i=1 l+d
1
k−i
,
(
I
l+d1
k−j
I
kc−(2j−1)l−d1
k−j
+
∑j−1
i=1
d2
k−i
−d1
k−i
)
, I∑j−1
i=1 l−d
2
k−i
) ∈ W (GLkc),
and multiply w on the left by diag(γk−1 · . . . · γ1, γ
′
k−1 · . . . · γ
′
1). Now we see that
hU ∩MP =
Vβ × Vβ′, where β and β
′ are the compositions of kc given by
β = (c− l − d1k−1, . . . , c− l − d
1
1, l
′ + c− l, c− l + d21, . . . , c− l + d
2
k−1),
β ′ = (l + d1k−1, . . . , l + d
1
1, c− l
′ + l, l − d21, . . . , l − d
2
k−1).
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Both β and β ′ are indeed compositions of kc, by (2.42). Put ψVβ×Vβ′ =
hψU |Vβ×Vβ′ , ψVβ =
hψU |Vβ×Ikc and ψVβ′ =
hψU |Ikc×Vβ′ , and note that
ψVβ×Vβ′ (ρ) = ψVβ(ρ1)⊗ ψVβ′ (ρ2). (2.43)
We start with describing wℓ0(u)ψU |Vβ×Vβ′ . For v ∈ Vβ and v
′ ∈ Vβ′, write
v =

I
c−l−d1
k−1
b1 ···
. . .
. . .
I
c−l−d12
bk−2 ···
I
c−l−d11
e bk−1 ···
Il′ 0 bk ···
Ic−l bk+1 ···
. . .
. . .
I
c−l+d2
k−2
b2k−1
I
c−l+d2
k−1

,
v′ =

I
l+d1
k−1
b′1 ···
. . .
. . .
I
l+d12
b′k−2 ···
I
l+d11
e′ b′k−1 ···
Ic−l′ 0 f
′ ···
Il b
′
k ···
. . .
. . .
I
l−d2
k−2
b′2k−2
I
l−d2
k−1

.
The dimensions of the blocks bi and b
′
i are clear, note that bk and bk+1 (resp., b
′
k) have c−l+d
2
1
(resp., l − d21) columns. Then
wℓ0(u)ψU(diag(v, Ikc)) = ψ(−
2∑
j=k−1
tr(bk−j
(
0
d1
j
−d1
j−1
×c−l−d1
j
I
c−l−d1
j
)
)− tr(bk−1
(
0
d1
1
×c−l−d1
1
I
c−l−d1
1
)
) (2.44)
− tr(bk
(
A(X)
0c−l×l′
)
) + tr(bk+1
(
0
d2
1
×c−l
Ic−l
)
)−
k−2∑
j=1
tr(bk+1+j
(
0
d2
j+1
−d2
j
×c−l+d2
j
I
c−l+d2
j
)
)),
wℓ0(u)ψU(diag(Ikc, v
′)) =ψ(−
2∑
j=k−1
tr(b′k−j (
I
l+d1
j−1
0
l+d1
j−1
×d1
j
−d1
j−1 ))− tr(b
′
k−1 (
Il 0l×d1
1 )) (2.45)
+ tr(b′k (
I
l−d21
0
l−d21×d
2
1 ))−
k−2∑
j=1
tr(b′k+j (
I
l−d2
j+1
0
l−d2
j+1
×d2
j+1
−d2
j ))).
The matrix A(X) ∈ Matd21×l′ in (2.44) is uniquely defined given the block X of ℓ0(u), and
in particular A(0) = 0 and when d21 = l = l
′, A(Il) = Il. For l = c, we have d
1
i = 0 for all i,
and since d2i ≤ c and l
′ ≤ c, (2.42) implies d2i = c for all i and l = l
′, then (2.45) becomes
ψ−1k , and when X = Ic, (2.44) also becomes ψ
−1
k .
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Proposition 2.20. Assume k > 1 and H(h) 6= 0. The character ψVβ belongs to the orbit of
v 7→ψ(−
2∑
j=k−1
tr(bk−j∗)− tr(bk−1
( ∗
d1
1
×c−l−d1
1
I
c−l−d11
)
) (2.46)
− tr(bk
(
∗
d2
1
×l′
0c−l×l′
)
) + tr(bk+1
(
0
d21×c−l
Ic−l
)
)−
k−2∑
j=1
tr(bk+1+j
(
∗
d2
j+1
−d2
j
×c−l+d2
j
I
c−l+d2
j
)
)),
and ψVβ′ belongs to the orbit of
v′ 7→ψ(−
2∑
j=k−1
tr(b′k−j (
I
l+d1
j−1
∗
l+d1
j−1
×d1
j
−d1
j−1 ))− tr(b
′
k−1 (
Il 0l×d1
1 )) (2.47)
+ tr(b′k (
I
l−d2
1
∗
l−d2
1
×d2
1 ))−
k−2∑
j=1
tr(b′k+j∗)).
Here ∗ means undetermined block entries. When ℓ(u) is the identity, (2.46)–(2.47) coincide
with (2.44)–(2.45).
Proof. The proof is similar to the proof of Proposition 2.9. Now ψU is defined by 2(k − 1)
blocks in Matc. Let B1,k−2 (resp., B2,0) be the block corresponding to u
1,1 (resp., u2,2), and
B1,0, . . . , B1,k−3 (resp., B2,1, . . . , B2,k−2) be the blocks corresponding to the top left (resp.,
bottom right) embedding of V(ck−1) < MP (see § 1.5).
Set d10 = d
2
0 = 0. For 0 ≤ i ≤ k − 2, write B1,i in the form
I
l+d1
k−i−2
B1,11,i B
1,2
1,i B
1,3
1,i
I
d1
k−i−1
−d1
k−i−2
B2,11,i B
2,2
1,i B
2,3
1,i
I
c−l−d1
k−i−1
B3,11,i B
3,2
1,i B
3,3
1,i
I
l+d1
k−i−2
I
d1
k−i−1
−d1
k−i−2
I
c−l−d1
k−i−1

and B2,i in the form 
I
l−d2
i+1
B1,12,i B
1,2
2,i B
1,3
2,i
I
d2
i+1
−d2
i
B2,12,i B
2,2
2,i B
2,3
2,i
I
c−l+d2
i
B3,12,i B
3,2
2,i B
3,3
2,i
I
l−d2
i+1
I
d2
i+1
−d2
i
I
c−l+d2
i
 .
Recall ψU is given by
ψ(−
k−2∑
i=0
3∑
t=1
tr(Bt,t1,i) +
3∑
t=1
tr(Bt,t2,0)−
k−2∑
i=1
3∑
t=1
tr(Bt,t2,i)). (2.48)
Let MP (resp., UP , U
−
P ) denote the list of blocks conjugated by w into MP (resp., UP , U
−
P ):
MP ={B
1,1
j,i , B
2,1
j,i , B
3,2
j,i , B
3,3
j,i : 1 ≤ j ≤ 2, 0 ≤ i ≤ k − 2},
UP ={B
3,1
j,i : 1 ≤ j ≤ 2, 0 ≤ i ≤ k − 2},
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U
−
P ={B
1,2
j,i , B
1,3
j,i , B
2,2
j,i , B
2,3
j,i : 1 ≤ j ≤ 2, 0 ≤ i ≤ k − 2}.
We can assume ℓj(u) = diag(zj,0, . . . , zj,k−2), j = 1, 2, with zj,i ∈
wσNGLc . Here wσ is the
projection of (σ, 1)−1 into the i-th copy of GLc ((1, σ) commutes with ℓ(u)). We can then
write zj,i = z
′
j,imj,i where
wdiag(m1,0, . . . , m1,k−2, I2c, m2,0, . . . , m2,k−2) ∈MP
and for all 0 ≤ i ≤ k − 2,
m1,i =
(
I
l+d1
k−i−1
M11,i
M21,i Ic−l−d1
k−i−1
+M21,iM
1
1,i
)
∈ GLc, m2,i =
(
I
l−d2
i+1
M12,i
M22,i Ic−l+d2
i+1
+M22,iM
1
2,i
)
∈ GLc,
Ic−l−d1k−i−1 +M
2
1,iM
1
1,i ∈ GLl+d1k−i−1 , Ic−l+d2i+1 +M
2
2,iM
1
2,i ∈ GLc−l+d2i+1 .
Then
m−11,i =
(
I
l+d1
k−i−1
+M11,iM
2
1,i −M
1
1,i
−M21,i Ic−l−d1
k−i−1
)
∈ GLc, m
−1
2,i =
(
I
l−d2
i+1
+M12,iM
2
2,i −M
1
2,i
−M22,i Ic−l+d2
i+1
)
∈ GLc .
Henceforth we assume zj,i = mj,i. To compute
ℓ(u)ψU we calculate
m−11,k−2B1,k−2, m
−1
1,iB1,im1,i+1, B2,0m2,0, m
−1
2,iB2,i+1m2,i+1, ∀0 ≤ i ≤ k − 3.
We start with ψVβ and show that it belongs to the orbit of (2.46), otherwise H(h) = 0.
This amounts to the description of its restriction to bk−1, . . . , b2k−1 and e. The rightmost
c − l columns of bk−1 consist of B
3,2
1,k−2 and B
3,3
1,k−2 (the leftmost l
′ columns are conjugated
from the c× c block to the right of u1,1). Looking at m−11,k−2B1,k−2, if the top l rows of M
1
1,k−2
are nonzero, uψU is nontrivial on B
3,1
1,k−2 ∈ UP . Hence H(h) = 0 by (2.6) in this case. Also
uψU restricts to ψ ◦ tr on B
3,3
1,k−2. Hence ψVβ agrees with (2.46) on bk−1.
The block bk+1 consists of (B
3,2
2,0 , B
3,3
2,0) and we consider B2,0m2,0. If the last c− l columns
of M12,0 are nonzero,
uψU is nontrivial on B
3,1
2,0 ∈ UP . Unless H(h) = 0, we obtain that the
last c− l columns of M12,0 are 0, then it follows that
uψU and ψU coincide on (B
3,2
2,0 , B
3,3
2,0).
Regarding bk, it is conjugated by w from the c× c block below u
2,2. Denote this block by
B0 =

Ic−l′ B
1,1
0 B
1,2
0 B
1,3
0
I
l′−d2
1
B2,10 B
2,2
0 B
2,3
0
I
d21
B3,10 B
3,2
0 B
3,3
0
I
l−d2
1
I
d2
1
Ic−l
 ,
where
B1,10 , B
2,2
0 , B
2,3
0 , B
3,2
0 , B
3,3
0 ∈ MP , B
2,1
0 , B
3,1
0 ∈ UP , B
1,2
0 , B
1,3
0 ∈ U
−
P .
The blocks conjugated into bk are B
2,2
0 , B
2,3
0 , B
3,2
0 and B
3,3
0 . The conjugation of U by ℓ(u)
multiplies B0 on the right by m
−1
2,0. The restriction of
ℓ0(u)ψU to B
2,2
0 and B
3,2
0 is defined by
A(X), but ℓ0(u)ψU can also be nontrivial on B
2,1
0 or B
2,2
0 (or we could have, e.g., d
2
1 = 0, l).
We can assume ℓ0(u)ψU is given on B0 by
ψ(tr(ϕk
(
B1,10 B
1,2
0 B
1,3
0
B2,10 B
2,2
0 B
2,3
0
B3,10 B
3,2
0 B
3,3
0
)
)), ϕk =
(
0
l−d21×c−l
′ A1(X)
0
d2
1
×c−l′
A(X)
0c−l×c−l′ 0c−l×l′
)
, A1(X) ∈ Matl−d21×l′. (2.49)
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Here A1(X) defines the restriction of
ℓ0(u)ψU to B
2,1
0 and B
3,1
0 . When we consider m2,0ϕk we
see that the restriction of uψU to B
2,1
0 , B
3,1
0 ∈ UP is given by the first l − d
2
1 rows of m2,0
multiplied by the last l′ columns of ϕk, this restriction should vanish, and the restriction
to the blocks conjugated into bk corresponds to the last c − l + d
2
1 rows of m2,0 multiplied
by the last l′ columns of ϕk. Since the last c − l columns of M
1
2,0 are 0, we can denote
M12,0 = (
α 0
l−d21×c−l ). Also put M
2
2,0 =
(
β1
β2
)
with β1 ∈ Matd21×l−d21, then
m2,0
(
A1(X)
A(X)
0c−l×l′
)
=
(
I
l−d2
1
α 0
β1 I
d21
+β1α 0
β2 β2α Ic−l
)(
A1(X)
A(X)
0c−l×l′
)
=
(
A1(X)+αA(X)
β1A1(X)+Id21
+β1αA(X)
β2A1(X)+β2αA(X)
)
.
Now if H(h) 6= 0, we must have A1(X) + αA(X) = 0 thereby β
2A1(X) + β
2αA(X) = 0, in
which case ψVβ agrees with (2.46) on both bk−1 and bk.
Consider bk+i, 2 ≤ i ≤ k−1. We multiply m
−1
2,i−2B2,i−1m2,i−1. The block bk+1+i consists of
B3,22,i−1 and B
3,3
2,i−1. Recall B
3,1
2,i−1 ∈ UP . Then H(h) = 0 unless the top right l−d
2
i ×c− l+d
2
i−1
block of m2,i−1m
−1
2,i−2 is 0:
( Il−d2
i
M12,i−1 )
(
−M12,i−2
I
c−l+d2
i−1
)
= 0.
In this case the restriction of uψU to (B
3,2
2,i−1, B
3,3
2,i−1), which corresponds to the bottom right
c− l + d2i × c− l + d
2
i−1 block of m2,i−1m
−1
2,i−2, is defined by
(M22,i−1 Ic−l+d2
i
+M22,i−1M
1
2,i−1 )
(
−M12,i−2
I
c−l+d2
i−1
)
= ( 0c−l+d2i×l−d2i
I
c−l+d2
i )
(
−M12,i−2
I
c−l+d2
i−1
)
=
(
∗
d2
i
−d2
i−1
×c−l+d2
i−1
I
c−l+d2
i−1
)
.
Therefore ψVβ agrees with (2.46) on bk+i.
Also ψVβ |e = 1, because e is conjugated from the c × c block to the right of u
1,1. This
completes the proof for ψVβ .
We turn to the restriction of ψVβ′ to b
′
1, . . . , b
′
k, e
′ and f ′, and prove that unless H(h) = 0,
ψVβ′ and (2.47) coincide. The block b
′
k corresponds to B
1,1
2,0 and B
2,1
2,0 . Considering B2,0m2,0,
the restriction of uψU to these blocks is given by the top left l− d
2
1× l block of m2,0, namely
ψ(tr(( Il−d21
∗
l−d21×d
2
1 )
(
B1,12,0
B2,12,0
)
)).
Hence ψVβ′ and (2.47) coincide on b
′
k.
The block b′k−1 is conjugated from B
1,1
1,k−2 and B
2,1
1,k−2. This is similar to bk+1. We multiply
m−11,k−2B1,k−2 and if the first l rows of M
1
1,k−2 are nonzero,
uψU is nontrivial on B
3,1
1,k−2 ∈ UP
whence H(h) = 0. Henceforth we can assume the first l rows of M11,k−2 are 0, then the top
left l × l + d11 block of m
−1
1,k−2 equals (
Il 0l×l+d11 ), so that the restriction of
uψU to B
1,1
1,k−2 and
B2,11,k−2 coincides with the restriction of ψU (ψ ◦ tr on the former, trivial on the latter).
Consider b′i, 1 ≤ i ≤ k− 2. We multiply m
−1
1,i−1B1,i−1m1,i. The block b
′
i is conjugated from
(B1,11,i−1, B
2,1
1,i−1). This is similar to the case of bi+1. Since B
3,1
1,i−1 ∈ UP , H(h) = 0 unless the
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top right l + d1k−i−1 × c− l − d
1
k−i block of m1,im
−1
1,i−1 is 0, i.e.,(
I
l+d1
k−i−1
M11,i
)( −M11,i−1
I
c−l−d1
k−i
)
= 0.
Then the restriction of uψU to (B
1,1
1,i−1, B
2,1
1,i−1), which corresponds to the top left l+ d
1
k−i−1×
l + d1k−i block of m1,im
−1
1,i−1 becomes(
I
l+d1
k−i−1
M11,i
)( I
l+d1
k−i
+M11,i−1M
2
1,i−1
−M21,i−1
)
=
(
I
l+d1
k−i−1
M11,i
)( Il+d1
k−i
0
c−l−d1
k−i
×l+d1
k−i
)
= ( Il+d1k−i−1
∗
l+d1
k−i−1
×d1
k−i
−d1
k−i−1 ) ,
hence ψVβ′ agrees with (2.47) on b
′
i.
The character ψVβ′ is trivial on f
′, because f ′ is conjugated from B1,10 (see (2.49), the top
left l − d21 × c − l
′ block of ϕk). It is also trivial on e
′ since it is conjugated from the c × c
block to the right of u1,1 (this is similar to e). 
Proposition 2.21. Consider k > 1. Assume d11 < c − l (in particular l < c) or d
2
1 < l (in
particular 0 < l). Then JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) = 0 and H(h) = 0.
Proof. We argue as in the proof of Proposition 2.10. By Proposition 2.20, we can assume
ψVβ (resp., ψVβ′ ) is given by (2.46) (resp., (2.47)). Let ϕ be the transpose of the nilpotent
element defined by ψ−1Vβ (resp., ψ
−1
Vβ′
). By (2.43) and [GGS17, Theorem E], because ρ1 (resp.,
ρ2) is (k, c), it is enough to show that ϕ is nilpotent of order at least k + 1.
Consider d11 < c − l. Looking at (2.46), we have k nontrivial blocks bk−1, bk+1, . . . , b2k−1,
and for each block, the bottom right coordinate is nontrivial and the other coordinates on its
column in ϕ are 0. This does not depend on the undetermined coordinates of the character.
To see this use the assumption c − l − d11 > 0 for bk−1 and l < c for bk+1, and the bottom
right coordinate of bk+1 is the only nonzero coordinate on its column in ϕ because on the
l′ × c− l + d21 block bk above bk+1, ϕ is 0 on the last c− l columns (if l
′ = 0, this is trivially
true). It follows that ϕ is nilpotent of order at least k + 1.
For the case d21 < l, the blocks b
′
1, . . . , b
′
k are k nontrivial blocks, the top left coordinate of
each block is nontrivial (use l > 0 and d21 < l) independently of undetermined coordinates,
and is the only nonzero coordinate on its row (for b′k−1 use the fact that (2.47) is trivial on
e′!). Again ϕ is nilpotent of order at least k + 1. 
Remark 2.22. If l = l′, the conditions d11 = c− l and (2.42) already imply d
2
i = l for all i.
For the remaining cases k = 1 or both d11 = c− l and d
2
1 = l, in which case d
1
i = c− l and
d2i = l for all i, whence by (2.42) we have l
′ = l. Up to left multiplication by an element of
W (MP ), w equals 
Ic
. .
.
Ic(
Il
I2(c−l)
Il
)
Ic
. .
.
Ic
 ,
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so that wℓ(u) ∈ P and h ∼ wℓ0(u) (we still do not change w, in order to use β, β
′ and
the formulas for the characters given above). Therefore ψVβ and ψVβ′ are already given by
(2.44) and (2.45). Considering the action of (GLl,GLl), where GLl is the natural subgroup of
M(l,c−l), we can already write X = Al,j =
(
Ij
0l−j
)
with 0 ≤ j ≤ l. We deduce there are only
finitely many more representatives to analyze, but as opposed to § 2.2, we must handle each
0 ≤ j ≤ l separately (i.e., we can not easily reduce to j = l). The form of representatives is
finally similar to the k = 1 case. For the representative h such that j = l = c we have h ∼ δ.
Proposition 2.23. Assume l = l′. Assume d11 = c − l or k = 1, and 0 ≤ l < c. Then
H(h) = 0 outside a discrete subset of s. Furthermore, if l > 0 (forcing c > 1) and π2 is
supercuspidal, or c > 1, l = 0, π1 and π2 are supercuspidal and ρ2 = ρc(τ2) for an irreducible
supercuspidal representation τ2 of GLk, then H(h) = 0 for all s.
Proof. Now Vβ = Vβ′ = V(ck). Consider the parabolic subgroup R < G with MR = M(c−l,l)
and UR = V
−
(c−l,l). Note that V
−
(c−l,l) is trivial if l = 0. Identify the group GLc−l (nontrivial
for 0 ≤ l < c) with its natural image in MR.
For convenience, we multiply w on the left by diag(I2kc−c,
(
Il
Ic−l
)
). This permutation
normalizes Vβ × Vβ′, fixes ψVβ and conjugates ψVβ′ into
wℓ0(u)ψU(diag(Ikc,

Ic b′1
. . .
. . .
Ic b′k−1 e
′
Il
Ic−l
)) =ψ(− 2∑
j=k−1
tr(b′k−j)− tr(b
′
k−1 ( Il 0l×c−l ))). (2.50)
Now h(1,GLc−l) = diag(I2kc−(c−l),GLc−l), and since the character (2.50) is trivial on e
′,
JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is a well defined representation of h(1,GLc−l).
Over non-archimedean fields, we simultaneously prove that for all s, JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is
a trivial representation of h(1, UR), and admits a finite length filtration as a representation
of h(1,GLn−l), where
h(1, CGLn−l) acts by a character on each constituent. For archimedean
fields we prove that h(1, uR) acts locally nilpotently on JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ)∗, and the Lie algebra
v((k−1)c+l,c−l) of V((k−1)c+l,c−l) acts locally nilpotently on JVβ ,ψ−1Vβ
(ρ)∗. Note that h(1,GLn−l) is
a direct factor of M((k−1)c+l,c−l). Cf. Lemmas 2.13 and 2.14.
Granted that, since h
−1
(| det |s−1/2)(1, aIc−l) = |a|
−(c−l)(s−1/2), one can apply (2.7) to de-
duce H(h) = 0 outside a discrete subset of s. For l > 0, if π2 is supercuspidal, H(h) = 0 for
all s (because JUR(π
∨
2 ) = 0).
Henceforth we identify GLkc with the bottom right block of MP . For u ∈ UR,
h(1, u) =
muu
′ with u′ ∈ UP and mu = diag(I(k−1)c,
(
Il Al,ju
Ic−l
)
). Let Z = diag(I(k−1)c, V(l,c−l)).
This (abelian) group stabilizes ψVβ′ . In addition, the subgroups diag(Ikc−(c−l),GLc−l) and
diag(GLl, Ic−l)
△ < GLkc stabilize (2.50), and act on the characters of Z with 2 orbits.
Over non-archimedean fields, we show that for any nontrivial character χ of Z,
JVβ′⋉Z,ψ−1V
β′
⊗χ(ρ) = 0, (2.51)
which implies (by [BZ76, 5.9–5.12])
JVβ′ ,ψ−1V
β′
(ρ) = JVβ′⋉Z,ψ−1V
β′
(ρ). (2.52)
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Thus JVβ′ ,ψ−1V
β′
(ρ) is a trivial representation of h(1, UR) and this Jacquet module factors
through JV((k−1)c+l,c−l)(ρ2), which is an admissible finite length representation ofM((k−1)c+l,c−l).
By exactness JVβ′ ,ψ−1V
β′
(ρ) admits a finite length filtration such that on each constituent,
h(1, CGLc−l) acts by character. Now by (2.43), JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is a trivial representation
of h(1, UR) and admits a finite filtration with
h(1, CGLc−l) acting by a character on each
constituent.
For the proof of (2.51) we can assume l > 0, otherwise (2.52) is trivial. Identifying Z with
Matl×c−l, we can assume χ is nontrivial on the bottom right coordinate of Z, and trivial
on the other coordinates of the rightmost column. Let ϕ be the transpose of the nilpotent
element defined by the inverse of (2.50) and by χ. Note that ϕ is independent of Al,j. After
conjugating ϕ by diag(
(
Ic−l
Il
)△′
, Ic) (GL
△′
c is the diagonal embedding of GLc in GL(k−1)c),
it has nontrivial entries on the bottom right coordinates of k blocks: b′1, . . . , b
′
k−1 and Z, and
in each block there is only one nontrivial coordinate on the rightmost column. Therefore ϕ
is nilpotent of order at least k + 1 and (2.51) holds, because ρ2 is (k, c).
Over archimedean fields we repeat the proof of (2.51) and apply [GGS, Proposition 3.0.1]
for each coordinate of Z separately, exactly as in the proofs of Lemmas 2.13 and 2.14.
It remains to prove the stronger assertion when c > 1, l = 0, both π1 and π2 are super-
cuspidal and ρ2 = ρc(τ2) for an irreducible supercuspidal τ2. Since τ2 is supercuspidal and
JVβ ,ψ−1V
β′
(ρ) factors through JV((k−1)c,c)(ρ2) = JV((k−1)c,c)(ρc(τ2)), we obtain H(h) = 0 for all s,
unless c = tk for some integer t ≥ 1 (use [BZ77, 2.13 (a)]).
If t > 1, in particular c > k, and we claim JV((k−1)c,c)(ρ2) is trivial on
h(1, Vδ) for some com-
position δ of c, then because π2 is supercuspidal, H(h) = 0 for all s. This follows by repeat-
edly applying the derivatives of Bernstein and Zelevinsky [BZ76, BZ77] to JV((k−1)c,c)(ρ2). In-
deed for 1 ≤ i ≤ c, let χi be the character of V((k−1)c,c−i,1i) given by χi(z) = ψ(
∑i
i′=1 zkc−i′,kc−i′+1).
Then either
JV((k−1)c,c)(ρ2) = JV((k−1)c,c−1,1)(ρ2),
in which case our claim is proved with δ = (c− 1, 1), or
JV((k−1)c,c)(ρ2) = JV((k−1)c,c−1,1),χ1(ρ2).
We proceed with i = 2. After i steps, our claim is either proved with δ = (c− i, 1i), or
JV((k−1)c,c)(ρ2) = JV((k−1)c,c−i,1i),χi(ρ2).
However, since c > k, for i = c we already obtain JV((k−1)c,1c),χc(ρ2) = 0, because the highest
derivative of ρ2 is k (put differently, the suitable ϕ is nilpotent of order at least k + 1).
Lastly for c = k > 1, JV((k−1)c,c)(ρ2) = | det |
α1ρc−1(τ2)⊗ | det |
α2τ2, where α1, α2 ∈
1
2
Z (see
[Zel80, 3.4]) and ρc−1(τ2) is (k, c− 1), then (because l = 0)
JVβ′ ,ψ−1V
β′
(ρ2) = | det |
α1JV
(ck−1)
,ψk−1(ρ2)⊗ | det |
α2τ2.
Hence diag(SL△
′
c , Ic) acts trivially on JVβ′ ,ψ−1V
β′
(ρ2). Additionally because ψ
−1
Vβ
belongs to the
orbit of ψk (l = 0, see (2.44)), SL
△
c acts trivially on JVβ ,ψ−1Vβ
(ρ1). Thus
h(SL△c , 1) acts trivially
on JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ), in particular H(h) = 0 for all s, because π1 is supercuspidal. 
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For the remaining cases l = c and 0 ≤ j ≤ c (recall j is the rank of Al,j). The cases j < c
are similar to l < c, but involve Vβ and ψVβ .
Proposition 2.24. Assume 0 ≤ j < l = c or k = 1. Then H(h) = 0 outside a discrete
subset of s. Furthermore, if j > 0 and π2 is supercuspidal, or c > 1, j = 0, π1 and π2 are
supercuspidal and ρ1 = ρc(τ1) for an irreducible supercuspidal representation τ1 of GLk, then
H(h) = 0 for all s.
Proof. In this case X = Ac,j =
(
Ij
0c−j
)
, so that if we consider R < G with MR = M(c−j,j)
and UR = V
−
(c−j,j), we can repeat most of the proof of Proposition 2.23 (with j instead of l),
except we use Vβ instead of Vβ′ (hence, e.g., τ1 instead of τ2).
Identify GLc−j with its natural image inMR. We have
h(1,GLc−j) = diag(GLc−j, I(2k−1)c).
The character ψVβ is now
wℓ0(u)ψU(diag(

Ic bk
Ic bk+2
. . .
. . .
Ic b2k−1
Ic
), Ikc) =ψ(− tr(bkAc,j)− k−2∑
j=1
tr(bk+1−j)), (2.53)
and ψV ′β = ψ
−1
k . Then JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is a well defined representation of h(1,GLc−j).
We proceed over non-archimedean fields, and prove that for all s, JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is a
trivial representation of h(1, UR) and factors through JV(c−j,j+(k−1)c)(ρ1).
Since h
−1
(| det |s−1/2)(1, aIc−j) = |a|
(c−j)(s−1/2), H(h) = 0 outside a discrete subset of s by
(2.7). For j > 0 (then l = c > 1), if π2 is supercuspidal, H(h) = 0 for all s. For more details
and the archimedean case see the proof of Proposition 2.23.
Identify GLkc with the top left block of MP . Let Z = diag(V(c−j,j), I(k−1)c) ∼= Matc−j×j.
For u ∈ UR we have
h(1, u) = muu
′ with mu ∈ Z and u
′ ∈ UP . The group Z stabilizes
ψVβ , and the set of characters of Z is partitioned into 2 orbits with respect to the action of
diag(GLc−j, Ikc−(c−j)) and {diag(Ic−j, g, diag(g, Ic−j)
△′) : g ∈ GLj}. We show that for any
character χ 6= 1 of Z,
JVβ⋉Z,ψ−1Vβ⊗χ
(ρ) = 0. (2.54)
This implies that JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ) is a trivial representation of h(1, UR) and factors through
JV(c−j,j+(k−1)c)(ρ1).
For the proof of (2.54) assume j > 0. We can assume χ is nontrivial on the bottom right
coordinate of Z, and trivial on the other coordinates on the rightmost column. Let ϕ be
the transpose of the nilpotent element defined by ψ−1Vβ ⊗ χ, which now depends on Al,j (as
opposed to the proof of Proposition 2.23). Using a conjugation by diag(Ic,
(
Ic−j
Ij
)△′
), we
obtain ϕ which has nontrivial entries on the bottom right coordinates of bk, bk+2, . . . , b2k−1
and Z (k blocks). This proves (2.54), because ρ1 is (k, c).
The proof of the assertion for the case c > 1, j = 0, supercuspidal representations π1
and π2, and ρ1 = ρc(τ1) for an irreducible supercuspidal τ1, proceeds as in the proof of
Proposition 2.23. Since now JV(c−j,j+(k−1)c)(ρ1) = JV(c,(k−1)c)(ρ1), H(h) = 0 for all s unless
c = tk, t ≥ 1. For t > 1 we use derivatives along V(1i,c−i,(k−1)c), 1 ≤ i ≤ c. For c = k,
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JV(c,(k−1)c)(ρ1) = | det |
α3τ1 ⊗ | det |
α4ρc−1(τ1) and ρc−1(τ1) is (k, c − 1), hence
h(SL△c , 1) acts
trivially on JVβ×Vβ′ ,ψ−1Vβ×Vβ′
(ρ). 
Propositions 2.16–2.24 imply H(h) = 0 for all h unless h ∼ δ. We prove dimH(δ) =
dimHomG(χ0π
∨
1 , π2), for all s. Now Pδ = G
ι ⋉ (V(ck) × V(ck)) with G
ι = {(g, g) : g ∈ G} (for
H = GL2kc one can take ι = Ic, we keep the notation G
ι for uniformity) and any morphism
in H(δ) factors through JV
(ck)
×V
(ck)
,ψk⊗ψk(ρ). Hence
H(δ) = HomGι(
δ−1JV
(ck)
×V
(ck)
,ψk⊗ψk(ρ)⊗ π
∨
1 ⊗ π
∨
2 , 1).
Note that | det |s−1/2 ⊗ | det |−s+1/2 and θh are trivial on G
ι.
We can assume δ commutes with Gι = diag(G△, G△). Then as a representation of Gι,
δ−1JV
(ck)
×V
(ck)
,ψk⊗ψk(ρ) = JV(ck),ψk(ρ1)⊗ JV(ck),ψk(ρ2).
Recall that the action of Gι on JV
(ck)
,ψk(ρ1)⊗ JV(ck),ψk(ρ2) is given by g 7→ χ0(det g) (g ∈ G)
for some quasi-character χ0 of F
∗ (see § 2.1), therefore
HomGι(
δ−1JV
(ck)
×V
(ck)
,ψk⊗ψk(ρ)⊗ π
∨
1 ⊗ π
∨
2 , 1) = HomG(χ0π
∨
1 , π2).
The remaining parts of the proof now follow as in § 2.2, and note that when c > 1, π1 and
π2 are supercuspidal and ρi = ρc(τi) for irreducible supercuspidal representations τi of GLk,
i = 1, 2, we do not need to exclude any s.
3. Applications
3.1. Covering groups. In this section we describe the extension of Theorem 2.1 to certain
covering groups. We proceed with the definitions and notation of § 1.5. Let m ≥ 1. Assume
F ∗ contains the full group of m-th roots of unity µm. A topological central extension of
G(F ) by µm is an exact sequence of groups
1→ µm
i
−→ G(m)
p
−→ G(F )→ 1,
where i(µm) belongs to the center of G
(m), p is continuous and i(µm)\G
(m) ∼= G(F ) as
topological groups. We call G(m) an m-fold covering group of G(F ); it is in general not
unique, but for G(F ) = Spc(F ) is it uniquely defined given a Steinberg symbol (e.g., a
Hilbert m-th order symbol). The covering groups under consideration here were constructed,
in increasing level of generality, through a series of works including [Wei65, Kub67, Moo68,
Ste68, Kub69, Mat69, KP84, BD01]. For further reference see [BLS99, McN12].
In this section we assume the field is non-archimedean, then G(m) is an l-group in the sense
of [BZ76]. For m > 2, an archimedean field is already complex, then the cover is split over
the group so that the results in this case are immediate from the linear case. As above, we
identify F -groups with their F -points. Of course this only applies to G and its subgroups;
G(m) is not an algebraic group.
In general if X < G, X˜ denotes the covering of X (precisely: of X(F )) defined by
restriction from G(m). This covering depends on the embedding of X inside G. We say that
X˜ is split over X if there is a group embedding X → X˜ . If X is perfect (as an F -group)
such a splitting, if exists, is unique. Note that since F is of characteristic 0, Spc and SLc are
perfect. The coverings under consideration are split canonically over unipotent subgroups,
hence the notions of Jacquet functors and unipotent orbits extend to the covering in the
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obvious way. If Y is a unipotent subgroup of G, denote by ϕY : Y → Y˜ the splitting of Y .
Since ϕY is canonical, we usually omit it from the notation, e.g., if R < G is a parabolic
subgroup and we consider a genuine representation σ of M˜R, for the induced representation
IndG
(m)
R˜
(σ) we extend σ trivially on UR, which more precisely means on ϕY (UR). Since we
are considering central coverings, G acts on G(m) by conjugation. In particular
hϕY (y) = ϕhY (
hy), ∀y ∈ Y. (3.1)
We describe a general system of assumptions for covering groups, under which the doubling
construction is well defined, then state the analog of Theorem 2.1. For the particular cases of
the covering Sp(m)c of [Mat69] and the covering G˜Lc obtained by restriction from Sp
(m)
2c , these
assumptions were verified in [Kap]. More details are given below, see also Corollary 3.5.
Fix a covering group G(m). Assume there is a covering H˜ of H (typically H˜ = H(m)) with
the following properties.
(1) For H = GSpin2kc, the preimage C˜
◦
H of C
◦
H in H˜ belongs to the center of H˜ , and C˜
◦
H is
split over C◦H . The same properties are satisfied by the preimage C˜
◦
G of C
◦
G in G˜.
(2) Let e1(g) = (g, 1) and e2(g) = (1, g). These are the embeddings of G into MQ in the
linear case. Assume they extend to embeddings e˜i : G
(m) → e˜i(G).
(3) The restriction of e˜2 to µm is the identity. (Here we regard µm as a subgroup of G
(m).)
(4) The images of e˜1 and e˜2 commute in H˜ , and give rise to a homomorphism
{(ǫ1, ǫ2) ∈ µm × µm : ǫ1 = ǫ2}\G
(m) ×G(m) → M˜Q. (3.2)
This is (automatically) an embedding unless H = GSpin2kc, in which case we further
assume that e˜1(z)˜e2(z) is the identity for z ∈ C
◦
G, then the left hand side of (3.2) is further
divided by the subgroup {(z, z) : z ∈ C◦G} (a subgroup by (1)). Cf. (1.3). Denote the
left hand side of (3.2) by (G,G)(m).
(5) For H = GL2kc, the preimages of the direct factors GLkc of MP commute in H˜, and the
coverings G˜Lkc of each copy of GLkc are isomorphic.
(6) Identify G˜Lkc with M˜P if H 6= GL2kc, or with the covering of one of the copies of GLkc
in MP for H = GL2kc. Assume G˜Lkc is split over SL
△
c .
(7) For H = GL2kc, assume M˜P is split over {diag(g
△, g△) : g ∈ GLc}.
(8) The involution ι extends to an involution of G(m) and for a genuine representation π of
G(m), (π∨)ι = (πι)∨.
(9) For any maximal parabolic subgroup R < G whose Levi part contains GLl, the covering
G˜Ll has the property that for a sufficiently large integer d, the preimage of C
d
GLl
= {xd :
x ∈ CGLl} belongs to the center of G˜Ll.
First we use these properties to construct the basic data for the doubling method. Define
G˜Lkc by (6). Let ρ be a genuine representation of G˜Lkc. We say that ρ is a (k, c) represen-
tation if HomV (σ)(ρ, ψ
′) = 0 for all σ % (kc) and ψ′ ∈ V̂ (σ)gen, and dimHomV
(ck)
(ρ, ψk) = 1.
By (6), the action of SL△c on JV(ck),ψk(ρ) is well defined, then it is trivial.
If H 6= GL2kc, let ρ be a genuine admissible finite length (k, c) representation of G˜Lkc. For
H = GSpin2kc, by (1) the irreducible representations of C˜
◦
H are the lifts of quasi-characters
of F ∗ to genuine characters, therefore if η is a quasi-character of F ∗ which we regard also as
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a character of C˜◦H , the representation ρ⊗ η is well defined. For H = GL2kc, by (5) we have
{(ǫ1, ǫ2) ∈ µm × µm : ǫ1ǫ2 = 1}\G˜Lkc × G˜Lkc ∼= M˜P .
Hence ρ = ρ1 ⊗ ρ2 is defined for genuine representations ρ1 and ρ2, which we take to be
admissible finite length and (k, c). The space V (s, ρ ⊗ η) is now defined as in § 1.5, with
induction from P˜ to H˜ .
If H = GL2kc, according to (7) there is a quasi-character χ0 of F
∗, such that the action of
{diag(g△, g△) : g ∈ GLc} on
δ−1(JV
(ck)
,ψk(ρ1)⊗ JV(ck),ψk(ρ2)) is given by g 7→ χ0(det g).
Let π1 (resp., π2) be an anti-genuine (resp., genuine) finite length admissible representation
of G(m). If H = GSpin2kc, we assume π1 and π2 admit central characters. Then by (1) these
characters restrict to genuine characters of C˜◦H , denoted χπ1 and χπ2 , which we can identify
with quasi-characters of F ∗. We assume χ−1π1 = χπ2 and put η = χ
−1
π1 . Consider the space
Hom(G,G)(m)(JU,ψ−1U
(V (s, ρ⊗ η)), π1 ⊗ π2). (3.3)
The representation V (s, ρ ⊗ η) is a priori a representation of (G,G)(m) by (4). Since π1 is
anti-genuine and π2 is genuine, π1 ⊗ π2 factors through (G,G)
(m), and it follows that (3.3)
is well defined.
Recall D = U ⋊ (G,G) and denote D(m) = U ⋊ (G,G)(m). Then (3.3) is isomorphic to
HomD(m)(V (s, ρ⊗ η), ψ
−1
U ⊗ π1 ⊗ π2). (3.4)
By (3), V (s, ρ ⊗ η) is a genuine representation of the right copy of G(m), and so is π2.
Combining (3) with (4), ǫ1 ∈ µm is mapped to ǫ
−1
1 under e˜1, whence V (s, ρ ⊗ η) is an
anti-genuine representation of the left copy of G(m), as is π1. Therefore the representation
V (s, ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )
of D(m) factors through D. Hence (3.4) equals
HomD(V (s, ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 ), 1)
= HomD(Ind
H˜×D(m)
P˜×D(m)
((| det |s−1/2ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )), 1).
(Cf. (2.2).) Recall Ph =
h−1P ∩ D. The covering P˜h obtained by restriction from H˜
coincides with the covering restricted from D(m), by (4). The space of distributions on
P˜ hD(m) corresponds to
HomD(ind
D(m)
P˜h
(
h−1((| det |s−1/2ρ⊗ η)δ
1/2
P )⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 )
)
, 1),
which by Frobenius reciprocity is equal to
H(h) = HomPh(
h−1(| det |s−1/2ρ⊗ η)⊗ (ψU ⊗ π
∨
1 ⊗ π
∨
2 ), θh). (3.5)
(Cf. (2.4).) We can now use the theory of distributions on l-sheafs of [BZ76]. Recall that
the right action of D on P\H is constructive, i.e., the graph of the action is a finite union of
locally closed sets (see [BZ76, 6.1–6.6] for more details on these notions). This follows from
[BZ76, Theorem A], because P\H is an algebraic F -variety. Since
(P˜ ×D(m))\(H˜ ×D(m)) ∼= P˜\H˜ ∼= P\H
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(as topological spaces), the right action of D on (P˜ ×D(m))\(H˜×D(m)) is also constructive,
justifying the application of [BZ76, Theorem 6.9] (note that the action ofD(m) on the quotient
factors through D).
The arguments of § 2.1 for showing the vanishing ofH(h) also remain valid. We explain this
in more detail. First, if Y < hU ∩MP , then by (3.1),
h−1ϕY (Y ) = ϕh−1Y (
h−1Y ) = ϕU(
h−1Y ).
Hence (2.5) holds and any morphism in H(h) factors through JY,hψ−1U
(ρ).
Condition (2.6) is independent of the covering. Since ρ ⊗ η is trivial on ϕNH (UP ), the
condition hY < UP and (3.1) imply
h−1(| det |s−1/2ρ ⊗ η) is trivial on ϕY (Y ), then we can
deduce H(h) = 0. The second method, where we show that any morphism in H(h) factors
through JV (σ),ψ′(ρ) with σ % (k
c) and ψ′ ∈ V̂ (σ)gen, also implies H(h) = 0, as in the linear
case.
The only change concerns the third condition, where it is not necessarily true that the
preimage of h(1, CGLl) in H˜ acts by a character, because this preimage might not be abelian.
However, we can instead use the preimage C˜dGLl of C
d
GLl
(for a large integer d), which is
abelian and belongs to the center of G˜Ll, by assumption (9). Then C˜
d
GLl
acts by a character
on each irreducible constituent of JUR(π
∨
2 ), and the preimage of
h(1, CdGLl) in H˜ acts by a
character on each of finitely many constituents. The only change to (2.7) is that now we
replace a ∈ F ∗ with ad, but this still implies the vanishing outside a discrete subset of s.
Define
d(s, ρ, η, π1, π2) = dimHom(G,G)(m)(JU,ψ−1U
(V (s, ρ⊗ η)), π1 ⊗ π2).
We are ready to prove Theorem 2.1 for covering groups.
Theorem 3.1. Let π1, π2 and ρ be as above.
(1) Outside a discrete subset of s, d(s, ρ, η, π1, π2) ≤ dimHomG(m)(χ0π
∨
1 , π
ι
2).
(2) If π1 and π2 are irreducible, outside a discrete subset of s, d(s, ρ, η, π1, π2) = 0 unless
π1 = χ0(π
ι
2)
∨ in which case d(s, ρ, η, π1, π2) ≤ 1.
Furthermore, assume π2 is supercuspidal and ρ is not necessarily of finite length. Then the
assertions of (1) and (2) hold for all s, granted either H 6= GL2kc and c > 2, or H = Sp4k.
Remark 3.2. Evidently, there is no essential difference between the statements in the linear
setting and the covering (for m = 1, G(m) = G), except the supercuspidal cases, where we
excluded the conditions depending on ρ. This is because we are not discussing ρc(τ) for
covering groups here; the definition of this representation is thus far clear only when τ is
a genuine unramified principal series (see [Kap]), but once the details are worked out, the
arguments here are expected to extend to this case as well.
Proof. Since P˜\H˜/D(m) = P\H/D, we can use the same description for the representatives
h. The arguments of Propositions 2.5–2.9 and Propositions 2.16–2.20 extend to the covering.
For Propositions 2.10, 2.12, 2.21, 2.23–2.24 we used two types of arguments. First, we
showed that the Jacquet module JVβ ,ψ−1Vβ
(ρ) vanishes, because the order of nilpotency of ϕ is
at least k + 1. The arguments involving the action of a normalizer on the set of characters
of an abelian unipotent subgroup carry over to the covering. This is because in general,
if a subgroup A < H normalizes a unipotent subgroup Y < H , thereby acts on its set of
characters, then A˜ also acts on the set of characters of Y with the same orbits (because
H˜ is split canonically over Y ). The arguments of [BZ76, 5.9–5.12] still apply. Then we
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used [GGS17, Theorem E], in which strictly speaking covering groups were not discussed.
However, one can still use conjugations and [BZ76, 5.9–5.12] to show that JVβ ,ψ−1Vβ
(ρ) factors
through a Jacquet module with respect to a unipotent orbit which is greater than or non-
comparable with (kc). See Example 3.3 below. Second, we used (2.7), which is still applicable
with the minor change explained above.
It remains to consider H(h) where h ∼ δ. Consider H 6= GL2kc. Then
H(δ) = HomGι×C◦H (
δ−1JV
(ck)
,ψk(ρ)⊗ η ⊗ π
∨
1 ⊗ π
∨
2 , 1).
For H = GSpin2kc the assumption η = χ
−1
π1
= χπ2 implies that this space equals
HomGι(
δ−1JV
(ck)
,ψk(ρ)⊗ π
∨
1 ⊗ π
∨
2 , 1).
Then since JV
(ck)
,ψk(ρ) is a trivial representation of SL
△
c (see (6)) and by virtue of (8),
H(δ) = HomGι(π
∨
1 ⊗ π
∨
2 , 1) = HomG(π
∨
1 ⊗ (π
∨
2 )
ι, 1) = HomG(m)(π
∨
1 , π
ι
2).
For H = GL2kc we first have
H(δ) = HomGι(
δ−1JV
(ck)
×V
(ck)
,ψk⊗ψk(ρ)⊗ π
∨
1 ⊗ π
∨
2 , 1).
The action of Gι on δ
−1
(JV
(ck)
,ψk(ρ1)⊗ JV(ck),ψk(ρ2)) is given by g 7→ χ0(det g), and we obtain
HomG(m)(χ0π
∨
1 , π2). The remaining parts of the proof now follow as in the linear case. 
Example 3.3. Consider a Jacquet module of a (2, 2) representation ρ with respect to the
unipotent subgroup Y < GL4 and character ψ given by
Y =
{
y =
(
1 x1 x2 x3
1 x4 x5
1
1
)}
, ψ(y) = ψ(x1 + x5).
It suffices to show the vanishing with respect to the subgroup of Y with x4 = 0. Using
conjugation by diag(1, ( 11 ) , 1), we obtain
Y ′ =
{
y =
(
1 x2 x1 x3
1
1 x5
1
)}
.
The Jacquet module JY ′,ψ(ρ) (ψ does not change) is a representation of
X =
{(
1
1 x6
1
1
)}
.
The preimage of the subgroup {diag(1, t, I2) : t ∈ F
∗}, which also acts on JY ′,ψ(ρ), acts on
the set of characters of X with 2 orbits (for an action of TGL2 use diag(t
′, t, t′, t′)). Both
orbits can be conjugated into JY ′⋊X,ψ(ρ) with still the same ψ using diag(1, ( 1z 1 ) , 1). It
remains to prove JY ′⋊X,ψ(ρ) = 0. Passing to the subgroup with x2 = 0 and conjugating by
diag(( 11 ) , I2), it is enough to prove JY ′′,ψ(ρ) = 0 with
Y ′′ =
{
y =
(
1 x6
1 x1 x3
1 x5
1
)}
, ψ(y) = ψ(x1 + x5).
As with x6, one can fill in the missing coordinate above x1 using
X ′ =
{(
1 x0
1
1
1
)}
, {diag(t, I3) : t ∈ F
∗}, diag(( 1z 1 ) , I2).
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We have shown that JY,ψ(ρ) factors through JV(2,1,1),ψ(ρ). This module is filtered by the third
and fourth derivatives of ρ (in the sense of [BZ76]), both of which vanish because ρ is (2, 2).
We briefly describe the applicability of Theorem 3.1 to the construction of [Kap]. Hence-
forth assume −1 is an m-th root of unity in F ∗ (this is a technical assumption, used in [Kap]
and several other works, to simplify some of the computations). For any integer l, let Sp
(m)
2l
denote the covering of [Mat69] defined using the m-th order Hilbert symbol (, )m. For GLl,
let GL
(m)
l denote the covering obtained by restriction from Sp
(m)
2l , when we identify GLl with
the standard Siegel Levi subgroup of Sp2l by g 7→ diag(g, g
∗).
Let r = m if m is odd, otherwise r = m/2. Let k0 be a positive integer, and put k = rk0.
The above list of properties were verified in [Kap] when G = Spc or GLc, for the covering
G(m), with H˜ = H(m).
Remark 3.4. The group GL
(m)
l was denoted GL
(m,r)
l in [Kap], to underline the difference
between this covering and coverings of [KP84], and k of [Kap] is k0 here.
Assume we have a (k, c) = (rk0, c) representation ρ (admissible of finite length). It is at
present not clear how to construct such representations in general (e.g., from representations
of a covering of GLk), but in the unramified setting this was obtained in [Kap] (following
[Suz98]). Note that here the “unramified setting” includes the assumptions |m| = 1 and
q > 4. Briefly, given a genuine unramified principal series representation τ of GL
(m)
k0
, one
can choose an unramified character of TGLk0 associated with the inducing data of τ (the
correspondence is not unique). Using this character and an exceptional representation of
GL(m)rc (exceptional in the sense of [KP84], see [Gao17]), the prescribed ρ was constructed in
[Kap, § 2.2].
For H = GL2kc, χ0 was taken to be trivial (see [Kap, (3.33)]).
Also let π be a genuine irreducible representation of G(m). The integral Z(s, ω, f), with
a holomorphic or rational section f , was defined in [Kap] (using notation similar to § 1.5).
Formally, it belongs to (3.3) with π1 = π
∨ and π2 = π
ι. This was proved in [Kap, Proposi-
tions 68, 75] (in loc. cit. (3.21) and (3.35), G×G should be replaced with (G,G)(m)).
Corollary 3.5. Z(s, ω, f) admits meromorphic continuation to a function in q−s.
Proof. This follows from Theorem 3.1 and Bernstein’s continuation principle ([Ban98]), see
[Kap, Remark 72] and [Kap, § 3.3] (cf. Corollary 2.3 here). 
Corollary 3.6. One can define a local γ-factor γ(s, π × τ, ψ) by virtue of (0.2).
Note that the additional normalization of the intertwining operator appearing in (0.2) can
be applied to the covering case as well; but we are not proving the multiplicativity properties
of the γ-factor here, and at any rate, we are still limited to the unramified setting. The point
here is that the proportionality factor exists.
3.2. Global unfolding. The global doubling construction in the linear case for arbitrary
k was first described in [CFGK19] mainly for the symplectic group, with some details also
for the special even orthogonal group, then briefly explained in [CFK] for the other cases
appearing here. The covering version for the symplectic group was described in [Kap].
Let F0 be a number field with a ring of adeles A. Let τ be an irreducible cuspidal
automorphic representation of GLk(A), and Eτ denote the generalized Speh representation
of GLkc(A) corresponding to c copies of τ , constructed by Jacquet [Jac84]. According to
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[Gin06, JL13, CFGK19, CFK], the representation Eτ is a global (k, c) representation: it does
not support any Fourier coefficient along an orbit greater than or non-comparable with (kc),
it supports a Fourier coefficient along (kc), and all of its local components are (k, c). See
[CFGK19, § 2.2] and the references therein for more details on the global notions. Moreover,
if τ = ⊗′ντν as a restricted tensor product, (Eτ )ν = ρc(τν) for any place ν of F0.
One can readily globalize our arguments used for the proof of Theorem 2.1 to obtain a
proof of the unfolding of the global doubling integral, for all of the groups under consideration
here (and in [CFK]). At the same time, since local vanishing of Jacquet modules implies
global vanishing of the corresponding Fourier coefficients (even one local (k, c) component
suffices for this), the proof of Theorem 2.1 also provides a proof of the global unfolding. In
addition we obtain the following corollary, which for brevity, is stated here in the symplectic
or special orthogonal cases, but the other cases are evident as well.
We use the notation and definitions of § 1.5, in the global context. Let KH be a standard
maximal compact subgroup, in a “good position” with respect to TH . Let f be a KH -finite
section of Ind
H(A)
P (A) (| det |
s−1/2Eτ ), whose restriction to KH is independent of s. We regard f
as a complex-valued function.
Recall the definition (2.32) of a character ψVβ when β = (c
k), defined with respect to
0 ≤ l ≤ n, which we re-denote here by ψ(ck),l (in the context of (2.32), l was fixed). In
particular ψ(ck),n is in the orbit of ψ
−1
k (ψ(ck),n = ψ
−1
k for even c). For k = 1, ψ(ck),l is trivial.
Then we have the Fourier coefficients of f along (V(ck), ψ(ck),l), defined by
fV(ck),ψ(ck),l(s, x) =
ˆ
V
(ck)
(F0)\V(ck)(A)
f(s, vx)ψ(ck),l(v) dv.
In particular fV(ck),ψ(ck),n is the coefficient fWψ(Eτ ) appearing in [CFGK19, Theorem 1], i.e.,
the composition of f with the global (k, c) functional on the space of Eτ given by a Fourier
coefficient (if c is odd, this is true up to a conjugation which identifies ψ(ck),n with ψ
−1
k ).
The Eisenstein series corresponding to f is defined by
E(x; s, f) =
∑
γ∈P (F0)\H(F0)
f(s, γx), x ∈ H(A). (3.6)
The series is absolutely convergent for Re(s)≫ 0 and admits meromorphic continuation to
C. Consider the Fourier coefficient of E(x; s, f) along (U, ψU), given by
EU,ψU (x; s, f) =
ˆ
U(F0)\U(A)
E(ux; s, f)ψU(u) du. (3.7)
The definitions imply that EU,ψ(·; s, f) is an automorphic form on G(A)×G(A).
For 0 ≤ l ≤ n, let wl be the representative w chosen after the proof of Proposition 2.8
(used for the computation of (2.27)), but with d1 = . . . = dk−1 = n− l. The left coset of wl
in W (MP )\W (H) coincides with the left coset of
(k−1)c+l
 I(k−1)cIlI2(c−l)
ǫ0Il
ǫ0I(k−1)c
 , (3.8)
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and using this it is simple to find subgroups U ′n−l < Un−l < U such that
U = w
−1
l V(ck) ⋉ Un−l, Pwl ∩ U =
w−1l V(ck) ⋉ U
′
n−l.
Note that U ′0 is trivial, and if we replace wl by δ0, U0 = U∩
kcUP . Denote P
′
wl
= Pwl∩(G,G).
Corollary 3.7. In Re(s)≫ 0,
EU,ψU (x; s, f) =
n∑
l=0
∑
y∈P ′wl
(F0)\(G(F0),G(F0))
ˆ
U ′n−l(F0)\Un−l(A)
fV(ck),ψ(ck),l(s, wl(
lul)uy)ψU(u) du.
Proof. We can assume x = Ic. Write the sum (3.6) over P (F0)\H(F0)/D(F0)×Ph(F0)\D(F0).
In a right half plane we can exchange summation and integration. Thus
EU,ψU (Ic; s, f) =
∑
h∈P (F0)\H(F0)/D(F0)
ˆ
U(F0)\U(A)
∑
y∈Ph(F0)\D(F0)
f(s, hyu)ψU(u) du.
Next because u ∈MQ and P ∩
wQ = (P ∩ wMQ)⋉ (P ∩
wU), we have
h−1P ∩Q = h
−1
(P ∩ wQ) = (h
−1
P ∩MQ)⋉ (
h−1P ∩ U).
Since Ph < Q and (G,G) < MQ, we deduce
Ph = (Ph ∩ (G,G))⋉ (Ph ∩ U) = P
′
h ⋉ P
′′
h ,
whence we can collapse the du-integral, exchange yu 7→ uy and take the integral inside:
EU,ψU (Ic; s, f) =
∑
h∈P (F0)\H(F0)/D(F0)
∑
y∈P ′h(F0)\(G(F0),G(F0))
ˆ
P ′′h (F0)\U(A)
f(s, huy)ψU(u) du.
Now the proof of Theorem 2.1, more specifically Propositions 2.5, 2.7–2.10, imply the
inner du-integral vanishes unless h ∼ wl(
lul), 0 ≤ l ≤ n. The corresponding summand is∑
y∈P ′wl
(F0)\(G(F0),G(F0))
ˆ
U ′n−l(F0)\Un−l(A)
fV(ck),ψ(ck),l(s, wl(
lul)uy)ψU(u) du.
This completes the proof. 
Now let π1 and π2 be irreducible cuspidal automorphic representations of G(A), and ϕ1 and
ϕ2 be two cusp forms in the corresponding spaces. Assume G admits nontrivial unipotent
subgroups (i.e., exclude some low rank cases). Denote ιϕ2(g) = ϕ2(
ιg) and
〈ϕ1, ϕ2〉 =
ˆ
G(F0)\G(A)
ϕ1(g)ϕ2(g) dg.
Then by Corollary 3.7 and Lemma 2.13, (3.7) pairs with ϕ1 and ϕ2, in the sense that for
Re(s)≫ 0, ˆ
G(F0)\G(A)×G(F0)\G(A)
ϕ1(g1)ιϕ2(g2)E
U,ψ((g1, g2); s, f) dg1 dg2 (3.9)
=
ˆ
G(A)
ˆ
U0(A)
< ϕ1, π2(g)ϕ2 > f
V
(ck)
,ψ
(ck),n(s, δu0(1,
ιg))ψU(u0) du0 dg.
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Indeed consider one of the summands appearing in Corollary 3.7 with l < n. Set U lR =
wl(
lul)(1, j(c+1)lUR), with the notation of the proof of Proposition 2.12. The Fourier coeffi-
cient of f along (V(ck), ψ(ck),l) is left invariant under U
l
R(A). To see this consider a second
Fourier expansion of this coefficient, along U lR. All terms but the constant one vanish, be-
cause by Lemma 2.13, at the non-archimedean places v of F0 the action of U
l
R((F0)v) on
JV
(ck)
,ψ−1
(ck),l
((Eτ )v) is trivial. Since π2 is cuspidal, the summand itself vanishes.
Of course (3.9) is plainly the main global identity of [CFGK19]: the left hand side is the
global doubling integral Z(s, ϕ1, ϕ2, f), and it is nontrivial when π1 = π2 according to the
computations of the local integrals appearing in the Euler product on the right hand side.
One can include low rank cases, e.g., c = 2 and G = SO2, by globalizing the argument of
Lemma 2.14 (the constant term of the Eisenstein series defining Eτ along V(1,kc−1) vanishes
when k > 1). The low rank arguments of Propositions 2.23 and 2.24 can be globalized using
the constant term computation of Eτ given by [JL16, Lemma 4.1].
The results of this section also hold in the covering case of [Kap], but to formulate them
properly one must check the validity of certain properties of the global covering, which are
the analogs of the list of § 3.1 (this was carried out in [Kap]).
Appendix A. Vanishing of vector-valued distributions on smooth manifolds,
by Avraham Aizenbud and Dmitry Gourevitch
Let a Lie group C act on a smooth manifold X . Let Z ⊂ X be a locally closed C-
invariant subset. Let F be a possibly infinite-dimensional C-equivariant bundle on X (see
§A.1.3 below for this notion). Assume that for any z ∈ Z, and k ∈ Z≥0 we have
((F|z ⊗ Sym
k(CNXz,Cz)⊗ ((∆C)|Cz/∆Cz))
∗)Cz = 0 . (A.1)
In this appendix we show that
D′Z(X,F)
C = 0 , (A.2)
under certain additional finiteness conditions, generalizing Theorem 1.4.
In §A.1 we will explain the notation of (A.1,A.2), and give the definitions of the main
notions used in this appendix, as well as some basic properties of these objects. In particular,
we use the theory of infinite-dimensional bundles developed in [KM97], define generalized
sections of such bundles, and construct pullbacks and pushforwards for such sections.
In the case when C has finitely many orbits on Z, and the bundle is trivial, the implication
(A.1)⇒(A.2) is classical, see [Bru56]. In [CS] a cohomological version of the implication is
proven, in a semi-algebraic setting and assuming finitely many orbits. In [AG13] a similar
implication is proven in the semi-algebraic setting, with F finite dimensional. In [KV96]
several special cases of the implication are proven, in particular the case in which F has
the form E ⊗ V , where E is finite-dimensional and V is a fixed representation in a Fre´chet
space, and the action of C on X , E and F can be extended to an action of a group G that
includes C as a normal subgroup, preserves Z and acts on it with finitely many orbits, each
one locally closed.
We prove that (A.1)⇒(A.2) in a similar generality, but with two essential differences.
First, we allow E to be a general Fre´chet bundle (which makes V obsolete). Second, we
allow to twist the action by an additional C-equivariant line bundle L on which the C-action
does not necessarily extend to G. However, we put an additional finiteness condition on the
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pullbacks of L under the action of G on X . The twist by a line bundle L is crucial for our
application. We use both the result and the method of [KV96] in our proof.
We do not know whether the vanishing (A.1) implies the vanishing (A.2) in general. This
is probably a very difficult analytic question.
Structure of our proof. Let us first describe the finiteness condition we require. For
any z ∈ Z denote by Cz and Gz the stabilizers of z in C and G respectively. Let Lz denote
the character of Cz defined by L. For any g ∈ G denote by L
g
z the character of Cz given by
Lz(c) := Lgz(gcg
−1). We require that for any z ∈ Z, the set {Lgz | g ∈ G} is a finite union of
locally-closed orbits of Gz.
We first solve the case in which G acts trivially on X , and E is constant as a G-equivariant
bundle. For this case we remove the assumption that Z lies in a finite union of G-orbits.
Localizing the problem, we assume X to be Rn, and let it act on itself by translations, and
on E trivially. We translate the problem to a problem on X×C-equivariant distributions on
X × CˆC, where CˆC denotes the set of all (continuous) characters of C. In this new problem,
the X ×C-equivariant structure on the line bundle extends to an action of X ×G, and thus
the space of equivariant distributions vanishes by [KV96].
The next case we resolve is when G acts transitively on X . Then we have X = G/H . We
construct a bundle F1 on X1 := C\G such that the space of C-invariant F -distributions on
X is isomorphic to the space of H-invariant F1-distributions on X1. We show that already
the space of H ∩ C-invariant distributions vanishes, using the previous case. The argument
here is somewhat similar to the argument in [KV96]. However, it is complicated by the
presence of the line bundle L, and by F not being constant.
The next case we treat is the case of Z being a single G-orbit. As in [KV96], it reduces
to the previous one using the transverse symbol of distributions.
Finally, we prove the general case by induction on the number of G-orbits on Z.
Acknowledgements. We thank Alexander Shamov for fruitful discussions. We were
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A.1. Preliminaries.
A.1.1. Topological vector spaces. All topological vector spaces considered in this appendix
will be complete, Hausdorff, and locally convex. For such a space V , V ∗ will denote the
strong dual, and for two spaces V and W , V ⊗̂W will denote the completed projective tensor
product. The projective topology on V ⊗̂W is generated by seminorms which are largest
cross-norms corresponding to pairs of generating semi-norms on V and W , see [Tre67, §43].
In particular, if V and W are Fre´chet spaces, then so is V ⊗̂W . If V (or W ) is nuclear
then the projective tensor product is naturally isomorphic to the injective one, see [Tre67,
Theorem 50.1]. This is the case in all our theorems. The tensor product of nuclear spaces is
nuclear. A Fre´chet space is nuclear if and only if its dual space is. For more information on
nuclear spaces we refer the reader to [Tre67, §50] or [CHM00, Appendix A].
A.1.2. General topology. We will use the following elementary lemma.
Lemma A.1. Let X be a topological space, and let {Xi}
k
i=1 be disjoint locally closed subsets
such that X =
⋃k
i=1Xi. Then there exists i such that the interior of Xi is non-empty.
Corollary A.2. Let a topological group G act continuously on a topological space X with
finitely many locally closed orbits. Then one of the orbits is open.
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A.1.3. Infinite-dimensional smooth bundles over smooth manifolds. We will use the results
and terminology from [KM97], which considers infinite-dimensional smooth manifolds and
bundles over them. In our case the base manifolds will be finite-dimensional, but we will
consider infinite-dimensional bundles. All the vector spaces we consider are complete, thus
sequentially complete, and thus c∞-complete, see [KM97, Lemma 2.2 and Theorem 2.14].
Therefore all the results of [KM97] are applicable to them. We use the notion of infinite-
dimensional vector bundles and their spaces of smooth sections and spaces of compactly
supported sections, see [KM97, §§29,30].
LetX be a smooth manifold and E be a vector bundle overX , possibly infinite-dimensional.
We define the space of E-distributions D′(X, E) to be the continuous dual space C∞c (X, E)
∗
equipped with the strong topology. For a closed subset Z ⊂ X , we denote by D′Z(X, E) ⊂
D′(X, E) the subspace of distributions supported on Z. For a locally closed subset Z ⊂ X ,
we denote
D′Z(X, E) := D
′
Z(U, E), where U := X \ (Z \ Z) (A.3)
By [Gro55, II.§3.3], if E is a trivial bundle with Fre´chet fiber V , then C∞c (X, E)
∼=
C∞c (X)⊗̂V .
For any smooth map ν : Y → X and a bundle E over X , the pullback bundle ν∗E over Y
is defined in [KM97, 29.6]. For a smooth section f of E we denote the corresponding section
of ν∗E by ν∗f .
We define ν !E := ν∗E ⊗DY ⊗D
−1
X . In the case ν is a submersion and E has Fre´chet fibers,
we can also define ν∗ : C
∞
c (Y, ν
!E)→ C∞c (X, E) in the following way. For a trivial bundle E
with Fre´chet fiber V , we use the identification
C∞c (X, E)
∼= C∞c (X, V )
∼= C∞c (X)⊗̂V,
and the classical pushforward ν∗ : C
∞
c (Y,DY ⊗ ν
∗D−1X ) → C
∞
c (X). For a locally trivial
bundle we use the partition of unity to trivialize E .
We denote the map dual to ν∗ : C
∞
c (Y, ν
!E)→ C∞c (X, E) by
ν∗ : D′(X, E)→ D′(Y, ν !E).
If Z is a smooth submanifold regularly embedded in X , and V is a Fre´chet space, then
for any ξ ∈ DZ(X, V ) and z ∈ X , [KV96, §2] defines a transversal degree d ∈ Z≥0 and a
transverse symbol σd(ξ) ∈ V
∗ ⊗ Symd(NXz,Z), where Sym
d denotes symmetric power, NXz,Z
denotes the normal space to Z in X at z, and CNXz,Z := (N
X
z,Z)
∗ is the conormal bundle.
Denote by D′Z
≤d(X, V ) the space of distributions that have transversal degree at most d for
any z ∈ Z. By [KV96, Theorem 2.1], σd defines a natural embedding
σd : D
′
Z
≤d
(X, V )/D′Z
≤d−1
(X, V ) →֒ D′(X, V ⊗ Symd(CNXz,Z)) .
Using partition of unity, this construction extends to any bundle E with Fre´chet fibers.
Let a Lie group G act on X , let a : G×X → X denote the action map and p : G×X → X
denote the projection. A G-equivariant bundle E on X is a bundle E on X together with
an isomorphism a∗E ≃ p∗E satisfying the usual cocycle condition. Note that this structure
defines also an isomorphism a!E ≃ p!E . Note also that the dual of an equivariant bundle has
a canonical equivariant structure.
We denote by ∆G the modular function of G.
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We define a smooth representation of G to be a G-equivariant bundle on a point. Note
that a smooth Fre´chet representation of moderate growth is also a smooth representation
according to this definition.
Note that if G is a Lie group, X is a G-manifold, p : X → Y is a G-invariant map (i.e.
p(gx) = p(x)), and F is a bundle on Y , then p!F has a natural G-equivariant structure.
Lemma A.3. Let G be a Lie group, Y be a smooth manifold, and p : X → Y be a G-
principal space over Y . Let E be a G-equivariant bundle on X. Then there exists a natural
bundle F over Y and an isomorphism of G-equivariant bundles p!F ∼= E such that p∗ defines
an isomorphism D′(Y,F) ∼= D′(X, E)G.
The proof is standard, but we will include it here since our bundles are infinite-dimensional.
We will need the following notation and lemmas.
Notation A.4. For any continuous representation A of G, denote A(G) := Span{v−gv | g ∈
G, v ∈ A}, and AG := A/A(G).
Lemma A.5. Let A be a continuous representation of G, and B be a nuclear space. Let
G act on A⊗̂B by acting on A. Then the natural map α : (AG⊗̂B)
∗ → ((A⊗̂B)∗)G is an
isomorphism.
Proof. We have (AG⊗̂πB)
∗ ∼= Bil(AG, B) and (A⊗̂B)
∗) ∼= Bil(A,B), where Bil(A,B) de-
notes the space of continuous bilinear maps A × B → C (see e.g. [Tre67, Ch. 41]). The
map α is defined by the map α′ : Bil(AG, B) → Bil(A,B)
G which in turn is given by the
projection pr : A × B → AG × B. Since pr is onto, α
′ is injective. To show that α′ is
onto, choose ω ∈ Bil(A,B)G. Since the left kernel of ω includes A(G), ω factors through a
bilinear map ω′ : AG × B → C. Since pr : A × B → AG × B is open and surjective, ω
′ is
continuous. 
Lemma A.6. Let G be a Lie group, and Y be a smooth manifold. Let G act on Y ×G by left
shifts on G, and let p : Y ×G→ Y denote the projection. Then p∗ defines an isomorphism
of topological vector spaces
C∞c (Y ×G,DG)G
∼= C∞c (Y )
Proof. Denote by C∞c (Y ×G,DG)0 the kernel of p∗. Let us first show that
C∞c (Y ×G,DG)(G) = C
∞
c (Y ×G,DG)0 . (A.4)
Since p∗ is a G-invariant morphism, the inclusion ⊂ follows. For the other inclusion, let
f ∈ C∞c (Y ×G,DG)0, and approximate it by a sequence f
j of the form f j =
∑nj
j=1 q
j
i ⊗ h
j
i ,
with qji ∈ C
∞
c (Y ) and h
j
i ∈ C
∞
c (G,DG). Fix ρ ∈ C
∞
c (G,DG) with
´
G
ρ = 1 and let
F j := f j − p∗(f
j)⊗ ρ. Then we have
F j = f j −
(∑
i
(ˆ
G
hji
)
qji
)
⊗ ρ =
nj∑
i=1
qji ⊗
(
hji −
(ˆ
G
hji
)
ρ
)
∈ C∞c (Y )⊗ C
∞
c (G,DG)0,
where C∞c (G,DG)0 denotes smooth compactly supported measures on G with zero integral.
By [BW83, Theorem 1] we have
C∞c (G,DG)0 = C
∞
c (G,DG)(G) ,
and thus F j ∈ C∞c (Y × G,DG)(G). Now, since p∗(f) = 0, we have p∗(f
j) → 0, thus
F j − f j → 0, and thus F j → f . Thus f ∈ C∞c (Y ×G,DG)(G) and (A.4) holds. This shows
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that p∗ defines a continuous linear isomorphism between C
∞
c (Y ×G,DG)G and C
∞
c (Y ). To
see that its inverse is continuous, it is enough to construct a continuous section of p∗. One
such section is given by f 7→ f ⊗ ρ. 
Proof of Lemma A.3.
(1) Case 1: X = Y ×G.
Let i : Y → X by i(y) := (y, 1) and F := i!E . The isomorphism p!F ∼= E is given
by the G-equivariant structure of E . By partition of unity, we can assume that F
is a constant bundle and denote its fiber by V . We have to show that p∗ defines an
isomorphism D′(Y, V ) ∼= D′(Y ×G, V ⊗DG,1)
G, where DG,1 is the fiber of the bundle
DG at 1. By Lemma A.6 we have
C∞c (Y ×G,DG,1)G
∼= C∞c (Y )
Now, the map p∗ decomposes as
D′(Y, V ) = (C∞c (Y, V ))
∗ ∼= (C∞c (Y )⊗̂V )
∗ ∼= (C∞c (Y ×G,DG,1)G ⊗ V )
∗ ∼=
∼= ((C∞c (Y ×G,DG,1)⊗̂V )
∗)G ∼= (C∞c (Y ×G, V ⊗DG,1)
∗)G = D′(Y ×G, V ⊗DG,1)
G.
(2) The general case.
Note that if there exists F and an isomorphism ν : p!F ∼= E of G-equivariant
bundles then such F and ν are unique in the following sense. For any other such
pair (F ′, ν ′) there exists an isomorphism µ : F ∼= F ′ such that ν = ν ′ ◦ p!(µ). Thus
it is enough to construct F locally, which is done in Case 1. Now, p∗ : D′(Y,F) ∼=
D′(X, E)G is an isomorphism by partition of unity and Case 1. 
A.2. Distribution vanishing theorems and their proofs.
Theorem A.7. Let X be a smooth manifold, Z ⊂ X be a locally closed subset. Let C be
a Lie group with finitely many connected components. Let C act trivially on X. Let L be
a C-equivariant line bundle on X. Let H be a Lie group with a smooth action on C. For
any z ∈ Z let Lz denote the character by which C acts on the fiber L|z. Let ĈC denote the
manifold of all characters of C. Assume that the set {Lz | z ∈ Z} lies in a finite union of
locally closed H-orbits in ĈC. Let V be a smooth representation of H⋉C in a Fre´chet space.
Assume that for any z ∈ Z we have ((V ⊗ L|z)
∗)C = 0. Then
D′Z(X, V ⊗ L)
C = 0.
Proof. By partition of unity, we may assume that L is trivial as a line bundle, that X = Rn
and Z is compact. Let L0 denote the natural C-equivariant line bundle on ĈC. There exists
a unique smooth map ψ : X → ĈC such that L ∼= ψ
∗(L0). Define Γ ⊂ Z × ĈC ⊂ X × ĈC
to be the graph of the restriction ψ|Z . Let L˜ := CX ⊠ L0. It is enough to show that
D′Γ(X × ĈC, V ⊗ L˜)
C = 0.
Assume the contrary. Let ξ 6= 0 ∈ D′Γ(X × ĈC, V ⊗ L˜)
C . Let G := X × H ⋉ C act on
X × ĈC by
(x, h, c)(y, χ) := (x+ y, χ ◦ a(h−1))
where a(h) denotes the action of H on C. Define a structure of a G-equivariant bundle on
L˜ through the action on the total space by
(x, h, c)(y, χ, α) := (x+ y, χ ◦ a(h−1), χ(c)α)
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Define a representation of G on V by letting X act trivially. By the conditions, Supp(ξ)
lies in the union of finitely many locally closed G-orbits on X × ĈC. By Corollary A.2, for
one of those orbits O, the intersection O ∩ Supp(ξ) is open and non-empty in Supp(ξ). Let
x ∈ O ∩ Supp(ξ). There exists a cutoff function ρ such that x ∈ Supp(ρξ) ⊂ O. This leads
to a contradiction since by [KV96, Theorem 3.15(i)], ρξ = 0. 
By partition of unity, we obtain the following corollary.
Corollary A.8. Let X,Z,C,H, and L be as in Theorem A.7. Let H⋉C act trivially on X,
and let E be a locally constant H ⋉ C-equivariant bundle on X, i.e. an equivariant bundle
that is locally given by a single representation of H⋉C. Assume that for any z ∈ Z we have
(((E ⊗ L)|z)
∗)C = 0. Then
D′Z(X, V ⊗ L)
C = 0.
We will need the following corollary of Lemma A.3.
Corollary A.9. Let G be a Lie group and H1, H2 be closed Lie subgroups. Consider the
two-sided action of H1 × H2 on G, and let E be an H1 × H2-equivariant bundle on G. Let
p : G → G/H2 denote the natural projection. Then there exists a natural H1-equivariant
bundle F on G/H2 and a natural isomorphism p
!F ∼= E such that p∗ defines an isomorphism
D′(G/H2,F)
H1 ∼= D′(G, E)H1×H2
Corollary A.10. Let G be a Lie group and H1, H2 be closed Lie subgroups. Let F1 be a
H1-equivariant bundle on G/H2. Let p1 : G→ H1\G and p2 : G→ G/H2 denote the natural
projections.
Then there exists a natural H2-equivariant bundle F2 on H1\G such that p
!
1F2
∼= p!2F1 as
H1 ×H2-equivariant bundles, and
D′(G/H2,F1)
H1 ∼= D′(H1\G,F2)
H2
Notation A.11. Let a Lie group G act on a smooth manifold X. Let C ⊂ G be a subgroup.
Let L be a C-equivariant line bundle on X. Then for any x ∈ X and g ∈ G we define a
character Lgx : Cx → C
× by letting Lgx(c) to be the scalar by which gcg
−1 acts on Lgx.
Definition A.12. Let a Lie group C act on a smooth manifold X. Let F be a C-equivariant
Fre´chet bundle over X. Let Z ⊂ X be a locally closed C-invariant subset. We call the
quadruple (C,X, Z,F) convenient if there exist
a) A Lie group G ⊃ C acting smoothly on X extending the action of C
b) A G-equivariant Fre´chet bundle E on X
c) A C-equivariant line bundle L on X
such that
i) F ∼= E ⊗ L as a C-equivariant bundle.
ii) C is a normal subgroup of G.
iii) For any z ∈ Z, the collection {Lgz ∈ (̂Cz)C | g ∈ G} lies in a finite union of locally closed
Gz-orbits.
iv) Z is contained in a union of finitely many locally closed G orbits.
Theorem A.13. Let (C,X, Z,F) be a convenient quadruple. Suppose that for any z ∈ Z
and any k ≥ 0 we have
(F|∗z ⊗ Sym
k(NXCz,z)⊗ (∆
−1
C )|Cz ⊗∆Cz)
Cz = 0. (A.5)
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Then D′Z(X,F)
C = 0.
Proof. We divide the proof to several cases.
(1) G acts transitively on X .
Fix x0 ∈ X and let ν : G→ X be the corresponding action map. Let G
′ := X1 :=
C\G. By Corollary A.10, there exists a Gx0-equivariant bundle F1 on X1 such that
D′(X,F)C ∼= D′(X1,F1)
Gx0 and ν !F ∼= p!F1, where p : G → X1 is the projection.
We construct bundles E1 and L1 on X1 in a similar way, and have F1 = E1 ⊗ L1.
Let H1 := Gx0 and C1 := H1∩C. Then it is enough to show that D
′(X1,F1)
C1 = 0.
We deduce this from Corollary A.8. For this we need to show that
(a) E1 is locally constant as a C1-equivariant bundle.
(b) the action of C1 on the fibers of E1 extends to H1.
(c) The set {(L1)z | z ∈ X1} lies in a finite union of locally closed H1-orbits in (̂C1)C.
(d) For any z ∈ X1 we have (((E1 ⊗ L1)|z)
∗)C1 = 0.
Proof of (a). It is enough to show that E ′1 := E1 ⊗ D
−1
X1
is locally constant as a
C1-equivariant bundle. Since p locally has a section, it is enough to show that p
∗(E ′1)
is constant as an H1-equivariant bundle with respect to the action of H1 on G by
right multiplications. We have p∗(E ′1) = ν
∗(E ′), where E ′ := E ⊗ D−1X . This gives
a structure of a G × H1-equivariant bundle on p
∗(E ′1) with respect to the two-sided
action. This implies that p∗(E ′1) is constant as an H1-equivariant bundle.
Proof of (b). The fiber of E1 at [1] is isomorphic to E|x0 ⊗ ∆H1 |C1 ⊗ ∆
−1
C |C1 as a
representation of C1. Since C is normal in G, we have ∆C = ∆G|C , and thus the
representation Ex0 ⊗∆H1 |C1 ⊗∆
−1
C |C1 extends to H1.
Proof of (c). L satisfies condition (iii)) of Definition A.12. Thus so does L′ :=
L⊗D−1X , since the action of C on D
−1
X can be extended to G. It is enough to show
(c) with L1 replaced by L
′
1 := L⊗DX1 . Now, we have p
∗(L′1) = ν
∗(L′). Thus for any
g ∈ G we have (L′)gx0 = (L
′
1)[g] and thus
{(L′1)y ∈ ĈC | y ∈ X1} = {(L
′
x0
)g ∈ ĈC | g ∈ G}
Statement (d) follows from (A.5) by a straightforward computation.
(2) Z lies in a single closed G-orbit O.
Suppose by way of contradiction that there exists ξ 6= 0 ∈ D′Z(X,F)
C and let
z ∈ Supp(ξ). Let d be the transversal degree of ξ to O at z. Let X1 := {p ∈
O | degp,O(ξ) = d}. Consider
σd(ξ)|X1 ∈ D
′
Z∩X1(X1,F ⊗ Sym
d(CNXX1))
C .
By the previous case we obtain σd(ξ) = 0 - contradiction!
(3) The General case.
We prove this step by induction on the number n of orbits of G in GZ. When
n = 0, Z is empty and the statement is obvious. For n > 1, Corollary A.2 implies
that there exists an open orbit O ⊂ Z. Let Z ′ := Z \O, X ′ := X \Z ′. Then we have
the exact sequence
0→ D′Z′(X,F)
C → D′Z(X,F)
C → D′O(X
′,F)C
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We have D′O(X
′,F)C = 0 by the previous case, and D′Z′(X,F)
C = 0 by the induction
hypothesis. 
Remark A.14. Substituting for E a constant bundle with fiber V and for L a constant line
bundle, we obtain Theorem 1.4.
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