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Sensing and Transmission Strategies in Wireless Cognitive Radio Systems
by
Babak Abbasi Bastami
The main challenge in any cognitive radio system is to maximize secondary users
throughput while limiting interference imposed on licensed users. In this regard,
finding the optimal sensing and transmission timing strategies and accurate sensing
techniques are of great importance in a cognitive radio network.
In this thesis, we study a sensing-transmission scheme for secondary user in a cognitive
radio system where the secondary user senses every primary channel independently
and transmits a signal for a fixed duration if it finds the channel empty and stays
idle for another fixed duration if it senses the channel busy. We obtain optimal idle
and transmission durations which maximize access opportunity of the secondary user
while keeping the interference ratios on the primary channels below some thresholds.
Our results show that unless we have an error free perfect channel sensing, adding
the idle duration improves the performance of the system.
We also study a cooperative spectrum sensing scheme for cognitive radio systems
where each sensor transmits multi-bit quantized information to a fusion center where
the decision about the availability or occupancy of the channel is made. We compare
iii
the performance of our proposed multi-bit combining scheme with hard and soft
combining schemes and show that with transmission of a few bits of information from
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The traditional scheme of allocating radio frequency bands for wireless services
results in an inefficient usage of the spectrum. Recent measurement in the United
States show that more than 70% of licensed spectrum is not employed efficiently.
Foe example, Figure 1.1 shows an actual spectrum occupancy measured in Lawrence,
Kansas during a weekday afternoon in August 2005 [1].Typically, there are a lot of
gaps in the licensed spectrum. Inefficient usage of the radio spectrum, where a large
portion of the licensed spectrum are underutilized and a small portion of the spectrum
allocated to unlicensed users are congested, led Federal Communications Committee
(FCC) to consider opportunistic access to the licensed spectrum by secondary users
conditioned on limited or no interference on the primary users(PU) or licence holders[2].
Based on this ruling, new systems are under development to take advantage of
the available bandwidth. With FCC’s ruling both academia and industry showed
considerable amount of interest in creating a cognitive radio system.
Currently, several cognitive radio systems are being finalized by standardization
bodies around the world. In 2008, a European group called the Cognitive Networking
Alliance (Cognea) started to standardize their cognitive radio system. In Cognea,
personal and portable devices should be capable to operate over unused bands in
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Figure 1.1: A spectrum occupancy measurement from 9kHz-1GHz. The measurement
was conducted in Lawrence, Kansas in August 2005 (Figure from [1])
TV spectrum, known as the TV white space (TVWS) to transmit data and voice.
The standard’s main goal was to provide a reliable communication for the low power
consuming portable devices. The first edition of the standard was finalized by the
end of 2009. In addition to spectrum sensing capabilities, the standard also supports
geolocation databases to avoid interference on the licensed users.
In the United States, the IEEE standardization committee have worked on IEEE
802.22, a cognitive radio system as a wireless regional area network (WRAN). The
system has been developed to access the unused bands in TV white space, as a
secondary user (SU). The IEEE 802.22 was born in 2004 and its first draft has been
released in 2006[3]. The standard has been finalized in July 2011. Operating in the
unused TV bands (54-862MHz) leads to an enhanced spectrum access. Furthermore,
2
Figure 1.2: A 802.22 System Deployment Scenario (Figure from [4])
using the TV frequency bands provides a greater range for the secondary users. The
network has been considered to be deployed in low population density areas typical of
rural environments providing data and voice communications. Each secondary user
in the wireless regional area network senses the spectrum to check the availability of
the primary user and sends the corresponding information to the 802.22 base station.
The 802.22 base station also known as the fusion center accumulates all the sensing
results from various secondary users and makes the final decision on the presence or
absence of the primary user. The final sensing result will be sent to the SUs by the
base station. Therefore, each secondary user communicate with other SUs and also
has a communication link with the network base station. The deployment scenario
of a 802.22 network is as shown in Figure 1.2.
Implementing a cognitive radio system requires innovation both in hardware design
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of the communication system and design of the algorithms to take advantage of the
new hardware. Recent progress in circuit design enables us to make agile radios
whose characteristics such as the operation frequency, modulation and coding can be
changed on the go when needed. Coupling this software defined radio, with the ability
to sense the environment are the building blocks of the cognitive radio systems. But,
in order to take advantage of these hardware, new systems should be designed. In
designing a cognitive radio system, several challenging issues in physical and medium
access layers should be addressed. Some of these issues are mentioned in the following
sections.
1.1 Physical Layer of Cognitive Radio Systems
In a cognitive radio network, the secondary users should be able to dynamically
share the spectrum with the primary user. In order to avoid the interference on the
primary users, a communication technique should be employed by the SUs that is
agile enough in changing the operating frequency bandwidth. Such a communication
technique should be flexible and adaptive in frequency hopping. Orthogonal Frequency
Division Multiplexing (OFDM) is a promising technique for this purpose. There are
some challenges in deploying the OFDM in a cognitive radio network. Some of these
challenges include designing a multi-band, multiple access OFDM for cognitive radio
networks and avoiding mutual interference between different subcarriers of OFDM
system[5]. In addition to communication and modulation techniques, sensing the
spectrum availability is also performed in the physical layer. We will discuss different
4
spectrum sensing methods later.
1.2 Medium Access Layer of Cognitive Radio Systems
Selection of the unoccupied primary user channels and scheduling the SUs transmission
and sensing durations are the main task of the medium access (MAC) layer. In this
layer, optimum policies of channel assignment to the SUs should be investigated.
The policies should consider the fact that the SUs should both opportunistically and
cooperatively access the unused frequency channels [27]-[30]. One of the other main
functionalities of the medium access layer is to determine the timing for sensing and
transmission stages of the SUs. Collecting the information history on the activities
of licensed users in different frequency bands and creating geolocation databases of
the primary users is also one of the other tasks of the MAC layer.
1.3 Spectrum Sensing Techniques
The secondary users need to be able to detect the existence of very weak primary
signals. Otherwise, they will be restricted to transmit at very low powers in order
to guarantee no interference on the primary users. For example in IEEE 802.22, the
secondary user must be able to detect the digital TV signals at the signal to noise ratio
(SNR) −22dB within a sensing period less than 2 seconds and with the probabilities
of false alarm and miss detection less than 0.1 [4].
There has been considerable research activity in designing sensing algorithms. The
energy detection is the most common way of spectrum sensing. This is because of its
5
low implementation complexity. The energy detector does not need any information
of the target signal. However, the energy detectors are not robust to uncertainty in
the value of SNR[6]. Another drawback of the energy detectors is that they need
a large amount of data in order to be able to detect the signals at very low SNR
values. This makes the sensing duration very long. The other methods are also
considered to deal with shortcomings of the energy detector. For example, matched
filtering is the optimum method for detection of primary signals. It can achieve a
very good performance at very low SNRs in a short period of sensing. However, the
implementation of the matched filter requires the perfect knowledge of the primary
signals, synchronization and channel conditions. Moreover, since the cognitive radio
needs to design sensors for various types of signals, using a matched filter for each
signal type, makes the complexity of the sensing system very high. Therefore, other
moderate methods have been proposed for spectrum sensing. Some of the main
proposed methods are:
Coherent detection of primary signals by using deterministic pilot tones or known
Pseudo-Random Noise (PN) sequences (for synchronization purposes) which are contained
in the primary signals [7],
Cyclostationarity based sensing which exploits inherent periodicities in first-and second-order
statistics, assuming that the modulation scheme is known. In order to detect the
primary signal, this method uses the cyclic frequencies that appear in the signal
spectral density function [8] and
Spectral feature detection method which uses the correlation between the periodogram
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of the received signal and the a priori spectral features [9].
All of the listed spectrum sensing methods need the samples of the primary signal.
The primary signal should be sampled at a rate above the nyquist rate. Since, the
primary user usually occupy a wide frequency bandwidth, the sampling rate should
be very high. The high sampling rate may be above the functionality range of the
existing analog to digital converters. To relax the requirement of high rate sampling,
recently, compressive sensing methods are under study. In these methods, considering
the sparsity of the wideband primary channel, lower rate sampling techniques are
proposed [10].
None of the sensing methods are able to alleviate the multipath fading effects caused
by the wireless channel if they are just performed by one secondary user. Cooperative
spectrum sensing by the SUs mitigates the channel fading effects by a spatial diversity
gain that can be achieved from the SUs in different locations. The cooperative sensing
techniques are classified into three main categories. In the first category known as
centralized cooperative sensing, all the SUs cooperate with each other by sending
their information to a fusion center. The final decision over the availability of the
spectrum will be made at the fusion center. The other two categories are distributed
and relay based cooperative sensing. In the two later techniques, the SUs share their
information with each other or with a relay network. The final sensing decision will
be made by the SUs themselves. There are many in progress challenging problems
in the area of cooperative spectrum sensing that are currently under investigation[11].
In this thesis, we concentrate on designing a practical cognitive radio system. Specifically,
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we consider a MAC layer design and investigate the optimum sensing and transmission
timing strategies for secondary users. Later, we propose a multi-bit centralized
cooperative spectrum sensing scheme and analyze its performance and compare it
with other cooperative spectrum sensing techniques.
The thesis is organized as follows: In the next chapter we will make a literature review
of the problems we investigate and illustrate our contributions. In chapter 3, we
investigate the optimization problem of secondary user timing strategies. In chapter
4, we propose a multi-bit combining detection scheme for centralized cooperative
spectrum sensing. Conclusion and future works in chapter 5 finalize the thesis.
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CHAPTER 2
LITERATURE REVIEW AND PROBLEMS STATEMENT
To improve the utilization of the radio spectrum, a different allocation scheme
has been proposed using cognitive radio systems [2]. In such a system, the cognitive
or secondary users share the licensed spectrum opportunistically with the primary
users that hold the license. While these schemes have the capability to increase
the overall utilization of the spectrum, their implementation requires solving several
challenges. The main challenge is to control the amount of interference on the primary
user (PU) caused by the secondary user (SU). Generally, two main approaches have
been proposed to control the interference on the PU (Figure 2.1). In the spectrum
overlay scenario, the SU accesses the spectrum whenever it senses that the PU is
idle. The PU can transmit at any time and the cognitive user should have the ability
to monitor the channel status and decide whether to transmit or not. On the other
hand, in the spectrum underlay technique, the secondary user can transmit at any
time, but the power spectral density (PSD) of the transmitted signal should be low
enough, preferably at noise level, for minimal interference on the PU. Even though
the spectrum sensing is essential for overlay systems to determine the spectrum gaps ,
even in the overlay scheme, channel sensing is used to increase the capacity of the SU.
Using channel sensing information, a power control scheme can be designed for the SU
9
Figure 2.1: The Overlay and Underlay Interference Control Approaches
such that it maximizes its transmission capacity while keeping the interference on the
PU below a threshold [12]. On the other hand, a perfect overlay system may have zero
interference. This requires the SU to have the capability to detect the channel status
without any error. Furthermore, it should have the ability to detect immediately
a PU transition from idle to active and suspend its own transmission. Designing
such a system is very complicated. In practical scenarios, we have to consider some
possibility of sensing errors for the SU. At the same time, we may consider that the
SU transmits its signal for a limited period of time without sensing the channel once
it detects a free channel [13]. This means that there will be some interference on the
PU for practical overlay systems.
The interference on the PU depends on the sensing-transmission strategy of the
SU and any probability of error in sensing the status of the channels. Let us consider
a cognitive radio system in which the SU senses the spectrum of multiple primary
10
channels and accesses any channel that is available and not utilized by the PU. We
assume that the primary channels are independent from each other and can go ON and
OFF at any time. In order to maximize the throughput, the SU uses all unoccupied
channels available at any time. The number of empty channels and therefore the
available bandwidth for the secondary user changes over time. Usually, the SU is a
network with several users and has to employ an internal multiple access scheme to
divide the available bandwidth among its users. Schemes like OFDM for modulation
and OFDMA for multiple access are great candidates for this type of application to
fill the gaps in the spectrum and dynamically allocate the bandwidth to the SU nodes
[15, 16]. Furthermore, sensing of the PU channels can be distributed among the SU
nodes. In order to provide the maximum bandwidth for the SU, each channel has to
be utilized as much as possible.
There are several sensing-transmission strategies for the SU within every channel.
According to one common strategy, the SU keeps sensing the channel when it is busy
until it finds it empty and then transmits for a fixed period of time within that channel
[17, 18, 19, 20, 21]. During the transmission time no more sensing is performed for
that particular channel. In another strategy, the SU stays idle for a period of time
after it senses a busy channel during which it does not perform any more sensing.
This scheme apparently saves the battery life of the SU with not constantly sensing.
While it may seem that introducing the idle period for the SU decreases its overall
channel access opportunity, In chapter 3, we will show that this is not the case in
practical scenarios.
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Study of the various SU sensing-transmission schemes with the aim of maximizing the
SU access opportunity while guaranteeing the PU reliability, has been of particular
interest in related recent works. In [19], the authors assumed that the SU periodically
and perfectly senses the primary channels with exponentially distributed free and busy
periods. The authors assumed a perfect sensing scenario and inquired the problem
of maximizing the SU throughput subject to the PU’s performance constraints. In
[20, 21], the same problem has been investigated, again for a perfect sensing scenario,
but for a generally distributed primary channels ON and OFF durations and for
various schemes of the SU sensing transmission strategies. In [22], an analysis has been
done for the outage capacity of the secondary user taking into account the possibility
of sensing errors. However, the work in [22] does not cover the amount of interference
on the PU. In [23], the authors developed a policy for the SU decision on transmitting
or not transmitting over available channels at certain times by maximizing the SU
throughput based on a general primary channels Markov model. Although the work
considered the error in sensing the primary channels, the authors did not take into
account the interference on the PU in the optimization problem. In [17, 18], the
authors considered a scheme in which the SU keeps sensing until it finds a free channel
and studied the optimal transmission strategy. The authors considered the possibility
of error in channel sensing. In [24], the authors surveyed the sensing-transmission
strategy considering an idle duration for the SU with the goal to find the optimum
access protocol.
In chapter 3, We study a sensing-transmission scheme with idle time and investigate
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an optimization problem to obtain the optimal transmission and idle durations for
the SU and compare the systems with and without the idle periods. We improve the
Markov model of [17] to accommodate the sensing error probabilities and introduction
of the SU idle period. Our results based on this new model, fits perfectly with the
results obtained from full system simulations. Our analysis proves that only when the
channel sensing is perfect, i.e. the probability of error in sensing the channel status
is zero, the system with no idle time is optimal. Otherwise, introducing the idle
period improves the system performance. Our main contribution is finding analytical
expressions for the system performance metrics defined by interference ratio on the
primary channel and the SU access opportunity and utilizing them to find the optimal
transmission and idle periods for the secondary user. We choose the SU idle and
transmission periods that maximize the SU access opportunity while keeping the
interference ratios on the primary channels below some specified thresholds. The
model we use in our work for the optimization problem is similar to that used in [24]
with several important differences. Our primary channel model is exactly the same
as the un-slotted primary channel model used in [24] but unlike [24], we consider a
network of nodes for the secondary user that has well established multiple access and
cooperative sensing schemes. Therefore, we only try to maximize the overall access
opportunity and leave the way that this aggregated access opportunity is divided
between the nodes to the secondary network multiple access scheme. Furthermore,
we assume that at any instant of time, the secondary network has some free nodes
available to sense a channel if needed. The model in [24] requires a synchronized
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sensing strategy meaning that the transmission over all free primary channels should
be halted to sense one particular channel. This distinction makes the concept of our
optimization problem totally different than the problem solved in [24]. Another main
difference that distinguishes this thesis work from [24] is the analysis of the Markov
model when we consider the sensing error probabilities. While the analysis given in
[24] for an errorless sensing is correct, the result presented for the imperfect channel
sensing scenario does not agree with simulations results. We provide a more accurate
analysis in this scenario and show the validity of our analysis with simulations.
As it is apparent from our work in timing strategies and the other works in this regard,
the performance of a cognitive radio system is heavily dependent on the accuracy of
the spectrum sensing. Therefore, we concentrated our effort on spectrum sensing
techniques. Accurate spectrum sensing can be challenging because the PU signal is
always subjected to deep fading effects due to the propagation loss and other primary
and secondary users interferences. Therefore, the decision which is made by just one
single secondary user (SU) is not reliable in typical wireless scenarios. To mitigate
the fading effects, we can benefit from the diversity gain which can be achieved by
employing several secondary users to cooperatively sense the spectrum.
Different schemes have been suggested to employ the cooperative spectrum sensing.
In the centralized cooperative spectrum sensing, each local sensor sends its sensing
information to a fusion center where the final decision is made based on all the
information received. While there are several different measures used to detect the
presence of various primary signals, energy detector is more universal and can also
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benefit more from cooperative sensing. In this technique, to make its own decision,
each local sensor estimates the power spectral density in a given bandwidth and
decides if only noise or signal plus noise is present there. The optimal detector in
this case is a likelihood ratio test(LRT) detector. However in most scenarios, the
likelihood ratio is a monotonic function of the total energy in the bandwidth and the
LRT detector would be equivalent to an energy detector where the sensor measures the
total energy in the bandwidth and compares it with a threshold [31]. There are also
different approaches for collecting the spectrum sensing data from the local sensors
and processing it at the fusion center. The optimal combining technique which is
known as soft combining, requires the raw measured energy information from all the
sensors to be transmitted to the fusion center. While the decision made by the fusion
center in this case is optimal, transmissions of raw data require an excessive bandwidth
of the control channel between the sensors and the fusion center. Therefore, the soft
combining can be costly and undesirable. On the other hand, in hard combining
scheme, each sensor makes its own decision by comparing the received signal energy
with a threshold and sends the binary information to the fusion center. The problem
with the hard combining technique is that the fusion center does not receive any
information regarding the level of the confidence each sensor has on its decision and
therefore can not weight each corresponding information properly in the final decision.
This level of confidence depends on how far the received PU signal energy is from the
determined threshold at each sensor. To trade off between performance and amount
of data transmission between the nodes and the fusion center, a multi-bit quantization
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combining scheme can be used. In this scheme, the sensors send multi bits information
to the fusion center by quantizing the received signal energy with multi levels instead
of one level. This quantized detection technique causes the fusion center to get more
knowledge about the level of confidence at each individual sensor’s decision. We also
note that, mathematically, hard combining is a special case of multi-bit combining
where the nodes only have one threshold. Whenever the whole information or a
quantized form of information is sent by the nodes to the fusion center, they have
to be combined and processed for a single final decision. The optimal decision rule
at the fusion center, which leads to the minimum overall probability of error, can be
derived from the likelihood ratio function or the generalized likelihood ratio function.
There are several works in the literature that focused on the derivation of the optimal
decision rule for different scenarios such as when the signal observations densities at
the sensors are independent[32, 33], when the local sensors observations are correlated
or when the signal to noise ratios at the sensors are unknown[34, 35, 36, 37, 38]. The
optimal decision rule may have a complicated form. Therefore, suboptimal detectors
have been investigated specially for soft and hard combining schemes. In [39] and [40],
suboptimal detectors have been presented for the soft combining detection method in
some particular scenarios. For the hard combining cooperative detection technique,
the well known, ”k out of N ” strategy has been presented as a suboptimal decision
rule in[31] and[41].
In multi-bit or hard combining techniques, each sensor should make some decision by
its own and this brings new parameters to the system design, namely the quantization
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thresholds. These design parameters can be chosen to minimize the total probability
of error at the fusion center. In order to construct an optimization problem and search
for the optimal quantization thresholds, it is necessary to have an expression of the
the overall performance of the detector as a function of the thresholds. Evaluating the
performance of the detector at the fusion center may be very complicated based on
the information sent by the sensors and the combining technique employed. While,
there have been some work on performance evaluation of soft and hard combining
detectors, there has not been much work in this regard for general multi-bit combining.
For the hard combining detector, several works have been presented to evaluate the
overall performance and the optimum design parameters. For the optimal hard
combining detector, numerical methods can be employed to evaluate the overall
detection performance[42]. Using the suboptimal detector with ”k out of N ” strategy,
makes the performance expression and the optimum parameters calculation straightforward.
In [31] and [41], exact analytical solution for the sensors optimum threshold has been
proposed for a ”k out of N ” hard combining strategy in a scenario in which the
sensors observations are identically and independently distributed (iid).
In chapter 4, we focus on a general multi-bit centralized cooperative spectrum sensing
for cognitive radio networks. Specifically, we consider a linear quantization strategy
in each sensor where only a single parameter represents the quantization levels.
Then, we study the optimal global decision rule for this system, evaluate the overall
performance, and perform an optimization to find the optimal thresholds in each
local sensor. We also propose a sub-optimal detector for multi-bit combining with
17
generalizing ”k out of N” rule of the hard combining. The overall performance
of the suboptimal detector will be also calculated and optimal thresholds will be
investigated. Evaluating the performance expression for the multi-bit combining
technique is much more tedious then the soft or the hard combining techniques.
The main reason is the fact that, in this case, the exact distribution of the global
decision rule is very complicated with huge numbers of algebraic terms [43]. Therefore,
approximate distributions for the global decision rule should be used to find a performance
expression as an objective function for parameters optimization. As a recent work,
the authors in [43] evaluated the performance expression for the multi-bit combining
employing the saddle point approximation technique. While the result of this evaluation
may be very close to the actual value, it is still not tractable enough to be used
as a cost function for optimization. On the other hand, their final multi-variate
approximate performance expression is not a convex function of the sensors thresholds
and there would be many local extremums. Therefore, even employing very high
computational numerical methods may lead us to one of these local extremums, not
the global one. In our work, we apply the central limit theorem (CLT) for obtaining an
approximate distribution of the optimal decision rule. Using CLT, we present simple
strategies to obtain the optimum increment level and the corresponding optimum
sensors thresholds for both optimal and suboptimal decision rules. With simulations,
we compare the performance of our proposed multi-bit combining detectors with the
hard combining detector performance and also with the best performance that can be
achieved form the soft combining detector. The results show that with just sending
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a few numbers of information bits, our introduced multi-bit combining detectors
perform significantly superior than the hard combining detectors. The results also
declare that with increasing the number of quantization bits, the performance of the
new detectors converge very fast to that of the soft combining detector. Therefore,
with our introduced cooperative detectors, we can achieve a close to optimal performance




TIMING STRATEGIES FOR SECONDARY USER IN A COGNITIVE RADIO
SYSTEM
3.1 The System Model
We consider a cognitive radio system where the SU communicates over all available
primary channels which are sensed to be free. Since primary channels are assumed
to be independent from each other, we can model each channel individually. The free
and busy intervals of a channel are assumed to be two random variables denoted by t1
and t2. Recent experimental measurements confirm that exponential distribution is a
good choice for the primary channels ON and OFF durations [25]. The distribution







and TOFF and TON are respectively the expected values of
the channel OFF and ON durations. These expected values are assumed to be priori
known. If TOFF and TON values vary with time, the instant values can be estimated by
using the maximum likelihood estimation techniques[20]. We use the notations 0/1
for the channel free/busy states. The probability that the channel free state remains
in the same state after the duration t, is denoted by p00(t). Similarly, the transition
probability from the busy state to the free state is denoted by p10(t) and so forth.
Suppose our starting point is within the idle period and we want to obtain the
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transition probability from the idle state to the idle state. Using the memoryless
property of the exponential distribution and according to Figure 3.1, we have
P 00(t) = Pr(The idle period is longer than t)+Pr(The idle period is shorter than t)×P 10(t−x).
(3.1)
Figure 3.1:
Similarly, according to the memoryless property of the exponential distribution and
Figure 3.2, for the transition probability from the busy state to the idle state, we
have
P 10(t) = Pr(The busy period is shorter than t)× P 00(t− y). (3.2)

















Therefore in order to find P 00(t) and P 10(t) we need to solve the set of integral
equations (3.3) and (3.4). Taking the Laplace transforms of both sides of the equations












Obtaining P00(s) and P10(s) from 3.5 and 3.6 and taking the inverse Laplace transforms,
we have
P 00(t) = (1− u) + ue−(λ1+λ2)t (3.7)
P 10(t) = (1− u)− (1− u)e−(λ1+λ2)t (3.8)
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where u = λ1
λ1+λ2
. We can obtain P 01(t) and P 11(t) by the relations P 01(t) = 1−P 00(t)
and P 11(t) = 1− P 10(t)
The secondary user senses the medium spectrum. If the SU detects an unoccupied
channel, it transmits in that channel for a fixed duration denoted by Ttr. During the
transmission time, the SU does not perform any more sensing of that channel. On the
other hand, if the SU senses a busy channel, it enters an idle period with duration of
Tidle. During this time, the SU neither senses the spectrum nor transmits any signal
over the channel. In our analysis, we also consider a SU without an idle period by
choosing Tidle = 0. In such a system, the SU keeps sensing the channel until finds it
empty. To be more general in our analysis, we do not assume perfect sensing. The
probability of an incorrect sensing by the SU when the channel is free, is assumed to
be Pfa (probability of false alarm) and the probability of a wrong sensing when the
channel is busy, is assumed to be Pmd (probability of miss detection). Let’s denote
the sensing duration of the SU with Ts. The SU should be capable of sensing the
spectrum with an acceptable accuracy within a short period of time. For example,
the sensing requirements of the IEEE 802.22 wireless regional area network standard
draft states that the SU should be able to sense in less than 2s with probabilities of
errors less than 0.1[3]. Therefore, the value of Ts is very small compared to TOFF,
TON and we can assume that the whole sensing event does not fall within the channel
state transitions.
We have two types of intervals in the time line of the SU. The first type of the interval
is a sensing event that follows with an idle duration.The length of this interval is
23
Ts + Tidle. The second type of the interval is a sensing which results in a SU data
transmission. The duration of this type of interval is Ts + Ttr. Figure 3.3 exhibits a
typical time line of the SU respect to a primary channel.
Suppose a primary channel is in its free state and the SU is sensing it. We aim to
obtain the probability that the primary channel switches to the busy state in the
next SU sensing. If the current sensing outcome is correct, then the SU goes to a
transmission period and the succeeding sensing will be performed after the duration
Ts + Ttr. Otherwise, if the current sensing outcome is wrong, the SU passes an idle
period and the next sensing event will be after the duration Ts + Tidle. Hence, the
probability that the primary channel status changes from a free state to a busy state
during two successive SU sensing events is given by
pi1 = (1− Pfa)p01(Ts + Ttr) + Pfap01(Ts + Tidle). (3.9)
Analogously, a primary channel transition from a busy state to a free state within
two consecutive sensing events occurs with the probability of
pi2 = (1− Pm)p10(Ts + Tidle) + Pmp10(Ts + Ttr). (3.10)
Therefore, the system can be modeled by a Markov chain as is demonstrated in Figure
3.4. Using this model, we can calculate the steady state probability of the channel
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(1− Pm)P 10(Ts + Tidle) + PmP 10(Ts + Ttr)
(1− Pm)P 10(Ts + Tidle) + PmP 10(Ts + Ttr) + (1− Pfa)P 01(Ts + Ttr) + PfaP 01(Ts + Tidle) ,
(3.11)
and the steady state probability of the channel being in a busy state as 1− Pfree.
Figure 3.3: Typical Time Line of the SU Respect to a Primary Channel
Figure 3.4: The System Markov Model
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3.2 Channel Parameters Estimation
In the primary channel model discussed in the previous section, it is assumed that
the channel average ON and OFF durations are prior known. In case of unknown
channel parameters, we can benefit from maximum likelihood (ML) technique to have
an estimate of the parameters. Suppose θ is the vector of a channel ON/OFF states
at different times. Let L(θ) be the joint probability distribution of θ. We can express
L(θ) by the four possible transition probabilities discussed in the previous section.








The details of the ML estimation technique of the channel parameters are discussed
in [20].
3.3 System Performance Expressions
In this section, we derive the expressions of the interference ratio on a primary
channel and the access opportunity of the SU within a channel based on the Markov
model described in section II. The interference ratio on a channel used by the PU,
which is denoted by I, is determined by the average percentage of time that the
SU accesses the channel and the channel is busy . On the other hand, the access
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opportunity of the SU, which we denote it by O, is defined as the expected value of
the percentage of time in which the SU accesses the channel and the channel is free.
In order to quantify the interference ratio, we have to consider the situations in
the timing configurations of the SU and the channel ON-OFF states which lead to an
interference on the PU. Figure 3.5 shows examples of such situations. The interference
on the PU may be the result of a correct SU sensing during the channel free state and
continuation of the transmission period to the channel busy state (Figure 3.5(a,b)).
Suppose a correct sensing is performed by the SU at time tstart when the channel is
free (Recall that the sensing time, Ts, is very small compared to the channel ON-OFF
durations. Hence, we can assume that the channel state does not change during the
sensing interval and tstart is the terminal point of the sensing time.). Then, the SU
transmits for a duration of Ttr. If the channel stays free during this duration, no
collision occurs between the primary and secondary users transmissions. Otherwise,
there are potions of Ttr where the channel is busy and the SU interferes with the
PU(Figure 3.5(a,b)). We denote the expected time in which the primary channel is
busy during the time tstart and tstart + Ttr by τ1. By using (3.7) and (3.8), we have




Another scenario which results in an interference on the PU occurs whenever the SU
transmits over a busy channel because of a wrong sensing within the channel busy
period(Figure 3.5(c,d)). Then, the whole or a portion of the transmission time ,Ttr,
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coincides with the channel busy time. In this case, we denote the expected time
in which the primary channel is busy during the sensing terminal point, tstart, and
tstart + Ttr by τ2. By applying (3.7) and (3.8) it can be proved that




Let’s consider an interval T where the SU attempts to access the primary channel.
The average number of correct sensing events within the channel free periods during
the interval T is
n1 = Pfree(1− Pfa)T
d
,
where d is the average time distance between the sensing events and is given by
d = Pfree((1− Pfa)(Ttr + Ts) + Pfa(Tidle + Ts))
+ (1− Pfree)(Pmd(Ttr + Ts) + (1− Pmd)(Tidle + Ts))
Similarly, the average number of wrong sensing events within the channel busy periods
during the interval T is
n2 = (1− Pfree)PmdT
d
.
Therefore, the average time within the interval T that the SU accesses the channel
and the channel is busy will be n1 ∗ τ1 +n2 ∗ τ2. The interference ratio on the primary
channel is the ratio of this average time value to the total observation time T. Hence,
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the interference ratio on the channel becomes:
I(Ttr, Tidle) =




+ (1− Pfree)Pmd τ2
d
. (3.16)
We have shown the interference ratio expression in (3.16) as a function of Ttr and Tidle
because these two parameters are our objectives to be investigated in the next section.
The other parameters of the SU and the parameters of the channel are assumed to
be known or estimated.
Similarly, in order to derive the SU access opportunity, we have to consider the
situations in the timing configurations of the SU and the channel ON-OFF states
that the SU transmits and the channel state is free. Figure 3.6 shows examples of
such situations. The SU opportunity in accessing the channel may be the result of the
SU correct sensing during the channel free state (Figure 3.6(a,b)) or the SU wrong
sensing during the channel busy state (Figure 3.6(c,d)). If we have a correct sensing
at time tstart when the channel is free (Figure 3.6(a,b)), the SU certainly attains some
amounts of access opportunity. In this case, using (3.14), the expected time in which
the primary channel stays free during the interval tstart and tstart+Ttr would be Ttr−τ1.
If a wrong sensing occurs at time tstart when the channel is busy, providing that the
channel switches to the free state during the SU transmission time, we have some
amounts of access opportunity for the SU (Figure 3.6(c,d)). In this case, using (3.15),
the expected time in which the primary channel becomes free during the interval tstart
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and tstart + Ttr would be Ttr − τ2 . Hence, with the same approach that led to (3.16),
we can get the following expression for the SU access opportunity
O(Ttr, Tidle) = Pfree(1− Pfa)Ttr − τ1
d
+ (1− Pfree)PmdTtr − τ2
d
. (3.17)
It should be noted that the value of O(Ttr, Tidle) in (3.17) quantifies the percentage
of the total time that the SU accesses the channel and the channel is free, which is
equivalent to taking advantage of O(Ttr,Tidle)
1−u × 100 percent of the free period of the
primary channel. Similarly, the value I(Ttr, Tidle) in (3.16) quantifies the percentage of
the total time that the SU transmits over a busy channel, implying that I(Ttr,Tidle)
u
×100
percent of the channel busy time is interfered by the SU.
In order to affirm the accuracies of the performance expressions (3.16) and (3.17),
we have run a simulation of the system using MATLAB. Figures 4.6 and 4.7 show
the results of the simulation in comparison with the analytical results of (3.16) and
(3.17). In Figure 4.6, we have plotted simulation results for the interference ratio on
the primary channel versus the SU transmission time for three different values of the
SU idle interval and compared it with plots obtained from (3.16). In Figure 4.7, we
have done the same for the simulation results for the SU access opportunity and plots
obtained from (3.17). In these simulations, we have used the following values for the
system given parameters: TON = 1 , TOFF = 2, Ts = 0.01, Pfa = 0.1and Pmd = 0.1.
Both figures validate the accuracies of the derived expressions (3.16) and (3.17).
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Figure 3.5: Examples of situations in the timing configurations of the SU and the
primary channel ON-OFF states which lead to an interference on the PU.
Figure 3.6: Examples of situations in the timing configurations of the SU and the
primary channel ON-OFF states which lead to an access opportunity for the SU.
3.4 Optimal Idle and Transmission Times for the Secondary User
Suppose that the cognitive user attempts to access N primary channels. For each










idle) in (3.17). The objective is to maximize the SU aggregated
access opportunity while keeping the interference ratio on each channel used by the
primary users below a threshold (ηj). Mathematically, the optimization problem
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idle) ≤ ηj j = 1, · · · , N.
This statement is equivalent to maximizing each of the terms in (3.18) subject to its
channel constraint. Hence, without loss of generality, we can ignore the subscripts j
in (3.18) and investigate our objective optimum parameters for each primary channel
individually. On the other hand, each of the expressions in (3.16) and (3.17) are
monotonic functions respect to the SU idle and transmission times. Thus, the inequality
in the constraint expression can be converted to an equality. Therefore, the problem
in (3.18) is equivalent to solving the following optimization problem for each channel:
Max O(Ttr, Tidle) (3.19)
s.t
I(Ttr, Tidle) = ηj.
We denote the solution of (3.19) by (T ∗tr, T
∗
idle) and investigate the solutions for perfect
and imperfect sensing cases separately.
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3.4.1 Perfect Sensing Case
In case of a perfect sensing scenario (Pfa = Pmd = 0), letting I(Ttr, Tidle) = η and
using (3.16) and (3.17), we get







which is a descending function respect to Ttr for a given η . This verifies that the
minimum value of Ttr which satisfies I(Ttr, Tidle) = η is our optimal value of the SU
transmission time. The minimum value of Ttr that satisfies I(Ttr, Tidle) = η will be
obtained by letting Tidle = 0. This fact can also be observed in Figure 3.9. Figure
3.9 (a) shows all the pairs (Ttr, Tidle) which satisfy I(Ttr, Tidle) = η for η = 0.05 in
case of an errorless sensing. It has been assumed that TON = 1, TOFF = 2, Ts = 0.01.
In Figure 3.9(b), the corresponding SU access opportunity for each pair is sketched
versus the SU idle period. According to the figure, the SU access opportunity peaks
at Tidle = 0. Therefore, in case of a perfect sensing scenario, T
∗
idle = 0 and T
∗
tr is the
solution of I(Ttr, 0) = η.
3.4.2 Imperfect Sensing Case
When the probability of error in sensing is not zero, we can not solve (3.19) analytically
and have to consider numerical solutions. Figure 3.10 shows an example of numerical
search for the optimum values in a case of imperfect sensing. Figure 3.10(a) shows
all the pairs (Ttr, Tidle) that satisfy I(Ttr, Tidle) = η for η = 0.05. The values of
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TON, TOFF and Ts are the same as Figure 3.9. The sensing error probabilities are
Pfa = Pmd = 0.1. For each pair (Ttr, Tidle) in Figure 3.10(a), we calculated the
corresponding SU access opportunity and plotted it versus the SU idle time in Figure
3.10(b). It is evident from the figure that the maximum of the SU access opportunity
occurs at (T ∗tr, T
∗
idle) = (0.11, 0.12) . From the figure, we can also compare the
optimum results with the results that can be achieved from the “keep sensing”
sensing-transmission scheme where Tidle = 0. It can be seen in the figure that with
Tidle = 0 and the corresponding value of Ttr = 0.02 resulting from the primary channel
constraint I(Ttr, 0) = η , we can get the value of 0.4 for the SU access opportunity
comparing with the value of 0.55 that can be achieved by choosing the optimum
values of (T ∗tr, T
∗
idle) = (0.11, 0.12). This shows that in practical scenarios, where the
probability of sensing error is not zero, the new scheme, that introduced an idle period
for the SU, outperforms the system with the “keep sensing” scheme.
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Figure 3.7: The quantities of the interference ratio on the primary channel versus the
SU transmission duration for various SU idle periods. The simulation and analytical
results are respectively shown by stars and solid lines. The system parameters are
TON = 1,TOFF = 2 ,Ts = 0.01, Pfa = Pmd = 0.1 .
35
Figure 3.8: The quantities of the SU access opportunity versus the SU transmission
duration for various SU idle periods. The simulation and analytical results are
respectively shown by stars and solid lines. The system parameters are TON =
1,TOFF = 2 ,Ts = 0.01, Pfa = Pmd = 0.1 .
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Figure 3.9: (a) Pairs of the SU idle and transmission periods which creat an
interference ratio equal to 0.05. (b) The corresponding SU access opportunity for
each pair versus the SU idle time. The system parameters are TON = 1,TOFF = 2
,Ts = 0.01. Pfa = Pmd = 0 .
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Figure 3.10: (a) Pairs of the SU idle and transmission periods which creat an
interference ratio equal to 0.05. (b) The corresponding SU access opportunity for
each pair versus the SU idle time. The system parameters are TON = 1,TOFF = 2
,Ts = 0.01 and Pfa = Pmd = 0.1 .
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CHAPTER 4
MULTI-BIT CENTRALIZED DETECTION STRATEGY FOR COOPERATIVE
SPECTRUM SENSING IN A COGNITIVE RADIO SYSTEM
4.1 Soft Combining
We consider a cognitive radio network consisting of N secondary users as local
sensors and one fusion center where the final centralized decision over the absence
of the primary user (Hypothesis H0) or presence of the primary user (Hypothesis
H1) should be made. We assume that at each sensor, the total received energy in
a band is a sufficient statistics for detecting the presence or absence of the signal.
This assumption is valid whenever the likelihood ratio function of the received signal
samples is monotonic [31]. We further assume that the control channel between the
sensors and the fusion center is ideal and the received signals at the fusion center are
decoded without error.
For optimal detection, each sensor should send the whole information on its received
energy to the fusion center and the detector combines them to make the final decision.
This scheme is called soft combining. Let Y = [y1, y2, · · · , yN ] denotes the vector
of the received primary signal energies at the sensors. We denote the conditional
probability distribution functions and cumulative distribution functions of Y under
the two hypothesizes respectively by fj(Y ) = f(Y |Hj) and Fj(Y ) = F (Y |Hj) where
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j = 0, 1. Since we assume that the signal observations at different sensors are
independent from each other, we have f(Y |Hj) =
∏N
i=1 f(yi|Hj).








Pr(H1)(C01 − C11) , (4.1)
where, Cjk,j, k = 0, 1 are the costs incurred when we decide Hj and Hk is true. For
the minimum error probability criteria, C10 = C01 = 0 and C00 = C11 = 1. Hence,
the overall probability of error is given by
Pe,sc = Pr(H0)Pr(DSC > β|H0) + Pr(H1)Pr(DSC < β|H1), (4.2)






Figure 4.1: Soft Combining Detection
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4.2 Hard Combining
We consider a system in which the sensors send binary information to the fusion
center. In other words, in the hard combining scheme, the sensors send 0 if H0 is
decided and send 1 if H1 is decided. We further assume that the sensors observations
are independent and identically distributed. Each sensor compares the received energy
with a single threshold ∆. Each sensor sends 1/0 to the fusion center if its received
energy value is greater/less than the threshold ∆. We will discuss the optimum fusion
decision rule in the next section. In this section, we investigate ”k out of N” rule for
the hard combining scenario. In this rule, if k or more sensors out of the N sensors
send 1 to the fusion center, the presence of the primary user will be chosen as the
final decision.
Under Hypothesis H1 , the probability of detecting the primary user by the ”k out











where pd is the probability that a sensor makes a correct decision under Hypothesis
H1 and sends 1. This decision will be made when the received energy by the sensor























is the probability of making a wrong decision by a sensor under Hypothesis H0.
The overall fusion center error probability can be obtained by
Pe,hc = Pr(H0)Pf + Pr(H1)(1− Pd). (4.7)
For a fixed value of k in the ”k out of N” rule, the optimum threshold value is






+ (k − 1) log pd
pf
+ (N − k) log 1− pd
1− pf = 0 (4.8)




In order to find the optimal k value, using (4.8), the optimum threshold for all possible
k values between 1 and N should be computed. Therefore, N different pairs of (k,∆)
will be found. The (k,∆) pair which leads to the minimum overall error probability
determines the optimal k and ∆ values.
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4.3 Multi-Bit Combining
In the multi-bit combining cooperative detection methods, the received primary
signal energy at each sensor is quantized and a multi-bit information will be sent
to the fusion center. Suppose the energy quantization levels at each sensor are
∆, 2∆, 3∆, · · · ,M∆, where M = 2b − 1 and b is the number of bits that each sensor
uses to send its information. Therefore, the quantization intervals are [0,∆), [∆, 2∆), · · · , [M∆,∞).
If the energy of the received primary signal lyes within each of these intervals, the
sensor assigns the values q0, q1, q2, · · · , qM to the output and transmits the corresponding
multi-bit information to the decision center. Let’s denote the transmitted value of
each sensor by ui (i = 1, · · · , N). According to our quantization criteria, ui takes the
values qk, k = 0, · · · ,M with the probabilities P 0k under hypothesis H0 and P 1k under
hypothesis H1, where,




f0(y)dy = F0((k + 1)∆)− F0(k∆) 0 ≤ k ≤M − 1
∫∞
M∆








f1(y)dy = F1((k + 1)∆)− F1(k∆) 0 ≤ k ≤M − 1
∫∞
M∆




We consider two detectors for Linear-quantization Multi-Bit Combining (LMC). First
we investigate the corresponding optimal detector and then we propose a simpler
suboptimal LMC technique.
Optimal LMC
Considering the minimum error probability criteria, the optimal decision rule at the
fusion center is determined by the following likelihood ratio
Pr(u1, u2 · · · , uN |H1)






















where Sk, 0 ≤ k ≤ M are the set of ui’s such that ui = qk. Taking the logarithm of
















. Based on the probabilities we have defined in (4.9) and












Since the size of
⋃M
k=0 Sk is the same as the number of sensors N , the summation in




li ≷H1H0 β, (4.15)















)∣∣∣∣H1) = P 1k 0 ≤ k ≤M (4.17)
Therefore, the optimal LMC (OLMC) strategy can be shown as Figure 4.2. As shown
in the figure, the decision rule at the fusion center is a weighted summation of the





/qk whenever ui = qk.
Sub-Optimal LMC
In this sub-optimal LMC(SLMC) detector, we assume that the sensors send the
decimal values 0, 1, · · · ,M to the fusion center. In other words, qk = k where
k = 0, 1, · · · ,M . Furthermore as shown in Figure 4.3, we assume that the received
signals ui’s are summed up and compared with a predetermined fusion center global
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Figure 4.2: Optimal Linear Multi-Bit Combining Detection




ui ≷H1H0 λ (4.18)
In fact, we can consider the introduced SLMC technique as a generalization of the
well-known ”k out of N” strategy which used in the hard combining technique [31, 41].
The fusion center declares the presence of the primary user if k out of N received
bits are 1. In the special case when the sensors employ just one threshold, the global
threshold, λ in (4.18) stands for k in the ”k out of N” strategy.
46
Figure 4.3: Sub-Optimal Linear Multi-Bit Combining Detection
4.4 Performance of optimal and sub-optimal LMC Detectors
In this section, we investigate approximate analytical expressions for the performance
of the decision rules in (4.15) and (4.18). For this purpose, the distribution functions
of the decision rules should be evaluated.
4.4.1 Performance Evaluation of OLMC
We need to find the distribution functions form of DOLMC defined in (4.15) under
hypothesizes H0 and H1 . Each summation term, li, in (4.15) has a generalized
multivariate bernoulli distribution form. Hence, the exact distribution of DOLMC will
be in the form of generalized multivariate binomial[46]. This kind of distribution has
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a very complicated form with huge number of terms which require very high level
of computation. The computational cost increases with the order of NM−1 as the
number of sensors and bits per sensor increases[43]. Therefore, finding the exact
distribution of the decision parameter DOLMC is only feasible for small networks.
However, we can develop an approximation for the density of DOLMC to simplify the
calculations. We take advantage of the central limit theorem to make a gaussian
approximation of the distribution of DOLMC when the number of sensors in the
network is large enough. Simulation results show that the CLT makes a very good
approximation for our purpose. Furthermore, CLT leads us to a tractable performance
expression that makes it possible to find the optimal value for ∆. Therefore, we
assume thatDOLMC has a Gaussian distribution and we need to calculate its mean and
variance. Suppose the mean and variance of each li is m0 and s
2
0 under hypothesis H0
and m0 and s
2
0 under hypothesis H1. Since the li’s are independently and identically
distributed, we have the following for the mean and variance of DOLMC under the
two possible hypotheses.
m(DOLMC |H0) = Nm0 s2(DOLMC |H0) = Ns20 (4.19)
m(DOLMC |H1) = Nm1 s2(DOLMC |H1) = Ns21 (4.20)







































P 1k −m21 (4.22)
The overall probability of error can be given as
P oe = Pr(H0)Pr(DOLMC > β|H0) + Pr(H1)Pr(DOLMC < β|H1). (4.23)
The conditional probabilities in (4.23)are calculated from (4.19) and (4.20) as follows:












where, Q, is the complementary cumulative distribution function of the standard
normal distribution. The overall error probability will be given as













We verify the accuracy of the probability of error value in (4.26) by performing a
typical monte carlo simulation. We assume that an additive white Gaussian channel
between the sensors and the PU. The energy detector output of the ith sensor by
yi =
∑m
k=1 |xi(k)|2, i = 1, · · · , N , where m is the number of the received signal
samples. Figure 4.4 compares the simulation results with the probability of error
obtained from (4.26) for two different SNRs. The figure shows the probability of
error versus the quantization increment value ∆. We have assumed that m = 10,
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the number of the sensors is N = 20 and the number of quantization bits is b = 2.
The plots are sketched for two signal to noise ratio values of −5dB and −10dB. The
figure shows that our obtained equation accuracy is very good for the values of ∆
that are of interest to us. However, at tail values of ∆, i.e the values of ∆ where the
distribution of yi’s get near zero values, our approximation would not be very good.
This is because at tail values of ∆, the distribution of the decision rule variable DOLMC
gets a step-wise form. Hence, the central limit theorem does not work very well to
approximate the density of DOLMC at these points. However, our final goal is to find
the optimum value of ∆ which minimizes the overall error probability. It is easy to
figure out that, this optimum point does not occur at the tail of yi’s distribution.
Therefore, tail points of ∆ would not be of our concern.
4.4.2 Performance Evaluation of SLMC
Similar to the OLMC decision rule expression, the decision rule expression of the
SLMC in (4.18) has also a very complicated explicit distribution form. Once again,
we can benefit from the central limit theorem to evaluate the density of DS−LQSC in
(4.18). Each of the terms ui in (4.18) are discrete random variables take the values
qk = k, k = 0, · · · ,M with the probabilities defined in (4.9) and (4.10). According










k2P 0k −m20 (4.27)
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Figure 4.4: Comparison of the derived expression (4.26)(solid lines) with its
corresponding simulation results (dashed lines). We have assumed that m = 10,
the number of the sensors is N = 20 and the number of quantization bits is b = 2.









k2P 1k −m21. (4.28)
Substituting (4.9) and (4.10), we can rewrite (4.27) and (4.28) as









(2k − 1)F0(k∆) (4.29)









(2k − 1)F1(k∆). (4.30)
The mean and variance of DSLMC would be simply Nµ0 and Nσ
2
0 under hypothesis
H0 and Nµ1 and Nσ21 under hypothesis H1.
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The overall probability of error of the SLMC method is given by
P se = P (H0)Pr(DSLMC > λ|H0) + P (H1)Pr(DSLMC < λ|H1). (4.31)
Applying the Gaussian approximation of DSLMC , we have













To verify the accuracy of (4.32), we establish the same simulation scenario as the
previous subsection for the SLMC technique. Figure 4.5 compares the error probability
values obtained by (4.32) with its corresponding simulation results for three different
threshold(λ) values.
4.5 Optimal Parameters for LMC
In this section, we use the evaluated analytical expressions,(4.26) and (4.32), to
determine the value of the quantization level ∆ which leads to the best performance
result for both OLMC and SLMC detectors.
From now on, we assume that the null and signal hypothesizes are equiprobable. In
this regard, we have P (H0) = P (H1) = 1/2. For OLMC, we investigate the value
of ∆ that minimizes the overall error probability in (4.26). The error probability P oe
in (4.26) is a continuous and differentiable function over all possible ∆ values. Since


























Figure 4.5: Comparison of the derived expression (4.32)(solid lines) with its
corresponding simulation results (dashed lines). We have assumed that m = 10,
the number of the sensors is N = 20 , the number of quantization bits is b = 2 and
SNR=−5dB. The threshold values are 20, 30 and 45.























 |∆=∆∗ = 0 (4.33)
For large enough number of sensors, the first term in (4.33) would be dominant and
we can neglect the second term. Therefore, with an accurate approximation, the













, the error probability gets its maximum value 1
2
, our objective






|∆=∆∗ = 0 (4.35)
Therefore, we can obtain the optimal quantization parameter, ∆∗, by solving the
univariate nonlinear equation (4.35). In summary, in order to find the optimum
quantization level for the OLMC detector, we have to implement the following algorithm
numerically :
Algorithm 1





2- Find P oe values replacing ∆’s which are obtained from 1
3- Find the least P oe and the corresponding ∆
For SLMC, we need to find the optimum values for ∆ and λ which give the minimum
overall error probability. Generally, the optimum (λ,∆) pair can be obtained by








= 0. For simplicity, we
assume that λ = µ0+µ1
2
. This expression can be easily derived whenever σ0 ' σ1
and P (H0) = P (H1) = 1/2. Since ui’s in the decision rule expression of SLMC
technique get distinct values 0, 1, · · · ,M , the global threshold, λ, gets a value within
the interval [0 NM − 1]. For each of the distinct values of λ, the corresponding
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∆ value that satisfies λ = µ0+µ1
2
is found. Since both µ0 and µ1 are monotonic
descending functions of ∆, there is just one root for the equation λ = µ0+µ1
2
for each
λ. Therefore, we will have NM different pairs of (λ,∆). We replace these pairs into
the overall probability of error expression in (4.32) and choose the pair which gives
the minimum error probability as our optimum (λ,∆) values.
We can summarize our proposed approach for finding the optimum λ and ∆ values
as the following algorithm :
Algorithm 2
for 0 ≤ λ < NM
Find ∆ such that λ = µ0+µ1
2
Compute P se for λ and ∆
end
Find the minimum P se among NM different values obtained in the ”for loop” and its
corresponding (λ,∆) pair
4.6 Simulations Results and Conclusion
By performing simulations, we compare the performance results of our introduced
OLMC and SLMC detectors with the hard and soft combining detectors. The optimal
soft combining detector operates based on the decision rule in (4.1), the hard combining
detection is based on the well known ”k out of N” strategy and the OLMC and SLMC
detectors make their decisions based on the decision rules in (4.15) and (4.18) and the
algorithms 1 and 2 discussed in the previous section for optimal parameters evaluation.
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Consider a binary hypothesis as follows
H0 : x(k) = υ(k)
H1 : x(k) = hs(k) + υ(k)
(4.36)
where x(k) and s(k) are respectively the received signal by a sensor and the transmitted
signal by the primary user at time instant k. The Additive zero mean White Gaussian
Noise (AWGN) with variance σ2υ is denoted by υ(k). Without loss of generality, we
assume that σ2υ = 1. The channel gain is shown by h which is assumed to be fixed
during the detection period. Since primary user signal samples are independent from
each other, the test statistics of each sensor would be the energy of its received signal.
Denoting the energy detector output of the ith sensor by yi =
∑m
k=1 |xi(k)|2, i =
1, · · · , N , where m is the number of the received signal samples.
We consider two scenarios for our simulations. In the first scenario, the primary signal






where, χ2m and χ
2
m(mη) respectively denote the central and noncentral chi square
distributions with m degrees of freedom and noncertainty parameter mη and η =∑m
k=1 |xi(k)|2/(mσ2υ) is the received Signal to Noise Ratio (SNR) value at each sensor.
In the second scenario, we assume that the primary signal itself is a zero mean gaussian
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(η + 1)χ2m H1
. (4.38)
Since the gaussian signal has the maximum entropy amongst all other signal types, it
needs the maximum information bits for quantization. Therefore, this scenario results
in the worst performance values for our introduced multi-bit combining detectors.
Figure 4.6 shows our simulation results for the first scenario. The figure is the overall
probability of error versus the SNR (η) at each sensor. In this figure we assumed that
the numbers of quantization bits for OLMC and SLMC techniques are 2 and 3, the
number of sensors is N = 10 and the degrees of freedom is m = 10. The following
facts can be evidently discovered form the figure:
1- The OLMC and SLMC detectors make significant performance improvements over
the ”k out of N” hard combining detector. The variation in performance reduction
decreases as the number of quantization bits increases.
2- Although as expected, the OLMC results in better probability of error values
comparing with SLMC, the difference between the two techniques performance values
is very small.
3- The introduced OLMC and SLMC detection techniques performance values approach
very fast to the optimal soft combining performance values with just using a few
numbers of quantization bits.
Figure 4.7 exhibits our simulations results for Gaussian primary signal scenario. From
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the figure, we can figure out that although, as expected, we require more information
bits to approach the soft combining performance comparing to the previous deterministic
primary signal scenario, but, it is evident that the facts that we have mentioned for
Figure 4.6 are also true for this case.
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Figure 4.6: Probability of error versus SNR for various combining detection methods.
The deterministic primary signal scenario. The number of sensors is N = 10 and the
degrees of freedom is m = 10.
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Figure 4.7: Probability of error versus SNR for various combining detection methods.
The Gaussian primary signal scenario. The number of sensors is N = 10 and the
degrees of freedom is m = 10.
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CHAPTER 5
CONCLUSION AND FUTURE WORKS
In this thesis, we studied a cognitive radio system where the cognitive user senses
the medium with possibility of error and communicates over all available primary
channels which are sensed to be free. We considered a sensing-transmission scheme
where the SU senses the channel and if finds it free, transmits a signal for a fixed
duration and if finds it busy, stays idle for another fixed period of time. During
these transmission and idle periods no more sensing is performed in that channel.
We derived a simple Markov model for the status of each channel and based on that,
we derived analytical expressions for the interference ratio on the primary channels
and the access opportunity of the secondary user over the channels. Eventually, we
set up an optimization problem in order to find the optimum values of the SU idle
and transmission times which maximize the aggregated access opportunity of the SU
while keeping the interference ratio on the primary channels below some thresholds.
The numerical solutions of the optimization problem revealed that in case of the
imperfect sensing, the introduction of the SU idle period efficiently improves the
SU access opportunity compared to the keep sensing scheme where there is no idle
period.
As a challenging future work, we can take into account the power profiles of the
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primary and secondary users and develop a multi parameters optimization problem
where both timing parameters and the users power profiles have to be optimized.
Knowing the transmission powers of primary and secondary users together with the
SUs sensing, transmission and idle durations, we can evaluate the overall data rate
of the SUs and the interference amount on the PUs. Therefore, instead of the access
opportunity parameter of the SUs, we can directly maximize the overall data rate
of the SUs subject to the interference constraint of the PUs. In the optimization
problem, we can also express the sensing detection and false alarm probabilities
in terms of the sensing time and users transmission powers. The new developed
optimization problem can be investigated for both underlay and overlay scenarios.
In chapter 4, we studied a cooperative spectrum sensing scheme for cognitive radio
systems where each sensor transmits multi-bit quantized information to a fusion
center where the decision about the availability or occupancy of the channel is made.
In particular, we introduced a linear quantization scheme that is based on a single
parameter ∆ and derived the optimal detector at the fusion center for this scheme.
We also derived the performance of this detector as a function of ∆ and used it as
a cost function in an optimization problem to find the ∆ that provides minimum
error. Furthermore, we proposed a suboptimal detector with much lower complexity
and compared its performance with the optimal detector. Finally, we compared the
performance of our multi-bit combining scheme with the hard and soft combining
schemes and showed that with transmission of a few bits of information from each
sensor , the system can achieve an error rate very close to the optimal soft combining
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scheme.
The work of multi-bit combining spectrum sensing, can be extended in several aspects.
The convergence of the multi-bit combining performance to the soft combining performance
can be studied for different channel models between the sensor nodes and the PU. The
performance of the multi-bit combining technique can be investigated in the scenario
in which the control channel between the sensors and the fusion center is not errorless.
The multi-bit combining scheme can also be studied for other configurations of the
sensors and the decision center. Some of these most well known configurations can
be found in distributed or relay based cooperative models.
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