In a recent paper J. D. Hill 1 has discussed the mean-value of the subseries of any absolutely convergent series 5 =^w w . Simplifying his method by use of the Rademacher functions, we obtain a mapping of the subseries into the interval O^x^l by defining
4>(X) = 2J «n-Hill's result states that if X)| w »l converges, then the mean-value is given by (2) f <l>(x)dx = s/2. Jo
In the theorem below we point out the weakest condition on the series ^u n for which this result persists. (i) Suppose that (1) converges on a set of positive measure. Then it must, by the lemma, converge almost everywhere. two points xo and 1-x 0y symmetric in # = 1/2, at which (1) converges. Inasmuch as R n (xo)+R n (l-x 0 ) = 0 we have from (1) that <f>(xo) +0(1 -Xo) =u n /2, so thatX^w converges. Hence^u n R n {x) converges a.e., so that XX» converges. 4 (ii) Suppose now that s=^2u n and ^ul converge. Then the series of (1) converges a.e. to a function 0(#). The R n (x) are orthonormal, so that by the Riesz-Fischer theorem the series ^u n R n (x)/2 converges in the mean to a function of L 2 ; this function must coincide a.e. with <p(x)-s/2.
To establish (2) note that by the Schwarz inequality
We conclude with some remarks. (i) Hill points out that if in our theorem we take ^ju n to be conditionally convergent then D is of the first category 1 though of measure l.
(ii) Ulam notes that if X) I
M n | converges then the set of values taken on by (j>{x) is a perfect set and asks what perfect sets can be obtained this way.
(iii)
We can obtain part of the above theorem from the laws of 0 or 1 of probability. 6 For (1) may be regarded as a series of independent random variables of mean-value and standard deviation u n /2.
(iv) The above method furnishes a simple proof of a theorem of Steinhaus: the series (1) is (C, 1) summable a.e. if and only if ^ju n is (C, 1) summable and y^ul. converges.
