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Introduction : Établir un diagnostic médical fiable requiert l’identification de la maladie d’un 
patient sur la base de l’observation de ses signes et symptômes. Par ailleurs, les ontologies 
constituent un formalisme adéquat et performant de représentation des connaissances 
biomédicales. Cependant, les ontologies classiques ne permettent pas de représenter les 
connaissances liées au processus du diagnostic médical : connaissances probabilistes et 
connaissances imprécises et vagues. 
Matériel et méthodes : Nous proposons des méthodes générales de représentation des 
connaissances afin de construire des ontologies adaptées au diagnostic médical. Ces méthodes 
permettent de représenter : (a) Les connaissances imprécises et vagues par la discrétisation 
des concepts (définition de plusieurs catégories distinctes à l’aide de valeurs seuils ou en 
représentant les différentes modalités possibles). (b) Les connaissances probabilistes (les 
sensibilités et les spécificités des signes pour les maladies, et les prévalences des maladies 
pour une population donnée) par la réification des relations ayant des arités supérieures à 2. 
(c) Les signes absents par des relations et (d) les connaissances liées au processus du 
diagnostic médical par des règles SWRL. Un moteur d’inférences abductif et probabiliste a 
été conçu et développé. Ces méthodes ont été testées à l’aide de dossiers patients réels. 
Résultats : Ces méthodes ont été appliquées à trois domaines (les maladies plasmocytaires, 
les urgences odontologiques et les lésions traumatiques du genou) pour lesquels des modèles 
ontologiques ont été élaborés. L’évaluation a permis de mesurer un taux moyen de 89,34% de 
résultats corrects. 
Discussion-Conclusion : Ces méthodes permettent d’avoir un modèle unique utilisable dans 
le cadre des raisonnements abductif et probabiliste, contrairement aux modèles proposés par : 
(a) Fenz qui n’intègre que le mode de raisonnement probabiliste et (b) García-crespo qui 
exprime les probabilités hors du modèle ontologique. L’utilisation d’un tel système 
nécessitera au préalable son intégration dans le système d’information hospitalier pour 
exploiter automatiquement les informations du dossier patient électronique. Cette intégration 
pourrait être facilitée par l’utilisation de l’ontologie du système. 
 
Mots-Clés : Aide au diagnostic, Ontologie biomédicale, Modélisation des connaissances 
médicales, Sémiologie quantitative, Ontology design pattern, raisonnement abductif, 















Introduction: Making a reliable medical diagnosis requires the identification of the patient’s 
disease based on the observation of signs. Moreover, ontologies provide an adequate and 
efficient formalism for medical knowledge representation. However, classical ontologies do 
not allow representing knowledge associated with medical reasoning such as probabilistic, 
imprecise, or vague knowledge. 
Material and methods: In the current work, general knowledge representation methods are 
proposed. They aim at building ontologies fitting to medical diagnosis. They allow to 
represent: (a) imprecise or vague knowledge by discretizing concepts (definition of several 
distinct categories thanks to threshold values or by representing the various possible 
modalities), (b) probabilistic knowledge (sensitivity, specificity and prevalence) by reification 
of relations of arity greater than 2, (c) absent signs by relations and (d) medical reasoning and 
reasoning on the absent signs by SWRL rules. An abductive reasoning engine and a 
probabilistic reasoning engine were designed and implemented. The methods were evaluated 
by use of real patient records. 
Results: These methods were applied to three domains (the plasma cell diseases, the dental 
emergencies and traumatic knee injuries) for which the ontological models were developed. 
The average rate of correct diagnosis was 89.34 %. 
Discussion-Conclusion: In contrast with other methods proposed by Fenz and García-crespo, 
the proposed methods allow to have a unique model which can be used both for abductive and 
probabilistic reasoning. The use of such a system will require beforehand its integration in the 
hospital information system for the automatic exploitation of the electronic patient record. 
This integration might be made easier by the use of the ontology on which the system is 
based. 
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1.1 Contextes et enjeux 
Les Systèmes d’Aide à la Décision (SAD) (Figure 1) sont de manière générale des logiciels 
qui fournissent des informations qui permettent de prendre des décisions. Selon Steven 
Alter (Alter, 1980) : « Ce sont des logiciels flexibles et interactifs qui aident les décideurs 
dans les processus d’extraction d’informations utiles pour identifier des problèmes et les 
résoudre, et pour prendre des décisions ». Les SAD sont composés en général d’une base de 
connaissances et d’un moteur de raisonnement, dit aussi moteur d’inférences. La base de 
connaissances contient toutes les connaissances qui sont utiles pour la résolution des 
problèmes. Le moteur d’inférences quant à lui est un programme qui à partir d’un cas décrit 
(par exemple, le chiffre d’affaire du mois et les dépenses prévisionnelles du mois), exploite 
les connaissances contenues dans la base de connaissances pour extraire les résultats relatifs 
au cas (par exemple, la capacité d’autofinancement (CAF)). Les SAD nécessitent en 
particulier une représentation adéquate des connaissances mises en jeu, ainsi que des 
mécanismes efficaces d’exploitation de ces connaissances, ou de raisonnement.  
 
Dans un SAD, le raisonnement est en général conditionné par le but que l’on souhaite 
atteindre pour résoudre un problème donné. Ainsi, il ne déduit pas l’ensemble des 
connaissances, mais uniquement celles qui sont associées au but recherché. Différents modes 
de raisonnement tels que déductif, abductif, inductif et par analogie sont utilisés pour produire 





Figure 1: Structure de base d’un système d’aide à la décision. Des données sont fournies au système et le 
moteur d’inférences renvoie les résultats et les explications relatives à son raisonnement à partir du 
contenu de la base de connaissances.  
La médecine a été un champ d'application privilégié des systèmes d'aide à la décision. 
En effet, la simulation du diagnostic médical a été l'une des tâches réalisées par les premiers 
systèmes d’aide à la décision. Le diagnostic médical est une démarche par laquelle le médecin 
va déterminer l’affection dont souffre le patient, à partir des symptômes et des signes que ce 
dernier présente, et à l'aide d'éventuelles investigations complémentaires (Arocha et al., 2005; 
Bertaud-Gounot, 2008). Cette démarche est une tâche complexe qui repose sur des 
connaissances du domaine. Les connaissances du domaine sont les connaissances relatives 
(par exemple les relations entre les maladies et les signes) au domaine d’application (par 
exemple la cancérologie) et nécessaires pour que les méthodes de raisonnement puissent 
          Moteur d’inférences 
           Base de connaissances 
Entrées (recette, dépense) Résultats (CAF et explications) 
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s'exécuter (Charlet, 2003). Ces connaissances du domaine permettent d'une part de mettre en 
correspondance les observations issues de l'examen médical avec les critères associés aux 
différentes pathologies, et d'autre part de raisonner sur la présence ou l'absence de ces critères 
afin de restreindre la liste des diagnostics possibles et d'étendre celle des diagnostics exclus. 
De nombreuses formes de modélisation ont été proposées (par exemple, les modèles 
probabilistes, les règles, les réseaux sémantiques, les frames, etc.) afin d’être exploitées par 
des systèmes informatiques à des fins d’aide à la décision médicale et/ou thérapeutique, etc. 
 
En effet, les systèmes d’aide au diagnostic médical grâce à la puissance de calcul et aux 
capacités mémoires des ordinateurs facilitent le traitement des grandes masses de 
connaissances médicales. Ces systèmes permettraient ainsi l’amélioration de la qualité des 
soins et de la prise en charge des malades par la réduction des erreurs médicales et par la 
détection des omissions (Seroussi, Le Beux, & Venot, 2013; Zhang, Patel, Turley, & Johnson, 
2005).  
 
Des années 60 à la fin des années 90 plusieurs tentatives ont été faites, on retiendra des 
systèmes comme :  
 le « Leeds abdominal pain system », un système d’aide au diagnostic des patients 
souffrant de douleurs abdominales aiguës (De Dombal, Leaper, Staniland, McCann, 
& Horrocks, 1972; J. Horrocks, McCann, Staniland, Leaper, & De Dombal, 1972) 
s’appuyant sur un modèle probabiliste.  
 « ILIAD », un système à base de réseau bayésiens pour l’aide au diagnostic en 
médecine interne (Murphy et al., 1996; Warner et al., 1988). 
 l’encyclopédie médicale « ADM » (Aide au Diagnostic Médical), un système à base 
de modèle relationnel permettant de faire de l’aide au diagnostic sur plus de 15000 
pathologies toutes spécialités confondues (Seka, Pouliquen, & Le Beux, 1996). 
 « MYCIN », un système à base de règles pour les diagnostics et les  recommandations 
thérapeutiques des maladies infectieuses (Buchanan & Shortliffe, 1984; Van Melle, 
1984).  
 « CASNET », un système à base de réseau sémantique pour les diagnostics des 
glaucomes (Kulikowski & Weiss, 1982; Weiss, Kulikowski, & Safir, 1977). 
 « CENTAUR », un système à base de frames pour l’interprétation des diagnostics des 
patients souffrant de pathologies respiratoires (Aikins, 1980). 
 
Ces systèmes ont été plus ou moins bien accueillis dans les débuts, mais des études ont 
révélé quatre grandes catégories d’insuffisances (Bruaux, 2007; Clancey, 1993; Grigorova & 
Nikolov, 2008; Negnevitsky, 2002a; Page, 1990; Seroussi et al., 2013; Winograd, 1975) :  
 La présentation des résultats sous forme de diagnostics probables sans explications 
n’a pas convaincu les médecins pour le cas des systèmes probabilistes, ainsi que le 
fait que le système ne soit pas capable de dire de manière explicite « pourquoi
1
 » et 
« comment
2
 » il a produit tels ou tels résultats pour les systèmes à base de règles 
(Clancey, 1993). Dans les systèmes à base de frames certaines opérations (comme des 
additions, multiplications, etc.) ne peuvent être faites que via des programmes 
informatiques externes écris en LISP ou en C. Ce type de connaissances est alors 
                                                 
1
 En donnant la liste des signes observés qu’ils soient présents ou absents. 
2
 En fournissant la nature des relations entre les signes qui impliquent une hypothèse de maladie donnée et cette 
maladie. 
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encapsulées dans des programmes informatiques et rendent ainsi les justifications des 
inférences incomplètes (Grigorova & Nikolov, 2008; Winograd, 1975). 
 La sémantique du domaine est manquante dans les systèmes probabilistes, les 
systèmes à base de règles et les systèmes à base de réseaux bayésiens. Dans les 
systèmes probabilistes et réseaux bayésiens, ne sont représentées que des relations 
signes et maladies probabilisées, sans aucune autre explication. Les systèmes à base 
de règles ne modélisent que les connaissances pratiques de l’expert du domaine sans 
représentation des connaissances théoriques du domaine d’application (Page, 1990). 
Les modèles à base de frames quant à eux n’intègrent pas la distinction entre les 
conditions nécessaires et les conditions nécessaires et suffisantes (Negnevitsky, 
2002a), ce qui entraînent des difficultés de maintenance de la cohérence du modèle 
pour des domaines complexes. 
 Les modèles de connaissances élaborés via ces approches ne sont pas réutilisables 
pour certaines (probabiliste, règles et modèle relationnel) et difficilement réutilisables 
pour d’autres (réseaux sémantiques et frames). Les modèles probabilistes et les 
réseaux bayésiens utilisent des probabilités conditionnelles et les probabilités a priori 
qui sont toutes rattachées au contexte d’utilisation (Seroussi et al., 2013). Les modèles 
à base de règles ne tiennent compte que des connaissances pratiques de l’expert et 
n’ont pas de connaissances théoriques du domaine (Bruaux, 2007; Page, 1990). Les 
modèles à base de réseaux sémantiques n’intègrent pas la standardisation des relations 
(Grundstein, De Bonnières, & Para, 1988a). 
 L’intégration au système d’information hospitalier (SIH) n’était pas effective et cela 
entrainait des difficultés d’utilisation (saisie importante des signes et symptômes du 
patient). Impossibilité d’accéder aux antécedents du patient via ces systèmes. 
 
Ces dernières années avec l’avènement du web sémantique, l’utilisation des ontologies 
comme formalisme de représentation des connaissances a eu une progression significative 
dans de nombreux domaines, dont la médecine. Selon Thomas Gruber : « Une ontologie est 
une spécification formelle et explicite d’une conceptualisation » (Gruber, 1993). Cela signifie 
qu’une ontologie est une représentation des concepts et des liens entre les concepts d’un 
domaine. Un concept est une représentation générale et abstraite de la réalité d'un objet, d'une 
situation ou d'un phénomène. Les ontologies présentent de nombreux avantages, comme 
prendre en compte la sémantique du domaine étudié, faciliter la maintenance de la base de 
connaissances, faciliter la réutilisation des modèles existants. Elles permettent aussi d’assurer 
l’interopérabilité sémantique entre systèmes, d’organiser les entrepôts de données du domaine 
biomédical, de faciliter l’intégration des données entre systèmes, de faciliter l’aide à la 
décision et d’accéder aux informations pertinentes sur le Web (Bodenreider, 2008).  
Le langage de représentation des ontologies recommandé par le « World Wide Web 
Consortium » (W3C) et le plus utilisé est le « Web Ontology Language » (OWL) (Cardoso, 
2007; McGuinness & Harmelen, 2004). Certaines limites de OWL sont comblées par 
l’utilisation des langages de règles (Golbreich, Dameron, Gibaud, & Burgun, 2003) comme le  
« Semantic Web Rule Language » (SWRL) (I. Horrocks et al., 2004).  
Des tentatives de mise en place de systèmes d’aide à la décision à base d’ontologies ont 
été faites, par exemple, le système « Ontology Driven Differential diagnosis based on logical 
inference and probabilistic refinements » (ODDIN) (García-crespo, Rodríguez-González, 
Mencke, Gómez-berbís, & Colomo-palacios, 2010) pour les diagnostics des patients en 
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médecine interne. ODDIN est encore au stade expérimental et les évaluations (García-crespo 
et al., 2010) présentent des résultats intéressants (cf. 3.3.4). D’autres travaux concernant les 
ontologies ont été menés, tels que : 
 la représentation des connaissances imprécises et vagues (Fernando Bobillo, 2008; 
Peelen, Klein, Schlobach, Keizer, & Peek, 2007).  
 la représentation des connaissances probabilistes (Bertaud-Gounot, 2008; Fenz, 
2012).  
 la représentation des pathologies multi-niveaux (Rodríguez-González, Torres-Niño, 
Mayer, Alor-Hernandez, & Wilkinson, 2012; Rodríguez-González et al., 2011; 
Rodríguez-González, Labra-Gayo, et al., 2012).  
 la représentation des signes négatifs (Bertaud-Gounot, 2008; Ceusters, Elkin, & 
Smith, 2006, 2007). 
 la prise en charge du raisonnement abductif  (cf. 2.3.3) (Henson, Thirunarayan, Sheth, 
& Hitzler, 2011).  
 
Ces systèmes et ces travaux montrent que l’utilisation des ontologies pour les systèmes 
d’aide au diagnostic médical est une voie prometteuse. 
1.2 Objectifs de la recherche 
Cette thèse a pour objectif principal de proposer des méthodes générales de modélisation des 
signes dans les ontologies biomédicales et la mise en place des mécanismes de raisonnement 
associés pour l’aide au diagnostic médical. Elle se déroule au sein de l’unité médicale de 
recherches « UMR936 » de l’université de Rennes 1 et s’inscrit à la suite d’autres travaux de 
cette unité de recherches, notamment les travaux de Charles Le Moing (Le Moing, 2009) et de 
Bertaud-Gounot (Bertaud-Gounot, Richard, Le Moing, & Duvauferrier, 2010; Bertaud-
Gounot, 2008). Ces précédents travaux ont montré l’intérêt de l’utilisation des ontologies 
biomédicales pour les systèmes d’aide au diagnostic. Ils ont aussi mis en évidence : (a) la 
nécessité de la prise en compte du raisonnement « abductif » (cf. 2.3.3), (b) l’intérêt de la 
prise en compte des probabilités dans les ontologies, (c) la nécessité de la mise en place d’un 
moteur d’inférences gérant plusieurs modes de raisonnement (par exemple, le mode 
probabiliste, abductif et déductif, etc.) et capable de proposer de nouvelles observations 
indispensables pour affiner la liste des diagnostics possibles dans lesdits systèmes. Sur la base 
de cela, nous allons décrire : 
 des travaux concernant  les ontologies présents dans la littérature (cf. 3.3.1).  
 les possibilités et les limites des langages standards de représentation du web 
sémantique, notamment OWL (cf. 3.3.2.2)  et SWRL (cf. 3.3.2.3). 
 des méthodes générales pour enrichir une ontologie biomédicale permettant de :  
o représenter les connaissances quantitatives (par exemple, une température 
inférieure à 37,6° C, une quantité d’immunoglobuline inférieure à 3g/dL) (cf. 
4.2.1.2). 
o représenter les connaissances imprécises ou mal définies (par exemple, une 
fièvre forte, une hypercalcémie, etc.) (cf. 4.2.1.1). 
o représenter les signes négatifs, par exemple (pas de douleur lombaire, absence 
de fièvre, absence d’hypercalcémie, etc.) (cf. 4.2.2). 
o représenter la probabilité de la survenue d’un signe pour une maladie (cf. 
4.2.1.3). 
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o représenter la probabilité a priori d’une maladie pour une population donnée 
ou selon un contexte. Le contexte serait par exemple, les patients âgés de plus 
de 50 ans ou les patients vivant dans la région de la Bretagne, etc. (cf. 4.2.1.3). 
 
Et pour finir, nous allons proposer un prototype de système d’aide au diagnostic médical pour 
les tests et les évaluations des méthodes mises en place. 
1.3 Plan du mémoire 
Le contenu de ce mémoire est organisé en 6 chapitres. Le chapitre 2 fournit des définitions : 
(a) des notions du signe et du symptôme, (b) des notions de la maladie et du syndrome, (c) du 
diagnostic médical et (d) de la sémiologie quantitative. 
  
Le chapitre 3 établit un état de l’art sur la représentation des connaissances et les 
ontologies d’une part, et d’autre part, il présente les objectifs détaillés de notre projet. Nous 
présentons la problématique de cette thèse et notre proposition. Nous insistons sur les 
méthodes de modélisation des connaissances élaborées et le système d’aide à la décision à 
base d’ontologie « Ontology driven expert system » (ODES) mis en place pour les tests et les 
évaluations desdites méthodes. 
 
Le chapitre 4 présente le matériel et l’approche utilisés pour l’élaboration des méthodes 
de modélisation des connaissances et la mise en place du système ODES. 
 
Le chapitre 5 présente les résultats, et il est divisé en 4 parties. Dans la première partie, 
nous présentons les étapes de construction d’une ontologie sémiologique biomédicale. Dans la 
deuxième partie, nous présentons les modes d’inférences possibles à partir de ces méthodes de 
modélisation. Dans la troisième partie, le système est présenté, et dans la dernière partie, nous 
montrons les résultats de l’évaluation desdites méthodes. 
 
Le chapitre 6 positionne notre travail par rapport aux travaux existants en recensant ses 
apports et ses limites d’une part, et d’autre part, il présente la conclusion de ce travail et les 
perspectives. 
 
Ce mémoire comporte également trois annexes : L’Annexe 1 présente une classe 
« Java » de chargement de l’ontologie OWL pour le processus d’instanciation automatique. 
L’Annexe 2, présente une classe « Java » de chargement des ensembles de triplets dans la 
base de données relationnelle. Enfin, dans l’Annexe 3, nous présentons une classe « Java » de 
chargement des restrictions de l’ontologie en mémoire pour le moteur d’inférences du 
système. 
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2.1 Le signe et le symptôme 
En médecine humaine, un « signe » ou un « ensemble de signes » peut être la manifestation 
objective d'une pathologie, relevée par le médecin (Bertaud-Gounot, 2008). Un signe peut 
apparaître à des niveaux d’observation différents (par exemple clinique, para-clinique ou 
complémentaire), impliquant des techniques de recueil plus ou moins rapides et/ou coûteuses 
(Fagot-Largeault, 2010). Les signes peuvent être scindés comme suit : 
 Les signes cliniques sont des signes recueillis sans instrument lourd, par exemple 
le stéthoscope, le thermomètre, le tensiomètre,  etc. Les signes cliniques peuvent être 
scindés en : 
o Signes généraux (par exemple, la température, la fatigue, etc.). 
o Signes focaux (délimité à une zone). 
o Signes fonctionnels ou symptômes. Ce sont des signes récupérés par 
l'interrogatoire, non vérifiable par un autre signe clinique, on peut citer la 
douleur, ou la dyspnée
3
. 
o Signes physiques. Ce sont ceux qui peuvent se vérifier à l'examen clinique. Par 
exemple, une rougeur, un bruit anormal au stéthoscope, etc. 
 Les signes para-cliniques. Ceux qui sont observables via la radiographie, le scanner, 
etc. 
 
Un symptôme représente une des manifestations subjectives d'une maladie ou d'un 
processus pathologique, tel qu'exprimé par le patient (Bertaud-Gounot, 2008). Les symptômes 
peuvent être multiples pour une pathologie donnée.  
 
Une autre catégorisation des signes et symptômes existe et s’appuie sur la relation entre 
ces derniers et le diagnostic que veut établir un médecin. Cette catégorisation est fondée sur le 
postulat que chaque signe pris séparément n’a pas de sens en soi, et c’est plutôt sur un 
ensemble de signes que sera établi le diagnostic. Cette catégorisation est la suivante : signes 
ou symptômes positifs et signes ou symptômes négatifs.  Dans les deux sous-sections (2.1.1 et 
2.1.2) suivantes nous utilisons le terme « signe » pour désigner indifféremment le signe en lui-
même ou le symptôme.  
2.1.1 Le signe positif 
Un signe est dit positif si c’est sa présence qui a une signification, par exemple une quantité 
d’immunoglobuline de type A supérieure à 3g/dL est un signe positif pour le myélome 
multiple (Rajkumar, 2011). 
                                                 
 
3
 C’est une difficulté respiratoire. 
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2.1.2 Le signe négatif 
Werner Ceusters (Ceusters et al., 2006, 2007) définit les « signes négatifs » ou « signes 
absents » comme étant tous les signes qui sont exprimés avec des négations, par exemple, 
« pas de douleur lombaire, absence de fièvre etc.». C’est aussi, dans certaines situations un 
signe dont c’est l’absence qui a une signification, par exemple, l’absence de CRAB (C- 
hypercalcémie, R- insuffisance rénale, A- anémie, B- lésion osseuse) est caractéristique de la 
gammapathie monoclonale à signification indéterminée (MGUS) (Rajkumar, 2011). 
2.2 La maladie et le syndrome 
Nous présentons dans cette partie trois définitions de la maladie, celle de l’ « Ontology for 
General Medical Science » (OGMS) (Scheuermann, Ceusters, & Smith, 2009), celle de Émile 
Littré et celle de Anne Fagot-Largeault (Fagot-Largeault, 2010).  
 
En effet, selon l’OGMS (Scheuermann et al., 2009) : « Une maladie est une disposition 
à subir un processus pathologique causé par un ou plusieurs désordres sous-jacents ». En 
d’autres termes, la maladie est une disposition réalisée dans des processus pathologiques. 
Nous utilisons le terme « réalisation » pour faire référence au processus par lequel une 
disposition est réalisée. Chaque disposition dans l'organisme a un site physique. Le site 
physique d'une maladie est une certaine combinaison de composants physiques dans 
l'organisme. Quel que soit l’organisme, il y a une large variété de dispositions, certaines sont 
associées à la bonne santé, d'autres à la maladie. Par exemple, le SIDA est une disposition du 
patient sain à subir une persistance et une duplication pathogène (processus pathologique) 
suivis des infections opportunistes survenant à cause de la faiblesse du système immunitaire 
(site physique). Une disposition est une fonction d’un organisme en vertu de laquelle elle peut 
initier des processus spécifiques quand certaines conditions sont satisfaites. Par exemple, la 
disposition du corps humain à avoir besoin d’eau en cas de déshydratation, la disposition du 
corps humain à avoir des hausses de température en cas d’infection. Le processus 
pathologique est un processus physique qui est une manifestation d’un désordre. Un désordre 
est une combinaison causale des composants physiques qui sont cliniquement anormaux 
(Scheuermann et al., 2009).   
 
Selon Émile Littré (Bertaud-Gounot, 2008) : « La maladie est une altération organique 
ou fonctionnelle de la santé considérée dans son ensemble comme une entité définissable ».   
 
Et enfin, selon Anne Fagot-Largeault (Fagot-Largeault, 2010) : « La maladie est réduite 
à l’ensemble des symptômes et des signes par lesquels elle se manifeste, son nom est à ce 
moment-là une étiquette posée sur une constellation (éventuellement disparate) de symptômes 
et de signes ». Par exemple, une gammapathie monoclonale à signification indéterminée 
(MGUS) est caractérisée par une quantité d’immunoglobuline de type A inférieure à 3 g/dL et 
une absence de CRAB (cf. 2.1.2). 
 
Le syndrome est une collection de signes ou de symptômes survenant simultanément 
sans étiologie identifiée (Bertaud-Gounot, 2008). 
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Pour la suite, la définition de la maladie que nous retenons est celle de Anne Fagot-
Largeault (Fagot-Largeault, 2010). 
 
2.3 Le diagnostic médical 
Nous avons dit plus haut (cf. 1.1) que le diagnostic médical est une démarche par laquelle le 
médecin va déterminer l’affection dont souffre le patient, à partir des symptômes et des signes 
que ce dernier présente, et à l'aide d'éventuelles investigations complémentaires (Arocha et 
al., 2005; Bertaud-Gounot, 2008). Cette démarche repose sur la recherche des causes 
(étiologie) et des effets (signes et symptômes) de l'affection (Bertaud-Gounot, 2008). 
Randolph Miller (Miller, 2009) définit le diagnostic médical comme : « l’acte d’associer le 
nom d’une ou plusieurs maladies ou syndromes à des manifestations observées (antécédents, 
symptômes, signes) sur un patient ».  
 
C’est un processus qui résulte de la confrontation d’un problème réel à l’expérience 
acquise et à un corpus de connaissances théoriques. Il se déroule en trois étapes : (a) l’enquête 
interrogative, (b) l’examen clinique proprement dit et (c) les examens complémentaires 
(Masquelet, 2006a).  
 Premièrement, le médecin prend connaissance des symptômes se manifestant chez un 
patient. A partir des symptômes, il formule des hypothèses diagnostiques initiales. 
 Dans un deuxième temps, il procède à un examen initial du patient qui lui permet 
d’augmenter la part de confiance en certaines hypothèses, et de la diminuer pour 
d’autres. 
 Le médecin obtient des signes supplémentaires via des examens biologiques ou 
d’imageries. En même temps, il pose au patient des questions dont les réponses 
peuvent être utiles à conforter ou rejeter une hypothèse initialement formulée.  
 
Le médecin « réalise » une mise en correspondance entre les informations obtenues au 
cours des trois étapes précédentes avec les connaissances qu’il possède de par sa formation et 
son expérience. Si au terme des étapes précédentes, le taux de confiance d’une certaine 
hypothèse s’accroît au point de dissiper le doute sur la maladie à laquelle est confronté le 
médecin, ce dernier peut alors formuler son diagnostic final et prescrire le traitement adéquat 
au patient. Si le cas reste ambigu après les trois étapes indiquées, le médecin cherche alors 
une autre source d’informations qui puisse apporter une quantité d’informations 
supplémentaires permettant d’éliminer l’ambiguïté. Souvent, il demande un examen 
complémentaire qui peut être sous forme d’analyses biologiques, d’imagerie médicale, etc. Il 
acquiert des informations supplémentaires qui viennent compléter la quantité d’informations 
dont il dispose déjà, et qui lui permet de confirmer ou d’infirmer la ou les hypothèses qu’il a 
déjà faites. Si le médecin n’arrive toujours pas à établir un diagnostic, une dernière étape 
consiste à ce qu’il ait recours à l’étude d’une base de cas similaires traités par le passé (son 
expérience) afin d’établir une correspondance avec le cas actuel auquel il est confronté en 
s’appuyant sur toutes les informations dont il dispose. Il utilise alors les cas les plus similaires 
(leurs solutions) afin d’en extraire des informations susceptibles de l’aider à trouver une 
solution à son cas.  
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Le processus du diagnostic médical peut relever d’un raisonnement déductif4, inductif, 
abductif, par analogie, etc. (Patel, Arocha, & ZHANG, 2004; Pottier & Planchon, 2011; 
Seroussi et al., 2013). 
2.3.1 Le raisonnement déductif 
Le raisonnement déductif
5
 va du général au particulier ou du principe à la conséquence et 
permet de déduire des conclusions valides à partir d’un ensemble de prémisses, c’est une 
approche descendante (Degoulet & Fieschi, 1994a; Masquelet, 2006b). Par exemple, 
 Toutes les rhinopharyngites virales ont une évolution spontanément favorable (règle), 
 Ce patient a une rhinopharyngite virale (cas). 
o Ce patient aura une évolution spontanément favorable (résultat). 
 
Ce mode de raisonnement peut être appliqué via un chaînage avant, un chaînage arrière 
ou un chaînage mixte suivant les règles du « modus ponens » et du « modus tollens ».  
Modus ponens 
  
Si A es t vrai         A 
Et A implique C, alors C est vrai   ou   A→C 
          C 
Modus tollens 
  
Si ¬C est vrai         ¬C 
Et A implique C, alors ¬A est vrai   ou   A→C  
          ¬A 
 
Le « chaînage avant » est un mode de raisonnement qui part des faits et règles de la base 
de connaissances, et tentent de s'approcher des conclusions recherchées par le problème.   
Le « chaînage arrière » quant à lui part des hypothèses recherchées par le problème, et 
tente par l'intermédiaire des règles, de « remonter » à des faits connus.  
Le « chaînage mixte » est une combinaison du chaînage avant et du chaînage arrière. 
2.3.2 Le raisonnement inductif 
Le raisonnement inductif montre une proposition générale à partir d'observations 
particulières. Il est utilisé dans les processus d’apprentissage et est ascendant, c'est-à-dire qu’à 
partir d’exemples, on produit des règles qui décrivent ces exemples. Si ces règles sont bonnes, 
elles s’appliquent non seulement à ces exemples particuliers mais aussi d’une manière 
générale à d’autres cas (Degoulet & Fieschi, 1994a; Masquelet, 2006b). Par exemple, 
 Un groupe de patients a une rhinopharyngite virale (cas), 
 Tous les patients ont guéri spontanément (résultat), 
 Toutes les rhinopharyngites virales ont une évolution spontanément favorable (règle). 
                                                 
4
 Mais pas toujours et on verra dans les sous-sections suivantes qu’il est abductif (cf.  2.3.3). 
5
 C’est le mode de raisonnement mis en œuvre par les moteurs d’inférences du web sémantique (cf. 3.3.2.7). 
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2.3.3 Le raisonnement abductif 
Le raisonnement abductif
6
 est une forme d’inférence qui part des données (prémisses) 
décrivant quelque chose vers les hypothèses (conclusion) permettant d’expliquer ces données. 
Par exemple, étant donné une proposition a, on essaie de savoir ce qui peut l'avoir induite. 
Pour cela, on regarde s'il y a une implication de la forme b → a et, si c'est le cas, on établit 
que b est la « cause » de a.  
 
Dans le cadre de la médecine, selon Douglas Walton (Walton, 2004), Charniak et 
McDermott (Josephson, Josephson, & Tanner, 1996) le diagnostic médical est une forme de 
raisonnement abductif car il permet d’inférer les causes d’un phénomène, d’un 
dysfonctionnement, d’un signe, d’un symptôme etc. Il s’appuie sur le modèle 
suivant (Josephson et al., 1996) : 
 
Soit D une collection de données (faits, observations, signes et symptômes), 
Soit H une hypothèse de D (si H est vrai, il explique D) et 
Aucune autre hypothèse ne peut mieux expliquer D que H 
Alors, l’hypothèse H est probablement vrai 
 
Le raisonnement abductif génère des hypothèses permettant d’expliquer la présence des 
signes ou des symptômes et il donne la possibilité de générer des hypothèses même si on n’a 
pas observé tous (de manière simultanée) les signes ou symptômes caractérisant ces 
hypothèses (Pottier & Planchon, 2011). Mais, il ne se limite pas seulement à la génération 
d’hypothèse, il permet aussi d’évaluer ces hypothèses. C’est un raisonnement incrémental qui 
pour chaque signe ou symptôme observé peut confirmer ou infirmer une hypothèse 
précédemment générée (Josephson et al., 1996). 
2.3.4 Le raisonnement par analogie 
Le raisonnement par analogie est le procédé qui consiste à affecter une ou plusieurs propriétés 
à un objet (la cible) sachant qu’un objet de référence (la base) l’a ou les possède déjà. Ce 
transfert peut nécessiter ou induire l’apparition d’autres propriétés sur la cible. L’analogie 
exploite des relations de correspondances et des relations de dépendances afin de transposer 
des connaissances d’un univers à un autre. L’analogie se fonde sur la notion de similitude de 
termes dans un certain univers, du type : A est à B, ce que C est à D. Le raisonnement à partir 
de cas en est un sous-type (Aamodt & Plaza, 1994). 
2.4 La sémiologie quantitative 
La sémiologie médicale est la science des signes. Elle s’intéresse : (a) aux manifestations 
d'une maladie que peut relever le médecin (signes physiques, fonctionnels, généraux) ou 
celles engendrant une plainte du patient (symptômes), (b) à la façon de les relever 
(interrogatoire, examen clinique), et (c) de les présenter (observation, tableau, syndromes, 
etc.) afin de poser un diagnostic (Bertaud-Gounot, 2008). 
 
                                                 
6
 Ce mode de raisonnement n’est pas pris en charge par les moteurs d’inférences du web sémantique car ces 
derniers sont tous déductifs (cf. 3.3.2.7). 
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La sémiologie quantitative est une partie de la sémiologie médicale, qui a pour rôle de 
quantifier la pertinence des signes pour des maladies données dans le but d'établir des 
diagnostics fiables (Chatellier, Ménard, & Degoulet, 1996). On utilise en particulier dans ce 
domaine les termes de prévalence (Prev), de sensibilité (Se), de spécificité (Sp), de rapport de 
vraisemblance positif (RVP) et de rapport de vraisemblance négatif (RVN), de valeur 
prédictive positive (VPP), de valeur prédictive négative (VPN) et de probabilité post-test 
(PPT). 
 
La prévalence est la probabilité d’avoir une maladie dans une population donnée (par 
exemple, la population des hommes âgés de plus de 50 ans). La prévalence est aussi appelée 
probabilité a priori. 
La sensibilité d’un signe pour une maladie est la probabilité qu’un patient ait un signe 
s’il a la maladie.  
La spécificité d’un signe pour une maladie est la probabilité qu’un patient n’ait pas un 
signe s’il n’a pas la maladie.  
 
Le rapport de vraisemblance positif est le rapport de la probabilité qu’un patient 
malade ait le signe (c'est-à-dire la sensibilité du signe) et de la probabilité que le signe soit 
présent chez les non-malades.  
Le rapport de vraisemblance négatif est le rapport de la probabilité que le signe soit 
absent chez les malades et de la probabilité que le signe soit absent chez les non-malades 
(c’est-à-dire la spécificité).  
 
La valeur prédictive positive est la probabilité d’avoir une maladie donnée si le patient 
à le signe (Degoulet & Fieschi, 1994b).  
La valeur prédictive négative est la probabilité que la maladie soit absente si le patient 
n’a pas le signe (Degoulet & Fieschi, 1994b).  
 
La probabilité post-test est la probabilité que la maladie soit présente ou absente si le 
patient a le signe ou si le patient n’a pas le signe, ou encore si le patient a des signes présents 
et des signes absents. Dans la suite les termes probabilités post-test, VPP et VPN seront 
utilisés de manière interchangeable. 
2.4.1 Tableau de contingence 
En pratique clinique, quatre situations peuvent être observées qui résultent de la combinaison 
de la présence ou non du signe et de la présence ou de l’absence de maladie. On a coutume de 
représenter ces situations sous formes d’un tableau (Masquelet, 2006b) (Tableau 1). On 
appelle VP les vrais positifs (le signe et la maladie sont présents), FP les faux positifs (le 
signe est présent, mais la maladie est absente), FN les faux négatifs (le signe est absent, mais 
la maladie est présente), VN les vrais négatifs (le signe et la maladie sont tous les deux 
absents). 
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Tableau 1: Tableau de contingence 
 Malade Non malade Totaux 
Signe présent VP (a) FP (b) VP+FP 
Signe absent FN (c) VN (d) FN+VN 
Totaux VP+FN FP+VN VP+FP+ FN+VN 
 
    
  
        
 : La sensibilité (Sn), ou constance du signe, est le pourcentage des sujets qui 
ont le signe (a) parmi ceux qui ont la maladie (a + c), et 
 
    
  
       
 : La spécificité (Sp), ou exclusivité du signe, est le pourcentage des sujets qui 
n’ont pas le signe (d) parmi ceux qui n’ont pas la maladie (b + d). 
 
     
     
             
   : Le pourcentage de malade parmi sur la population totale étudiée. 
 
     
  
       
 et     
  
       
  
 
Le calcul des VPP et VPN peut se faire aussi par application du théorème de Bayes 
(Aronoff, 2010; McGee, 2002). Cette application passe par l’utilisation des valeurs de la 
sensibilité, spécificité et prévalence.  
 
     
       
                             
       (Eq. 1)  
    
           
                            
       (Eq. 2) 
 
Cette méthode présente l’intérêt d’être simple de mise en œuvre. Elle est appropriée 
pour obtenir les VPN et VPP dans le cadre d’un signe et d’une maladie. Lorsque l’on 
recherche les VPP et VPN non plus d’un seul signe, mais d’un ensemble de signes présents et 
de signes absents, une autre méthode est plus commode. Elle fait intervenir les rapports de 
vraisemblance positifs (RVP) et négatifs (RVN) de chaque signe. 
 
                       (Eq. 3) 
                       (Eq. 4) 
On appelle RV le rapport de vraisemblance positif ou négatif, selon que le signe observé 
est présent ou absent. Soit i1, i2, i3, …, in les signes observés et n le nombre total de signes 
observés. 
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        (Eq. 6) 
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        (Eq. 7) 
2.4.2 Interprétations 
Un signe très sensible (Se proche de 100%) peut être absent chez des malades (faux négatifs, 
c), mais peut être présent chez certains non-malades (faux positifs, b). Dans ce cas, le signe 
est nécessaire mais non suffisant au diagnostic : tous les malades l’ont, mais certains non- 
malades aussi.  
 
Un signe très spécifique (Sp proche de 100%) peut être présent chez des non-malades 
(faux positifs, b), mais peut être absent chez des malades (faux négatifs, c). Dans ce cas, le 
signe est suffisant mais non nécessaire au diagnostic : tous ceux qui n’ont pas la maladie n’ont 
pas le signe. On dit que le signe est pathognomonique (ou symptomatique) : le signe c’est la 
maladie, par exemple, le signe de Koeplich est pathognomonique pour la rougeole. 
 
Les Se et Sp sont exportables car elles sont peu influencées par le contexte clinique où 
on les a établies pour un signe dans le diagnostic d’une maladie.  Elles ne dépendent pas de la 
prévalence de la maladie. 
 
Les VPP, VPN et PPT ont une signification concrète car elles indiquent la probabilité de 
la maladie chez un patient selon qu’il a ou n’a pas le signe. Cependant, elles dépendent du 
contexte clinique, donc de la prévalence, et sont par conséquent non-transposables. 
2.5 Conclusion 
Le diagnostic médical relève du raisonnement scientifique, mais il possède des difficultés 
spécifiques telles que l’incertitude et l’imprécision. Chaque étape de diagnostic médical peut 
donner lieu à des erreurs qui, dans le domaine de la santé peuvent être lourdes de 
conséquences. Pour éviter ces erreurs on peut se servir de la proposition de Zhang (Zhang, 
Patel, Johnson, & Shortliffe, 2004) qui consiste à mettre en place : 
 Un guide de bonne pratique. 
 Une représentation formelle des maladies. C'est-à-dire un modèle clair et précis des 
relations entre les maladies et les signes.  
 Un système d’aide au diagnostic qui doit permettre d’avoir un affichage détaillé des 
informations nécessaires au processus de raisonnement (signe caractérisant une 
hypothèse de maladie, dossier médical du patient, antécédent, connexion au SIH, 
etc.). 
 
Dans la suite de ce travail, nous nous focaliserons sur les travaux existants dans le 
domaine de la représentation des connaissances, les ontologies et les systèmes d’aide au 
diagnostic médical. 
 




Chapitre 3  
État de l’art 
3.1 La connaissance 
Dans ce mémoire nous n’abordons le concept de « connaissance » que dans le cadre de 
l’informatique. La « connaissance » correspond à un ensemble d’informations organisées de 
manière à donner plus de sens (Zins, 2006). Par exemple, la règle « Si condition Alors 
conclusion » représente une connaissance élémentaire reliant deux informations de base : une 
information de condition et une information de conclusion (Zins, 2006). 
3.2 La typologie des connaissances 
Les connaissances peuvent être classées par leur nature (De Jong, 1996; Grundstein, De 
Bonnières, & Para, 1988b), à savoir : déclaratives, procédurales et contrôles (Désilets, 1997; 
Grundstein et al., 1988a).  
3.2.1 Les connaissances déclaratives 
Grundstein (Grundstein et al., 1988a) définit les « connaissances déclaratives » comme le 
« savoir théorique », le « quoi ». Elles sont définies sans ordre spécifique, sans dimension 
temporelle (par exemple, on peut dire que toutes les maladies plasmocytaires sont des 
gammapathies monoclonales). Elles sont constituées de concepts liés entre eux pour former 
des propositions (par exemple : la gammapathie monoclonale à signification indéterminée 
(MGUS) est un état précancéreux faisant partie des gammapathies monoclonales).  
 
Celles-ci, cependant, ne permettent pas d’agir à elles seules sur le réel, en d’autres 
termes, l’utilisation de ces connaissances n’est pas spécifiée. Plutôt statiques, elles devront 
être traduites en conditions et procédures pour permettre une action. 
3.2.2 Les connaissances procédurales 
Le savoir-faire constitue la deuxième catégorie des connaissances. Ce sont les procédures, la 
connaissance du « comment » de l’action (De Jong, 1996). Elles constituent la manière dont 
une connaissance est traitée, et elles traduisent à ce moment-là, le « comment ». Elles 
permettent de dérouler des séquences d’actions élémentaires (les éléments de ces séquences 
d’actions peuvent avoir une succession temporelle) et elles sont très liées au but qu’elles se 
proposent d’atteindre. C’est par elles qu’on apprend à réaliser une tâche réelle (par exemple, 
comment obtenir le diagnostic d’un patient à partir des signes observés ? comment dire 
qu’une instance donnée est membre d’une classe donnée ? analyser les interactions 
médicamenteuses dans une ordonnance).  
 
Cependant, les connaissances déclaratives et les connaissances procédurales doivent 
avoir des conditions d’utilisation qui leur permettront d’être appelées au bon moment. Pour 




cela, il faut les lier à une troisième catégorie de connaissances permettant de définir 
le « quand » et le « pourquoi » utiliser une connaissance. Cette troisième catégorie de 
connaissances constituent selon Clancey (Clancey, 1983) les connaissances de contrôle.  
3.2.3 Les connaissances de contrôle 
Clancey (Clancey, 1983) définit les « connaissances de contrôle » comme celles qui sont 
utilisées par le moteur d’inférences pour exploiter les connaissances du domaine 
(connaissances déclaratives et connaissances procédurales) afin de résoudre un problème. 
Bruno Bachimont (Bachimont, 1992) complète cette définition en ajoutant que : « Les 
connaissances de contrôle sont des connaissances permettant d’utiliser des représentations 
de connaissances du domaine dans le système donné ».  
 
En effet, elles sont la médiation nécessaire entre une architecture (le système qui les 
utilise) et les connaissances (celles du domaine) qui doivent être prises en compte pour 
résoudre le problème.  
 
Les connaissances de contrôle spécifient quand et comment il faut mener des 
traitements, par exemple, dériver les probabilités d’avoir une maladie donnée à partir des 
signes observés, faire des inférences, faire de l’acquisition de données, etc. Elles permettent 
dans différents contextes d’appliquer les connaissances déclaratives et procédurales (De Jong, 
1996; Mccormick, 1997). L’équivalent des connaissances de contrôle dans le système 
MYCIN (Buchanan & Shortliffe, 1984) sont les métarègles (Davis & Buchanan, 1984).  
 
Enfin, pour que les connaissances soient utilisées par un système, elles doivent être 
représentées de manière claire, précise et sans ambiguïté dans un formalisme donné. 
3.3 La représentation des connaissances 
La représentation des connaissances est un domaine de recherche en intelligence artificielle 
qui a pour but de représenter et organiser formellement les connaissances pour les utiliser et 
les partager grâce à un ensemble de méthodes et d’outils. Dans une représentation formelle, 
les connaissances sont représentées par des objets logiques liés par des propriétés, axiomes et 
règles. Elle permet d'automatiser divers traitements sur ces connaissances. 
 
Les ontologies constituent des outils formels permettant de représenter les 
connaissances des domaines complexes. Des systèmes d’aide au diagnostic médical à base 
d’ontologie ont été développés, nous nous intéressons au système informatisé d'aide au 
diagnostic en urgences odontologiques fait par Charles Le Moing (Le Moing, 2009) (cf. 3.3.3) 
et au système ODDIN réalisé par García-crespo (García-crespo et al., 2010) (cf. 3.3.4). Après 
avoir présenté ces systèmes, d’autres travaux sur les ontologies sont présentés.  
 
Mais, avant cela, nous faisons une présentation générale des ontologies dans le domaine 
de l’intelligence artificielle et des différents langages et outils utilisés pour les mettre en 
œuvre et les manipuler. 




3.3.1 Les ontologies 
Selon Christopher Welty le terme « ontologie » a été emprunté à une branche de la 
philosophie que l'on appelle l'Ontologie, et qui est l’étude de l’être en tant qu’être ou encore 
l’étude de ce qui existe, c'est-à-dire l’ensemble des connaissances que l’on a sur le monde 
(Welty & Guarino, 2001).  
 
Dans le domaine de l’intelligence artificielle, ce terme à une définition différente. 
Plusieurs définitions ont été proposées, nous allons en citer les plus pertinentes : 
 Pour Robert Neches (Neches et al., 1991) : « Une ontologie définit les termes et les 
relations de base comportant le vocabulaire d’un domaine aussi bien que les règles 
pour combiner des termes et les relations afin de définir des extensions du 
vocabulaire ». 
 Selon Borst Willem (Borst Willem, 1997) : « Une ontologie est une spécification 
formelle d’une conceptualisation partagée ».  
 Rudi Studer (Studer, Benjamins, & Fensel, 1998) fait une combinaison des définitions 
de Thomas Gruber (cf. 1.1) (Gruber, 1993) et de Borst Willem (Borst Willem, 1997) : 
« Une ontologie est une spécification formelle et explicite d’une conceptualisation 
partagée ». Une conceptualisation réfère à un modèle abstrait d’un phénomène dans 
le monde. C’est une idée qu’on se fait de quelque chose. Explicite signifie que le type 
de concepts utilisés et les contraintes liées à leur usage sont définis explicitement. 
Formel stipule que l’ontologie doit être traduite en langage interprétable par une 
machine. Partagé signifie qu’une ontologie capture la connaissance consensuelle, 
c’est-à dire non réservée à quelques individus, mais partagée par un groupe ou une 
communauté d’acteurs. 
Une ontologie est une liste finie de termes, et de relations entre ces termes. Ces termes 
correspondent à des concepts (classes d’objets) du domaine. Une ontologie est aussi un 
moyen de représenter des objets à des fins de manipulations informatiques.  
 
Dans la suite nous utilisons la définition de l’« ontologie » de Rudi Studer (Studer et al., 
1998).  
3.3.1.1 Applications des ontologies 
Les ontologies jouent un rôle majeur dans les organisations et les systèmes en : (a) facilitant la 
communication inter-agent via le partage des connaissances (Dolia, 2010), (b) fournissant une 
base de connaissances pour les systèmes d’aide à la décision (Bodenreider, 2008), (c) en 
mettant à disposition un référentiel unique pour l’intégration des données entre des systèmes. 
Elles peuvent aussi être utilisées dans le domaine de la recherche documentaire et pour le 
traitement automatique du langage naturel (Cardoso, 2007; Haav & Lubi, 2001). De manière 
plus détaillée l’utilisation des ontologies offre de nombreux avantages (Bodenreider, 2008; 
Gruber, 1995; Rodriguez-Gonzalez et al., 2010) comme : 
 fournir un cadre de représentation et de partage des connaissances via un vocabulaire 
commun. Elles fournissent un format d’échange des connaissances et un vocabulaire 




spécifique pour la communication et elles facilitent l’interopérabilité (Bodenreider, 
2008). 
 faciliter la réutilisation des connaissances (Musen, 1992). Il est possible d’hériter des 
propriétés des concepts contenues dans des ontologies dites de haut niveau, pour la 
mise en place d’une ontologie de niveau inférieur. Par exemple, une ontologie de 
domaine et une ontologie de tâche ou d’application, etc.7. 
 faciliter l’intégration des données (Bodenreider, 2008). Elles peuvent être utilisées 
comme référentiel pivot lors des transferts de données entre système, en ce sens 
qu’elles permettent de faire la correspondance entre les termes du système source et 
les termes de référence (ceux de l’ontologie) avant l’enregistrement dans le système 
destination. 
 fournir une base de connaissances pour les systèmes de gestion de recrutement des 
patients éligibles pour des essais cliniques (Cuggia, Besana, & Glasspool, 2011; 
Stenzhorn et al., 2010). En effet, dans ce type de système, les ontologies sont des 
bases de connaissances contenant les critères d’éligibilités et les groupes 
correspondants à ces critères. Alors, une mise en correspondance est faite entre les 
données des patients et les critères d’éligibilités présents dans la base de 
connaissances. Le principe est le même pour les systèmes d’aide au diagnostic 
médical (Bertaud-Gounot, Duvauferrier, & Burgun, 2012; Bodenreider, 2008) car 
comme dans le cas du recrutement des patients pour les essais cliniques, les 
ontologies biomédicales sont utilisées comme des bases de connaissances. Les 
relations entre les maladies et les signes y sont représentées et le système fait une 
mise en correspondance entre les données ou signes du patient et le contenu de la base 
de connaissances. 
 faciliter l’automatisation de l’acquisition des connaissances. 
 faciliter le maintien de la séparation des connaissances déclaratives, procédurales et 
de contrôle. 
3.3.1.2 Typologie des ontologies 
Indépendamment des langages de représentation, on distingue différents niveaux d'ontologies 
selon le domaine modélisé et éventuellement les tâches pour lesquelles elles sont conçues 
(Burgun & Bodenreider, 2001).  
 Les ontologies supérieures (top-level or upper-level ontologies : ULO) regroupent des 
catégories de haut niveau, c’est-à-dire des concepts généraux qui sont applicables 
dans tous les domaines tels que les « entités », les « événements », les « états », les « 
processus », les « actions », le « temps », « l'espace », les « relations », les « 
propriétés ». Les ontologies supérieures sont censées être universelles, c’est-à-dire 
qu’elles ne doivent pas faire référence à des domaines spécifiques. Elles doivent être 
multi-usages, c’est-à-dire qu’elles ne doivent pas avoir été conçues pour une tâche 
particulière. 
 Les ontologies générales représentent des connaissances générales, indépendamment 
des domaines ou des tâches spécifiques, avec un niveau de précision moyen. Aussi 
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appelées, méta-ontologies ou core-ontologies, elles véhiculent des connaissances 
génériques moins abstraites que celles véhiculées par les ontologies supérieures, mais 
assez générales néanmoins pour être réutilisées à travers différents domaines. Elles 
peuvent adresser des connaissances factuelles (Generic domain ontology) ou encore 
des connaissances visant à résoudre des problèmes génériques (connaissances 
procédurales) appartenant à ou réutilisables à travers différents domaines (Generic 
task ontoloy). Deux exemples de ce type d’ontologie sont : (a) l’ontologie 
méréologique (Borst Willem, 1997) contenant des relations « partie-de » et (b) 
l’ontologie topologique contenant des relations «  associé-à ». 
 Les ontologies de domaine sont spécifiques d’un domaine (par exemple, le domaine 
médical, l’électronique, la mécanique, etc.) mais indépendantes d’une tâche 
particulière. Elles sont censées refléter la réalité sous-jacente et la théorie du domaine, 
 Les ontologies d'application concernent un domaine limité et des tâches spécifiques. 
Elles font généralement partie d’une application et contiennent un nombre 
relativement faible de concepts qui devraient être définis de manière assez détaillée 
avec des relations et des règles d’inférences qui permettent de raisonner sur les 
concepts pour les tâches prévues. Cette ontologie est la plus spécifique. Les concepts 
dans l’ontologie d'application correspondent souvent aux rôles joués par les entités du 
domaine tout en exécutant une certaine activité (Maedche & Staab, 2001). 
 Les ontologies de référence : Tandis que les ontologies d’application sont destinées à 
un usage spécifique, les ontologies de référence sont développées indépendamment de 
toute application de façon à refléter la réalité. Par définition, les ontologies de haut 
niveau sont des ontologies de référence car elles sont destinées à constituer la 
structure de haut niveau de nombreuses autres ontologies (de domaine ou 
d’application). Certaines ontologies de domaine peuvent aussi être des ontologies de 
référence (Burgun, 2006). Par exemple « the Foundational Model of Anatomy » 
(FMA) est une ontologie de référence de toute l’anatomie humaine. Elle a été 
proposée comme référence pour décrire la physiologie et la pathologie (Rosse & 
Mejino, 2003). Ces ontologies doivent permettre différents types d’applications 
comme la gestion de l’hétérogénéité des données par une normalisation sémantique 
des différents concepts, le raisonnement sur des entités complexes en rapport avec la 
réalité ou le raisonnement sur des entités individuelles en rapport avec des données. 
D’autre part, les ontologies peuvent aussi être classées selon le niveau de complétude 
(Bachimont, 2000; Mizoguchi & Ikeda, 1998), c'est-à-dire le niveau de couverture de la 
sémantique du domaine étudié. Bruno Bachimont propose la classification sur trois niveaux 
(Bachimont, 2000) : 
 Ontologie de niveau 1 - Sémantique : Tous les concepts (caractérisés par un 
terme/libellé) doivent respecter les quatre principes différentiels : 1) Communauté de 
père ; 2) Différence (spécification) par rapport au père ; 3) Communauté avec les 
concepts frères (situés au même niveau) ; 4) Différence par rapport aux concepts 
frères (sinon il n’aurait pas lieu de le définir). Ces principes correspondent à 
l’engagement sémantique (Bachimont, 2000) qui assure que chaque concept aura un 
sens univoque et non contextuel associé. Deux concepts sémantiques sont identiques 




si l’interprétation du terme/libellé à travers les quatre principes différentiels aboutit à 
un sens équivalent. 
 Ontologie de niveau 2 - Référentiel : Outre les caractéristiques énoncées au niveau 
précédent, les concepts référentiels (ou formels) se caractérisent par un terme/libellé 
dont la sémantique est définie par une extension d’objets. L’engagement ontologique 
spécifie les objets du domaine qui peuvent être associés au concept, conformément à 
sa signification formelle. Deux concepts formels seront identiques s’ils possèdent la 
même extension (par exemple, les « concepts » d’étoile du matin et d’étoile du soir 
associés à Vénus
8
 « Instance »).  
 Ontologie de niveau 3 - Opérationnel : Outre les caractéristiques énoncées au niveau 
précédent, les concepts du niveau opérationnel ou computationnel sont caractérisés 
par les opérations qu’il est possible de leur appliquer pour générer des inférences 
(engagement computationnel). Deux concepts opérationnels sont identiques s’ils 
possèdent le même potentiel d’inférence.   
Les connaissances traduites par une ontologie sont véhiculées à l’aide des éléments suivants  
(Gomez-Perez, 1999) : 1) Concepts; 2) Relations ; 3) Fonctions ; 4) Attributs ; 5) Axiomes; 6) 
Instances. 
3.3.1.3 Les concepts 
Les connaissances modélisées dans une ontologie portent sur des objets auxquels on se réfère 
à travers des concepts (ou classes de l’ontologie) (Uschold & King, 1995). Le concept 
représente un ensemble d'objets, d'êtres, et leurs propriétés communes. Les concepts 
correspondent aux abstractions pertinentes d’un segment de la réalité (le domaine du 
problème, retenues en fonction des objectifs fixés et de l’application envisagée pour 
l’ontologie.  
 
La notion, également appelée « intension » du concept (concept sémantique), est 
l’ensemble des caractéristiques que ces choses sont supposées avoir en commun. Elle est 
exprimée en termes de propriétés et d’attributs, de règles et de contraintes. Par exemple pour 
le concept « voiture », l’intension inclut les caractéristiques de « véhicule routier à moteur, 
généralement à 4 roues et 4 sièges pour une voiture à 4 personnes». 
 
L’ensemble d’objets, également appelé « extension » du concept est la collection 
d’objets auxquelles la notion s’applique. Par exemple pour le concept « voiture », l’extension 
inclut « la Mazda MX5 avec le numéro d’immatriculation 2657ZB35 », « la voiture verte 
garée au coin de la rue en face de mon bureau ». Un concept est ainsi doté d’une sémantique 
référentielle (celle imposée par son extension) et d’une sémantique différentielle (celle 
imposée par son intension). Les concepts manipulés dans un domaine de connaissances sont 
organisés au sein d’un réseau de concepts. Dans une ontologie, l’ensemble des concepts est 
structuré hiérarchiquement et les concepts sont liés par des propriétés conceptuelles. La 
propriété utilisée pour structurer la hiérarchie des concepts est la subsomption. Elle lie deux 
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concepts de la manière suivante : un concept C1 subsume un concept C2 si toute propriété 
sémantique de C1 est aussi une propriété sémantique de C2, c’est-à-dire si C2 est plus 
spécifique que C1. L’extension d’un concept est forcément plus réduite que celle d’un 
concept qui le subsume. Son intension est par contre plus riche. Une liste des principales 
propriétés pouvant être associées à un concept est donnée ci-dessous. La propriété portant sur 
un concept est :  
 la généricité : un concept est générique s’il possède, dans une hiérarchie de concepts, 
la plus petite intension. Par exemple, le concept de « Maladie » est générique. En 
revanche, un concept générique possède une plus grande extension que ses sous-
concepts. 
Les propriétés portant sur deux concepts sont :  
 l’équivalence : deux concepts sont équivalents s’ils ont une même extension. Par 
exemple, les concepts étoile du matin et étoile du soir associés à l’extension 
« Vénus » (3.3.1.2). 
 la subsomption : un concept C1 subsume un concept C2 si toute propriété sémantique 
de C1 est aussi une propriété sémantique de C2, c’est-à-dire si C2 est plus spécifique 
que C1. Par exemple, le concept de « Maladie » subsume le concept de « Maladie 
Infectieuse ». 
 Incompatibilité : deux concepts sont incompatibles si leurs extensions sont disjointes. 
Par exemple, homme et femme. 
3.3.1.4 Les relations 
Si certains liens conceptuels existant entre les concepts peuvent s’exprimer à l’aide de 
propriétés portées par les concepts (relation taxonomique), d’autres doivent être représentés à 
l’aide de relations autonomes. Une « Relation » est une notion d'association ou de lien 
s'établissant entre des concepts, exprimée en général par un terme ou par un symbole littéral 
général ou autre (ou plus généralement par un signe). Une relation permet de lier des 
instances de concepts, des instances de concepts aux valeurs (numérique, chaine de caractères, 
etc.) ou des concepts génériques. Les relations traduisent les associations (pertinentes) 
existant entre les concepts présents dans le segment analysé de la réalité. Ces relations 
incluent les associations suivantes : (a) Sous-classe-de (généralisation-spécialisation) ; (b) 
Partie-de (agrégation ou composition) ; (c) Associée-à ; (d) Instance-de, etc. Ces relations 
nous permettent d’apercevoir la structuration et l’interrelation des concepts, les uns par 
rapport aux autres.  Les propriétés intrinsèques à une relation sont :  
 les propriétés algébriques :  
o symétrie : relation définie dans un ensemble E telle que, pour tout couple 
d'éléments (x, y) de E × E, si x est en relation avec y, alors y est en relation 
avec x. par exemple, Paul « aime » Jeanne, Jeanne « aime » Paul. 
o réflexivité : relation pour laquelle pour tout a de l’ensemble X, a est relié à lui-
même. 
o transitivité : relation pour laquelle une suite d'objets reliés consécutivement 
aboutit à une relation entre le premier et le dernier. Par exemple, Paul « est 




l’ancêtre » de Jacques, Jacques « est l’ancêtre » de Marc, Paul « est l’ancêtre » 
de Marc.  
o fonctionnelle : pour tout élément x de E, x n’est en relation qu’avec 0 ou 1 
élément y de F. Paul « a pour mère » Marie. 
 la cardinalité : nombre possible de relations de ce type entre les mêmes concepts (ou 
instances de concept). Les relations portant une cardinalité représentent souvent des 
attributs. Par exemple, une pièce a au moins une porte.  
 
Les propriétés liant deux relations sont :  
 l’incompatibilité : deux relations sont incompatibles si elles ne peuvent lier les mêmes 
instances de concepts. Par exemple, les relations « a pour symptôme » et « a pour site 
anatomique » sont incompatibles. 
 l’inverse : deux relations binaires sont inverses l’une de l’autre si, quand l’une lie 
deux instances I1 et I2, l’autre lie I2 et I1. Par exemple, les relations « a pour parent » 
et « a pour enfant » sont inverses l’une de l’autre. 
 l’exclusivité : deux relations sont exclusives si, quand l’une lie des instances de 
concepts, l’autre ne lient pas ces instances, et vice-versa. L’exclusivité entraîne 
l’incompatibilité. Par exemple, l’appartenance et la non-appartenance sont exclusives.  
 
La propriété liant une relation et des concepts est :  
 le lien relationnel (propriété proposée par G. Kassel) : il existe un lien relationnel entre 
une relation R et deux concepts C1 et C2 si, pour tout couple d’instances des concepts 
C1 et C2, il existe une relation de type R qui lie les deux instances de C1 et C2. Un 
lien relationnel peut en outre être contraint par une propriété de cardinalité, ou porter 
directement sur une instance de concept (Kassel, 2002). Par exemple, il existe un lien 
relationnel entre les concepts « texte » et « auteur » d’une part et la relation « a pour 
auteur » d’autre part. on parle aussi de domaine et de co-domaine.  
3.3.1.5 Fonctions 
Les fonctions constituent des cas particuliers de relations, dans lesquelles un élément de la 
relation, le nième (extrant) est défini en fonction des n-1 éléments précédents (intrants).  
Formellement une fonction F est définie par : 
 
                       
3.3.1.6 Attributs 
Les attributs décrivent les propriétés des instances d’une classe. Ils sont toujours exprimés en 
termes de type de données ou domaine. 
3.3.1.7 Axiomes 
Les axiomes constituent des assertions, acceptées comme vraies, à propos des abstractions du 
domaine traduites par l’ontologie. Les éléments (concepts, relations, valeur, etc.) de 
l’ontologie doivent vérifier ses conditions afin de garantir la cohérence et permettre d’inférer 
de nouvelles connaissances.  





Les instances constituent la définition extensionnelle de l’ontologie. Ces objets véhiculent les 
connaissances (statiques, factuelles) à propos du domaine. 
3.3.1.9 Les règles 
Les règles permettent d’enrichir les connaissances de l’ontologie. Ces règles capturent les 
dépendances entre les propriétés définies dans l’ontologie. 
3.3.1.10 Conclusion 
Les ontologies constituent un outil adéquat pour la représentation, le partage et la réutilisation 
des connaissances d’un domaine. Cependant, pour mettre en œuvre les ontologies afin 
qu’elles soient exploitables par les systèmes informatiques, des langages de représentation des 
connaissances doivent être utilisés. Un des langages les plus connus et les plus utilisés par les 
acteurs du web sémantique est le « Web Ontology Language » (OWL) (Cardoso, 2007; 
McGuinness & Harmelen, 2004) qui implémente les logiques de description (LD) (Baader, 
2003).  
3.3.2 Les langages de représentation des connaissances 
3.3.2.1 Les logiques de description 
Les LD sont une famille de langages de représentation de connaissance qui peuvent être 
utilisés pour représenter les connaissances terminologiques d'un domaine d'application d'une 
manière formelle et structurée. Le nom de « logique de description » se rapporte, d'une part à 
la description des concepts utilisés pour décrire un domaine et d'autre part à 
la sémantique fondée sur la logique qui peut être donnée par une transcription en logique des 
prédicats du premier ordre (LPO). Les LD exploitent en général un sous-ensemble décidable 
de la LPO. Un problème de raisonnement est décidable s’il existe un algorithme permettant en 
un nombre fini d'étapes de dire s’il est vrai ou faux.  
 
Les LD ont été développées comme une extension des frames et des réseaux 
sémantiques qui ne possédaient pas de sémantique formelle fondée sur la logique. Dans les 
logiques de description la connaissance est divisée en deux parties (Baader, 2003)  (Figure 2):  
 les informations terminologiques (TBox) qui sont des définitions de notions basiques. 
Ces informations sont « génériques » ou « globales », vraies dans tous les modèles et 
pour tous les individus. 
 les informations sur les individus (ABox) sont « spécifiques » ou « locales », vraies 
pour certains individus particuliers. 
 





Figure 2: Architecture des systèmes de représentation des connaissances s’appuyant sur les logiques de 
description (Baader, 2003). 
Les éléments de base des logiques de description sont : 
 les concepts qui correspondent à des classes d’éléments et qui dénotent un ensemble 
d’individus. Par exemple, on peut avoir le concept « Patient » qui dénote l’ensemble 
des patients suivants {Jean, Paul, Jacques, Georges, etc.}. 
 les relations qui correspondent aux liens entre les éléments et sont interprétées comme 
des relations binaires sur un univers donné. En plus des concepts et des relations 
atomiques, toutes les logiques de description donnent la possibilité de construire des 
descriptions complexes de concepts et de relations. 
Les systèmes de représentation des logiques de description n’enregistrent pas seulement 
les TBox et ABox, ils fournissent aussi des services pour faire des inférences sur ces 
descriptions. Les tâches de raisonnements sont les suivantes la subsomption, la satisfiabilité, 
la cohérence et la vérification d’instance.  
On distingue classiquement les raisonnements qui portent sur la TBox et ceux portant 
sur la ABox. Les raisonnements qui portent sur la TBox sont les suivants (Baader, 2003):  
 Le test de subsomption qui consiste à vérifier si une classe ou une propriété en 
subsume une autre. Le test de subsomption est à la base des opérations dites de 
classification qui consistent à déterminer la place d’une classe dans les hiérarchies de 
classes ou d’une propriété dans la hiérarchie des propriétés, c'est-à-dire déterminer les 
ascendants et descendants directs d’une classe ou d’une propriétés. Pour ces tests, il 
existe deux types d’algorithmes :  
o ceux fondés sur la normalisation des descriptions et leur comparaison. Les 
descriptions de classe et des propriétés sont normalisées en remplaçant 
récursivement les classes et les propriétés définies qui y interviennent par leur 
définition. Ce sont les formes normales des descriptions de classe ou de 
propriétés qui ne comportent plus que des classes et des propriétés primitives 
qui sont alors comparées. Et, 
o ceux fondés sur la méthode des tableaux sémantiques. Un test de subsomption 
entre deux classes ou propriétés est reformulé en test de satisfiabilité de la 
conjonction d’une description et de la négation de l’autre. Ce test de 
satisfiabilité est résolu par la méthode des tableaux sémantiques. 




 Le test de satisfiabilité d’une classe consiste à vérifier qu’une classe admet des 
instances. En d’autres termes, il consiste à vérifier qu’il n’y pas de contradiction.  
 Le test de cohérence d’une ABox permet de découvrir si son ensemble d'affirmations 
est cohérent, c'est-à-dire s'il a un modèle. 
 Le test d’instanciation consiste à vérifier si un individu est instance d’une classe. Pour 
cela, on recherche les classes les plus spécifiques dont un individu est instance. Cette 
opération peut se ramener à l’opération de classification décrite ci-dessus en 
considérant une définition de classe abstraite de la description de l’individu considéré. 
 
Dans un système de représentation fondé sur les logiques de description toutes les 
informations connues sont modélisées comme un couple (T, A), où T est un ensemble de 
formules relatives aux informations terminologiques (la TBox) et A est un ensemble de 
formules relatives aux informations sur les assertions (la ABox). Il existe plusieurs types de 
logiques de description classés en fonction de leur expressivité. L'une des premières logiques 
de description est le langage , qui est défini comme une logique de description 
permettant l'utilisation des quantificateurs universels, de la conjonction, et des quantificateurs 
existentiels de la forme . Le langage  a été proposé comme un formalisme pour 
la sémantique des frames de Minsky (Minsky, 1975). La conjonction de concepts est implicite 
dans la structure d'un frame, qui requiert un ensemble de conditions pour être satisfait. La 
quantification des rôles permet de caractériser les slots. La logique  « Attributive 
Language », a étendu la logique  en y ajoutant la négation des concepts atomiques. 
Cette logique peut être considérée comme la logique de base des autres logiques de 
description. Les logiques de description qui existent sont des combinaisons des différents 
éléments, par exemple, si on rajoute la négation complète  à la logique , on obtient la 
logique . Certaines logiques sont équivalentes, notamment  et . Ces deux 
logiques augmentées par sont notées . Les langages utilisés par OWL en sont des 
extensions, respectivement , pour OWL-Lite, , 
 pour OWL-DL,  pour OWL 2 (Cuenca et al., 2008). 
3.3.2.2 Web Ontology Language : OWL 
OWL est le résultat des efforts du World Wide Web Consortium (W3C) pour créer un langage 
standard pour le web sémantique. Il est fondé sur un sous-ensemble des LD. OWL est le 
langage de représentation des ontologies le plus utilisé (Cardoso, 2007; Dameron, Rubin, & 
Musen, 2005). De nombreuses conversions des terminologies existantes en OWL ont été 
faites (par exemple, MeSH (Soualmia, Golbreich, & Darmoni, 2004), FMA (Dameron et al., 
2005) ou NCIT (Golbeck et al., 2003)). Le langage OWL se présente en deux grandes 
déclinaisons, OWL 1 et OWL 2.  
 
OWL 1 a trois versions : OWL-L, OWL-DL, OWL-Full (Antoniou & Van Harmelen, 
2001). Ces versions varient entre elles par leur degré d’expressivité sémantique et leur niveau 
d’exploitabilité informatique. OWL-Lite est le plus simple, il permet de représenter des 
hiérarchies. OWL-DL est plus expressif sur le plan sémantique mais pose des difficultés aux 




niveaux de l’exploitation d’autant plus que les connaissances à représenter sont volumineuses. 
OWL-Full est le langage le plus expressif sur le plan sémantique, mais le moins décidable. 
 
OWL 2 (Cuenca et al., 2008) étend l’expressivité de OWL 1 en ajoutant la prise en 
charge : 
 de la négation des relations, par exemple, Jean « n’a pas » de douleur au dos. 
 des restrictions avec des cardinalités qualifiées. Il est possible d’exprimer le fait 
qu’une maladie « peut avoir » n signes parmi m. 
 du chaînage des relations, par exemple la relation « a pour oncle » qui découle de la 
conjonction des relations « a pour parent » et « a pour frère ». Une nouvelle relation 
peut être produite via d’autres relations. 
 des restrictions réflexives, c'est-à-dire, une classe liée à elle-même via une relation. 
Par exemple, une personne narcissique est une personne qui « s’aime » soit même. 
 des annotations, il est possible d’intégrer des annotations sur des axiomes, des classes, 
etc.  
L’intérêt de l’utilisation du langage OWL repose sur le fait que : 
 La majorité des ontologies existantes est représentée en OWL (Dameron et al., 2005; 
Golbeck et al., 2003; Soualmia et al., 2004). 
 OWL est devenu le standard pour le Web sémantique recommandé par le W3C. 
 La complexité du domaine médical impose d’avoir un langage qui a une grande 
expressivité (Antoniou & Van Harmelen, 2001; Wang et al., 2006). 
 Des éditeurs d’ontologie puissants et conviviaux utilisant OWL comme langage de 
représentation sont disponibles, par exemple PROTÉGÉ (cf. 3.3.2.5). 
3.3.2.3 Formalisme de règles 
a. Rule Interchange Format (RIF) 
RIF « Rule Interchange Format » (Gordon, Governatori, & Rotolo, 2009) est un formalisme 
proposé par le W3C en 2005 permettant de fournir une interopérabilité entre les langages de 
règles en général et ceux utilisés pour le web en particulier tels que le « Semantic Web Rule 
Language » (SWRL), RuleML, Common logic et « Semantic Business Vocabulary Rule » 
(SVBR).  
 
Le but de RIF est de permettre la traduction des règles d’un langage à un autre, et ainsi 
de permettre les transferts des règles d’un formalisme à un autre. Le formalisme RIF a une 
architecture en couches qui renferme les composants suivants : RIF Core, RIF Basic Logic 
Dialect (RIF-BLD), RIF Production Rule Dialect (RIF-PRD) et RIF Framework for Logic 
Dialects (RIF-FLD). L’utilisation du formalisme RIF est limitée actuellement car il n’existe 
pas d’outils ou de plug-ins (Elenius, 2012) pour la gestion des règles RIF intégrés dans 
PROTÉGÉ. Quant à son intégration au formalisme OWL, des travaux sont en cours (Cuenca 
et al., 2008). 




b. Clause de Horn 
Une clause de Horn (Horn, 1951) est une clause comportant au plus un littéral positif, par 
exemple, ¬p \/ ¬q \/…… ¬v \/ ¬t…….. \/ u. Un littéral est un atome ou une variable (aussi 
appelé littéral positif) ou la négation d'un atome ou d’une variable (aussi appelé littéral 
négatif).  
 
Les clauses de Horn strictes sont équivalentes à des règles « si ... alors ... » et permettent 
de déduire de nouveaux faits à partir de faits existants.  Un exemple de clause de Horn stricte, 
estOnclede(z,y) :- estParentde(x,y), estFrerede(z,x). Le langage Prolog (Gacôgne, 2009) 
s’appuie sur la théorie des clauses de Horn. 
c. Semantic Web Rule Language: SWRL 
SWRL
9
 « Semantic Web Rule Language » (I. Horrocks et al., 2004) est un langage de règles 
pour le web sémantique, combinant le langage OWL-DL et le langage RuleML « Rule 
Markup Language (Unary/Binary Datalog) ». Avec SWRL, les connaissances peuvent être 
exprimées sous la forme : antécédent → conclusion. Les axiomes du langage OWL-DL sont 
étendus à l’aide des clauses de Horn (Horn, 1951) réduites aux prédicats unaires et binaires. 
Ce langage est indécidable, les règles SWRL sont appliquées même si les individus ne sont 
pas présents dans la base. Une restriction de SWRL, appelée DL-safe rules, a été conçue pour 
conserver la décidabilité, c'est-à-dire que les règles écrites ne portent que sur des individus 
explicitement présents dans la base. Autrement dit, les règles ne peuvent s’appliquer que si 
l’identité de toutes les instances présentes est connue. De nombreux moteurs d’inférences 
commencent à supporter SWRL : Bossam, Hoolet, KAON2, Pellet, RacerPro, R2ML 
« REWERSE Rule Markup Language » et Sesame. Ils suivent trois types d’approches : 
 Traduire SWRL en logique du premier ordre (Hoolet) et appliquer un algorithme de 
chaînage avant. 
 Traduire OWL-DL en règles et appliquer un algorithme de chaînage avant (Bossam). 
 Intégrer les règles SWRL dans le moteur d’inférences OWL-DL fondé sur les 
algorithmes des tableaux sémantiques (Pellet) (Sirin, Parsia, Grau, Kalyanpur, & 
Katz, 2007). 
L’intérêt de l’utilisation de SWRL repose sur le fait qu’il permet d’exprimer des 
connaissances qu’on ne peut pas exprimer en OWL (Javanmardi, Amini, & Jalili, 2006). Par 
exemple, avec OWL 1 on ne peut pas exprimer le fait que x est l’oncle de y parce que z est à 
la fois parent de x et le frère de y. En SWRL, estParentde(?z,?y) ^ estFrerede(?x,?z) → 
estOnclede(?x,?y). En OWL 2, il n’est pas possible d’exprimer le fait que x est l’enfant d’un 
couple marié (y,z) car OWL 2 ne permet pas d’exprimer des relations entre des instances qui 
sont liées à une instance donnée. En SWRL, Personne( ?x) ^ aPourPere( ?x, ?y) ^ 
aPourMere( ?x, ?z) ^ estMariea( ?y, ?z) → estFilsduCouple( ?x). 
SWRL est aussi requis pour représenter des expressions contenant des opérateurs 
mathématiques (addition, quotient, soustraction, produit, etc.) (Prcela, Gamberger, & Jovic, 
2008).  
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3.3.2.4 Ontology design Pattern (ODP) 
a. Définitions 
Un patron de conception d’ontologies « Ontology Design Pattern » (ODP10) est un modèle 
générique pour résoudre des problèmes de modélisation récurrents (Gangemi & Presutti, 
2009). Cette notion tire ses origines des travaux de l’architecte et mathématicien Christopher 
Alexander qui introduit la notion de patron de conception « design pattern » (DP) comme un 
moyen de partage des bonnes pratiques pour la résolution des problème de modélisation. 
Cependant, c’est dans le domaine de l’ingénierie logicielle que les patrons de conception ont 
été largement utilisés depuis le milieu des années 90. Ils fournissent (Harrison, Avgeriou, & 
Zdun, 2007) :  
 un vocabulaire commun pour la communication entre programmeurs. 
 une documentation des solutions logicielles. 
 des moyens pour la génération automatique du code informatique.  
En effet, dans le domaine de l’ingénierie logicielle, les patrons de conception répondent 
à des problèmes de conception de logiciels dans le cadre de la programmation orientée objet. 
Ce sont des solutions connues et éprouvées dont la conception provient de l’expérience des 
programmeurs. D'une manière analogue à un patron de couture, le DP décrit les grandes 
lignes d'une solution, qui peuvent ensuite être modifiées et adaptées en fonction des besoins. 
Les DP décrivent des procédés de conception généraux et permettent en conséquence 
de capitaliser l'expérience appliquée à la conception de logiciel. Ils ont une influence sur 
l'architecture logicielle d'un système informatique. Il n’y a aucun aspect théorique dans les 
DP, notamment pas de formalisation (à la différence des algorithmes) (Laurent, 2007). 
 
Tout comme dans le domaine de l’ingénierie logicielle, le domaine de l’ingénierie 
ontologique produit et manipule des modèles, et les ODP sont des modèles de solutions 
abstraites relatives à des problèmes clairement définis. Ces ODP sont fondés sur les 
meilleures approches de résolutions des problèmes de modélisation et elles facilitent la 
conception des ontologies (Gangemi, Gomez-Perez, Presutti, & Suarez-Figueroa, 2008). 
b. Patrons de conception ontologiques existants 
Ontology Design Pattern 1 (ODP 1) 
Une des limites inhérentes de OWL, RDF et SWRL est qu’ils ne gèrent que les relations 
d’arité 1 ou d’arité 2 (Stevens et al., 2007). Pour exprimer une relation d’arité supérieure à 2 
(ou relation d’arité n), nous devons utiliser l’ODP 1 du W3C (Hayes et al., 2006). L’ODP 1 
exprime ce type de relations via un processus appelé « réification ». La réification dans ce 
contexte consiste à exprimer une relation d’arité supérieure à 2 par une classe. 
                                                 
10
 http://ontologydesignpatterns.org/wiki/Main_Page 




Chaînage des relations (Property chain) 
OWL 1 ne permet pas de gérer les chaînages des relations et certains chaînages des relations
11
 
ne sont pas gérables par OWL 2 (cf. 3.3.2.3) (Javanmardi et al., 2006). Le chaînage des 
relations consiste à faire une conjonction de relations pour en produire une nouvelle, par 
exemple, la relation « estOnclede » est le résultat du chaînage des relations « estParentde » et 
« estFrerede », par exemple, estParentde(?z,?y) ^ estFrerede(?x,?z) → estOnclede(?x,?y). Un 
outil efficace pour la représentation de tous les types de chaînage des relations est le 
formalisme SWRL (cf. 3.3.2.3). 
Axiomes de fermeture (Closure axiom) 
OWL est fondé sur l’hypothèse de monde ouvert (Open World Asumption). Cela signifie que 
tout ce qui n’est pas explicitement décrit est inconnu (et non pas faux comme lorsque l’on 
raisonne en monde fermé). Par exemple, si l’on veut décrire un carnivore comme quelque 
chose qui ne mange que de la viande, la relation existentielle (mange(viande)) est 
insuffisante.  La relation existentielle signifie qu’un carnivore doit manger de la viande mais 
peut manger autre chose. Pour préciser qu’il ne doit manger que de la viande, il faut 
« fermer » la relation (par un axiome de fermeture
12
 ) en ajoutant une restriction munie d’une 
relation avec un quantificateur universelle : mange(viande). Elle signifie que la classe 
« carnivore » (ou ses sous-classes ou ses instances) ne peut avoir de relations « mange » 
qu’avec la classe « viande » (ou ses sous-classes ou ses instances) (Horridge, Knublauch, 
Rector, Stevens, & Wroe, 2004). L’axiome de fermeture, en explicitant complètement 
l’ensemble d’arrivée de la relation permet de se rapprocher d’un raisonnement en monde 
fermé.  
3.3.2.5 PROTÉGÉ : un éditeur d’ontologies 
PROTÉGÉ
13
 est un environnement graphique de création et de manipulation des ontologies 
développé par le « Stanford Medical Informatics group » (SMI). Il est l’éditeur d’ontologies 
dominant (Malviya, Mishra, & Sahu, 2011) toutes disciplines confondues avec une 
communauté de quelques 50 000 utilisateurs représentant des projets industriels et de 
recherche dans plus de 100 pays (Cardoso, 2007; Malviya et al., 2011). Il permet d’éditer, de 
visualiser, de contrôler (vérification des contraintes) les ontologies. Il facilite l’extraction 
d’ontologies à partir de sources textuelles et fournit des services inférentiels (cf. 3.3.2.1). 
D’autre part PROTÉGÉ permet d’exporter une ontologie vers des formats variés tels que 
RDF/S, OWL et schémas XML. Fondé sur une architecture ouverte, PROTÉGÉ peut être 
complété par de nouvelles fonctionnalités grâce à l’ajout de nouveaux composants (interfaces 
: plug-ins) dont certains sont élaborés par les utilisateurs. Plus de 70 plug-ins fournissent des 
services tels que la visualisation d’ontologies (OntoViz), l’alignement d’ontologies 
(PROMPT) et des interfaces avec des moteurs de règles (par exemple, Jess
14
) et des 
formalismes de règles (par exemple, SWRL) (Bodenreider & Stevens, 2006).  
 













Les éléments de base du langage OWL pris en charge par PROTÉGÉ sont (Horridge et al., 
2004; Malviya et al., 2011): 
 Les individus ou instances : Un individu est une instance de classe. Par exemple, on 
pourrait dire que « Jean » est une instance de la classe « Patient ». 
 Les propriétés ou relations (ObjectProperty, DatatypeProperty) ou slots dans le cas 
des frames (Minsky, 1975): Une propriété est une relation binaire entre deux 
instances, elle lie deux instances. Par exemple, on pourrait dire que « Paul » et 
« Jeanne », deux instances de la classe « Humain » s’aiment. Une propriété peut être 
symétrique, c’est le cas de « aime », deux propriétés peuvent être inverses l’une de 
l’autre, c’est le cas de « aPourFils » et « estFilsde ». Une propriété peut être 
fonctionnelle, c'est-à-dire n’avoir qu’une seule valeur, c’est le cas de « aPourAge ». 
Les propriétés de type « ObjectProperty » permettent de lier deux instances de 
classes, par exemple Paul « estFrèrede » Jacques. En revanche les propriétés de type 
«DatatypeProperty » permettent de lier une instance à une valeur, par exemple 
Paul « aPourAge » 18.  
 Les classes (Class) ou concepts : Une classe est un ensemble qui contient des 
instances. Elle est décrite via des critères ou des conditions (encore appelés des 
restrictions) formels qui définissent les pré-requis pour être membre de cette classe. 
Par exemple, on peut dire que pour être étudiant à l’université de Rennes il faut être 
détenteur d’une carte d’étudiant de cette université. Les classes peuvent être 
organisées en hiérarchie de classe (superclasse et sous-classe), encore appelée 
taxonomie. Une sous-classe est subsumée par sa superclasse. Par exemple, la classe 
« Étudiant boursier» est une sous-classe de la classe « Étudiant ». Deux types de 
classes existent dans PROTÉGÉ, les classes dites primitives et les classes dites 
définies. Les classes dites primitives sont celles qui ne sont introduites que par des 
conditions nécessaires, et les classes dites définies sont celles qui sont introduites par 
des conditions nécessaires et suffisantes. Une condition nécessaire est celle que toutes 
les instances d’une classe doivent avoir. Par exemple, si on est atteint d’un myélome 
multiple (MM) alors on a une quantité d’immunoglobuline de type A ≥ 3g/dL. En 
revanche, pour être diagnostiqué comme atteint d’un MM un patient doit avoir une 
quantité d’immunoglobuline de type A ≥ 3g/dL, une présence de plasmocyte dans la 
moelle osseuse ≥ 10% et une présence de CRAB (hypercalcémie, insuffisance rénale, 
anémie et lésion osseuse). Ces conditions sont mises en œuvres via des restrictions. 
Une restriction décrit les conditions que les instances doivent remplir pour être 
membre d’une classe donnée. Par exemple, on pourrait dire qu’un patient atteint 
d’une rougeole doit avoir le signe de Koplik. Le signe de Koplik étant une condition 
nécessaire et suffisante pour être diagnostiqué comme étant atteint de la rougeole. 
3.3.2.6 Editeur de règles : SWRLTab  
SWRLTab est essentielle pour l’édition des règles SWRL. L’éditeur de règles dans 
PROTÉGÉ offre un assistant à la saisie et une liste d’objets permettant de facilement écrire 
des règles (Figure 3).  





Figure 3 : Écran de saisie d’une règle SWRL sous PROTÉGÉ 3.4.8. L’éditeur offre un système d’auto-
complétion pour faciliter la saisie des règles. 
3.3.2.7 Moteur d’inférences 
Pour exploiter une ontologie et les règles, un ou des moteurs d’inférences sont requis. De 
nombreux moteurs d’inférences existent tels que Pellet (Sirin et al., 2007), OWLIM (Bishop 
et al., 2011; Kiryakov, Ognyanov, & Manov, 2005), KAON (Motik & Sattler, 2006), Hermit 
(Shearer, Motik, & Horrocks, 2008), FACT++  « Fast Classification of Terminologies » 
(Tsarkov & Horrocks, 2006), Racer « Renamed ABox and Concept Expression Reasoner » 
(Haarslev & Ralf, 2000), pour ne citer que ceux-là. Ces moteurs d’inférences sont tous 
déductifs
15
. Ils permettent de : 
 vérifier la cohérence pour s’assurer que l’ontologie ne contienne pas de fait 
contradictoires. En logique de description, cette opération vérifie si la ABox est 
conforme à la TBox. 
 vérifier la satisfiabilité des concepts pour détecter les classes qui peuvent ne pas avoir 
d’instances. 
 faire de la classification qui permet de dire qu’une classe donnée est sous-classe d’une 
autre. Cette opération créée une hiérarchie de classes et elle permet de produire des 
réponses à d’autres types de requêtes comme : lister toutes les sous-classes directes 
d’une classe donnée. 
 faire de la réalisation qui permet de trouver les classes les plus spécifiques à une 
instance. 
3.3.2.8 Conclusion 
Les ontologies permettent de représenter, de partager et de réutiliser les connaissances d’un 
domaine. L’avantage des ontologies est qu’elles permettent d’allier au modèle théorique des 
règles (règle de production, règle métier, etc.) (Bruaux, 2007; Page, 1990). Les formalismes 
de représentation OWL et SWRL offrent suffisamment d’outil pour mettre en œuvre les 
modèles de connaissances ontologiques pour des domaines complexes, et pour des cas 
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particuliers (par exemple, relation d’arité n) les ODP existantes (cf. 3.3.2.4) peuvent être 
utilisés. 
 
Cependant, malgré ces attributs, selon Burgun et Bertaud-Gounot (Bertaud-Gounot, 
Duvauferrier, et al., 2012; Burgun, Bodenreider, & Jacquelinet, 2005) les ontologies 
classiques et les moteurs d’inférences classiques ne permettent pas de représenter et de 
raisonner sur les connaissances liées au raisonnement médical, les connaissances 
probabilistes, les connaissances imprécises et vagues, et les connaissances liées aux signes 
négatifs. En effet, ces ontologies n’intingrent que les connaissances sur les maladies 
(processus pathologique, localisation, etc.), et non les connaissances (critères diagnostiques) 
en rapport avec le processus du diagnostic médical (cf. 2.3). Pour ce qui est des moteurs 
d’inférences classiques (Pellet, OWLIM, KAON, Hermit, FACT++, Racer), ils sont tous 
déductifs et ne peuvent prendre en charge le raisonnement médical, car ce dernier est abductif 
(Josephson et al., 1996; Walton, 2004) (cf. 2.3.3). 
3.3.3 Système informatisé d'aide au diagnostic en urgences odontologiques 
Ce système s’appuie sur une base de connaissances ontologiques contenant les descriptions 
des pathologies rencontrées en urgences odontologiques ainsi que les critères diagnostiques 
(signes, symptômes, les tests diagnostiques) associés (Bertaud-Gounot et al., 2010; Le Moing, 
2009). L’éditeur d’ontologie utilisé est PROTÉGÉ 3.4.2 et le moteur d’inférences utilisé est 
Pellet 1.4.2. L’interface d’utilisation du système est celui de PROTÉGÉ 3.4.2.  
 
L’évaluations du système sur la base de 250 dossiers a permis de ressortir les limites 
suivantes (Le Moing, 2009): (a) La première limite repose sur le fait que les moteurs 
d’inférences classiques du web sémantique sont tous déductifs (cf. 3.3.2.7). Ils ne permettent 
donc pas de faire du diagnostic médical (cf. 2.3) car ce dernier est abductif (cf. 2.3.3). Faire de 
la classification diagnostique avec ces moteurs d’inférences se résume à faire de la 
subsomption. Pour que ces moteurs d’inférences nous donnent des résultats corrects (la 
maladie dont souffre le patient), il faut leur transmettre au minimum tous les paramètres 
(signes, symptômes) tels qu’ils se trouvent dans la description des maladies, ce qui dans la 
pratique cause d’énormes problèmes car tous les signes ne sont pas souvent observés. Par 
exemple, en reprenant le cas du myélome multiple (MM) (cf. 3.3.2.5), un patient doit avoir 
une quantité d’immunoglobuline de type A ≥ 3g/dL, une présence de plasmocyte dans la 
moelle osseuse ≥ 10% et une présence de CRAB (hypercalcémie, insuffisance rénale, anémie 
et lésion osseuse). Si on observe uniquement une quantité d’immunoglobuline de type A ≥ 
3g/dL et une présence de plasmocyte dans la moelle osseuse ≥ 10%, le système n’est pas 
capable de proposer le MM comme hypothèse diagnostique. Il faut observer tous les signes 
décrivant le MM au minimum. (b) La deuxième limite concerne le fait que le langage OWL 
(cf. 3.3.2.2 et 3.3.2.4) et les moteurs d’inférences associés ne prennent pas en charge de 
manière native les probabilités (les sensibilités et spécificités des signes pour les maladies, et 
les prévalences des maladies pour une population donnée). En effet, l’expression des 
connaissances probabilistes fait intervenir des relations ayant des arités supérieures à 2, ce 
qu’OWL ne permet pas d’exprimer (Hayes et al., 2006; Stevens et al., 2007) (cf. 3.3.2.4). (c) 




La troisième et dernière limite est l’interface (celle de PROTÉGÉ) d’utilisation non 
conviviale qui rend l’exploitation dudit système difficile. 
3.3.4 Ontology-driven differential diagnosis based on logical inference and 
probabilistic refinements (ODDIN) 
ODDIN (García-crespo et al., 2010) est un système d’aide au diagnostic médical dans le 
domaine de la médecine interne. Ce système s’appuie sur :  
 une ontologie ad hoc (Rodriguez-Gonzalez et al., 2010) faite en OWL-DL contenant 
les descriptions des maladies et les critères diagnostiques (signes, symptômes, les 
tests). Cette ontologie contient aussi des critères diagnostiques faisant références à 
d’autres maladies, d’où la notion de maladie multi-niveau ou diagnostic multi-niveau 
« multi-level diagnosis » (DMN) (Figure 4) (Rodríguez-González et al., 2011; 
Rodríguez-González, Labra-Gayo, et al., 2012). 
 un ensemble de règles développé avec le langage « JenaRules » (The Apache 
Software Foundation, 2008). Ces règles sont stockées dans un fichier différent de 
celui de l’ontologie. JenaRules est fondé sur le langage RDF(S) (RDF Working 
Group, 2004) et il utilise une représentation sous forme de triplets RDF. 
 un fichier externe contenant un ensemble de probabilités a priori ou prévalences et 
des probabilités conditionnelles (sensibilité et spécificité des signes pour les 
maladies). Et, 
 un moteur d’inférences déductif et probabiliste. Il utilise le moteur d’inférences Jena 
pour gérer les règles écrites en JenaRules, le moteur d’inférences Pellet pour 
l’ontologie et une inférence bayésienne (Smets, 2005) pour trier (classer, ordonner) 
les diagnostics produits. 
Les résultats fournis lors des premières phases d’évaluation du système ODDIN sont 
satisfaisants à hauteur de 86,7 % de taux de diagnostics corrects (le premier diagnostic dans la 
liste des hypothèses de maladies (diagnostic) produites par ODDIN) sur la base de 336 cas 
observés (García-crespo et al., 2010; Rodríguez-González, Torres-Niño, et al., 2012).   
 
Cependant, ODDIN présente certaines limites : (a) son moteur d’inférences ne gère pas 
les DMN, (b) son modèle de représentation ontologique n’intègre pas les signes absents et (c) 
les probabilités ne sont pas représentées dans l’ontologie.  
 
Des propositions ont été faites par Rodríguez-González (Rodríguez-González & Alor-
Hernández, 2013; Rodríguez-González et al., 2011; Rodríguez-González, Labra-Gayo, et al., 
2012)  pour la gestion des DMN. 
3.3.4.1 Ontologie et définitions des maladies multi-niveaux 
Le DMN concerne de manière générale les cas où une maladie est un signe pour une autre 
maladie. Par exemple, le myélome multiple (MM) (Figure 25)
16
 est caractérisé par une 
quantité d’immunoglobuline de type A ≥ 3g/dL, une présence de plasmocyte dans la moelle 
osseuse ≥ 10% et une présence de CRAB (hypercalcémie, insuffisance rénale, anémie et 
lésion osseuse), et l’hypercalcémie est caractérisée par un taux de calcium sérique ≥ 2,6 
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 Une figure présentant concrètement un cas de représentation de diagnostic multi-niveau pour le myélome 
multiple. 




mmol/L. Ce type de définition est illustré de manière générique par les figures suivantes. La 
prise en charge de ce type de représentation par les moteurs d’inférences du web sémantique 






























Figure 6 : Définition multi-niveau d'une maladie.  « Disease Y » a une profondeur 2. 
La gestion des diagnostics multi-niveaux s’appuie sur la propagation transitive 
(Seidenberg & Rector, 2006). Horrocks et Patel-Schneider ont fait ressortir le fait que les 
moteurs d’inférences implémentant les logiques de description classiques ne permettent pas 
de faire ce type d’inférences (propagation transitive) (I. Horrocks & Patel-schneider, 2004). 
Par exemple, soit le patient p ayant les signes et symptômes suivants : « Sym C, Sym D, Sym 
E » (Req 1) pour le premier cas, « Sym A, Sym B, Sym C, Sym D, Sym E » (Req 2) pour le 
second. Avec le moteur d’inférences « Pellet » (Sirin et al., 2007), la Req 1 infère la Disease 

































implémente les logiques de description classiques et il ne peut donner de réponses adéquates 
que si la Req 2 a la même description que les classes décrites dans l’ontologie, c'est-à-dire 
sous la forme suivante : « Sym A, Sym B, Disease X ». Si tel est le cas alors le moteur 
d’inférences infère la Disease Y.  
 
Trois solutions ont été proposées par Rodríguez-González (Rodríguez-González & 
Alor-Hernández, 2013; Rodríguez-González et al., 2011; Rodríguez-González, Labra-Gayo, 
et al., 2012) : (a) l’approche « ADONIS » (Rodríguez-González et al., 2011), (b) l’approche 
« SeDeLo » (Rodríguez-González, Labra-Gayo, et al., 2012) et (c) une troisième approche 
(Rodríguez-González & Alor-Hernández, 2013) consistant à modifier les définitions des 
maladies au niveau de l’ontologie.  
 
La première approche « ADONIS » (Rodríguez-González et al., 2011) consiste à créer 
de nouvelles classes sur la base des définitions des classes Disease X et Disease Y. Cette 
approche respecte l’hypothèse du monde fermé (cf. 3.3.2 et 3.3.2.3) et est implémentée en 
OWL 2 (Patel-Schneider, 2009). Premièrement, une classe de type énumération est créée : 
SymptomsX = oneOf {SymC, SymD, SymE}. Dans cette classe, les éléments {SymC, SymD, 
SymE} sont des instances des classes SymC, SymD et SymE. Ensuite, la classe « Disease 
X » est modifiée comme suit : 
                                     
                       
             
 
Cette nouvelle définition de « Disease X » stipule que ses signes sont dans l’ensemble 
{SymC, SymD, SymE} et uniquement dans cet ensemble (clôture d’axiomes), et que leur 
nombre ne doit pas excéder 3 (cardinalité qualifiée (Rector & Schreiber, 2005)). En 
appliquant la même procédure pour la « Disease Y », on obtient : SymptomsY = oneOf 
{SymA, SymB}   SymptomsX et,  
                                      
                        
             
 
A partir de cette approche (Rodríguez-González et al., 2011) il est possible d’inférer la 
« Disease Y » pour notre requête « Req 2 ». L’utilisation des énumérations (ou inclusif) donne 
plus de souplesse aux inférences, ainsi quel que soit le nombre de signes observés, le système 
produira des résultats adéquats.    
 
La deuxième approche « SeDeLo » (Rodríguez-González, Labra-Gayo, et al., 2012) 
consiste à étendre les fonctionnalités de ADONIS (Rodríguez-González et al., 2011). 
ADONIS, malgré sa capacité à gérer les diagnostics multi-niveaux ne permet pas de gérer les 
définitions de maladies dites simples (Figure 5) d’une part (Rodríguez-González, Labra-Gayo, 
et al., 2012). D’autre part, il ne permet pas d’inférer correctement lorsqu’on a des cas 
composés (Rodríguez-González, Labra-Gayo, et al., 2012). Considérons le patient p ayant la 
Disease X et, les signes SymA et SymB. Le système devrait exclure automatiquement la 
Disease X et inférer la Disease Y ou du moins proposer les deux cas en spécifiant à la limite 
le nombre de signe et les signes liés à chaque cas. Malheureusement, il ne le fait pas, il 
propose la Disease X. Pour pallier cette limite, l’approche SeDeLo ajoute des instructions au 




niveau du moteur d’inférences permettant à ce dernier lors des cycles de raisonnement de : (a) 
mémoriser toutes les maladies liées aux signes observés et, (b) compter les signes observés et 
de les comparer avec le nombre de signes caractérisant chaque maladie mémorisée. Cela 
permet d’avoir un raisonnement incrémental permettant de présenter les différents résultats et 
les informations associées. Cependant, la durée des traitements est excessivement longue, car 
avec cette approche les temps d’inférence peuvent aller jusqu’à 9 heures pour une ontologie 
contenant 5 maladies et 11 signes (Rodríguez-González & Alor-Hernández, 2013). 
 
La troisième approche (Rodríguez-González & Alor-Hernández, 2013) consiste à 
changer la structure de la Req 2 en mettant la Disease X dans la description de la Req 2 à la 
place de Sym C, Sym D et Sym E ou, à modifier la structure de l’ontologie initiale. Dans cette 
optique, toutes les définitions des maladies ayant pour signe d’autres maladies sont modifiées. 
Les maladies contenues dans ces définitions sont remplacées par leurs signes respectifs 
comme l’exemple ci-après pour le cas de Disease Y (Figure 7 et 8). 
 
 
Figure 7: Nouvelle définition de la classe Disease Y.  La classe Disease X a été éclatée en mettant les signes 










Figure 8: Nouvelle définition de la classe Disease Y. 
Cette approche présente des avantages car (Rodríguez-González & Alor-Hernández, 
2013) : (a) elle permet d’inférer directement la « Disease Y » en mettant ses signes (Sym A et 
Sym B) plus les signes de la « Disease X » (Sym C, Sym D et Sym E), (b) elle facilite la 
génération des règles. Il est possible de générer les règles JenaRules pour chaque classe 
directement sans faire de boucles récursives car toutes les définitions sont de niveaux 1 et, (c) 
les temps de traitement sont mieux qu’avec l’approche SeDeLo. En effet, la durée moyenne 






















réinitialisation du moteur d’inférences) dans le pire des cas pour une ontologie ayant 24 
maladies, 197 signes et 27 diagnostiques. 
 
Dans une certaine mesure, la gestion des diagnostics multi-niveaux pose encore des 
problèmes car elle est conditionnée par la modification des ontologies. Ces modifications sont 
caractérisées par l’ajout de nouvelles restrictions ou par la modification des restrictions 
existantes (Rodríguez-González & Alor-Hernández, 2013). Ces modifications rendent ensuite 
les tâches de raisonnement très délicates à gérer. D’autre part, les méthodes n’ont été testées 
et évaluées que sur des petites ontologies (en moyenne 15 diagnostics/maladies). 
3.3.4.2 ODDIN et les probabilités 
L’approche décrite (García-crespo et al., 2010) pour ODDIN concerne une ontologie 
contenant les connaissances (les signes et les symptômes) sur les maladies et un fichier 
externe contenant les couples (maladie, observation) probabilisés (CPT) et les probabilités a 
priori (PP).  Le moteur d’inférences à chaque cycle de raisonnement fait la correspondance 
entre les observations, le diagnostic potentiel et le fichier externe pour extraire les probabilités 
(CPT et PP) afin de dériver les probabilités des maladies. Les observations ici concernent 
l’âge et le sexe du patient, les signes cliniques, les résultats d’examen, les antécédents 
familiaux, etc. 
 
Les probabilités a postériori, c'est-à-dire les probabilités après la prise en compte des 
observations sont dérivées via la méthode de Bayes (Smets, 2005).  
 
Les limites de cette approche sont les suivantes : (a) l’utilisation d’un fichier externe 
pour la prise en compte des probabilités impose l’exploitation de deux modèles distincts 
(l’ontologie et le fichier des probabilités). Cela entraine des difficultés pour la maintenance de 
l’ontologie et des temps d’inférence plus longs. En effet, le moteur d’inférences doit faire en 
permanence une mise en correspondance entre les deux modèles pour extraire les CPT et PP. 
(b) Les systèmes probabilistes ne sont pas exportables (Seroussi et al., 2013), plus 
précisément les PP ne sont pas exportables. Ces systèmes doivent tenir compte des bases de 
données locales qui permettent de réviser (affiner) les probabilités initiales fournies par les 
experts du domaine. 
3.3.4.3 Ontologie et connaissances imprécises et vagues 
Les connaissances imprécises et vagues, encore appelées connaissances floues ou 
connaissances mal définies (Bouchon-Meunier, 2007) sont fréquentes en médecine. On pourra 
citer par exemple l’hypercalcémie, l’anémie, l’insuffisance rénale, etc. Dans la littérature deux 
approches majeures (Fernando Bobillo, 2008; Peelen et al., 2007) sont proposées pour 
représenter et prendre en compte ce type de connaissances lors des processus de 
raisonnement.  
 
La première approche proposée par Peelen (Peelen et al., 2007) consiste à représenter 
ces connaissances en se référant à leurs définitions précises disponibles dans la littérature. Par 
exemple, l’hypercalcémie est une quantité du calcium sérique supérieure à 2,6 mmol/L 
(Duron, 1999), l’anémie est une quantité d’hémoglobine inférieure à 10 g/dL (de Besoist, 
McLean, Egli, & Cogswell, 2008). D’autres signes ou paramètres peuvent être ajoutés à ces 




définitions. A ce moment-là, les extensions « SHOIN(D), SROIQ(D), etc. » des logiques de 
description classiques peuvent être utilisées. 
 
Lorsque ces définitions ne sont pas disponibles, on utilise des approximations, par 
exemple « faible quantité d’Immunoglobuline de type A ». Ces approximations sont gérées 
par la seconde approche qui utilise la logique floue (Bouchon-Meunier, 2007), plus 
précisément une extension
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 des logiques de description implémentant la logique floue 
« Fuzzy DL » (Straccia, 1998). Fernando Bobillo (Fernando Bobillo, 2008) propose un outil 
« DeLorean » (Bobillo, Delgado, & G´omez-Romero, 2008; Bobillo, Delgado, & Gómez-
Romero, 2012) mettant en œuvre la Fuzzy DL. DeLorean implémente une approche consistant 
à transformer une ontologie contenant des concepts flous en une ontologie classique (avec des 
concepts non-flous). Cette ontologie résultante peut être ensuite exploitée avec les moteurs 
d’inférences classiques du Web sémantique.  
 
Toutefois, nous nous focalisons uniquement sur la première approche (Peelen et al., 
2007) dans ce mémoire, pour plus de détails sur la seconde approche lire (Fernando Bobillo, 
2008). 
 
Peelen (Peelen et al., 2007) propose 4 niveaux d’opérationnalisation (Tableau 2)(Figure 
9) : (a) le premier niveau très abstrait concerne la « condition » à observer pour qu’un patient 
soit atteint d’une pathologie donnée, (b) le deuxième niveau se focalise sur l’individualisation 
des « signes et symptômes », (c) le troisième niveau concerne l’évaluation ou la « mesure » 
des signes et symptômes et, (d) le dernier niveau, plus concret concerne les termes utilisés 
pour définir les valeurs seuils pour ces mesures.  
Tableau 2: Les 4 niveaux d’opérationnalisation des maladies (Peelen et al., 2007). 




L’ensemble des signes et 
symptômes pour lesquels 
l’observation de tous ou 
d’une partie de ces critères 
implique l’observation ou 







Un critère que peut 
ressentir et exprimer le 
patient ou alors qui peut 




Immunoglobuline de type A 
 
Mesure 
Résultat d’une évaluation 
faite par le médecin 
Quantité de l’Immunoglobuline de type A inférieure à celle d’un 
myélome multiple 
ou 




Ce seuil détermine si le 
résultat de l’évaluation 
indique que le signe ou le 




Quantité de l’immunoglobuline de type A < 3g/dL 
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 Dans ce contexte, nous parlons de nouveaux constructeurs ajoutés au langage de base pour couvrir des besoins 
spécifiques. Cette notion est utilisée dans d’autres sous-sections. 

















Figure 9 : Une partie de la description d’une MGUS pour mettre en exergue les niveaux 
d’opérationnalisation d’une ontologie (Peelen et al., 2007). 
Cette approche permet de mieux qualifier les concepts mal définis lorsque les 
définitions précises sont disponibles. Les valeurs seuils peuvent être exprimées 
quantitativement ou qualitativement. Par exemple, la quantité de l’immunoglobuline de type 
A < 3g/dL peut être exprimée en utilisant une valeur numérique. Et pour l’exprimer 
qualitativement, Peelen (Peelen et al., 2007) propose de créer une hiérarchie de concepts 
comme ci-après : 
 
Quantité de l’immunoglobuline de type A 
  Quantité de l’immunoglobuline de type A < 3g/dL 
Quantité de l’immunoglobuline de type A ≥ 3g/dL 
 
Cette approche (Peelen et al., 2007) présente l’intérêt d’être facile de mise en œuvre et 
surtout d’être exploitable via les versions standards des langages du web sémantique. 
3.3.4.4 Ontologie et probabilité 
Notre objectif n’est pas de traiter de la nature des probabilités, à savoir subjectives ou 
objectives, mais plutôt de se concentrer sur les capacités des outils du web sémantique à les 
représenter dans un modèle ontologique. C'est-à-dire comment représenter ces valeurs réelles 
dans une ontologie afin de pouvoir dire qu’une maladie M a pour signe S avec une probabilité 
p. Tous les travaux actuels se focalisent sur les ontologies et les réseaux bayésiens (RB), à 
savoir, comment produire un RB à partir d’une ontologie ? A ce sujet, les travaux de Fenz 
(Fenz, 2012) présentent adéquatement un état de l’art dans le domaine. 
Gammapathie monoclonale à signification indéterminée 
(MGUS) 
Tous 
Immunoglobuline de type A 
Quantité de l’Immunoglobuline de type A inférieure à celle d’un myélome multiple 
ou  
Faible quantité de l’immunoglobuline de type A 
Quantité de l’immunoglobuline de type A < 3g/dL 
Condition 
Signes and Symptômes 
Mesure 
Valeur seuil 




Conventionnellement les ontologies contiennent des concepts et des relations organisés 
de façon déterministe (les relations entre concepts sont exprimées sans les probabilités). De 
façon générale, les relations de type « est_un » (is_a en anglais) sont déterministes, par 
exemple, la lésion lytique est une lésion osseuse et le myélome multiple est une maladie 
plasmocytaire. En revanche, la prévalence d’une MGUS pour une population donnée est de 
nature probabiliste. Il en est de même pour les relations entre les maladies et les signes ou les 
symptômes. Par exemple, la probabilité p de la survenue d’un signe S pour une maladie M.  
 
Dans la littérature, plusieurs approches ont été proposées, elles reposent sur : (a) la 
construction de réseau bayésien (RB) à partir d’une ontologie, (b) l’extension des langages de 
représentation des connaissances, et (c) la création de nouvelles relations pour exprimer les 
connaissances probabilistes. L’utilité des RB à ce niveau se justifie pour plusieurs raisons. Les 
RB permettent de quantifier les croyances via des probabilités a priori et des probabilités 
conditionnelles fournies par des experts du domaine ou calculer à partir d’une base de cas 
existante (Kayaalp, 2005). Un RB est un graphe causal auquel on a associé une représentation 
probabiliste sous-jacente (Naïm, Wuillemin, Leray, Pourret, & Becker, 2007). Plus 
précisément, Richard Neapolitan (Neapolitan, 2003) définit un RB comme une large structure 
graphique permettant de représenter les relations probabilistes entre des variables et de faire 
des inférences. Un RB permet de rendre quantitatif les raisonnements sur les causalités que 
l’on peut faire à l’intérieur du graphe. Les inférences dans ce type de représentation consiste à 
calculer les probabilités conditionnelles d’événements reliés les uns aux autres par des 
relations de cause à effet. Il tient compte simultanément des connaissances a priori et des 
données entrées au fur et à mesure de son utilisation. Les RB fournissent un moyen de 
représentation de l'incertitude, c'est-à-dire un moyen de combiner les connaissances a priori 
avec des observations et une théorie d’apprentissage statistique permettant potentiellement 
d’affiner l'ontologie. A ces raisons, s’ajoute le fait que les RB ont une structure similaire à la 
structure des graphes RDF d’une ontologie en OWL car, ils sont tous des graphes orientés et 
ils implémentent des correspondances entre les nœuds et les arcs de leurs graphes (Ding, 
Peng, & Pan, 2006). Les classes et les instances d’une ontologie OWL deviennent des nœuds 
dans un RB et les relations d’une ontologie OWL deviennent des arcs probabilisés dans un 
RB. 
 
Nous avons recensé dans la littérature trois travaux : (a) la construction des RB à partir 
d’une ontologie et d’une table de probabilités conditionnelles (Fenz, 2012), (b) l’extension du 
langage de représentation des connaissances OWL (McGuinness & Harmelen, 2004) en OWL 
probabiliste (PROWL) (Cesar, Costa, Laskey, & Laskey, 2005; Kathryn Blackmond Laskey 
& Haberlin, 2011), (c) l’ajout de nouvelles relations (Bertaud-Gounot, 2008) munies d’une 
sorte de facteur de certitude (tiré du système MYCIN (Buchanan & Shortliffe, 1984)).  
 
L’approche proposée par Fenz (Fenz, 2012) consiste à construire un RB à partir d’une 
ontologie existante et une table de probabilités conditionnelles. Elle a fait l’objet de la mise en 




place d’un plug-in18 pour PROTÉGÉ 4.1. De manière général, un RB de n variables est un 
graphe orienté acyclique (DAG) de n nœuds reliés par des arcs ou flèches orientées. Un nœud 
Xi dans le DAG correspond aux variables, et les arcs entre deux nœuds représentent des liens 
causaux ou des relations d’influences d’un nœud par rapport à un autre. L’incertitude des 
relations causales est représentée localement par une table de probabilités conditionnelles 
(CPT) P(Xi|Πi) associées à chaque nœud Xi, avec Πi l’ensemble des parents de Xi. La 
distribution des probabilités de X = (X1,….,Xn) peut s’exprimer sous forme de produit de 
probabilités conditionnelles dans le réseau (Naïm et al., 2007) : 
       ∏        
 
   
 
Cette approche s’appuie sur l’utilisation d’une ontologie existante, une CPT et le 
logiciel Norsys Netica Bayesian Network
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 (NNBN) pour construire un RB. NNBN élabore 
un RB à partir des classes, des relations et des instances contenues dans l’ontologie. Cette 
construction s’appuie uniquement sur les classes, les relations et les instances contenues dans 
l’ontologie et se déroule en quatre étapes : 
 La sélection des classes, des instances et des relations pertinentes. Cette phase est 
importante car elle permet à l’expert du domaine de se rassurer qu’il n’y aura pas 
d’informations redondantes dans le RB. Par exemple, Si A est influencé par B et B est 
influencé par C, les relations de B à A et de C à B seront les seules à être extraites. La 
relation de C à A ne sera pas extraite. 
 La création de la structure du RB : le RB est automatiquement construit grâce au 
logiciel NNBN à partir des classes, des relations et des instances extraites 
précédemment. 
 La construction de la CPT. 
 L’intégration dans le RB des connaissances factuelles existant dans l’ontologie. 
Cette approche présente deux avantages : (a) elle s’appuie sur une ontologie existante, et 
permet par conséquent de conserver une partie de la sémantique du domaine et (b) elle ne 
requiert aucune extension du langage OWL.  
Cependant, son unique limite tient du fait qu’elle ne permette de faire que du 
raisonnement probabiliste. C’est une limite importante (pour des raisons citées 
précédemment) (Seroussi et al., 2013) (cf. 1.1, 2.3 et 2.3.3), si on veut utiliser le modèle qui 
découle de ces transformations (Fenz, 2012) pour faire du diagnostic médical (cf. 2.3).  
 
Paulo Cesar (Cesar et al., 2005; Kathryn Blackmond Laskey & Haberlin, 2011) 
procèdent par extension du langage d’ontologie OWL (McGuinness & Harmelen, 2004), cette 
extension est PROWL (OWL probabiliste). PROWL fournit des constructeurs spécifiques 
pour modéliser les connaissances à caractères incertains (de nature probabiliste) dans les 
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ontologies et un moteur d’inférences probabiliste. La logique de base de PROWL est celle de 
la Multi-Entity Bayesian Network (MEBN) (Kathryn B Laskey & Costa, 2005). Le MEBN est 
un système formel de représentation des connaissances intégrant la logique de premier ordre 
(LPO) avec la théorie bayésienne des probabilités (BPT). La représentation du MEBN 
s’appuie sur les entités, les attributs et les relations de l’ontologie. Les connaissances 
probabilistes sont exprimées sous forme de collection de MEBN fragments (MFrags). Un 
MFrags est une structure qui représente des connaissances probabilistes (probabilités 
conditionnelles) pour une collection d’hypothèses et les informations associées (par exemple 
les maladies et les signes). PROWL permet de capturer les connaissances d’un domaine sous 
forme d’un ensemble de MFrags et utilise les informations probabilistes qui y sont 
enregistrées pour produire des réponses aux requêtes (Kathryn Blackmond Laskey & 
Haberlin, 2011). Selon Fenz (Fenz, 2012) le seul inconvénient de ce nouveau langage est qu’il 
n’est pas encore recommandé par le W3C. 
 
Bertaud-Gounot (Bertaud-Gounot, 2008) procède par la création de nouvelles relations 
pour exprimer les connaissances probabilistes dans une ontologie. Bertaud-Gounot s’appuie 
sur les relations « diagnoses », « justifies » et créé des sous relations correspondantes, par 
exemple « a pour diagnostic probable » (« probably diagnoses ») à laquelle est rattachée un 
indice de certitude de +0,6. Cette technique trouve son origine dans les travaux de Bruce 
Buchanan et Edward Shortliffe (Buchanan & Shortliffe, 1984) sur le système MYCIN. En 
effet, dans MYCIN les règles et les faits ont des facteurs de certitude qui déterminent la 
croyance que les décideurs ont sur une règle ou un fait. Ensuite, des règles de calcul fondées 
sur la logique floue (Zadeh, 1965; Zalila et al., 2008) sont intégrées dans le moteur 
d’inférences pour agréger ces facteurs de certitude lors des inférences. 
3.3.4.5 Ontologie et signes négatifs ou signe absent « negative finding » 
L’expression « signe négatif » concerne tous les signes qui sont exprimés avec des négations, 
par exemple, « pas de douleur lombaire, absence de fièvre, pas de métastase ». C’est aussi, 
dans certaines situations un signe dont c’est l’absence qui a une signification, par exemple 
l’absence de CRAB (hypercalcémie, insuffisance rénale, anémie, lésion osseuse) est 
caractéristique de la gammapathie monoclonale à signification indéterminée (Rajkumar, 
2011).  
 
Des études ont permis de mettre en évidence la fréquence et l’importance des signes 
négatifs en médecine (Elkin et al., 2005; Pradeep & Prakash, 2001). Par exemple, une étude 
dans le CHU de l’Université John Hopkins a révélé que sur 14791 concepts cliniques 
retrouvés dans 41 dossiers médicaux
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, 1823 concepts (soit environ 12,3%) ont été identifiés 
comme négatifs par un expert (Elkin et al., 2005). 
 
L’importance des signes résident sur le fait qu’un dossier médical non renseigné sur des 
signes négatifs pertinents peut avoir des conséquences médico-légales. Ainsi, en 1998, un 
conseil d’experts indépendants du système national de santé britannique « National Health 
System » (NHS) appelé pour juger un cas spécifique a conclu que la tenue du dossier médical 
était en dessous du niveau de bonne pratique car des signes négatifs, tels que l’absence 
d’odeur de cétones dans l’haleine d’une patiente diabétique n’avaient pas été mentionnés 
(Health Service Ombudsman for England, 1998). Aux États-Unis, le règlement des systèmes 
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 Ces dossiers ont été extraits d’une base de données dans le CHU de l’Université John Hopkins 




Medicare et Medicaid stipule que le médecin doit indiquer les signes négatifs anormaux et 
pertinents relevés lors de l’examen d’une partie du corps symptomatique (Ceusters et al., 
2006, 2007). 
 
Pour représenter les signes négatifs Bertaud-Gounot (Bertaud-Gounot, 2008) a procédé 
par la création de nouveaux concepts, c’est-à-dire un concept dit positif et un autre, dit 
négatif. Par exemple, pour représenter le fait qu’il « n’y a pas de métastase au poumon », il 
faut créer un concept « pas de métastase », cela donne « Entité : poumon » « Relation : a » « 
Entité : pas de métastase ». 
 
Werner Ceusters (Ceusters et al., 2006, 2007) propose en revanche de créer une 
nouvelle relation « lacks, (« n’a pas ») » qui permet d’avoir « Entité : poumon » « Relation : 
lacks » « Entité : métastase ». Cette approche est similaire à celle utilisée par le « National 
Cancer Institute Thesaurus » (NCIT) (Golbeck et al., 2003) pour les relations de type 
« Excludes » qui traduisent le fait qu’une maladie exclut un signe. 
3.3.4.6 Ontologie et raisonnement abductif 
Pour rappel, le diagnostic médical est abductif (Walton, 2004). Le raisonnement abductif 
permet de produire la meilleure hypothèse explicative d’un fait. Dans notre cas, il consiste à 
produire l’hypothèse de maladie la plus significative pouvant justifier la survenue d’un signe 
ou d’un symptôme. En effet, un moteur d’inférences mettant en œuvre un raisonnement 
abductif exploite une base de connaissances contenant les triplets (maladie, signe ou 
symptôme, relation) et, à partir des observations (signes et symptômes) effectuées, il extrait 
les maladies ou hypothèses de maladies correspondantes en fonction des situations 
matérialisées par les relations (est une cause, est une manifestation, est un site anatomique, 
exclut, implique etc.). Cory Henson (Henson et al., 2011) propose une approche permettant de 
mettre en œuvre le raisonnement abductif dans une ontologie. Cette approche consiste à 











Figure 10 : Exemple de base de connaissances modélisée selon l’approche PCT (Henson et al., 2011). 
 





Explications ou hypothèses 












En effet, selon Cory Henson (Henson et al., 2011), le langage OWL ne fournit pas de 
constructeurs natifs permettant de prendre en charge le raisonnement abductif. Il propose pour 
cela une approche mettant en œuvre le « Parsimonious Covering Theory » (PCT) (Reggia & 
Peng, 1987). Le PCT est un modèle formel pour le diagnostic médical dans lequel les 
connaissances sur les maladies sont représentées sous forme d’un réseau causal. Le but de ce 
modèle est de permettre au moteur d’inférences d’extraire l’hypothèse de maladie la plus 
plausible à partir des signes et symptômes observés. L’hypothèse la plus plausible dans ce 
contexte est celle ayant le moins d’observations (Sensoy, Fokoue, Srivatsa, & Pan, 2011). 
 
Cette approche (Henson et al., 2011) présente l’avantage de ne requérir aucune 
extension particulière du langage OWL. Elle permet de prendre en charge lors des inférences 
des informations incomplètes (une partie des signes ou des symptômes décrivant une 
maladie). Cependant, sa limite repose sur le fait que les poids des signes pour les maladies 
sont les mêmes car le critère discriminant entre les hypothèses de maladies produites est le 
nombre d’observations les impliquant. Une approche prenant en compte les probabilités dans 
un moteur d’inférences abductif a été proposée par Murat Sensoy (Sensoy et al., 2011). Cette 
proposition consiste à s’appuyer sur le contenu de la ABox et à calculer les fréquences des 
observations pour chaque hypothèse de maladie produite. Ces fréquences permettent ensuite 
de produire les probabilités des hypothèses de maladie. 
3.4 Redéfinition des objectifs 
3.4.1 Problématique 
Notre but principal est la modélisation des signes dans les ontologies biomédicales pour l’aide 
au diagnostic médical. Ce but s’appuie sur le fait que les ontologies en plus de permettre de 
faire de l’aide à la décision, facilitent l’intégration des données entre systèmes et 
l’interopérabilité entre systèmes. De ce fait, les ontologies permettent de palier une des 
insuffisances des précédents systèmes d’aide à la décision médicale (cf. 1.1), l’intégration au 
système d’information hospitalier (SIH).  
 
En effet, l’intégration au SIH permet d’obtenir automatiquement les pré-requis (signes, 
symptômes, antécédents, etc.) du patient utiles pour le raisonnement du médecin. Mais avant 
une intégration au SIH, un système doit avoir une base de connaissances en adéquation avec 
les connaissances du domaine d’une part, et d’autre part, le système doit s’appuyer sur un 
moteur d’inférences performant. C’est pour ces raisons que nous devons proposer des 
méthodes générales de construction des modèles de connaissances ontologiques sur les 
maladies et mettre en place un moteur d’inférences permettant d’apporter une aide 
substantielle au médecin dans son processus du diagnostic médical.  
 
Ces modèles de connaissances doivent contenir des connaissances du domaine 
(connaissances déclaratives et procédurales sur les maladies) et des connaissances de contrôle 
(celles liées au processus du diagnostic médical) (Clancey, 1983; Newell, 1973; Turban & 
Liang, 2005). Quels objectifs cherchons-nous à atteindre en mettant en place un modèle 
unique ? Surtout, comment intégrer toutes ces connaissances (déclaratives, procédurales et de 
contrôle) et les faire cohabiter dans un seul et unique modèle ? 
 




Les systèmes existants, même ceux développés avec des modèles ontologiques ne 
séparent pas suffisamment les connaissances du domaine et les connaissances de contrôle. En 
effet, nous avons vu dans les précédentes sections que les descriptions des maladies sont 
modifiées afin d’être utilisables à des fins de diagnostic médical, surtout pour les cas 
concernant les diagnostics multi-niveaux (Rodríguez-González & Alor-Hernández, 2013). 
Quels sont les intérêts d’une telle séparation ? Quelle méthode ou approche mettre en œuvre 
pour garantir cette séparation ?  
 
Le diagnostic médical est abductif (Pottier & Planchon, 2011; Walton, 2004) et son 
objectif est de produire la meilleure explication permettant de justifier la survenue d’un  signe 
ou d’un symptôme. Ce raisonnement est incrémental car une hypothèse préalablement 
produite peut être confirmée ou peut être remise en cause par la survenue d’un nouveau signe 
ou symptôme. Alors, comment mettre en œuvre un mode de raisonnement abductif sur un 
modèle de connaissances ontologique ?  
 
Selon Cory Henson (Henson et al., 2011) l’hypothèse la plus plausible produite via un 
raisonnement abductif est celle ayant le moins d’observations. Cela suppose que les signes ont 
tous les mêmes poids pour toutes les maladies, ce qui dans la réalité ne l’est pas. A ce niveau 
l’intégration des poids (probabilités) des signes pour les maladies dans le modèle s’avère 
nécessaire. Est-il possible d’intégrer des probabilités dans un modèle sous forme de PCT (cf. 
3.3.4.6) ? Si oui, comment intégrer ces probabilités ? 
 
Les méthodes probabilistes (méthode de Bayes (Aronoff, 2010)) s’appuient sur des 
théories bien établies (Negnevitsky, 2002b) et elles ont fait l’objet de plusieurs mises en 
œuvre (De Dombal et al., 1972; Mendonça, 2004; Miller, 2009; Vikram & Karjodkar, 2009). 
Cependant, nous devons tenir compte du fait que ces modèles ne sont pas transférables 
(exportables) (Seroussi et al., 2013) et requièrent toujours une phase d’apprentissage (cf. 1.1). 
L’utilisation de la méthode de Bayes requiert la présence de certains paramètres, à savoir la 
prévalence des maladies, la sensibilité et la spécificité des signes pour les maladies (cf. 2.4). 
La production de la spécificité d’un signe pour une maladie requiert la prise en compte des 
vrais négatifs (VN). Cet effectif (VN) est lié aux signes absents. Comment intégrer ces signes 
absents ? Et, comment les manipuler ? 
3.4.2 Objectifs 
Nous voulons proposer et valider des méthodes générales de construction d’ontologies 
biomédicales permettant de faire du diagnostic médical et mettre en place un moteur 
d’inférences en utilisant les technologies du web sémantique. 
3.4.2.1 Modèle de connaissance 
Ces ontologies doivent tenir compte de la typologie des connaissances définie par Grundstein 
(Grundstein et al., 1988a) : 
 Les connaissances déclaratives. Par exemple, un MM est une maladie plasmocytaire 
(Rajkumar, 2011). La prévalence d’une MGUS pour les personnes de plus de 70 ans 
est de 5% (Kyle, Francis, & Vincent, 2011; Watanaboonyongcharoen, Nakorn, 
Rojnuckarin, Lawasut, & Intragumtornchai, 2012). 
 Les connaissances procédurales. Par exemple, si la patient a une quantité 
d’immunoglobuline de type A < 3g/dL, Alors penser à une MGUS (Prcela et al., 




2008). On peut aussi avoir des règles permettant de calculer les rapports de 
vraisemblance à partir des sensibilités et spécificités des signes pour les maladies. 
 Les connaissances de contrôle. Par exemple, pour les signes « présents » utiliser ce 
type de connaissances, sinon utiliser tels autres types de connaissances. On peut aussi 
avoir des règles utiles pour définir les catégories de signes (Signes biologiques, signes 
radiologiques, etc.). 
A partir des modèles ontologiques élaborées nous produirons des ensembles de règles qui 
seront utiles pour les moteurs d’inférences dans la production des hypothèses de maladies. 
3.4.2.2 Système d’aide à la décision à base d’ontologie (ODES) 
Les ensembles de règles produits seront exploités via un système d’aide à la décision. Ce 
système permettra de présenter le contenu des modèles ontologiques à un praticien afin de 
l’aider dans ces tâches. Ce système doit fournir une interface adaptative (Frank & Szekely, 
1998) en fonction du contenu de l’ontologie. La structure du contenu de l’interface est définie 
par certaines connaissances de contrôle. Ce système doit aussi fournir des explications 
(Negnevitsky, 2002c) sur son raisonnement guidées par les connaissances de contrôle. 
3.5 Conclusion 
Dans ce chapitre, nous avons présenté les typologies des connaissances via la différenciation 
des connaissances en elles-mêmes (déclarative, procédurale et contrôle). Nous avons ensuite 
présenté les langages de représentation des connaissances et les travaux existants dans la 
littérature traitant des ontologies. Il ressort de cela que le modèle ontologique permet 
potentiellement de mettre en œuvre un modèle de connaissances sur les maladies prenant en 
compte la complexité du domaine médical. En effet, les ontologies donnent la possibilité :  
 d’avoir un modèle de connaissances sur les maladies via la définition des relations 
entre les maladies et les signes, comme fait par García-crespo dans ODDIN (García-
crespo et al., 2010), Charles le MOING (Le Moing, 2009) et Bertaud-Gounot 
(Bertaud-Gounot, 2008). 
 d’intégrer des règles (Jovic, Prcela, & Gamberger, 2007; Prcela et al., 2008).  
 de pouvoir formaliser le raisonnement médical via l’ajout de nouvelles relations 
(Bertaud-Gounot, 2008), ou par la création d’un réseau causal suivant le modèle PCT 
(Henson et al., 2011). 
 de pouvoir représenter les probabilités (Fenz, 2012). 
 d’avoir un modèle réutilisable (Gruber, 1995; Neches et al., 1991; Studer et al., 1998). 
 de pouvoir représenter les signes négatifs ou absents (Bertaud-Gounot, 2008; Ceusters 
et al., 2006, 2007). 
Et enfin, nous avons présenté la problématique et les objectifs détaillées de ce travail. 
Tout au long des chapitres qui vont suivre nous proposerons des réponses aux questions 
présentées ci-haut.  
 
Pour la suite, les noms et les contenus des figures, des équations, des classes, des règles et 
des relations respectent les critères de nommages du National Cancer Institute Thesaurus 
(NCIT) (Ceusters, Barry, & Goldberg, 2005; Fragoso, de Coronado, Haber, Hartel, & Wright, 
2004), comme sur les Figure 11 et Figure 12. 





Matériels et méthodes 
4.1 Matériels 
Nous présentons dans cette section le matériel que nous avons utilisé pour mettre en place les 
méthodes de modélisation des signes dans les ontologies biomédicales et les mécanismes de 
raisonnement associés pour l’aide au diagnostic.  
4.1.1 Le corpus 
Trois domaines d’application ont été sélectionnés, à savoir : les maladies plasmocytaires, les 
urgences odontologiques et les lésions traumatiques du genou. Les articles scientifiques 
sélectionnés sont tous récents (moins de 10 ans) et traitent de l’état des connaissances dans 
ces domaines. Ils contiennent les définitions opérationnelles des pathologies, les approches 
thérapeutiques, etc. 
 
Ces ressources utilisées pour la mise en place des méthodes incluent les taxonomies 
existantes telles que l’ontologie de la « National Cancer Institute Thesaurus » (NCIT) 
(Ceusters et al., 2005; Fragoso et al., 2004), la recommandation de la Haute Autorité de la 
Santé (HAS) intitulée « Recommandations professionnelles : Prise en charge thérapeutique 
des lésions méniscales et des lésions isolées du ligament croisé antérieur du genou chez 
l’adulte » (Haute Autorité de Santé publique, 2008) et les définitions opérationnelles  :  
 des maladies plasmocytaires (Decaux et al., 2006; Kyle et al., 2011; Rajkumar, 2011) 
et,  
 des pathologies en urgences odontologiques (Bertaud-Gounot et al., 2010; 
Kalenderian et al., 2011; Le Moing, 2009; Seon Gyu, Hong-Gee, & Myeng-Ki, 2007; 
Seon Gyu & Hong-Gee, 2006).  
A cela s’ajoute des dossiers patients qui seront utilisés pour tester et évaluer les modèles mis 
en place. 
4.1.1.1 L’ontologie du NCIT  
Le « NCI Thesaurus » est une ontologie (Figure 11) de domaine développée et publiée par 
l’« Enterprise Vocabulary Services » (EVS) un consortium entre le National Cancer Institute 
(NCI) office et le « NCI Center for Bioinformatics » (NCICB). C’est une terminologie de 
référence qui couvre tout le domaine de la cancérologie. Elle a été conçue pour faciliter le 
partage des connaissances et la recherche dans le domaine de la cancérologie. Elle contient 
approximativement 110 000 termes, dont 36 000 concepts, subdivisés en 20 sous domaines, 
incluant les maladies, les médicaments, l’anatomie, les gènes, les produits de gènes, les 
processus biologiques, etc. Chaque concept représente une unité de sens et contient des 
annotations, des synonymes et les labels préférés. Les concepts sont représentés en logique de 
description (LD) et définis par des relations avec d’autres concepts. Il existe 
approximativement 90 types de relations dans cette ontologie. L’intérêt de cette ontologie 
repose sur le fait qu’elle contient plusieurs types de relations qui représentent la sémantique 




du domaine médical (Ceusters et al., 2005; Fragoso et al., 2004). Des types de relations 
(Figure 12) tels que :  
 « Is a », relation taxonomique, 
 « Part of », relation de méronomie, 
 « Has », qui exprime le fait qu’une maladie M donnée a pour signe S, site anatomique 
S1 ou cellule anormale S2, etc. Cette relation stipule aussi que S est constant pour M, 
et que par conséquent si la présence de S confirme la présence de M, alors l’absence 
de S infirmera la présence de M. 
 « Excludes », qui exprime le fait qu’une maladie M exclut le signe S, site anatomique 
S1 ou cellule anormale S2. Cette relation s’apparente à la relation « lacks » introduite 
par Werner Ceusters (Ceusters et al., 2007) dans l’« Open Biological and Biomedical 
Ontology » (OBO). Cette relation stipule aussi que l’absence de S est constant pour 
M, et que par conséquent on peut dire que si la présence de S infirme la présence de 
M, alors l’absence de S confirmera la présence de M.  
 « May_Have », qui exprime le fait qu’une maladie M peut avoir pour signe S, site 
anatomique S1 ou cellule anormale S2. Cette relation stipule aussi que S est 
inconstant pour M, et que par conséquent si la présence de S confirme la présence de 
M, alors l’absence de S n’infirmera pas la présence de M, car l’inconstance de S fait 




Figure 11: Une vue d’une partie de l’ontologie du NCIT dans l’éditeur Protégé 3.4.8. 





Figure 12: Une vue des relations de l’ontologie du NCIT dans Protégé 3.4.8. 
Des travaux ont été menés par Natalya Noy et ses collègues (Noy et al., 2008) sur le 
traitement des relations de type « May_Have », car elles expriment le fait qu’une maladie peut 
avoir un signe ou non, pour illustrer cela, ils prennent le cas suivant : 
Astroblastoma : 
Disease_May_Have_Finding some Necrotic_Change 
 
En effet, cette relation stipule que certaines instances de la maladie « Astroblastoma » 
ont le signe «Necrotic_Change» et d’autres ne l’ont pas ou même, il est possible que 
certaines l’excluent.  La solution proposée par Natalya Noy et ses collègues (Noy et al., 
2008) consiste à faire en sorte que les relations de type « May_Have » subsument les 
relations de types « Has » (Figure 13) 
Figure 13. Cette solution permet d’exprimer les cas où un signe serait optionnel au niveau 




Figure 13: Une vue des relations de l’ontologie du NCIT dans Protégé 3.4.8 après la modification sur la 
hiérarchie des relations apportée par Natalya Noy et ses collègues (Noy et al., 2008). 




Toutes les relations (Tableau 3) d’une ontologie sont caractérisées par un ensemble de 
départ (domaine) et un ensemble d’arrivée (range ou co-domaine). Chaque relation lie une 
instance I1 d’un domaine D à une instance I2 d’un co-domaine R.  
 
Tableau 3: Quelques relations de l’ontologie du NCIT 
Nom Domaine Co-domaine 
Disease_Has_Finding Diseases_and_Disorders Finding 
Disease_Excludes_Finding Diseases_and_Disorders Finding 
Disease_May_Have_Finding Diseases_and_Disorders Finding 
4.1.1.2 Le domaine d’application N° 1 : les maladies plasmocytaires 
Le myélome multiple est une lymphopathie B due à une expansion clonale de plasmocytes 
matures. Au plan tissulaire, on retrouve trois types de lésions, il existe : (a) une augmentation 
de la cellularité de la moelle liée à l’infiltration plasmocytaire mais aussi à la réactivation de 
la moelle  rouge ; (b) une néo-angiogenèse qui se développe, grâce aux cytokines pro-
angiogéniques ; (c) une stimulation des ostéoclastes par les cellules myélomateuses 
responsables de lésions ostéolytiques focales et d’une ostéopénie diffuse (Baur, Bartl, 
Pellengahr, Baltin, & Reiser, 2004). L’évolution des lésions tissulaires se fait de manière 
séquentielle parallèlement à l’évolution clinique de la maladie (Sirohi & Powles, 2004).  
 
Figure 14 : L'évolution clinique du patient se fait parallèlement aux modifications histologiques (Sirohi & 
Powles, 2004). 
Le développement des néo-vaisseaux est une étape importante car ils représentent la 
transition entre le myélome indolent (smoldering myeloma pour les anglo-saxons) et le 
myélome intra-médullaire symptomatique, aggravant le pronostic de la maladie 
(Alexandrakis, Passam, Dambaki, Pappa, & Stathopoulos, 2004; Jakob et al., 2006; Moehler, 
Ho, Goldschmidt, & Barlogie, 2003). Ce passage à la forme symptomatique justifie la prise en 
charge thérapeutique et mérite d’être définie. Outre cette classification en gammapathie 
monoclonale à signification indéterminée (MGUS), « smoldering myeloma » et myélome 
symptomatique, on classe les myélomes classiquement en stades de Durie  et Salmon 
(Angtuaco, Fassas, Walker, Sethi, & Barlogie, 2004) : le stade 1 correspond presque au 
« smoldering myeloma » mais il existe cependant un recouvrement avec le myélome 
symptomatique. Les stades 2 et 3 expriment des niveaux d’aggravation successifs et sont en 
rapport avec la masse tumorale (Durie, 2006). Pour les myélomes symptomatiques, on utilise 
aussi une classification pronostique qui s’appelle ISS (Munshi, 2008). Enfin, une nouvelle 
classification prenant en compte les données de l’imagerie, la classification Durie et Salmon 
PLUS (Durie, 2006) semble avoir un intérêt pour le suivi des patients sous traitement (Carty, 




Shortt, Shelly, Eustace, & O’Connell, 2010; Lin et al., 2010). Les concepts du myélome sont 
bien représentés dans l’ontologie du NCIT, cependant on peut regretter certains manquements 
et certaines incohérences (Bertaud-Gounot, Donfack Guefack, Brilletet, & Duvauferrier, 
2012; Donfack Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012) :  
 une MGUS y est définie comme étant un état cancéreux. Or, dans la littérature une 
MGUS est définie comme état précancéreux, avec une quantité d’immunoglobuline 
de type A < 3g/dL, un taux de plasmocyte dans moelle osseuse < 10% et une absence 
d’atteintes osseuses, d’hypercalcémie, d’anémie et d’insuffisance rénale (CRAB) 
(Decaux et al., 2006; Kyle et al., 2011; Rajkumar, 2011). 
 l’absence des atteintes osseuses, d’hypercalcémie, d’anémie et d’insuffisance rénale 
caractérisant une MGUS n’est pas représentée. 
 la notion de myélome symptomatique qui n’est pas explicitée. 
 la classification Durie et Salmon PLUS très récente n’est pas non plus présente. Par 
ailleurs, certains critères diagnostiques ne sont pas suffisamment précis : on parlera 
d’anémie sans préciser la valeur de l’hémoglobine. Certains de ces manques sont liés 
au manque d’expressivité de la version de OWL avec laquelle a été écrit le NCIT 
(Fragoso et al., 2004). D’autres manques sont liés à la finalité de l’ontologie qui n’est 
pas conçue pour représenter les manifestations des maladies mais plutôt le cadre 
nosologique de la maladie (processus physiopathologiques, sites anatomiques, etc.). 
L’intérêt de ces articles (Angtuaco et al., 2004; Carty et al., 2010; Decaux et al., 2006; 
Durie, 2006; Fragoso et al., 2004; Kyle et al., 2011; Lin et al., 2010; Munshi, 2008; 
Rajkumar, 2011) et de la sous-ontologie du NCIT concernant les maladies plasmocytaires est 
qu’ils montrent clairement que les définitions opérationnelles  des maladies diffèrent des 
définitions ontologiques (Burgun et al., 2005). Il montre aussi que pour faire du diagnostic 
médical, une ontologie doit être opérationnalisée (Peelen et al., 2007) en prenant en compte 
les données de la littérature (Rajkumar, 2011). Selon Martyn Shuttleworth 
l’opérationnalisation (Shuttleworth, 2013) est : « un ensemble de tâches qui consiste à rendre 
opérationnel. ». En d’autres termes, pour ce qui nous concerne, elle consiste à appliquer des 
transformations pour rendre une ontologie utilisable à des fins de diagnostic médical. Les 
travaux de Peelen (Peelen et al., 2007)(cf. 3.3.4.3) montrent les différentes tâches à exécuter 
pour opérationnaliser une ontologie biomédicale. 
 
 
Figure 15: Définition d’une MGUS dans le NCIT (Fragoso et al., 2004). On peut constater l’absence des 
critères CRAB, la définition très vague de la quantité de l’immunoglobuline (ligne sélectionnée). 





Figure 16: Définition d’une MGUS dans la littérature (Kyle et al., 2011; Rajkumar, 2011). 
La formalisation des critères diagnostiques est importante pour une aide au diagnostic 
médical à cause : (a) de la multiplicité des classifications et des critères diagnostiques, et, (b) 
du fait que c’est la classification (maladie) précise du patient qui va conditionner la décision 
thérapeutique. 
4.1.1.3 Le domaine d’application N° 2 : Les urgences odontologiques 
L’urgence dentaire est un motif de consultation très fréquent, aussi bien dans le cadre 
hospitalier qu’en cabinet privé. Il n’est pas rare que la pathologie dentaire demeure longtemps 
asymptomatique, les symptômes n’apparaissant que lorsque la pathologie est déjà entrée en 
phase aigüe. Il existe une grande diversité de pathologies buccales et plus particulièrement 
dentaires. Il est possible de rencontrer plusieurs dizaines de pathologies de la muqueuse 
buccale, avec de multiples étiologies. A cause de cette symptomatologie bucco-dentaire riche 
et complexe, le risque de confusion des pathologies est donc important, surtout dans un 
contexte de stress et de surcharge de travail.  
 
Des travaux dans le domaine odontologiques ont déjà été faits, notamment les travaux 
: (a) de Seon Gyu sur une ontologie des dents manquantes (Seon Gyu & Hong-Gee, 2006) et 
une ontologie de la position des dents (Seon Gyu et al., 2007), (b) de Charles Le Moing (Le 
Moing, 2009) et, (c) de Bertaud-Gounot (Bertaud-Gounot et al., 2010) sur une ontologies des 
urgences odontologiques. 
4.1.1.4 Le domaine d’application N° 3 : Les lésions méniscales et des lésions 
isolées du ligament croisé antérieur du genou chez l’adulte  
Le genou est constitué de plusieurs éléments : les ligaments collatéraux, les ligaments croisés, 
le ménisque, etc. Une lésion du genou peut toucher plusieurs éléments en même temps. 
L’ontologie (Figure 17) contient la représentation de différents types de lésions et les signes 
cliniques associés (Tableau 4). Cette ontologie inclut aussi plusieurs relations (Ceusters et al., 
2005; Fragoso et al., 2004) telles que :  
 « Has_Finding », qui exprime le fait qu’une lésion du genou d a pour signe f. 
 « Excludes_Finding », qui exprime le fait qu’une lésion du genou d n’a jamais pour 
signe f. 
 « May_Have_Finding », qui exprime le fait qu’une lésion du genou d peut avoir pour 
signe f.  
Ces relation sont cruciales dans le processus du diagnostic médical parce qu’elles 
permettent l’expression des règles utilisées par les médecins ou les experts du domaine (cf. 
4.2.3). Les prévalences des lésions pour une population de patients donnée et les sensibilités 




et spécificités des signes pour les lésions (Tableau 4) ont été produites grâce à une étude 
rétrospective en milieu hospitalier. 
  
Dans cette étude, 1000 patients ont été vus en urgence pour un traumatisme du genou et 
134 d’entre eux ont été réévalués 5 jours après le traumatisme dans le service de médecine du 
sport. Cette étude s’est faite dans le cadre d’une évaluation des pratiques professionnelles 
(Haute Autorité de Santé publique, 2008).  
 
Dans ce contexte, le Tableau 4 des probabilités associées à l’ontologie nous permettra 
de tester les méthodes de modélisation des connaissances probabilistes dans l’ontologie que 
nous allons compléter.  
 
 
Figure 17 : Ontologie des signes cliniques des lésions traumatiques du genou. Cette version de l’ontologie 
ne représente que les connaissances qualitatives telles que : les lésions et les signes. Des catégories de 
lésions, de signes et de symptômes sont aussi représentées. 
Le Tableau 4 suivant contient les types de lésions et les signes cliniques associés traités dans 
l’étude. Les correspondances en anglais sont aussi fournies (Wong, Khan, Jayadev, Khan, & 
Johnstone, 2012). 
  




Tableau 4: Prévalences de 4 types de lésions avec les sensibilités et spécificités (se/sp) des signes cliniques 
pour les types de lésions. 
4.1.1.5 Dossiers patients 
Pour la validation des modèles et l’évaluation du système, des dossiers patients anonymisés 
ont été utilisés. (a) 63 dossiers patients fournis par le service de médecine interne de l’hôpital 
sud de Rennes pour l’ontologie des maladies plasmocytaires. (b) 202 dossiers patients fournis 
par l’unité fonctionnelle de Santé Publique et les urgences odontologiques du CHU de Rennes 
pour l’ontologie des urgences odontologiques. Et, (c) 20 dossiers patients fournis par le 
service de médecine du sport du CHU de Rennes pour l’ontologie des signes cliniques et des 
lésions traumatiques du genou.  
4.1.2 Langage et outils de représentation des connaissances 
Les éditeurs d’ontologies utilisés sont Protégé 3.4.8 (ProtegeWiki, 2012) et Protégé 4.x. Le 
langage de représentation des connaissances dans nos ontologies est « OWL » dont les 
constructeurs sont présentés dans le tableau 5 suivant. Le langage de règles utilisé est 




















Douleur de la patella (Patellar pain) 0,02/0,9 0,01/0,87 0,01/0,90 0,04/0,96 
Instabilité (Instability) 0,07/1 0,07/1 0,03/0,90 0,08/0,96 
douleur du creux poplité (Popliteal fossa pain) 0,04/1 0,05/1 0,06/1 0,04/0,96 
douleur du condyle (Condylar pain) 0,16/0,6 0,15/0,64 0,2/0,7 0,16/0,75 
Blocage (Blocking Knee flexion) 0,07/1 0,05/0,92 0,03/0,90 0,12/1 
Réduction d’amplitude (Limited Knee motion) 0,11/0,8 0,07/0,71 0,06/0,77 0,12/0,85 
Plateau tibial (Tibial tray) 0,04/0,9 0,05/0,92 0,03/0,90 0,08/0,96 
Grinding test (Positive grinding test) 0,09/0,9 0,07/0,85 0,03/0,81 0,16/0,96 
Interligne articulaire (Joint space) 0,21/1 0,18/0,57 0,83/0,33 0,37/0,85 
Jerk test (Positive Jerk Test) 0,33/0,9 0,65/0,14 0,4 /0,86 0,29/0,71 
Epanchement (Knees effusion) 0,66/0,6 0,71/0,64 0,73/0,54 0,54/0,32 
Laxité (Positive Lachman) 0,51/0,77 0,62/0,84 0,6/0,65 0,45/0,46 
Ligaments latéraux (Painful palpation of the 
collateral ligament) 
 
0,38/0,4 0,39/0,5 0,3/0,65 0,33/0,5 




Tableau 5: Liste des constructeurs de la logique de description utilisée (Baader, Calvanese, McGuinness, 
Nardi, & Patel-Schneider, 2003). 
Constructeur Syntaxe Sémantique 
Nom de concept C C
I 
Négation de concepts ¬ C ∆I \ CI 









Quantificateur universel       {d1   ∆
I




(d1,d2) → d2   C
I
)} 
Quantificateur existentiel typé       {d1   ∆
I




(d1,d2)   d2   C
I
)} 
Nom de rôles R R
I 









4.1.3 Langages et outils de développement 
Le langage « JAVA » est utilisé pour les développements spécifiques. L’intérêt de ce langage 
repose sur le fait que la majorité des outils et plugins exploités dans le domaine du Web 
sémantique sont écrits en JAVA.  
Les API « OWL » (Horridge & Bechhofer, 2009), « JESS » (Friedman-Hill, 2008), 
« SWRL » (O’Connor, Nyulas, Shankar, Das, & Musen, 2008), « SQWRL » (O’Connor & 
Das, 2009) et « SWRL-IQ » (Elenius, 2012; Ford, 2012) tous écrits en JAVA sont utilisées 
pour les manipulations de nos modèles ontologiques.  
La système de gestion de base de données relationnelles (SGBD) « MYSQL » (Oracle, 
2011) est utilisé pour les tests et les évaluations de la méthode. Nous avons utilisé ce SGBD 
pour faciliter les tests et les évaluations multicentriques. L’éditeur de développement intégré 
utilisé est « Eclipse Juno » (Eclipse-Foundation, 2012). 
4.1.3.1 JESS 
Le moteur de règles JESS permet de gérer les règles SWRL (Friedman-Hill, 2008). JESS 
fonctionne en chaînage avant et arrière, sauf que pour le cas du chaînage arrière les types de 
faits à utiliser doivent être définis. Dans ce contexte, les règles exécutées sont celles 
rattachées à ces types de faits déclarés. Le fonctionnement en chaînage avant est en natif dans 
JESS et le chaînage arrière est simulé. 
4.1.3.2 Semantic Query Enhanced Web Rule Language: SQWRL 
SQWRL « Semantic Query-Enhanced Web Rule Language » est un langage de requête fondé 
sur le langage SWRL pour les ontologies faites en OWL (O’Connor & Das, 2009). Il fournit un 
ensemble de fonctions semblable à du « Sql » pour extraire des connaissances d’une ontologie 
en OWL. Ces requêtes peuvent être écrites via la SWRLTab de PROTÉGÉ. 




4.1.3.3 Semantic Web Rule Language Interrogation Query : SWRL-IQ 
SWRL-IQ « Semantic Web Rule Language –Interrogation Query » (Abburu, 2012; Elenius & 
Riehemann, 2012; Ford, 2012) est un plugin développé par le « SRI International » (Elenius, 
2012) pour Protégé 3.x
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 qui permet de modifier, de sauvegarder et d’exécuter des requêtes en 
s’appuyant sur un moteur d’inférences de type XSB Prolog.  Il fournit : 
 un moteur d’inférences en chaînage arrière. 
 un système de sauvegarde des requêtes sous format XML ou CSV. 
 un journal pour la trace des exécutions. 
 un système d’export des résultats sous différents formats. 
 un système de gestion des relations ayant des arités supérieures à 2. 
SWRL-IQ possède de nombreuses extensions, cependant il ne prend pas en charge le 
raisonnement sur la TBox, c'est-à-dire qu’il ne peut pas par exemple, effectuer des tâches de 
détection de relation de subsomption de classes (Elenius, 2012). 
4.2 Méthodes 
Nous savons que les définitions des maladies contenues dans les ontologies biomédicales 
classiques diffèrent des définitions contenues dans la littérature (Bertaud-Gounot, 
Duvauferrier, et al., 2012; Burgun et al., 2005), donc mettre en place un modèle ontologique 
adapté au diagnostic médical passe par un processus dit d’opérationnalisation (Peelen et al., 
2007). L’opérationnalisation consiste à rendre opérationnel, rendre apte à fonctionner de 
manière productive (Shuttleworth, 2013). Dans notre contexte, ce processus consiste à 
transformer une ontologie biomédicale (ontologie contenant uniquement les connaissances sur 
les maladies, c’est-à-dire la nosologie) en ontologie sémiologique biomédicale (c'est-à-dire 
une ontologie biomédicale adaptée pour le diagnostic médical). En effet, les connaissances 
contenues dans l’ontologie biomédicale sont de type physiopathologique, anatomique, 
biologique, radiologique. Les connaissances contenues dans l’ontologie sémiologique 
biomédicale sont de type physiopathologique, anatomique, biologique, radiologique, 
manifestation (symptôme), critère diagnostique (par exemple m signes parmi n), contrôles, 
etc. Dans cette optique, nous traitons des connaissances (Cléret, Le Beux, & Le Duff, 2001; 
Fagot-Largeault, 2010) : 
 qualitatives non ordonnées, dites nominales ou catégorielles. Ainsi, des lésions 
osseuses sont présentes ou absentes, une douleur du dos peut être accentuée par un 
changement de position ou un effort. La première est dichotomique ou bivaluée car 
elle ne peut prendre que deux valeurs tandis que la seconde est multivaluée. 
 qualitatives ordonnées, dites ordinales. Il existe alors une hiérarchie dans les 
catégories comme, par exemple, pour évaluer la sévérité d’un myélome multiple qui, 
selon la classification de Durie et Salmon (Durie, 2006), est cotée de I à III. 
 quantitatives, dites mesurables qui s’expriment par un nombre. Elles sont continues 
lorsqu’elles peuvent prendre toutes les valeurs comprises dans l’intervalle des 
variations, on peut citer la taille, le poids, la mesure de l’immunoglobuline de type A 
ou la concentration sérique de la créatinine. Elles sont discontinues ou discrètes 
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lorsqu’elles ne peuvent prendre que certaines valeurs, souvent des nombres entiers 
comme la fréquence cardiaque par minute ou le nombre de paquet-année chez un 
fumeur. 
Nous traitons aussi de la représentation : 
 des relations d’arité n (c'est-à-dire les relations ayant des arités supérieures à 2) et les 
notions de réification (cf. 3.3.2.4) pour la prise en compte des connaissances 
probabilistes et multivaluée.  
 des signes absents et des connaissances de contrôle ou de raisonnement. Le 
formalisme de règles SWRL (I. Horrocks et al., 2004) est utilisé pour ces cas. 
 des pathologies multi-niveaux (Rodríguez-González, Torres-Niño, et al., 2012) via 
l’utilisation des propagations transitives (cf. 3.3.4.1) (Seidenberg & Rector, 2006). 
L’ontologie obtenue est ensuite instanciée car l’utilisation du formalisme SWRL 
requiert la présence des instances.  A partir de l’ontologie instanciée et du moteur d’inférences 
JESS (Friedman-Hill, 2008) nous produisons des ensembles (par exemple {signe, maladie, 
relation, probabilités, etc.}). Ces ensembles sont ensuite stockés dans une base de données 
MYSQL pour les tests et les évaluations des méthodes via le système ODES (cf. 4.2.9). 
ODES fournit à partir des ensembles générés précédemment une base de données contenant 
les relations maladies-signes ainsi que les probabilités associées. Une base de cas permettant 
de stocker les décisions des praticiens sert de base de données locale (Seroussi et al., 2013) 
utile pour produire les probabilités propres au site. Un formulaire est généré par le système 
sur la base du contenu de l’ontologie pour le recueil des signes d’un patient donné et un 
moteur d’inférences (abductif et probabiliste) est utilisé pour proposer les diagnostics sur la 
base des signes observés. 
4.2.1 L’opérationnalisation des modèles ontologiques 
La méthodologie qui a été suivie pour l’élaboration des méthodes de modélisation des signes 
dans les ontologies biomédicales et des mécanismes de raisonnement associés pour l’aide au 
diagnostic s’appuie sur la méthode d’opérationnalisation d’une ontologie à quatre niveaux 
proposée par Peelen (Peelen et al., 2007).  
Les connaissances des trois domaines d’application étant toutes bien définies (définition 
claire, précise, sans ambigüité) dans la littérature, nous n’avons pas eu recours à l’utilisation 
de la logique floue (Zadeh, 1965) ou de la « Fuzzy DL » (Bobillo & Straccia, 2008; Fernando 
Bobillo, 2008) pour exprimer certaines connaissances (cf. 3.3.4.3). 
Pour illustrer ces méthodes nous utilisons l’exemple de la gammapathie monoclonale à 
signification indéterminée (MGUS) et du myélome multiple (MM).  
 
Pour rappel une MGUS est caractérisée par une quantité d’immunoglobuline de type A 
< 3g/dL, un taux de plasmocytes dans la moelle osseuse < 10% et une absence de CRAB 
(hypercalcémie, insuffisance rénale, anémie et lésion osseuse) (Grosbois, Decaux, Guenet, 
Goasguen, & Jego, 2009; Rajkumar, 2011). Une hypercalcémie est caractérisée par un taux de 
calcium sérique supérieur à 2,6 mmol/L (Duron, 1999). Une anémie est caractérisée par un 




taux d’hémoglobine dans le sang inférieur à 10 g/dL (de Besoist et al., 2008). Une MGUS a 
une prévalence de 5% pour les patients âgés de 70 ans et plus. La mesure de 
l’immunoglobuline de type A < 3 g/dL a une sensibilité de 25% et une spécificité de 90% 
pour une MGUS (Kyle et al., 2011; Watanaboonyongcharoen et al., 2012).  
 
Le MM est caractérisé par une quantité d’immunoglobuline de type A ≥ 3 g/dL, un taux 
de plasmocytes dans la moelle osseuse  ≥ 10% et une présence de CRAB (Rajkumar, 2011).  
 
Pour la clarté des schémas, les termes et abréviations du Tableau 6 seront utilisés. Sur 
tous les schémas le sens de la lecture est celui des flèches. Par exemple, sur la Figure 19 on a 
une « MGUS » a pour signe « l’immunoglobuline de type A avec une quantité inférieure à 
3g/dL ». 
 
Tableau 6 : Abréviations pour les schémas 
Nom long Terme ou Abréviation 
Immunoglobuline de type A IgA 
Quantité Immunoglobuline de type A IgA_Measurement 
Quantité Immunoglobuline de type A < 3g/dL IgA_Measurement_Less_Than_3g_Per_dL 
Quantité Immunoglobuline de type A ≥ 3g/dL IgA_Measurement_More_Than_Or_Equal_3g_Per_dL 
Hémoglobine < 10g/dL HM_Measurement_Less_Than_10g_Per_dL 
Taux de Calcium sérique > 2,6 mmol/L, 
Taux de Calcium sérique < 2,6 mmol/L 
SC_Measurement_More_Than_2_6mmol_Per_L, 
SC_Measurement_Less_Than_2_6mmol_Per_L 
Taux de Plasmocyte dans la moelle osseuse CBM 
Gammapathie Monoclonale à signification 
indéterminée 
MGUS 
Myélome Multiple MM 
4.2.1.1 Les connaissances dichotomiques (bivaluées) 
Dans ce contexte toutes les connaissances quantitatives sont transformées en connaissances 
qualitatives via la discrétisation. La discrétisation consiste à réaliser un découpage des 
connaissances quantitatives en classes. Alors, une connaissance comme « faible quantité de 
l’immunoglobuline de type A » devient « Quantité de l’immunoglobuline de type A < 3 
g/dL » pour être conforme aux données de la littérature (Rajkumar, 2011). On peut étendre 
cela au concept « IgA_Measurement » qui via une spécialisation est découpée en deux classes 
(Figure 18) : IgA_Measurement_Less_Than_3g_Per_dL (condition pour une MGUS) et 
IgA_Measurement_More_Than_or_Equal_3g_Per_dL (condition pour un MM). 
  
















Figure 18: Spécialisation du concept IgA_Measurement en utilisant les données de la littérature. Les deux 
spécialisations sont respectivement des conditions de MM et MGUS. 
Deux étapes sont nécessaires, une première permettant de mieux exprimer le concept en 
caractérisant la valeur seuil et la deuxième étape consistant à créer des classes. A partir de ce 
découpage il est possible de représenter la restriction suivante (Figure 19) : une « MGUS » a 
pour signe « IgA_Measurement_Less_Than_3g_Per_dL ». Cette représentation se fait par le 










Figure 19: Représentation des connaissances bivaluées. Expression de la restriction : une MGUS a pour 
signe le «IgA_Measurement_Less_Than_3g_Per_dL». 
De manière analogue en opérant par discrétisation les connaissances taux de calcium 
sérique inférieur à 2,6 mmol/L, taux d’hémoglobine inférieur à 10g/dL se présenteraient 












Faible quantité de l’immunoglobuline de type A  
= 
IgA 




4.2.1.2 Les connaissances multivaluées 
D’autres connaissances sont multivaluées, c'est-à-dire qu’elles peuvent prendre plusieurs 
valeurs. Par exemple : la quantité d’immunoglobuline de type A (quantitative continue), le 
nombre de lésions osseuses (quantitatif discret), etc. Certaines de ces connaissances 
nécessitent d’être caractérisées par une valeur numérique accompagnée d’une unité. Par 
exemple, la quantité d’immunoglobuline de type A est exprimée en gramme par litre (g/L) ou 






Figure 20: Expression de la restriction : une MGUS a pour signe le « IgA_Measurement < 3g/dL ». Cette 
restriction n’est pas exprimable directement en OWL car la relation « 
Disease_Has_Finding_With_ThresholdValue_and_Unit » est d’arité 4 ou d’arité n. 
Des relations comme celles présentées dans la Figure 20 ne peuvent pas être 
directement représentées en OWL (Stevens et al., 2007), pour cela nous devons utiliser 
l’ontology design pattern 1 (ODP 1) du W3C (Hayes et al., 2006) (cf. 3.3.2.4). L’ODP 1 
permet d’exprimer ce type de relations par des classes via la réification.  
 
Une nouvelle classe « Disease_Finding » est créée pour faire office de superclasse pour 
toutes les classes représentant les couples (maladie, signe) issues de la réification des relations 
d’arité n. Par exemple, le couple (MGUS, IgA_Measurement ) est 
« MGUS_IgA_Measurement ». Quatre relations d’arité 2 (Tableau 7) dont deux 
ObjectProperties (Has_Disease, Has_Finding) et deux DatatypeProperties (Has_Unit, 
Has_Value) sont créées et exploitées pour représenter ces connaissances. Pour rappel, les 
relations de type « ObjectProperty » permettent de lier une classe à une autre classe et les 
relations de type « DatatypeProperty » lient une classe à une valeur (Cardoso, 2007; Malviya 
et al., 2011) (cf. 3.3.2.5). Ces relations sont les suivantes : 
 « Has_Disease » qui lie la nouvelle classe créée représentant le couple (maladie, 
signe) à la classe de la maladie. 
 « Has_Finding » lie le couple (maladie, signe) au signe. 
 « Has_Unit » qui lie le couple (maladie, signe) à l’unité. 
 « Has_Value » qui lie le couple (maladie, signe) à une valeur qui représente le seuil. 
A ces nouvelles relations s’ajoute la relation « May_Have_Finding » qui lie le couple 












Tableau 7: Tableau des nouvelles relations de l’ontologie opérationnalisée. 
Nom Domaine Range Arité 
Has_Disease Disease_Finding   Diseases_And_Disorders  2 
Has_Finding Disease_Finding  Finding 2 
May_Have_Finding Disease_Finding  Finding 2 
Has_Unit Disease_Finding  String 2 
Has_Value Disease_Finding  Integer, float, String 2 
 
Cette structure permet de représenter en OWL le fait qu’une MGUS a pour signe 













Figure 21: Expression des connaissances multivaluées. Nous avons réifié la relation d’arité 4 en créant une 
classe « MGUS_IgA_Measurement » représentant le couple (MGUS,IgA_Measurement). A cette nouvelle 
classe nous lions le signe IgA_Measurement, la valeur de la mesure du signe et l’unité. Toutes les nouvelles 
relations créées pour exprimer ces restrictions sont d’arité 2. Pour finir, nous lions la classe « MGUS » à 
notre classe « MGUS_IgA_Measurement ». 
Pour les illustrations qui vont suivre nous utiliserons les représentations dichotomiques 
de la mesure de l’immunoglobuline « IgA_Measurement_Less_Than_3g_Per_dL ou 
IgA_Measurement_More_Than_or_Equal_3g_Per_dL ». 
4.2.1.3 Les connaissances probabilistes 
Nous proposons de représenter la sémiologie quantitative dans les ontologies (Chatellier et al., 
1996). Ces connaissances sont utiles car elles permettent via des méthodes probabilistes 
comme la méthode bayésienne de dériver les probabilités d’avoir une maladie ou pas. Ces 












l’immunoglobuline avec une quantité inférieure à 3g/dL avec une sensibilité de 25% et une 
spécificité de 90%. Et aussi, le fait qu’une MGUS a une prévalence de 5% pour les patients 
ayant plus de 70 ans. Les sensibilités et spécificités présentent l’intérêt ne pas être trop 
influencées par le contexte (Chatellier et al., 1996). En revanche la prévalence est fonction du 
contexte. Dans notre exemple, le contexte est celui « des patients ayant plus de 70 ans ». Trois 
relations d’arité 3 sont nécessaires pour représenter ces connaissances : 
 « Disease_Has_Finding_Se » qui lie une MGUS au signe 
« IgA_Measurement_Less_Than_3g_Per_dL » avec une sensibilité de 25% soit 0,25. 
 « Disease_Has_Finding_Sp » qui lie une MGUS au signe 
« IgA_Measurement_Less_Than_3g_Per_dL » avec une sensibilité de 90% soit 0,9.  
 « Disease_Prevalence_Context » qui lie une MGUS au contexte avec une prévalence 











Figure 22: Expression des connaissances probabilistes. Représentation de la restriction : une MGUS a une 
prévalence de 5% pour les patients de plus de 70 ans et a pour signe le « IgA_Measurement < 3g/dL » avec 
une sensibilité de 25% et une spécificité de 90%. Trois relations d’arité 3 « Disease_Prevalence_Context, 
Disease_Has_Finding_Se, Disease_Has_Finding_Sp » sont nécessaires pour cette représentation. Ces trois 
relations ne sont pas exprimables comme telles par le langage OWL. Pour ce faire nous devons utiliser la 
réification comme ci-après à la Figure 23. 
Comme pour les cas précédents six relations d’arité 2 (Tableau 8) dont trois 
ObjectProperties (Has_Context, Has_Disease, Has_Finding) et trois DatatypeProperties 
(Has_Sensitivity, Has_Specificity, Has_Prevalence) sont créées et exploitées pour représenter 
ces connaissances. Elles sont les suivantes : 
 « Has_Context » qui lie le couple (maladie, contexte) au contexte, 
 « Has_Sensitivity » qui lie le couple (maladie, signe) à une valeur numérique, 
 « Has_Specificity » qui lie le couple (maladie, signe) à une valeur numérique, 
 « Has_Prevalence » qui lie le couple (maladie, contexte) à une valeur numérique. 
Une nouvelle classe « Disease_Context » est créée pour faire office de superclasse pour toutes 
les classes représentant les couples (maladie, contexte) issues de la réification de la relation 














« MGUS_Context ».  Les relations « Has_Disease et Has_Finding » ont déjà été présentées 
dans la sous-section précédente (cf. 4.2.1.2). 
 
Tableau 8: Tableau des nouvelles relations utiles pour la représentation des probabilités dans l’ontologie. 
Nom Domaine Range Arité 
Has_Sensitivity Disease_Finding  Float 2 
Has_Specificity Disease_Finding  Float 2 
Has_Prevalence Disease_Context  Float 2 
Has_Context Disease_Context  Context 2 
 
Cette structure permet de représenter en OWL le fait qu’une MGUS a pour signe 












Figure 23: Expression des sensibilités et spécificités des signes pour les maladies. Représentation de la 
restriction : une MGUS a pour signe le « IgA_Measurement_Less_Than_3g_Per_dL » avec une sensibilité 
de 25% et une spécificité de 90%.  
La structure suivante (Figure 24) permet de représenter en OWL le fait qu’une MGUS a 
une prévalence de 5% pour une population de personnes âgées de plus de 70 ans. La 
population des personnes âgées de plus de 70 ans est matérialisée dans la Figure 24 par la 




























Figure 24 : Expression de la prévalence d’une maladie pour une population donnée. La population donnée 
dans notre exemple est celle des patients de plus de 70 ans et elle est matérialisée par la classe « Context ». 
Pour cela nous avons créé une classe représentant le couple (Maladie, Contexte) soit « MGUS_Context ». 
Deux relations d’arité 2 dont une de type DatatypeProperty « Has_Prevalence » et une de type 
ObjectProperty « Has_Context » ont été ajoutées. 
4.2.1.4 Les définitions multi-niveaux 
Les définitions multi-niveaux concernent les cas ou certaines maladies contiennent d’autres 
maladies dans leurs définitions (Rodríguez-González, Torres-Niño, et al., 2012). On considère 






Figure 25: Définition du MM sous forme de maladie multi-niveau. Le MM est représenté ici sous forme de 
pathologie de niveau ou profondeur 2.  L’hypercalcémie y est définie via la mesure du calcium sérique et 
l’anémie y est définie via la mesure de l’hémoglobine. 
Notre proposition pour la gestion des définitions multi-niveaux se fonde sur l’utilisation 
de la propagation transitive (Seidenberg & Rector, 2006). En effet, si le MM « a pour signe » 
l’hypercalcémie, et l’hypercalcémie « a pour signe » un taux de calcium sérique supérieur à 
2,6 mmol/L, alors le MM « a pour signe » un taux de calcium sérique supérieur à 2,6 mmol/L. 
Cette propagation transitive, nous la matérialisons par le chaînage  des relations (cf. 3.3.2.4) et 





















4.2.2 La représentation des signes absents ou négatif 
La gestion des signes absents ou négatifs est faite en utilisant les relations de types 
« Excludes ». En effet, notre approche de représentation s’appuie sur cette relation de type 
« Excludes » définie par les ingénieurs du NCIT (Golbeck et al., 2003), et elle est similaire à 
l’approche de Werner Ceusters (Ceusters et al., 2006, 2007) (cf. 3.3.4.5). Le signe absent ou 
négatif ne se traduit pas en termes de concepts (classe au sens de PROTÉGÉ), mais en termes 
de relations entre une maladie M et un signe S.  
4.2.3 Le raisonnement abductif 
Nous avons précédemment proposé des solutions de modélisation pour les : (a) connaissances 
dichotomiques, (b) connaissances multivaluées, (c) connaissances probabilistes, (d) 
définitions multi-niveaux et, (e) signes absents ou négatifs. Notre objectif dans cette section 
est de proposer une méthode pour mettre en œuvre le diagnostic médical (cf. 2.3), en d’autres 
termes le raisonnement abductif (cf. 2.3.3).  
Plusieurs travaux montrent que les moteurs d’inférences mettant en œuvre OWL 
classique ne permettent pas de faire du raisonnement médical (cf. 3.3.3, 3.3.4.1, 3.3.4.6). 
Notre proposition s’appuie sur les travaux de Cory Henson (cf. 3.3.4.6) (Henson et al., 2011). 
En effet, notre approche pour mettre en œuvre le raisonnement abductif s’inspire des 
« Parsimonious Covering Theory » (PCT) de Cory Henson. Nous construisons un réseau de 
relations entre les signes et les maladies (cf. 3.3.4.6). Pour ce faire, nous intégrons de 
nouvelles connaissances dans le modèle ontologique, à savoir les connaissances de contrôle 
via des règles. Ces règles sont créées sur la base des stratégies de raisonnement des experts et 
des spécialistes en médecine lors du processus diagnostique (Arocha et al., 2005). La création 
de ces règles impose l’ajout de nouvelles relations d’une part (Tableau 9), et d’autre part la 
création de nouvelles variables. Ces ajouts permettent la création des ensembles de règles qui 
sont utilisés par le moteur d’inférences mis en place. 
Tableau 9: Tableau des nouvelles relations utiles pour les règles ajoutées dans l’ontologie opérationnalisée. 
Nom Domaine Range Arité 
Finding_Has_Diagnosis Finding Diseases_And_Disorders, Float, String 2 ou 4 
Finding_Excludes_Diagnosis Finding Diseases_And_Disorders, Float, String 2 ou 4 
Finding_Absence_Excludes_Diagnosis Finding Diseases_And_Disorders, Float, String 2 ou 4 
Finding_Absence_Has_Diagnosis Finding Diseases_And_Disorders, Float, String 2 ou 4 
 
Pour les règles qui sont présentées dans cette section, on considère d et d1 comme des 
« Diseases_And_Disorders ». On prend f comme un « Finding » qui peut être à caractère 
dichotomique ou multivalué. On ajoute les variables df comme une «Disease_Finding», tv 
une valeur seuil (chaine, entière, réelle, ect.) et u l’unité (chaine). Les règles 1,3,5 et 7 
concernent les cas où nous avons des connaissances dichotomiques (signes bivalents). Plus 
loin, ces règles sont utilisées pour créer les ensembles de triplets (cf. 4.2.7). Les règles 2,4,6 et 




8 concernent les cas où nous avons des connaissances multivaluées (signes à valeurs seuils). 
Celles-ci sont utilisées pour créer les ensembles de quintuplets (cf. 4.2.7). Les règles 9 et 10 
concernent les cas de diagnostic multi-niveaux (Rodríguez-González, Torres-Niño, et al., 
2012). Celles-ci sont aussi utilisées pour créer les ensembles de triplets (cf. 4.2.7). 
(a)  Si le signe f est présent et ce signe f est une manifestation possible de la maladie d, alors 
le signe f est un signe possible pour le diagnostic d 
Disease_May_Have_Finding(d,f) ^ Finding (f) ^ Diseases_And_Disorders(d) → 
Finding_Has_Diagnosis (f,d).              (Règle.1) 
 
Has_Finding(df,f)^Finding(f)^Disease_Finding(df)^Has_Disease(df,d)^Diseases_And_Disord
ers(d))^Has_Value(df,tv)^Has_Unit(df,u)→ Finding_Has_Diagnosis (f, d,tv,u).     
           (Règle.2) 
 
(b) Si le signe f est présent et ce signe f exclut la maladie d, alors le signe f exclut l’hypothèse 
d comme diagnostic possible   
Disease_Excludes_Finding (d, f) ^ Finding (f) ^ Diseases_And_Disorders(d) → 
Finding_Excludes_Diagnosis (f,d).          (Règle.3) 
 
Excludes_Finding  (df, f) ^ Finding (f) ^ Disease_Finding(df) ^ Has_Disease(df,d) ^ 
Diseases_And_Disorders(d)^Has_Value(df,tv)^Has_Unit(df,u)→ 
Finding_Excludes_Diagnosis (f, d,tv,u).         (Règle.4) 
 
(c) Si le signe f est absent et ce signe f est requis pour la maladie d, alors l’absence du signe f 
exclut l’hypothèse d comme diagnostic possible  
Disease_Has_Finding(d,f)^Finding(f)^Diseases_And_Disorders(d)→Finding_Absence_Exclu
des_Diagnosis(f, d).            (Règle.5) 
 
Has_Finding(df,f)^Finding(f)^Disease_Finding(df)^Has_Disease(df,d)^Diseases_And_Disord
ers(d)^Has_Value(df,tv)^Has_Unit(df,u)→ Finding_Absence_Excludes_Diagnosis (f,d,tv,u). 
            (Règle.6) 
 
(d) Si le signe f est absent et la présence de ce signe f exclut la maladie d alors l’absence de ce 
signe rend l’hypothèse d possible  
Disease_Excludes_Finding(d,f)^Finding(f)^Diseases_And_Disorders(d)→ 
Finding_Absence_Has_Diagnosis (f, d).       (Règle.7) 
 
Excludes_Finding(df,f)^Finding(f)^Disease_Finding(df)^Has_Disease(df,d)^Diseases_And_D
isorders(d)^ Has_Value (df,tv)^Has_Unit(df,u)→ Finding_Absence_Has_Diagnosis (f, d,tv,u). 
           (Règle.8) 
 
(e) Si f est un signe pour la maladie d et la maladie d est un signe pour la maladie d1 alors f 
est un signe qui rend l’hypothèse d1 possible 




Disease_Has_Finding(d,f) ^ Disease_Has_Finding(d1,d) ^ Finding (f) ^ 
Diseases_And_Disorders(d) ^ Diseases_And_Disorders(d1) → Finding_Has_Diagnosis 
(f,d1).                 (Règle.9) 
 
(f) Si f est un signe pour la maladie d et la maladie d1 exclut la maladie d alors le signe f 
exclut le diagnostic d1 
Disease_Has_Finding(d,f)^Disease_Excludes_Finding(d1,d)^Finding(f)^ 
Diseases_And_Disorders(d) ^ Diseases_And_Disorders(d1) → Finding_Excludes_Diagnosis 
(f,d1).                 (Règle.10) 
4.2.4 Le raisonnement probabiliste 
Les règles précédentes permettent de prendre en charge le raisonnement abductif. Nous 
proposons maintenant de réaliser des inférences bayésiennes. Ce mode d’inférence permet de 
dériver les probabilités a postériori en nous appuyant sur les sensibilités (SE) et spécificités 
(SP) des signes pour les maladies d’une part, et d’autre part, des prévalences (Prev) des 
maladies pour une population donnée et des règles dites de Bayes (McGee, 2002)(Attia, 2003) 
(cf. 2.4). Notre choix s’appuie sur la méthode de calcul prenant en compte les rapports de 
vraisemblance car elle permet de prendre en compte la combinaison des observations (signes 
présents et signes absents). 
Deux nouvelles règles sont nécessaires pour exprimer les rapports de vraisemblance 
dans l’ontologie opérationnalisée. Les relations « Finding_Diagnosis_LrPlus », 
« Finding_Diagnosis_LrMinus » sont nécessaires pour ces nouvelles règles. Dans ces règles 
(Règle. 11 et Règle. 12), d est une hypothèse de maladie, f est un signe clinique ou symptôme, 
df est un couple (maladie, signe), se est une valeur de sensibilité, sp est une valeur de 









Finding_Diagnosis_Lrminus(f,d,c,prev1,se,sp,(1-se)/sp).    (Règle.12) 
Les règles 11 et 12 serviront à créer les ensembles de septuplets (cf. 4.2.7). 
4.2.5 La création des cas prototypiques 
Le formalisme de représentation des règles SWRL et les formalismes d’interrogation SQWRL 
et SWRL-IQ des ontologies que nous utilisons pour mettre en œuvre les règles présentées 
précédemment ne fonctionnent qu’avec des instances (Motik, Sattler, & Studer, 2005). Pour 
cela, les modèles doivent être instanciés. L’instanciation dans ce contexte consiste à créer des 




instances (individus) pour chaque classe de l’ontologie (maladies et signes). Par exemple pour 
une MGUS, il s’agit de créer une instance pour la classe représentant une MGUS, une 
instance pour chaque classe représentant ses signes et de lier l’instance de la classe MGUS à 
celles de ses signes via leurs relations.  
4.2.5.1 La base de règles d’ordre 0 
C’est une retranscription totale de la Tbox en Abox qui permet à partir des règles d’ordre 1 
(cf. 4.2.3) créées précédemment de générer un ensemble de règles d’ordre 0 qui peuvent être 
manipulées via des outils comme SQWRL et SWRL-IQ. Cette retranscription nous permet 
d’instancier notre réseau de relations maladie-signe (cf. 3.3.4.6 et 4.2.3). 
4.2.5.2 La prise en charge de la hiérarchie des classes 
Dans ce processus d’instanciation, la hiérarchie des classes est conservée. Par exemple, le 
myélome multiple (MM) « a pour signe » les lésions osseuses (LO) (Rajkumar, 2011), et les 
LO ont des sous-types de lésions : (a) la lésion lytique (LT), (b) la lésion métastatique lytique 
(LM), etc. Lors de l’instanciation, une instance de MM est créée, les instances respectives de 
LO, LT et LM sont créées, puis ces instances sont liées au MM via la relation « a pour signe » 
(Figure 53). 
4.2.6 Les axiomes de fermeture (Closure axiom) 
Des axiomes de fermeture (Horridge et al., 2004) sont intégrés aux définitions existantes 
conformément à la procédure décrite dans la sous-section 3.3.2.4. 
4.2.7 La création des ensembles 
A partir des règles d’ordre 1 ajoutées, des instances créées dans l’ontologie et des APIs (JESS, 
SWRL, SWRL-IQ) nous produisons des ensembles. En considérant que : 
 r est une relation,  
 f est un signe, un symptôme ou une observation de manière générale,  
 d est une maladie ou une hypothèse de maladie,  
 c est un contexte (par exemple, les hommes âgés de plus de 70 ans),  
 Se est une sensibilité de f pour d,  
 Sp est une spécificité de f pour d,  
 prev est la prévalence de d selon c,  
 LrPlus est un rapport de vraisemblance positif de f pour d,  
 LrMinus est un rapport de vraisemblance négatif de f pour d, 
 tv est la valeur seuil de f pour d, et 
 u est l’unité de f pour d pour la valeur seuil tv. 
A partir de ces variables nous avons des ensembles de : 
 triplet (r, f, d), 
 quintuplet (r, f, d, tv, u) et 
 septuplets (f,d,c,prev,Se,Sp, LrPlus) et (f,d,c,prev,Se,Sp, LrMinus). 
Ces ensembles sont stockés dans une base de données relationnelle MYSQL pour les 
tests et évaluations des modèles élaborés. 




4.2.8 Le moteur d’inférences 
Le moteur d’inférences, sur la base des ensembles stockés dans la base de données MYSQL et 
des observations faites par le praticien extrait dans un premier temps via le raisonnement 
abductif (Vertue & Haig, 2008; Walton, 2004) les hypothèses de maladies, puis il trie ces 
hypothèses selon deux modes et de manière exclusive : le calcul des ratios ou l’inférence 
bayésienne.  
Le mode de raisonnement abductif exploite les triplets (si les paramètres sont 
dichotomiques, c'est-à-dire présent ou absent) ou les quintuplets (si les paramètres sont 
multivalués) pour extraire les hypothèses des maladies. Si les probabilités sont toutes 
disponibles, le mode de raisonnement probabiliste trie les hypothèses de maladies extraites à 
la première étape en s’appuyant sur les septuplets. Sinon, si les probabilités ne sont pas toutes 
disponibles, les hypothèses de maladies sont triées sur la base d’un ratio (nombre de signes 
observés impliquant chaque hypothèse de maladie / nombre de signes de chaque hypothèse de 
maladie) (Figure 59). 
4.2.9 Architecture et fonctionnement de l’Ontology Driven Expert System 
(ODES) 
Cette section a pour but de présenter l’architecture logique et le fonctionnement du système 
ODES. ODES est un système expert d’aide au diagnostic médical s’appuyant sur une 
ontologie sémiologique biomédicale. ODES est fondé sur une architecture client-serveur 
classique. Il possède (a) une base de connaissances contenant toutes les informations sur les 
maladies et les signes, (b) une base de cas contenant toutes les décisions des praticiens 
(utilisateurs), et une interface qui contient les paramètres ou les signes et les symptômes des 
patients. Ces paramètres sont notifiés par les utilisateurs et sont utilisés par le système pour 
inférer les hypothèses de maladies à partir de la base de connaissances. Les paramètres 
peuvent être de types quantitatif (par exemple binaire, numérique), qualitatif (par exemple 
ordinale, nominale). Les termes paramètres, signes et symptômes dans le cadre du système 
informatique sont utilisés de manière interchangeable.  
4.2.9.1 Les cas d’utilisation 
Un cas d'utilisation représente une unité d'interaction entre un utilisateur (humain ou machine) 
et un système. C’est un ensemble d’actions réalisées par le système, en réponse à une action 
d’un acteur. Il est une unité significative de travail. Dans un diagramme de cas d'utilisation 
(Figure 26), les utilisateurs sont appelés acteurs (actors), ils interagissent avec les cas 
d'utilisation (use cases). Les acteurs du système sont les suivants : 
 médecin (tout utilisateur étant du corps médical) est celui qui utilise le système au 
quotidien pour ces tâches d’aide au diagnostic médical. 
 développeur est celui qui se charge de la vérification du fonctionnement du système et 
des mises à jour des fonctionnalités. 
 administrateur est celui qui se charge de la vérification de la cohérence et de la qualité 
des résultats (proposition du système et décision des médecins). Cet administrateur 
peut être médecin ou non. 




Les cas d’utilisation sont les suivants : 
 chargement de l’ontologie : L’ontologie est chargée dans la mémoire du système et 
envoyée au module d’instanciation. 
 instanciation de l’ontologie : L’ontologie est instanciée. Toutes les maladies qui sont 
décrites au niveau de la TBox sont instanciées en s’appuyant sur leurs descriptions 
intensionnelles.  
 chargement du contenu de l’ontologie dans une base de données 
relationnelle MYSQL : Les ensembles créés (cf. 4.2.7) sont enregistrés dans la base 
de données MYSQL. 
 connexion : Tous les utilisateurs du système ont un compte et doivent s’authentifier 
pour pouvoir l’exploiter. 
 sélection de l’ontologie : Le système est multi-ontologique, plusieurs bases de 
connaissances sont accessibles et, en fonction de la base de connaissances le système 
génère le formulaire correspondant. 
 mise à jour des probabilités : Elle permet de mettre à jour les sensibilités, spécificités 
des signes pour les maladies et les prévalences des maladies pour la population 
considérée (selon les contextes prédéfinis). 
 formulaire adaptatif : Formulaire de saisie des signes ou observations du médecin. 
 notification des observations du médecin : Il s’agit de la saisie des observations du 
médecin sur le formulaire adaptatif. 
 résultats/ diagnostic / hypothèse de maladie : Résultats renvoyés par le système après 
la saisie des observations du médecin. 
 enregistrement des décisions – mise à jour de la base de données : Toutes les 
décisions des médecins sont stockées dans une base de données (base des cas). Ces 
données sont ensuite utilisées pour calculer les sensibilités et spécificités des signes 
pour les maladies et les prévalences des maladies pour les populations considérées. 
 vérification des résultats : L’administrateur du système vérifie les résultats renvoyés 
par le système ODES en permanence afin de déceler des éventuelles incohérences 
qui, lorsqu’elles sont avérées sont envoyées au développeur qui se charge de les 
corriger. Cette vérification consiste à chercher les cas où la décision du médecin n’est 
pas dans la liste des propositions du système. 
 mise à jour de la base de connaissances / apprentissage : Les sensibilités et 
spécificités des signes pour les maladies et les prévalences des maladies pour les 
populations considérées selon les contextes spécifiques sont recalculées en 
permanence par le système en fonction du contenu de la base des cas. Ces valeurs 
peuvent à tout moment être utilisées pour mettre à jour la base de connaissances via 
un processus d’apprentissage supervisé. Cette opération est menée par une personne 
ayant des habilitations spécifiques. 




Figure 26: Diagramme des cas d’utilisation du système ODES. Les relations d’utilisation « include » stipulent que le cas d’utilisation source contient aussi le 
comportement décrit dans le cas d’utilisation destination. En d’autre terme pour réaliser l’objectif « sélection de l’ontologie », on utilise les objectifs « connexion ». 
Les relations d’extension « extend » stipulent que le cas d’utilisation source étend (précise) les objectifs ou le comportement du cas d’utilisation destination. En 
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Le système est composé de deux grandes parties interdépendantes. La première partie est celle 
de la génération des ensembles (cf. 4.2.7) à partir de l’ontologie biomédicale et de leur 
stockage dans une base de données relationnelle : 
(1) le chargement de l’ontologie dans le module « Ontology Loader » qui va créer les 
tuples (enregistrements) correspondants aux ensembles (cf. 4.2.7). (1’) Les tuples sont 
enregistrés dans la base de données relationnelle ou base de connaissances 
relationnelle (RKB). 
(2) le module « Interpreter for interface » extrait les signes et leur catégorie ou famille et 
génère le formulaire adaptatif. Ce module teste, si le signe est dichotomique ou 
bivalent alors il dessine des cases à cocher, sinon, si le signe est pluri-catégoriel ou 
non bivalent alors il dessine une zone de texte ou une liste déroulante. 
 
La deuxième partie est celle de l’exploitation de cette base : 
(3) Saisie des signes et symptômes (paramètres) d’un patient par un utilisateur du 
système, 
(4) Prise en charge des paramètres saisies par le module « Interpreter ». Il crée les listes 
correspondant au contexte (saisie des observations faites sur un patient ou 
enregistrement des décisions des utilisateurs) : 
a. Une liste des signes présents, 
b. Une liste des signes absents, 
c. Une liste des décisions de l’utilisateur. 
(5) Élaboration de la requête (extraction ou stockage) à partir de la liste des signes ou des 
décisions. 
(6) Interrogation de la RKB. 
(7) Réponse de la RKB. 
(8) Envoi des résultats à l’« Interpreter ». Toutes les hypothèses de maladies, les signes 
associés et les relations (hypothèses de maladies/signes) sont triées soit via les ratios 
ou via les probabilités post-tests. Les signes associés aux hypothèses de maladies et les 
relations (hypothèses de maladies/signes) sont aussi envoyés à l’« Interpreter ». 
(9) Les signes présents, les signes absents et les signes non observés qui caractérisent 
chaque hypothèse de maladie proposée sont affichés au niveau de l’interface (Decision 
support system interface). 
(10) Sélection du ou des diagnostic(s) positif(s), création de la liste des décisions de 
l’utilisateur (4). 
(11) Stockage de la liste des décisions de l’utilisateur dans la base de cas « Case 
Base ». 
(12) Interrogation de la base de cas par le module « DSS Learning unit ». 
(13) Réponse de la base de cas, envoie des nouveaux cas. 
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 Concerne les prévalences, les sensibilités et les spécificités. 
























Figure 27: Vue du schéma général du système d’aide au diagnostic médical fondé sur une ontologie 
biomédicale. Sur ce schéma nous avons toutes les composantes du système, partant de la génération des 
tuples nécessaire pour l’aide au diagnostic à l’étape de mise à jour de ces tuples. Les étapes de 
construction de l’ontologie biomédicale ne sont pas mentionnées car elles sont faites en amont de la 
génération des tuples et de l’exploitation dudit système (Jovic et al., 2007). 
4.2.9.3 Le modèle conceptuel des données 
Le modèle conceptuel des données (MCD) a pour but de décrire de façon formelle les 
données qui seront utilisées par le système d'information. Il s'agit donc d'une représentation 
des données, facilement compréhensible, permettant de décrire le système d'information (SI) à 
l'aide d'entités (Matheron, 2005). Il décrit la sémantique, c’est-à-dire le sens attaché à ces 
données et à leurs rapports et non à l’utilisation qui peut en être faite. Un MCD est constitué 
d’entités types, de relations et de propriétés. Une entité type est la représentation dans le 
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exactement un ensemble d’objets ayant les mêmes caractéristiques. Dans une entité type, on 
met les informations nécessaires et suffisantes pour caractériser cette entité type. Une relation 
est la prise en charge par le SI du fait qu’il existe une association entre des objets de l’univers 
extérieur. C’est un lien entre deux entités types (ou plus). On doit lui donner un nom, souvent 
un verbe, qui caractérise le type de relation entre les entités types. Une propriété est une 
rubrique attribut d’une entité type ou d’une relation. 
4.2.9.4 Le modèle conceptuel de la base de connaissances 
Les entités types décrivant la base de connaissances sont les suivantes : 
 E_ONTOLOGY : Les ontologies gérées par le système ODES. ODES est multi 
ontologique, il donne la possibilité à partir de cette entité type d’indexer toutes les 
maladies rattachées à chaque ontologie. Une ontologie renferme une ou plusieurs 
maladies et une maladie n’est rattachée qu’à une seule ontologie (cette dernière a été 
définie comme telle pour simplifier le modèle, car il est possible qu’une maladie soit 
présente dans deux ou plusieurs ontologies différentes). 
 E_DISEASE : Les maladies gérées par le système. En effet, toutes les informations 
sur les maladies gérées par le système sont stockées dans la base de connaissances. 
 E_CATEGORY : Les catégories ou familles de signes. Il s’agit par exemple des 
signes radiologiques, biologiques, etc. Ces informations sont utiles pour le formulaire 
adaptatif car tous les signes ou paramètres sont groupés par famille ou catégorie.  
 E_FINDING : Les signes et observations gérés par le système.  
 E_RELATION : Les relations entre signes et maladies gérées par le système. En effet, 
toutes les informations sur les relations entre les signes et les maladies gérées par le 
système sont stockées dans la base des cas.  
 E_CONCEPT_RESTRICTION : Les restrictions de l’ontologie qui contiennent des 
valeurs seuils. C’est le cas, par exemple de l’IgA_Measurement < 3g/dL pour le cas 
d’une MGUS. 
 E_CONCEPT_RESTRICTION_1 : Les restrictions de l’ontologie. Nous avons ajouté 
à ce niveau les sensibilités et spécificités des signes pour les maladies.  
 E_CONTEXT : Les contextes de l’ontologie. Ces contextes sont utiles pour 
caractériser les valeurs des prévalences qui sont fonctions de ces dernières. Par 
exemple, le contexte « patients âgés de plus de 70 ans ». Le contexte « patients 
habitant en Bretagne ». 
 E_CONTEXT_DISEASE : La prévalence d’une maladie selon un contexte. Par 
exemple, la prévalence du MGUS est fonction de l’âge des patients 
(Watanaboonyongcharoen et al., 2012). 




Figure 28: Modèle conceptuel de la base de connaissances du système. Cette base de connaissances est utilisée pour stocker le contenu de l’ontologie sémiologique 
biomédicale. C’est une sorte de copie de l’ontologie, toutes les informations nécessaires pour la description des maladies y sont. Ce choix a été fait uniquement pour 
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4.2.9.5 Le modèle conceptuel de la base des cas 
Les entités types décrivant la base des cas sont les suivantes : 
 E_GROUP : Les groupes d’utilisateur qui peuvent avoir accès au système. Par 
exemple, administrateur, médecin, étudiant, etc. 
 E_USER : Les utilisateurs du système.  Un utilisateur ne peut être que dans un seul et 
unique groupe. 
 E_PATIENT : Les patients gérés par le système. Nous n’avons intégré que les 
informations de bases des patients (Figure 29). 
 E_DIAGNOSIS : Les passages ou les événements associés à un patient. Toutes les 
décisions prises par les médecins y sont rattachées.  
 E_DISEASE_DIAGNOSIS : Les diagnostics d’un patient. Toutes les décisions prises 
par les médecins sont stockées dans la base des cas. Et pour chaque décision on 
associe les signes impliqués en notifiant l’état (présent, absent) de ces derniers. 
 E_DIAG_FINDING_RELATION : Les signes (présents, absents) rattachés aux 
décisions prises par un utilisateur.  
4.2.9.6 Le calcul de la sémiologie quantitative 
Toutes les décisions des utilisateurs (médecins, cliniciens, etc.) sont stockées dans la base de 
cas (Figure 29). Chaque décision ou hypothèse de maladie est enregistré avec les signes 
présents et absents qui y sont rattachés (signes qui l’impliquent). A partir de ces 
enregistrements, les effectifs (cf. 2.4) sont calculés, et à l’aide de ces effectifs les sensibilités 
et spécificités des signes pour les maladies sont produites, ainsi que les prévalences des 
maladies pour la population considérée. 




Figure 29: Modèle conceptuel de la base des cas du système. Cette base des cas est utilisée pour stocker les informations sur les décisions prises par les médecins.  
Ces données sont ensuite utilisées pour l’évaluation des performances du système et aussi pour affiner le modèle de connaissance via le processus d’apprentissage.  
Pour garantir l’intégrité et la cohérence de la base des cas, des entités types représentant les maladies, les signes et les relations ont été intégrées pour stocker le 
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4.2.9.7 Dictionnaire des données 
Un dictionnaire des données est une collection de métadonnées nécessaires à la conception 
d'une base de données relationnelle (Matheron, 2005). 
 
Tableau 10: Le dictionnaire de données. 
Nom Signification Type Nature 
Group_Code Code du groupe d’utilisateur Texte (20) Obligatoire et 
unique 
Group_Lib Libellé du groupe Texte(50) Obligatoire 
Group_Comment Commentaire ou explication Texte(240) facultatif 
User_Code Code de l’utilisateur Texte(20) Obligatoire 
User_Name Nom de l’utilisateur Texte(50) Obligatoire 
User_Log_In Nom de connexion de 
l’utilisateur  
Texte(50) Obligatoire et 
unique 
User_Mdp Mot de passe de l’utilisateur Texte(50) Obligatoire 
User_Comment Commentaire sur le poste ou la 
spécialité de l’utilisateur, 
sachant que ce dernier peut être 
un médecin, etc. 
Texte(240) Facultatif 
Ontology_Code Code de l’ontologie Texte (20) Obligatoire 
Ontology_External_Name Nom externe de l’ontologie, 
celui qui sera affiché sur le 
formulaire 
Texte (100) Obligatoire et 
unique 
Ontology_Internal_Name Nom interne manipulé par le 
système 
Texte (100) Obligatoire et 
unique 
Ontology_Uri_Or_Url Uri ou Url de l’ontologie Texte(240) Facultatif 
Ontology_Comment Commentaire ou explication Texte(240) Facultatif 
Relation_Code Code de la relation Texte(20) Obligatoire et 
unique 
Relation_External_Name Nom externe de la relation, 
celui qui sera affiché sur le 
formulaire 
Texte(100) Obligatoire et 
unique 
Relation_Internal_Name Nom interne de la relation, 
celui qui est manipulé par le 
système 
Texte(100) Obligatoire et 
unique 
Relation_Uri Uri de la relation  facultatif 
Relation_Comment Commentaire sur la description 
et l’objet de la relation 
Texte(240) facultatif 
Relation_Typ Concerne le type de relation, si 
c’est un objectproperty ou un 
datatypeproperty 
Texte(50) Obligatoire 
Disease_Code Code de la maladie Texte(20) Obligatoire et 
unique 
Disease_External_Name Nom externe de la maladie, 
celui qui sera affiché sur le 
formulaire 
Texte(100) Obligatoire et 
unique 
Disease_Internal_Name Nom interne de la maladie, 
celui qui est manipulé par le 
système 
Texte(100) Obligatoire et 
unique 
Disease_Uri Uri de la maladie Texte(240) facultatif 
Disease_Comment Commentaire supplémentaire 
sur la description de la maladie 
Texte(240) facultatif 
Finding_Code Code du signe, symptôme Texte(20) Obligatoire et 
unique 
Finding_External_Name Nom externe du signe, celui qui 
sera affiché sur le formulaire 
Texte(100) Obligatoire et 
unique 
Finding_Internal_Name Nom interne du signe, celui qui Texte(100) Obligatoire et 




est manipulé par le système unique 
Finding_Uri Uri du signe Texte(240) facultatif 
Finding_Comment Commentaire supplémentaire 
sur la description du signe 
Texte(240) facultatif 
Pat_Nip Numéro d’identification du 
patient. 
Texte(20) Obligatoire et 
unique 
Pat_Nom Nom du patient Texte(50) Obligatoire 
Pat_Prenom Prénom du patient Texte(50) Obligatoire 
Pat_Date_Naissance Date de naissance du patient Date Obligatoire 
Pat_Adresse Adresse du patient Texte(240) Facultatif 
Pat_Memo Commentaire supplémentaire 
sur le patient 
Texte(240) Facultatif 
Pat_Sexe Sexe du patient Texte(15) Obligatoire 
Diag_Code Numéro du passage ou de 
l’événement. 
Texte(20) Obligatoire et 
unique 
Diag_Date Date d’enregistrement de 
l’événement. 
Date Obligatoire 
Diag_Comment Commentaire supplémentaire 
sur l’événement. 
Texte(240) Facultatif 
Disease_Diagnosis C’est un code permettant 
d’identifier l’événement et le 
diagnostic associé. 
 Obligatoire et 
unique 
Disease_Diagnosis_Type Type de diagnostic. Si c’est le 
diagnostic retenu par le 
médecin ou un diagnostic 
attendu, c'est-à-dire une des 
propositions du système. 
Entier (0,1) Obligatoire 
Disease_Diagnosis_VPP Valeur prédictive positive du 
diagnostic.  
Réel Obligatoire 
Disease_Diagnosis_VPN Valeur prédictive négative du 
diagnostic. Par défaut, nous 
mettons zéro.  
Réel Obligatoire 
Disease_Diagnosis_PPT Valeur prédictive du diagnostic. 
Cette valeur tient compte des 
signes présents et absents à la 
fois. Dans le cas où on ne 
prendrait en compte que les 
ratios, c’est le ratio qui y serait 
stocké.  
Réel Obligatoire 
Disease_Diagnosis_Memo Commentaire relatif au choix 
d’un médecin pour une 
hypothèse de maladie donnée. 
Texte(240) Facultatif 
Diag_Finding_Code C’est un code utile pour le 
signe. C’est le signe de la 
maladie d’un patient donné. 
Entier Obligatoire et 
unique 
Concept_restriction_Finding_State Etat du signe, présent ou absent Entier Obligatoire 
Concept_restriction_Memo Commentaire relatif au signe 
impliquant ou excluant une 
hypothèse de maladie. 
Texte(240) Obligatoire, mais 
inséré par le 
système. 
Concept_Restriction_Code_1 Code d’une restriction. Texte (20) Obligatoire et 
unique 
Concept_restriction_Sensibilite C’est la valeur de la sensibilité 
d’un signe pour une maladie. 
Réel Obligatoire 
Concept_Restriction_Specificite C’est la valeur de la spécificité 
d’un signe pour une maladie. 
Réel Obligatoire 
Concept_Restriction_Comment Commentaires supplémentaires 
sur la restriction. 
Texte(240) Facultatif 
Concept_Restriction_Code Code d’une restriction.  Obligatoire et 
unique 




Concept_Restriction_Threshold_Value Valeur du signe dans le cadre 
de l’observation d’un signe 
multi-value ou pluri catégoriel, 
comme le taux d’hémoglobine 
ou le stade d’un myélome 
multiple. 
Texte(240) Obligatoire 
Concept_Restriction_Symbole Symbole (=,  >, <, ≥,  ≤,  ≠) Texte(4) Obligatoire 
Disease_Context_Code Identifiant de la prévalence 
d’une maladie selon un 
contexte. 
Texte(20) Obligatoire et 
unique 
Disease_Context_Prevalence Valeur de la prévalence d’une 
maladie selon le contexte. Par 
défaut, on met la valeur zéro. 
Réel Obligatoire 
Context_Code Code du contexte. Texte(20) Obligatoire et 
unique 
Context_Lib Nom ou le libellé du contexte Texte(100) Obligatoire et 
unique 
Cat_Code Code de la catégorie Texte(20) Obligatoire et 
unique 
Cat_Name Nom de la catégorie Texte(100) Obligatoire et 
unique 
Cat_Comment Commentaires supplémentaires 




L'évaluation est une démarche qui vise à mesurer, quantifier (méthodes statistiques) et 
caractériser une situation, une entité, un résultat ou une performance de nature complexe et 
donc a priori difficilement mesurable (Nakache & Metais, 2005). Elle consiste à mesurer la 
différence entre un résultat attendu et un résultat obtenu afin de définir la performance d’un 
système. La performance est la mesure de la capacité d’un système à satisfaire un utilisateur 
en termes de pertinence des résultats renvoyés (dans notre cas des diagnostics). 
4.2.10.1 Données médicales 
Les dossiers patients ont été recueillis dans deux services du CHU de Rennes et un service de 
l’hôpital sud de Rennes. Au CHU de Rennes nous avons recueilli 202 dossiers patients au 
service des urgences odontologiques et 20 dossiers patients au service de médecine du sport 
(pathologies traumatiques du genou). A l’hôpital sud de Rennes nous avons recueilli 63 
dossiers patients au service de médecine interne. 
4.2.10.2 Méthodes d’évaluation 
Les résultats renvoyés par le système sont contenus dans deux listes, une liste des diagnostics 
possibles et une liste des diagnostics exclus. Sa performance est alors caractérisée par les 
taux de diagnostics corrects ou précision (RCD), de diagnostics incorrects (ER) et de 
diagnostics non discriminants (RDnD).  
 
Un diagnostic correct (DC) est, si les probabilités sont absentes, un diagnostic présent 
dans la liste des diagnostics possibles renvoyés par le système quelle que soit sa position dans 
cette liste. Et, si nous disposons des probabilités, un diagnostic est considéré comme étant 
correct s’il est le premier dans la liste des diagnostics possibles.  
 




Un diagnostic incorrect (DI) quant à lui est un diagnostic non renvoyé par le système ou 
un diagnostic renvoyé, mais dans la mauvaise liste (par exemple, liste des diagnostics exclus).  
 
Un diagnostic non discriminant (DnD) est un diagnostic possible équiprobable avec le 
ou les diagnostics retenus, cette catégorie de diagnostics concerne les cas où nous avons les 
probabilités.  
 
Un diagnostic retenu est celui retenu par le médecin et donc celui dont souffre 
potentiellement le patient.  
 
Les résultats obtenus par le système ont été comparés à ceux obtenus par les médecins, 
cliniciens séniors, et dans certains cas à ceux de l’IRM (Imagerie par Résonance Magnétique) 
afin de déterminer les taux de classifications correctes, incorrectes et non discriminantes pour 
chaque série de dossiers.  
 
Ces taux sont calculés en divisant le nombre de cas de chaque catégorie (DC, DI et 
DnD) renvoyé par le système par le nombre total des cas testés (n) (De Dombal, Leaper, 
Horrocks, Staniland, & McCann, 1974; Essex & Healy, 1994; J. Horrocks et al., 1972; 
Lemaire et al., 1999; Scarlett, Cooke, Clarke, Bates, & Chan May, 1986). Pour les résultats de 
l’évaluation (cf. 5.5).  
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                   (Eq. 3) 
4.3 Conclusion 
Dans ce chapitre, nous avons présenté le matériel et méthode de ce travail. Nous avons 
d’abord présenté le corpus utilisé pour la mise en œuvre des méthodes de modélisation 
permettant d’obtenir une ontologie sémiologique biomédicale (ontologie biomédicale adaptée 
au processus de diagnostic médical). Ensuite, nous avons présenté notre approche pour 
enrichir ou compléter les connaissances dans nos modèles ontologiques. Puis, nous avons 
présenté l’architecture du système d’aide au diagnostic à base d’ontologie (ODES) et enfin 












Chapitre 5  
Résultats 
5.1 Introduction 
Le modèle ontologique décrivant les maladies et le système d’aide au diagnostic médical sont 
présentés. Ces résultats sont séparés en trois parties : la première concerne le modèle 
ontologique, la deuxième concerne le système ODES et la troisième traite des résultats de 
l’évaluation. Les illustrations sont faites en s’appuyant sur les exemples de la gammapathie 
monoclonale à signification indéterminée (MGUS) et du myélome multiple (MM) tirés des 
articles (Kyle et al., 2011; Rajkumar, 2011). Toutefois, les résultats de l’évaluation tiennent 
compte des trois domaines d’application que nous avons présentés précédemment (cf. 4.1.1.2, 
4.1.1.3 et 4.1.1.4). 
 
Concernant le modèle ontologique, nous présentons la représentation : (a) dichotomique 
du signe, (b) multivaluée du signe, (c) de la sémiologie quantitative, (d) des signes absents ou 
négatifs, (e) multi-niveaux des maladies et, (f) des connaissances de raisonnement ou de 
contrôle. Une base de règles d’ordre 0 est produite à partir du contenu de l’ontologie 
instanciée et le moteur d’inférences JESS. 
 
Concernant le système, nous présentons : (a) l’élaboration de la base de connaissances 
dite base de connaissances relationnelle, (b) le moteur d’inférences en mettant une emphase 
sur les modes de raisonnement implémentés (abductif et probabiliste), (c) le module de 
génération de formulaire adaptatif. 
 
Pour ce qui est de l’évaluation, les résultats pour chaque domaine d’application sont 
présentés (cf. 5.5). 
5.2 Le modèle de connaissances  
5.2.1 La représentation dichotomique du signe 
Le signe est discrétisé sous forme de deux sous-classes représentant les deux modalités 
(Figure 30). 
 
Figure 30: Dans le cadre de la représentation des critères diagnostiques d’une MGUS, il est nécessaire de 
distinguer si la mesure de l’IgA est inférieure à 3g/dL ou non. Dans ce cas, la mesure de l’IgA peut être 
représentée par deux sous-classes représentant pour l’une une mesure d’IgA < 3g/dL et pour l’autre une 
mesure d’IgA ≥ 3g/dL. 




Une des deux modalités peut ensuite être utilisée comme critère diagnostique dans la 
définition formelle de la maladie (Figure 31). 
 
 
Figure 31: Définition formelle partielle d’une MGUS. 
5.2.2 La représentation multivaluée du signe 
Il s’agit du cas où un signe peut prendre une multitude de valeurs. Cette connaissance met en 
jeu une relation d’arité supérieure ou égale à 3 (un signe dans une maladie donnée prend une 
valeur avec une unité ou pas). OWL ne permettant de formaliser que des relations unaires ou 
binaires, nous proposons de réifier la relation maladie-signe à laquelle nous attribuons la 
valeur et l’unité du signe dans cette maladie (Figure 21). La représentation de ce type de 
connaissance nécessite donc : (a) la réification de la relation maladie-signe, (b) la création des 
relations de type ObjectProperty (Figure 32) permettant de relier la relation précédemment 
réifiée à sa maladie (Has_Disease) et à son signe (Has_Finding) (Figure 33).  
 
Figure 32: Création de nouvelles relations de type « ObjectProperty ». 
 
Figure 33: Définition partielle de la classe MGUS_IgA_Measurement. 
(c) La création des relations de type « DatatypePropety » (Figure 34) permettant de 
relier la relation précédemment réifiée à la valeur et à l’unité de la mesure du signe (Figure 
35).  
 
Figure 34: Création de nouvelles relations de type « DatatypeProperty ». 





Figure 35: Définition formelle partielle de la classe MGUS_IgA_Measurement. 
5.2.3 La représentation de la probabilité d’un signe dans une maladie 
Il s’agit du cas où la survenue d’un signe s pour une maladie m a une probabilité p. Cette 
connaissance met en jeu une relation d’arité supérieure à 2 (un signe est présent dans une 
maladie avec une probabilité donnée.). OWL ne permettant de formaliser que des relations 
unaires ou binaires, nous proposons de réifier la relation maladie-signe à laquelle nous 
attribuons des probabilités, par exemple la sensibilité et la spécificité (cf. 2.4).  
Cette représentation nécessite donc : (a) la réification de la relation maladie-signe, (b) la 
création des relations de type ObjectProperty (Figure 32) permettant de relier la relation 
précédemment réifiée à sa maladie (Has_Disease) et à son signe (Has_Finding) (Figure 36).  
 
Figure 36: Définition formelle partielle de la classe MGUS_IgA_Measurement_Less_Than_3g_Per_dL. 
(c) La création des relations de type DatatypePropety (Figure 37) permettant de relier la 
relation précédemment réifiée (Figure 23) aux valeurs de la sensibilité et de la spécificité du 
signe pour la maladie (Figure 38).  
 
Figure 37: Création de nouvelles relations de type DatatypeProperty pour la représentation des 
prévalences des maladies pour un contexte et, des sensibilités et des spécificités des signes pour les 
maladies. 
 
Figure 38: Définition formelle partielle de la classe MGUS_IgA_Measurement_Less_Than_3g_Per_dL. 




5.2.4 La représentation de la prévalence d’une maladie 
Il s’agit de la probabilité p d’avoir une maladie m dans une population donnée. La population 
dans notre cas est matérialisée par la notion de contexte. Le contexte est un concept abstrait 
qui peut avoir pour instance : les patients âgés de plus de 70 ans, les patients vivant en 
Bretagne, etc. Cette connaissance met en jeu une relation d’arité supérieure à 2 (Figure 24). 
Nous proposons de réifier la relation maladie-contexte à laquelle nous attribuons une 
prévalence (cf. 2.4).  
Cette représentation nécessite donc : (a) la réification de la relation maladie-contexte 
(Figure 24), (b) la création des relations de type ObjectProperty (Figure 39) permettant de 
relier la relation précédemment réifiée à son contexte (Has_Context) et à sa maladie 
(Has_Disease) (Figure 40).  
 
Figure 39: Création d’une nouvelle relation de type « ObjectProperty ». 
 
Figure 40: Définition formelle partielle de la classe MGUS_Context. 
(c) La création d’une relation de type DatatypePropety (Figure 37) permettant de relier 
la relation précédemment réifiée (Figure 24) à la valeur de la prévalence (Figure 41).  
 
Figure 41: Définition formelle de la classe MGUS_Context. 
5.2.4.1 La représentation multi-niveaux des maladies 
Il s’agit des cas où certaines maladies sont des signes pour d’autres maladies (cf. 4.2.1.4).  
Pour les illustrations nous prendrons le cas du myélome multiple (MM) (Figure 25). 
Cette représentation nécessite : (a) l’expression de la restriction entre l’hypercalcémie et 
la mesure du calcium sérique (Figure 42), et (b) l’expression de la restriction entre le MM et 
l’hypercalcémie (Figure 43). Les relations utilisées dans ces définitions sont dans le tableau 3. 
 





Figure 42: Définition formelle partielle de l’hypercalcémie.  
 
Figure 43: Définition formelle partielle du myélome multiple. 
5.2.4.2 La représentation des signes absents 
Notre approche de représentation des signes absents ou négatifs (cf. 2.1.2 et 4.2.2) repose sur 
l’utilisation des relations (Figure 44). Elle s’inspire des travaux effectués sur l’ontologie du 
NCIT et de Werner Ceuster.  
La présence de lésions osseuses « exclut » l’éventualité d’une MGUS (Rajkumar, 2011), 
pour l’exprimer nous utilisons une relation de type « Excludes » (Tableau 3). 
 
Figure 44: Définition formelle partielle d’une MGUS avec un signe absent ou négatif. 
5.2.5 La représentation des connaissances de contrôle ou de raisonnement 
Il s’agit des connaissances utilisées par le moteur d’inférences. Elles guident le moteur 
d’inférences en définissant quand et comment utiliser une connaissance ou un fragment de 
connaissance (cf. 3.2.3) (par exemple, en cas de présence ou d’absence d’un signe chez un 
patient donné, utiliser telles connaissances, etc.). Notre proposition consiste à les exprimer 
avec des règles SWRL (cf. 4.2.4). Deux grandes catégories de règles sont mises en œuvre : (a) 
des règles d’arité 2 via l’onglet SWRLTab (cf. 3.3.2.6) et, (b) des règles ayant des arités 
supérieures à 2 ou d’arité n via l’onglet SWRL-IQ (cf. 4.1.3.3). La mise en œuvre de ces 
règles nécessite donc : (a) la création de nouvelles relations de type « ObjectProperty » 
(Figure 45), 
 
Figure 45: Création de nouvelles relations de type « ObjectProperty » pour la mise en œuvre des règles 
SWRL. 




(b) la mise en œuvre des règles (Figure 46) et (Figure 47). 
 
Figure 46: Expression d’une règle d’arité 2 pour des signes dichotomiques. Cet exemple concerne la règle 
1. 
 
Figure 47: Règle d’arité 2 conçu via un chaînage des relations. Il permet aussi de raisonner lorsqu’on a 
des cas de définitions multi-niveaux des maladies. Cet exemple concerne la règle 9. 
 
Figure 48: Expression de deux règles d’arité n. Ces règles permettent de calculer les rapports de 
vraisemblance (positif et négatif) et de sélectionner les autres données nécessaires pour le moteur 
d’inférences probabiliste.  Ce type de règles est exprimé via SWRL-IQ. Cet exemple concerne 
respectivement les règles 11 et 12. 




Les règles SWRL et le formalisme d’interrogation SWRL-IQ requièrent des instances 
pour fonctionner, pour cela nos modèles ontologiques doivent être instanciées (cf. 4.2.5 et 
5.2.6). 
5.2.6 La création des cas prototypiques 
Nous proposons d’instancier le modèle ontologique. Cette instanciation consiste à créer une 
instance pour chaque classe du modèle (cf. 4.2.5). Cette instanciation est une retranscription 
complète des définitions intensionnelles (TBox) en définitions extensionnelles (ABox). Les 
noms des instances ont « _1 » comme suffixe, par exemple l’instance de la classe MGUS sera 
« MGUS_1 », celle de « Bone_Lesion » sera « Bone_Lesion_1 ». Nous proposons comme 
exemple la définition formelle partielle d’une MGUS (Figure 49).  
 
Figure 49: Définition formelle partielle d'une MGUS. 
Cette instanciation nécessite donc : (a) une instance pour la classe MGUS (Figure 50) et 
 
Figure 50: Instance d'une MGUS. 
(b) une instance pour ses signes (Figure 51). 
 
Figure 51: Instances des signes d’une MGUS. 




5.2.6.1 La conservation de la hiérarchie des classes 
Ce processus d’instanciation conserve la hiérarchie des classes. En effet, selon la relation de 
subsomption (Baader, 2003), si une classe D est subsumée par une classe C alors toutes les 
instances de la classe D sont aussi des instances de la classe C. Par exemple, la classe 
« Bone_lesion » (Figure 52) a trois sous-classes « Lytic_Lesion », 
« Lytic_Metastatic_Lesion » et « Solitary_Lytic_Metastatic_Lesion ». Donc toutes les 
instances des classes subsumées par la classe « Bone_Lesion » sont aussi les instances de 
cette dernière (Figure 51)(Figure 53). 
 
Figure 52: Hiérarchie des types de lésion osseuse. 
 
Figure 53: Illustration de la conservation de la hiérarchie des classes au niveau des instances. Toutes les 
instances des classes subsumées par la classe « Bone_Lesion » sont aussi liées à l’instance « MGUS_1 ». 
5.2.6.2 La conservation de la profondeur des définitions 
Ce processus d’instanciation conserve la profondeur des définitions des classes (Figure 25). 
Par exemple, le « myélome multiple » a pour signe « l’hypercalcémie », et 
« l’hypercalcémie » a pour signe « une mesure du calcium sérique supérieure à 2,6 mmol/L », 
alors par propagation transitive (Seidenberg & Rector, 2006) le « myélome multiple » a pour 
signe « une mesure du calcium sérique supérieure à 2.6 mmol/L » (Figure 54) (Figure 55). 
 
Figure 54: Instances des signes du MM. La conservation de la profondeur des définitions des classes fait 
en sorte que la mesure du calcium sérique est liée directement au MM. 




L’instanciation dans ce contexte est une alternative au chaînage des relations mis en 
œuvre via les règles SWRL (cf. 3.3.2.3) (Figure 47). 
 
Figure 55: Illustration de la conservation de la profondeur des définitions des maladies. L’instance 
« MM_1 » est liée à l’instance « Hypercalcemia_1 » et à l’instance 
« SC_Measurement_More_Than_2_6mmol_Per_L_1 ». 
5.2.6.3 La base de règles d’ordre 0 
Il s’agit des règles d’ordre 0 produites sur la base des règles d’ordre 1 écrites (cf. 4.2.4), des 
classes et des instances de l’ontologie (cf. 5.2.6). Deux grandes catégories de règles sont 
produites : (a) des règles d’arité 2 (Figure 56) et (b) des règles ayant des arités supérieures à 2 
ou d’arité n (Figure 57).  
La production des règles d’arité 2 nécessite l’utilisation du moteur de règle JESS (cf. 
4.1.3.1). 
 
Figure 56: Exemple de règles d’arité 2 pour le cas d’une gammapathie monoclonale à signification 
indéterminée. 
La production des règles d’arité n nécessite l’utilisation du moteur d’interrogation 
SWRL-IQ (cf. 4.1.3.3). 
 
Figure 57: Exemple de règles d'arité n pour le cas d’une gammapathie monoclonale à signification 
indéterminée. 




5.2.7 La représentation des axiomes de fermeture 
Ce processus consiste à ajouter à des définitions existantes, des restrictions avec un 
quantificateur universel, par exemple, pour la restriction avec quantificateur existentiel 
suivante : « Disease_Excludes_Finding some Bone_Lesion », nous créons une autre 
restriction avec un quantificateur universel : « Disease_Excludes_Finding only 
Bone_Lesion ». 
 
Figure 58: Définition formelle partielle d’une MGUS avec un axiome de fermeture. Cette restriction 
signifie qu’une MGUS n’exclut que les lésions osseuses. 
5.2.8 Conclusion 
Le modèle de connaissance obtenu après instanciation contient un ensemble de règles d’ordre 
0. Ces règles d’ordre 0 permettent ensuite de créer des ensembles de triplets, quintuplets et 
septuplets (cf. 4.2.7) qui seront stockés dans une base de données relationnelle afin d’être 
utilisés par un moteur d’inférences.  
5.3 La description du système 
Nous présentons dans cette section le fonctionnement du système. Comme dit plus haut, c’est 
un système d’aide à la décision à base d’ontologie, c'est-à-dire que la structure et le contenu 
de toutes les composantes du système sont définis par l’ontologie. Les programmes (code 
source) Java sont présentés en annexe. Le système est accessible via ces liens : 
 http://nautilus.univ-rennes1.fr:8080/AppDiagnosticRatioWithDetail/Auth.do pour la 
version avec moteur de raisonnement abductif-ratio. Les diagnostics sont triés via des 
ratios. Ce ratio est le quotient du nombre de signes observés et le nombre de signes 
caractérisant la maladie concernée. 
 http://nautilus.univ-rennes1.fr:8080/AppDiagnosticVdpWithDetail/Auth.do pour la 
version avec moteur de raisonnement abductif-probabiliste. Les diagnostics sont triés 
via les probabilités des diagnostics sur la base des signes observés. 
5.3.1 La création des ensembles et stockage dans une base de données 
relationnelle 
Les APIS (JESS, SWRL et SWRL-IQ) permettent de produire des ensembles (Tableau 11, 
Tableau 12, Tableau 13 et Tableau 14) à partir de la base de règles d’ordre 0. Ensuite, ces 










Tableau 11: Vue partielle de l’ensemble des triplets (r,f,d). 
Relation (r) Finding (f) Disease_And_Disorders 
(d) 
Finding_Has_Diagnosis IgA_Measurement_Under_3g_Per_dl_1 MGUS_1 
Finding_Absence_Excludes_Diagnosis IgA_Measurement_Under_3g_Per_dL_1 MGUS_1 
Finding_Excludes_Diagnosis Bone_Lesion_1 MGUS_1 
Finding_Absence_Has_Diagnosis Bone_Lesion_1 MGUS_1 
 
Tableau 12: Vue partielle de l’ensemble des quintuplets (r,f,d,tv,u). 
Relation (r) Finding (f) Disease_And_Disorders (d) Threshold 
Value (tv) 
Unit (u) 
Finding_Has_Diagnosis IgA_Measurement_1 MGUS_1 < 3 g/dL 
Finding_Has_Diagnosis IgA_Measurement_1 MM_1 ≥ 3 g/dL 
 
Tableau 13: Vue partielle de l’ensemble des septuplets (f,d,c,prev,Se,Sp,LrMinus). 




Se Sp LrMinus 
IgA_Measurement_Under_3g_Per_dl_1 MGUS_1 context_1 0.05 0.25 0.9 0.9 
 
Tableau 14: Vue partielle de l’ensemble des septuplets (f,d,c,prev,Se,Sp,LrPlus). 






Se Sp LrPlus 
IgA_Measurement_Under_3g_Per_dl_1 MGUS_1 context_1 0.05 0.25 0.9 1.25 
 
Ces ensembles sont ensuite utilisés par le moteur d’inférences pour les tâches de 
raisonnement. Pour les tests et les évaluations du système, nous n’avons utilisé que les 
connaissances à caractères dichotomiques parce que les dossiers qu’on avait à notre 
disposition ne contenaient que des données de cette nature. 
5.3.2 Le moteur d’inférences mixte 
Il s’agit d’un moteur (cf. 4.2.8) implémentant les modes de raisonnement abductif (Walton, 
2004) (cf. 3.3.2.7) et probabiliste. Les signes observés par le praticien (a) sont transmis au 
module de raisonnement « abductif », ce dernier interroge la base de connaissances et extrait 
toutes les hypothèses de maladies (diagnostic) qui correspondent aux signes observés. 
Ensuite, il crée une liste des diagnostics possibles et une liste des diagnostics exclus. Chaque 
diagnostic est chargé dans la liste correspondante avec ses signes (présents ou absents). Si les 
probabilités sont disponibles alors il dérive les probabilités des diagnostics et trie la liste des 
diagnostics possibles uniquement via ces probabilités. Sinon, si les probabilités ne sont pas 
disponibles alors il calcule les ratios et trie la liste des diagnostics possibles via ces ratios. Le 
logigramme
23
 (Figure 59) suivant présente les étapes de traitement des données dans le 
moteur d’inférences. 
                                                 
23
 Outil permettant de décrire et de visualiser de façon séquentielle et logique les actions à mener et les décisions 
à prendre pour atteindre un objectif. [Wikipédia] 





Figure 59: Logigramme du moteur d’inférences mettant en œuvre les modes de raisonnement abductif et 
probabiliste. 
5.3.3 L’interface du système 
ODES propose de manière standard quatre formulaires : un formulaire de connexion, un 
formulaire de choix de l’ontologie (base de connaissances) à utiliser, un formulaire adaptatif 
contenant tous les signes et symptômes groupés par famille (signes cliniques, signes 
radiologiques, signes biologiques, etc.) et un formulaire de résultat présentant les diagnostics 
possibles et les diagnostics exclus. 
5.3.3.1 Le formulaire de connexion 
ODES est conçu pour être exploité par plusieurs utilisateurs et ce formulaire permet de 
différencier ces utilisateurs. 
 
Figure 60: Formulaire de connexion au système. Une fois l’utilisateur authentifié toutes les interrogations 
et décisions de ce dernier seront stockées avec son identifiant.  




5.3.3.2 Le formulaire de choix de l’ontologie 
Ce formulaire de choix permet de choisir l’ontologie ou la base de connaissances que nous 
souhaitons utiliser. 
 
Figure 61: Formulaire de choix de l’ontologie ou de la base de connaissances à utiliser. 
5.3.3.3 Le formulaire adaptatif 
Le formulaire adaptatif ou d’interrogation (Frank & Szekely, 1998) (Figure 63) du système 
est fonction du contenu de l’ontologie. Ces signes sont extraits à partir des requêtes listées ci-
après (Figure 62). Les signes sont regroupés par catégorie, par exemple biologiques, 
radiologiques, symtômes, etc. Ces requêtes (Figure 62) permettent de créer des ensembles 
(signe, catégorie) qui sont stockés dans deux tables « E_Finding et E_Category » de la base de 
données (Figure 28). 
 
 
Figure 62 : Les requêtes de sélection des catégories de signes. Ces catégories sont les superclasses des classes (signes) 
de l’ontologie. Elles peuvent contenir d’autres catégories, par exemple la catégorie « Lesion » contient les catégories 
« Bone_Lesion », « Lytic_lesion », etc. 
Le contenu de la table « E_Category » est ensuite utilisé pour définir les cadres 
(groupes) dans lesquels les signes « E_Finding » seront groupés sur le formulaire (Figure 63). 
 
 
Figure 63: Formulaire adaptatif ou d’interrogation, ce formulaire est fonction de chaque base de 
connaissances ou ontologie. 




5.3.3.4 Le formulaire de résultat 
Le formulaire des résultats (Figure 64) affiche la liste des diagnostics possibles et celle des 
diagnostics exclus. Pour chaque diagnostic, la liste des signes présents et absents est fournie 
d’une part, et d’autre part, la liste des signes non observés est aussi fournie. Le nombre de 
signe observé est aussi affiché, ainsi que le ratio. Pour les cas avec des probabilités, à la place 
du ratio c’est la probabilité post-test qui est affichée. Les cases à cocher (situées après le ratio) 
permettent de sélectionner les diagnostics retenus par le praticien. Ces derniers sont stockés 
dans la base de cas avec les signes présents et absents qui y sont rattachés. Les diagnostics 
proposés par le système comme « possible » ou même comme « exclus » sont aussi stockés 
dans la base des cas avec les signes qui y sont rattachés. Ensuite à partir de ces données 
stockées dans la base cas, on peut calculer les sensibilités et spécificités des signes pour les 
maladies et les prévalences des maladies (cf. 5.4). 
 
Figure 64: Formulaire des résultats. 
5.4 Le calcul de la sémiologie quantitative 
Le jeu de données utilisé pour ces calculs est celui des urgences odontologiques. Les formules 
utilisées sont présentes dans cette section 2.4. La Figure 65 présente les prévalences produites, 
la Figure 66 montre les effectifs utilisés pour le calcul des sensibilités et des spécificités des 
signes pour les maladies et la Figure 67 présente un extrait de ces sensibilités et spécificités 
des signes pour les maladies.  






Figure 65: Prévalences calculées à partir de la base de cas des urgences odontologiques.  





Figure 66: Extrait des effectifs pour le calcul des sensibilités et des spécificités des signes pour les 
maladies. 
 









L’évaluation du système s’est déroulée à trois endroits différents : (a) l’unité de recherche 
médicale UMR936, (b) le service des urgences odontologiques du CHU de Rennes et (c) le 
service de la médecine du sport du CHU de Rennes. Tous les dossiers patients sont 
anonymisés.  
 
Pour le système, un diagnostic correct est, si les probabilités sont absentes, un 
diagnostic présent dans la liste des diagnostics possibles renvoyés quelle que soit sa position 
dans cette liste. Et, si nous avons des probabilités, un diagnostic correct est le premier dans la 
liste des diagnostics possibles. Les équations et les abréviations utilisées sont décrites dans 
cette section 4.2.10.2. 
5.5.1 Matériels 
Le premier jeu de données concerne 63 dossiers patients obtenus auprès du service de 
médecine interne de l’hôpital Sud de Rennes, pour le deuxième jeu de donnée, nous avons 
202 dossiers patients provenant du service des urgences odontologiques du CHU de Rennes et 
20 dossiers patients fournis par le service de la médecine du sport du CHU de Rennes. 
 
Les ensembles utilisés (cf. 5.3.1) sont produits à partir de règles d’ordre 0 produites sur 
la base de trois ontologies : 
 L’ontologie concernant les maladies plasmocytaires contient 277 classes, 822 
restrictions, 30 pathologies et elle a permis de produire 1710 règles d’ordre 0 
(Donfack Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012).  
 Celle des pathologies en urgence odontologique contient 446 classes, 705 restrictions, 
113 pathologies, elle a permis de produire 2792 règles d’ordre 0 (Donfack Guefack, 
Serrand-Obry, Lasbleiz, Duvauferrier, & Bertaud-Gounot, 2012). Et, 
 Celle concernant les lésions traumatiques du genou a permis de produire 130 règles 
d’ordre 0 (Donfack Guefack, Bertaud-Gounot, Burgun, et al., 2012). 
5.5.2 Méthodes 
5.5.2.1 Jeu de données 1 
L’objectif est de comparer les résultats obtenus par le système aux résultats inscrits dans les 
dossiers. Les résultats contenus dans les dossiers des patients représentent « la référence ». 
Ces résultats ont été obtenus après avoir effectué des examens complémentaires pour 
confirmer ou infirmer les hypothèses initialement produites par le clinicien sénior. 
5.5.2.2 Jeu de données 2 
L’évaluation a été faite en s’appuyant sur les signes observés en direct sur le patient se 
présentant au service des urgences odontologiques. Les résultats du clinicien sénior étaient 
confrontés à ceux du système. 
5.5.2.3 Jeu de données 3 
L’évaluation a été faite en s’appuyant sur les résultats consignés dans les dossiers patients. 
Ces résultats proviennent de l’IRM (Imagerie par résonance Magnétique) et ils sont 
considérés comme le Gold Standards. Ensuite nous avons sur la base des signes observés par 




un clinicien sénior récupéré les résultats de ce clinicien d’une part et d’autre part nous avons 
récupéré les résultats du système. 
5.5.3 Résultats 
5.5.3.1 Jeu de données 1 : 63 dossiers patients du service de médecine 
interne de l’hôpital Sud de Rennes 
Avant les examens complémentaires les résultats du clinicien sénior étaient : 40 cas de 
résultats corrects, et 23 cas de résultats incorrects, soit un taux de diagnostics corrects de 
63,5% et un taux de diagnostics incorrects de 36,5%. Avec le système et sur la base des 
mêmes signes observés initialement par le clinicien sénior nous avons obtenu 57 cas de 
résultats corrects, et 9 cas de résultats incorrects, soit un RCD de 90% et un ER de 10% 
(Donfack Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012). 
5.5.3.2 Jeu de données 2 : 202 dossiers au service des urgences 
odontologiques du CHU de Rennes 
Les résultats du clinicien étaient comme suit : 150 cas de bons résultats, et 52 cas de mauvais 
résultats, soit un taux de diagnostics corrects de 74,25 % et un taux de diagnostics incorrects 
de 25,75 %. Avec le système et sur la base des mêmes signes observés par le clinicien sénior 
nous avons obtenu 198 cas de résultats corrects, et 4 cas de résultats incorrects, soit un RCD 
de 98,02% et un ER de 1,98% (Donfack Guefack, Serrand-Obry, et al., 2012). 
5.5.3.3 Jeu de données 3 : 20 dossiers patients du service de la médecine du 
sport du CHU de Rennes 
Les résultats du clinicien se présentent comme suit : 13 cas de bons résultats et 7 cas de 
mauvais résultats, soit un taux de diagnostics corrects de 65% et un taux de diagnostics 
incorrects de 35%. Les résultats du système se présentent comme suit : 16 cas de diagnostics 
corrects, 3 cas de diagnostics non discriminent et 1 cas de diagnostic incorrect, soit un RCD 
de 80% et un taux de ER de 5% et un taux de diagnostics non discriminants (RDnD) de 15% 
(Donfack Guefack, Bertaud-Gounot, Burgun, et al., 2012). 
5.6 Conclusion 
Nous avons donc réalisé et évalué des méthodes de modélisation des signes dans les 
ontologies à des fins de diagnostic médical. Elles prévoient des moyens de modélisation des 
connaissances de raisonnement ainsi que la définition formelle des connaissances sur les 
maladies. Ces méthodes permettent d’exprimer dans un modèle ontologique les 
connaissances : (a) dichotomiques, (b) multivaluées, (c) probabilistes, (d) sur les définitions 
multi-niveaux des maladies, (e) sur les signes absents et, (f) sur le raisonnement (de contrôle). 
 




Chapitre 6  
Discussion et Conclusion 
6.1 Introduction 
Les systèmes informatiques permettent l’amélioration de la qualité des soins et de la prise en 
charge des malades par la réduction des erreurs médicales et par la détection des omissions 
(Seroussi et al., 2013; Zhang et al., 2005). Notre objectif était la mise en place de méthodes 
générales pour la modélisation des signes dans les ontologies biomédicales pour l’aide au 
diagnostic et la proposition d’un moteur d’inférences mettant en œuvre un mode de 
raisonnement adapté au diagnostic médical. Une ontologie est constituée d’un large réseau de 
concepts d’un domaine liés par des relations et qui peut être exploitée par des systèmes d’aide 
au diagnostic médical. Cependant, il existe des problèmes :  
 liés au contenu des ontologies biomédicales. 
 liés à la capacité des langages de représentation des connaissances associés à mettre 
en œuvre le diagnostic médical.  
Nous avons proposé des méthodes de représentation des connaissances sur les maladies 
et des méthodes de représentation des connaissances de raisonnement. Ces méthodes ont 
permis de produire des modèles de connaissances contenant tous les types (déclaratif, 
procédural et contrôle) de connaissances. Ces méthodes permettent aussi de représenter ces 
types de connaissances quel que soit le caractère de ces dernières (dichotomique, multivaluée, 
probabiliste, multi-niveau). Ces méthodes nous ont permis aussi de mettre en œuvre les 
raisonnements abductif et probabiliste. 
 
Le système ODES élaboré s’appuie sur le contenu des modèles ontologiques mis en 
place via ces méthodes et les résultats des tests et évaluations montrent que l’utilisation d’un 
tel système apporte une aide substantielle aux médecins. 
6.2 Modèle de connaissances 
Les méthodes mises en place permettent d’avoir un modèle unique contenant les 
connaissances du domaine (connaissances déclaratives et connaissances procédurales) et les 
connaissances de contrôle (connaissances de raisonnement). L’avantage d’avoir un modèle 
unique réside sur le fait que les mises à jour du modèle en sont facilitées. Et lors de 
l’exploitation du modèle, le moteur d’inférences ne traite qu’un seul modèle et non deux 
comme c’est le cas avec le système ODDIN (García-crespo et al., 2010).  
   
Les méthodes (cf. 4.2.1 et 5.2) élaborées ont permis de compléter (ajouter des 
connaissances) des ontologies de domaine. Ces méthodes sont génériques car elles ont permis 
de traiter trois ontologies provenant de trois disciplines différentes. Les modèles ontologiques 
résultants contiennent des connaissances du domaine et les connaissances de contrôle qui sont 




clairement séparées. Les connaissances du domaine sont formalisées par (a) une 
représentation abstraite (sans tenir compte de l’utilisation) et hiérarchique des concepts du 
domaine, et (b) une représentation des relations maladie-signe(s). Ces modèles sont 
théoriques, contrairement au modèle à base de règles qui n’expriment que les connaissances 
pratiques de l’expert (Bruaux, 2007; Page, 1990) (cf. 1.1).  
 
Certains fragments de connaissances procédurales (Figure 48)(cf. 4.2.4, Règle. 11 et 12) 
sont exprimés via des builtins SWRL (Elenius, 2012; Peter et al., 2004) sans recours aux 
programmes informatiques complexes comme ce fut le cas pour les modèles à base de frames 
(cf. 1.1) (Grigorova & Nikolov, 2008; Turban & Liang, 2005; Winograd, 1975). 
 
Nous avons intégré des connaissances de contrôle via l’ajout de nouvelles relations 
(ObjectProperty et DatatypeProperty) et des règles SWRL dans nos modèles ontologiques. 
Cette intégration de nouvelles connaissances via ces règles et relations permet de séparer les 
connaissances sur les maladies (connaissances du domaine) et les connaissances de contrôle 
(connaissances de raisonnement), contrairement  au modèle à base de règles qui compile 
toutes ces connaissances dans leurs règles de production (Bruaux, 2007; Page, 1990) (cf. 1.1). 
Les connaissances de contrôle sont exprimées de manière abstraite en utilisant les classes et 
les relations de l’ontologie (Clancey, 1983). Cette abstraction donne la capacité aux modèles 
d’être réutilisables. Aussi, ces connaissances de contrôle permettent au système de fournir des 
explications plus précises sur les inférences (Bruaux, 2007; Page, 1990). Le système peut à ce 
moment fournir des informations sur le « POURQUOI » il a évoqué une hypothèse de 
maladie, « COMMENT » il a confirmé ou infirmé cette hypothèse, contrairement au système 
exploitant des modèles à base de règles qui ne peuvent qu’expliquer POURQUOI, 
COMMENT, voire POURQUOI PAS une règle a été utilisée (Bruaux, 2007; Clancey, 1981) 
(cf. 1.1). 
 
Nos modèles ontologiques sont des modèles hiérarchiques, c'est-à-dire qu’ils sont 
organisés sous forme de taxonomie avec des relations de généralisation et de spécialisation 
(par exemple, un myélome multiple est une maladie plasmocytaire). A ces relations s’ajoutent 
des relations d’association (par exemple, une maladie « d » a pour signe « f »). Cette 
caractéristique (hiérarchique) leur donne la capacité de faciliter l’ajout, la modification et la 
suppression de concepts ou de règles tout en garantissant la conservation de la cohérence des 
modèles.  
6.2.1 Pourquoi une instanciation complète du modèle ontologique ? 
6.2.1.1 Utilisation des règles SWRL 
L’utilisation des règles SWRL et des formalismes d’interrogation SQWRL, SWRL-IQ impose 
la présence d’instances dans le modèle ontologique car ces formalismes ne fonctionnent qu’en 
présence d’instances (I. Horrocks et al., 2004). Cette utilisation nous permet de garantir la 
séparation des définitions des maladies et des définitions utiles pour le processus de 
raisonnement. En effet, un des rôles majeurs d’une ontologie biomédicale est de servir de 
vocabulaire, c'est-à-dire fournir une liste des noms d’entité et des relations entre ces entités 




(Bodenreider, 2008). Le fait de séparer les définitions des maladies et les définitions utiles 
pour le processus de raisonnement permet de garantir la conservation de la conformité de ce 
vocabulaire sur les maladies. Cette approche diffère de celle de Rodríguez-González 
(Rodríguez-González, Labra-Gayo, et al., 2012) qui propose de modifier les définitions des 
maladies pour être conforme aux requêtes soumises au système (cf. 3.3.4, Figure 7 et Figure 
8). Notre approche permet de garantir cette séparation et permet de tirer parti de ces deux 
modes de vision des ontologies biomédicales, à savoir comme vocabulaire sur les maladies, et 
comme source de données (nos ensembles créés à partir de TBox, ABox et les règles) 
utilisable par les systèmes informatiques pour les tâches d’aide à la décision (Musen, 1992). 
6.2.1.2 La prise en charge de la conservation de la hiérarchie 
Un des intérêts des modèles ontologiques est la hiérarchie des concepts qu’ils comportent. 
Cette hiérarchisation des concepts facilite la mise à jour des modèles, c'est-à-dire l’ajout, la 
modification et la suppression des concepts ou des règles tout en maintenant la cohérence du 
modèle. 
En revanche, lors de l’instanciation, cette prise en compte de la hiérarchie n’est pas 
tacite, c'est-à-dire qu’elle ne se fait pas de manière automatique, elle doit être explicitement 
faite. Par exemple, une MGUS exclut la présence des lésions osseuses (Figure 49), les lésions 
lytiques sont des lésions osseuses (Figure 52), et grâce à cette prise en compte de la 
hiérarchisation des concepts, une assertion MGUS exclut les lésions lytiques est créée (cf. 
5.2.6, Figure 51 et Figure 53)(Donfack Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012). 
6.2.2 Le raisonnement abductif 
Selon Walton (Walton, 2004) le diagnostic médical est une forme de raisonnement abductif. 
Ce type de raisonnement donne la possibilité de générer des hypothèses de maladies même si 
on n’a pas observé tous les signes ou symptômes caractérisant ces hypothèses (Pottier & 
Planchon, 2011). Les moteurs d’inférences classiques (par exemple Pellet, Racer, etc.) ne 
gèrent pas ce type de raisonnement car ils mettent en œuvre un raisonnement déductif 
(Bertaud-Gounot, Duvauferrier, et al., 2012; Le Moing, 2009; Prcela et al., 2008).  
Notre proposition s’appuie sur les travaux de Cory Henson (Henson et al., 2011) et elle 
consiste à produire des ensembles de triplets, quintuplets et septuplets (cf. 5.3.1). Ces 
ensembles contiennent les relations entre les signes et les maladies (cf. 3.3.4.6) (Figure 68). 
Ces relations peuvent être déterministes, c’est le cas matérialisé par les triplets et les 
quintuplets. Elles peuvent être probabilistes, c’est le cas matérialisé par les septuplets.  Ces 
ensembles sont ensuite utilisés par le moteur d’inférences mis en place pour produire les 
hypothèses de maladies. 
 





Figure 68: Illustration d'un triplet sous forme d’un réseau de relations signe-diagnostic (hypothèse d’une 
maladie). 
6.2.3 Les signes absents 
6.2.3.1 La représentation 
Les signes absents ou négatifs sont gérés de façon efficace par notre approche (cf. 4.2.2). 
L’approche de Bertaud-Gounot (Bertaud-Gounot, 2008) entraine la création de nouvelles 
classes, cela alourdit considérablement le modèle. Par exemple concernant le signe 
« Bone_Lesion » pour une MGUS, on créerait une autre classe « No_Bone_Lesion » afin 
d’obtenir «MGUS » Has_Finding « No_Bone_Lesion ». En revanche, notre approche, 
similaire à celle de Werner Ceusters (Ceusters et al., 2006, 2007) nous permet de n’avoir 
qu’un seul signe « Bone_Lesion » et une relation du type «  Excludes » (Figure 49). Cette 
approche permet de traduire le fait qu’une maladie exclut la possibilité ou l’éventualité d’un 
signe, ou qu’un signe exclut la possibilité ou l’éventualité d’une maladie ou hypothèse de 
maladie (Figure 68).  
Un autre intérêt de la représentation des signes absents est qu’ils permettent de 
produire des effectifs (par exemple le nombre de faux négatifs et le nombre de vrais négatifs, 
cf. 5.4 pour des détails) qui sont utilisés pour la production des sensibilités et des spécificités 
des signes pour les maladies concernées (cf. 6.2.4.2).  
6.2.3.2 Le raisonnement abductif et les signes absents 
L’utilisation des ensembles (cf. 5.3.1) conçu à partir des règles (cf. 4.2.3) permet de mettre en 
œuvre le raisonnement abductif et de prendre en charge les signes absents ou négatifs (cf. 
4.2.2) (Bertaud-Gounot, Donfack Guefack, Lasbleiz, Bourdé, & Duvauferrier, 2011; Donfack 
Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012). Les règles 1,2,3,4,5,6,7,8,9,10,11 et 12 
(cf. 4.2.3) qui ont servi à la production des ensembles ont été conçues en nous appuyant sur 
les stratégies de raisonnement (Arocha et al., 2005) des praticiens (cliniciens, médecins, etc.). 
Ces ensembles permettent de construire un réseau de relations entre les signes et les 
hypothèses de maladie (Figure 68). 
6.2.4 Ontologie et Probabilité  
6.2.4.1 Représentation 
La représentation des probabilités (sensibilités et spécificités des signes pour les maladies, et 
les prévalences des maladies pour une population donnée) a été faite via la réification des 
relations en utilisant l’Ontology Design Pattern 1 (ODP) du W3C (Hayes et al., 2006). Notre 
approche présente plusieurs avantages : 




 Nous utilisons une ontologie existante, le langage de représentation OWL 
recommandé par le W3C et le moteur d’inférences Pellet. Les définitions existantes 
sont conservées, car notre objectif est d’avoir dans le même modèle les définitions 
des maladies telles qu’elles sont dans la littérature et les connaissances de 
raisonnement. Elle détonne de l’approche proposée par Fenz (Fenz, 2012) sur le fait 
que nous faisons cohabiter un modèle déterministe et un modèle probabiliste, alors 
que celle de Fenz consiste à remplacer le modèle ontologique par un réseau bayésien 
(RB). 
 Les relations (maladie-signe) sont quantifiées contrairement à l’approche de Bertaud-
Gounot (Bertaud-Gounot, 2008) qui opte pour l’ajout de relations « diagnoses et 
justify » avec des facteurs de certitude. Dans cette optique son approche de 
représentation est qualitative. Les probabilités dans notre approche sont intégrées 
dans l’ontologie via le processus de réification (cf. 5.2.3) en utilisant des restrictions, 
ce qui nous donne la possibilité de vérifier facilement la cohérence du modèle, alors 
que García-crespo (García-crespo et al., 2010) propose l’utilisation d’une ontologie et 
un fichier texte externe contenant les probabilités. L’exploitation de deux modèles 
distincts rend les mises à jour délicates et très difficiles. 
6.2.4.2 Le raisonnement probabiliste   
Notre ontologie probabiliste obtenue contient les couples (maladie, signe) probabilisés et les 
couples (maladie, contexte) probabilisés.  Les probabilités des couples (maladie, signe) sont 
les sensibilités et spécificités des signes pour les maladies. Les probabilités des couples 
(maladie, contexte) sont les prévalences des maladies pour une population donnée (contexte). 
Ces connaissances sont utilisées lors des processus de raisonnement (cf. 2.4) pour dériver les 
valeurs prédictives des maladies sur la base des signes observés par le médecin. Les règles de 
Bayes (Aronoff, 2010; Attia, 2003; McGee, 2002) exploitées dans notre approche sont 
formellement établies, contrairement aux règles de calcul tirées du système MYCIN 
(Buchanan & Shortliffe, 1984) utilisées par Bertaud-Gounot (Bertaud-Gounot, 2008) qui ne 
reposent sur aucune base théorique formelle (Heckerman, Horvitz, & Nathwani, 1992; Lucas, 
2001). 
6.2.5 Les définitions multi-niveaux 
Notre approche permet de gérer les définitions multi-niveaux (cf. 3.3.4, Figure 4 et Figure 6) 
et de raisonner sur ces définitions. Deux propositions ont été faites, l’une s’appuyant sur la 
propagation transitive (Seidenberg & Rector, 2006) matérialisée par le chaînage des relations 
(cf. 3.3.2.3, 5.2.4.1 et Figure 47). L’autre s’appuyant sur l’instanciation (Figure 54 et Figure 
55). Ces deux propositions permettent de conserver la profondeur des définitions des 
maladies présentes dans l’ontologie (cf. 5.2.6.2). Elles présentent l’avantage de ne pas 
requérir des modifications sur la description des maladies pour pouvoir faire du diagnostic 
médical dessus comme a fait Rodríguez-González (Rodríguez-González, Labra-Gayo, et al., 
2012). 




6.3 Système ODES  
6.3.1 Évaluation 
L’évaluation du système a permis de ressortir les informations suivantes :  
 pour le premier jeu d’essai les 10% d’erreurs sont dues à l’absence de certaines 
connaissances dans l’ontologie, car après intégration de ces connaissances 
manquantes, nous avons eu 100% de résultats corrects.  
 pour le deuxième jeu d’essai, les 1,98% d’erreurs sont aussi dues à des erreurs de 
représentations des connaissances dans l’ontologie et,  
 pour le troisième jeu d’essai, les 5% d’erreurs et les 15% de diagnostics non 
discriminants sont dus à la qualité des probabilités. 
Ces résultats montrent l’utilité d’un tel système dans l’activité des médecins. Cependant, nous 
n’avons pas mis un accent particulier sur la convivialité de l’interface utilisateur. En effet, un 
des objectifs de ce dernier (ODES) était de montrer la faisabilité de notre approche.  
6.3.2 Temps de traitement 
Les temps de réponse lors des cycles de raisonnement sont inférieurs à 1 seconde pour des 
ontologies ayant plus de 30 maladies et plus de 100 signes et symptômes (cf. 4.1.1.2, 4.1.1.3, 
4.1.1.4 et 5.5.1), contrairement aux approches proposées par Rodríguez-González (Rodríguez-
González & Alor-Hernández, 2013; Rodríguez-González, Torres-Niño, et al., 2012; 
Rodríguez-González, Labra-Gayo, et al., 2012) qui ont des temps de réponses importants (cf. 
3.3.4) pour des ontologies relativement petites (5 maladies et 11 signes). 
6.3.3 Calcul de la sémiologie quantitative 
Un des avantages du système ODES est sa base de cas, car les décisions des médecins qui y 
sont stockées peuvent ensuite servir pour le calcul des probabilités. A partir de ces données 
(les diagnostics possibles, exclus et retenus ainsi que leurs signes présents et absents) on peut 
calculer les effectifs (vrai positifs, faux positifs, vrai négatifs et faux négatifs). Ensuite, avec 
ces effectifs, on peut produire les sensibilités (Se) et spécificités (Sp) des signes pour les 
maladies (diagnostics) et les prévalences (Prev) des maladies pour la population considérée 
(notre base de cas).  
 
Une analyse des données extraites et qui ont été utilisées pour le calcul des Se, Sp et 
Prev montre qu’il y a un nombre négligeable de vrai négatifs. A titre de rappel, un vrai négatif 
est caractérisé par l’absence de la maladie et du signe. Ce faible nombre s’explique par une 
négligence de l’investigateur lors du remplissage du formulaire. En effet, le praticien s’est 
parfois exclusivement concentré sur les signes présents, négligeant de signaler les signes 
absents. Or, certaines pathologies sont définies par l’absence de certains signes (Ceusters et 
al., 2006, 2007), par exemple, le cas d’une MGUS et les critères CRAB. Le tableau ci-dessous 
montre une partie des « vrais négatifs » observés : 
 




Figure 69: Tableau des effectifs utilisés pour le calcul des sensibilités et des spécificités des signes pour les 
maladies. 
Cette observation montre l’intérêt de la prise en compte des signes absents dans les 
modèles de connaissances en médecine ainsi que l’intérêt de leur traitement par les systèmes 
d’aide au diagnostic. Et aussi, cela apporte un éclairage sur le taux d’erreur de 5 % et le taux 
de diagnostics non discriminants de 15% (cf. 5.5.3.3) rencontrés lors de l’évaluation du 
système. 
6.4 Conclusion 
Notre avons présenté l’intérêt de notre approche en mettant en emphase la capacité du modèle 
ontologique à prendre en compte les différents types de connaissances (cf. 3.2) et sa capacité 
résoudre les problèmes liés au diagnostic médical. Les résultats de l’évaluation montrent que 
l’exploitation d’un système utilisant ce type de modèle de connaissance permet d’améliorer 
les performances des praticiens. 
Nous avons élaboré des méthodes pour enrichir une ontologie biomédicale à des fins de 
diagnostics. Ces méthodes s’appuient sur les formalismes et outils recommandés par le W3C, 
et elles facilitent la séparation entre les connaissances sur les maladies (connaissances du 
domaine) et les connaissances de raisonnement dites aussi connaissances de contrôle. Ces 
méthodes permettent :  
 d’intégrer et de prendre en charge les définitions des maladies multi-niveaux 
(Rodríguez-González, Labra-Gayo, et al., 2012),  
 d’exprimer les probabilités conditionnelles et les probabilités a priori via des 
restrictions (Hayes et al., 2006),  
 d’exprimer les connaissances imprécises et vagues en nous appuyant sur leurs 
définitions intrinsèques (Peelen et al., 2007),  
 de gérer les signes négatifs ou absents et (Ceusters et al., 2006, 2007),  
 de fournir les ensembles utiles pour mettre en œuvre les raisonnements abductif 
(Henson et al., 2011) et probabiliste (Aronoff, 2010; Donfack Guefack, Bertaud-
Gounot, Burgun, et al., 2012).  
Notre approche a consisté à intégrer des règles pour exprimer les connaissances de 
contrôle permettant de guider le moteur d’inférences du système mis en place (Bertaud-
Gounot et al., 2011; Donfack Guefack, Bertaud-Gounot, Duvauferrier, et al., 2012). Ensuite 
nous avons instancié intégralement l’ontologie et nous avons synthétisé des ensembles 
(triplets, quintuplets et septuplets) que nous avons enregistrés dans une base de données 
relationnelle pour les tests et évaluation des modèles mis en place.  
 
Le système que nous avons mis en place est totalement piloté par le modèle 
ontologique, les signes contenus sur le formulaire adaptatif ou formulaire de recueil des 




signes sont contenus dans l’ontologie. Trois jeux d’essais et trois modèles différents ont été 
utilisés pour les tests et les évaluations de l’approche.  
 
Les résultats ont été satisfaisants dans l’ensemble et nous avons tiré quelques 
informations importantes qui serviront pour les futurs travaux, comme par exemple, l’intérêt 
des signes absents pour la production d’une sémiologie quantitative fiable. 
6.5 Perspectives  
6.5.1 A cout terme 
L’évaluation du système ODES doit être effectuée de manière multicentrique avec un nombre 
plus important de dossiers. Et pour ce faire, on définira des caractéristiques d’interfaces qui 
contribueraient à réduire la complexité d’utilisation. Cette évaluation à grande échelle 
permettrait potentiellement de produire des probabilités fiables qui seront utilisées par la suite 
pour compléter les ontologies correspondantes.  
 
Nous avons dans ce projet évalué le système uniquement sur les paramètres à caractères 
dichotomiques, il serait envisageable de le faire avec des dossiers contenant des paramètres 
multivalués.  
 
Nous nous sommes focalisés uniquement sur les diagnostics, il serait envisageable 
d’intégrer dans ces modèles ontologiques l’approche thérapeutique. 
6.5.2 A moyen et long terme 
Dans ce projet, nous n’avons pas tenu compte des systèmes d’informations hospitaliers (SIH). 
En effet, les informations utiles pour le diagnostic (comme par exemple l’historique du 
patient, les allergies, etc.) sont contenues dans le dossier médical de ce dernier. En connectant 
le système au SIH, certains paramètres pourraient être automatiquement renseignés. Pour cela, 
il faudrait prévoir une ontologie (garantir l’interopérabilité sémantique) (Bodenreider, 2008) 
pour la transcription ou l’interprétation des termes provenant du dossier patient au niveau du 
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Annexe 2: Classe « Java » de chargement des ensembles de triplets dans la 










public class OntologyRestrictionBean extends ActionForm implements Comparable {  
 private static final long serialVersionUID = 1L; 
 private  Integer conceptId; 
 private Float sensibilite; 
 private Float specificite; 
 private  Integer roleId; 
 private String role; 
 private  Integer diseaseId; 
 private String disease; 
 
 private  Integer findingId; 
 private String finding; 
 private String ontology; 
 private Float youdenIndication; 
 private Float rvp; 
 private Float rvn; 
 private Integer Concept_Restriction_seuil_Id; 
 private String Concept_Restriction_symbole; 
 private String Concept_Restriction_Unite; 
 private String Concept_Restriction_valeur; 
 private Integer Type_Zone; 
 
 public OntologyRestrictionBean(Integer conceptId, Float sensibilite, Float specificite, 




   String finding, String ontology, Float youdenIndication, Float rvp, Float 
rvn, Integer Concept_Restriction_seuil_Id, String Concept_Restriction_symbole, 
 String Concept_Restriction_Unite, String Concept_Restriction_valeur, Integer 
Type_Zone) { 
  super(); 
  this.conceptId = conceptId; 
  this.sensibilite = sensibilite; 
  this.specificite = specificite; 
  this.roleId = roleId; 
  this.role = role; 
  this.diseaseId = diseaseId; 
  this.disease = disease; 
  this.findingId = findingId; 
  this.finding = finding; 
  this.ontology = ontology; 
  this.youdenIndication = youdenIndication; 
  this.rvp = rvp; 
  this.rvn = rvn; 
  this.Concept_Restriction_seuil_Id = Concept_Restriction_seuil_Id; 
  this.Concept_Restriction_symbole = Concept_Restriction_symbole; 
  this.Concept_Restriction_Unite = Concept_Restriction_Unite; 
  this.Concept_Restriction_valeur = Concept_Restriction_valeur; 
  this.Type_Zone = Type_Zone; 
 } 
 @Override 
 public String toString() { 
  return "OntologyRestrictionBean [conceptId=" + conceptId 




    + specificite + ", roleId=" + roleId + ", role=" + role 
    + ", diseaseId=" + diseaseId + ", disease=" + disease 
    + ", findingId=" + findingId + ", finding=" + finding 
    + ", ontology=" + ontology + ", youdenIndication=" 
    + youdenIndication + ", rvp=" + rvp + ", rvn=" + rvn 
    + ", Concept_Restriction_seuil_Id=" 
    + Concept_Restriction_seuil_Id 
    + ", Concept_Restriction_symbole=" 
    + Concept_Restriction_symbole + ", 
Concept_Restriction_Unite=" 
    + Concept_Restriction_Unite + ", Concept_Restriction_valeur=" 
    + Concept_Restriction_valeur + ", Type_Zone=" + Type_Zone 
+ "]"; 
 } 
 public Integer getConcept_Restriction_seuil_Id() { 
  return Concept_Restriction_seuil_Id; 
 } 
 public void setConcept_Restriction_seuil_Id(Integer concept_Restriction_seuil_Id) { 
  Concept_Restriction_seuil_Id = concept_Restriction_seuil_Id; 
 } 
 public String getConcept_Restriction_symbole() { 
  return Concept_Restriction_symbole; 
 } 
 public void setConcept_Restriction_symbole(String concept_Restriction_symbole) { 
  Concept_Restriction_symbole = concept_Restriction_symbole; 
 } 
 public String getConcept_Restriction_Unite() { 





 public void setConcept_Restriction_Unite(String concept_Restriction_Unite) { 
  Concept_Restriction_Unite = concept_Restriction_Unite; 
 } 
 public String getConcept_Restriction_valeur() { 
  return Concept_Restriction_valeur; 
 } 
 public void setConcept_Restriction_valeur(String concept_Restriction_valeur) { 
  Concept_Restriction_valeur = concept_Restriction_valeur; 
 } 
 public Integer getType_Zone() { 
  return Type_Zone; 
 } 
 public void setType_Zone(Integer type_Zone) { 
  Type_Zone = type_Zone; 
 } 
 public Integer getRoleId() { 
  return roleId; 
 } 
 public void setRoleId(int roleId) { 
  this.roleId = roleId; 
 } 
 public Integer getConceptId() { 
  return conceptId; 
 } 
 public void setConceptId(int conceptId) { 





 public Float getSensibilite() { 
  return sensibilite; 
 } 
 public void setSensibilite(Float sensibilite) { 
  this.sensibilite = sensibilite; 
 } 
 public Float getSpecificite() { 
  return specificite; 
 } 
 public void setSpecificite(Float specificite) { 
  this.specificite = specificite; 
 } 
 public String getRole() { 
  return role; 
 } 
 public void setRole(String role) { 
  this.role = role; 
 } 
 public Integer getDiseaseId() { 
  return diseaseId; 
 } 
 public void setDiseaseId(int diseaseId) { 
  this.diseaseId = diseaseId; 
 } 
 public String getDisease() { 





 public void setDisease(String disease) { 
  this.disease = disease; 
 } 
 public Integer getFindingId() { 
  return findingId; 
 } 
 public void setFindingId(int findingId) { 
  this.findingId = findingId; 
 } 
 public String getFinding() { 
  return finding; 
 } 
 public void setFinding(String finding) { 
  this.finding = finding; 
 } 
 public String getOntology() { 
  return ontology; 
 } 
 public void setOntology(String ontology) { 
  this.ontology = ontology; 
 } 
 public Float getYoudenIndication() { 
  return youdenIndication; 
 } 
 public void setYoudenIndication(Float youdenIndication) { 





 public Float getRvp() { 
  return rvp; 
 } 
 public void setRvp(Float rvp) { 
  this.rvp = rvp; 
 } 
 public Float getRvn() { 
  return rvn; 
 } 
 public void setRvn(Float rvn) { 
  this.rvn = rvn; 
 } 
 @Override 
 public int compareTo(Object arg0) { 
  OntologyRestrictionBean oBean = (OntologyRestrictionBean) arg0; 
  // TODO Auto-generated method stub 
  return 
(this.disease+"#"+this.conceptId).compareTo(oBean.getDisease()+"#"+oBean.conceptId); 
 }  
 @Override 
 public  int hashCode() { 
  final  Integer prime = 31; 
  int result = 1; 
  result = prime * result + ((conceptId == null) ? 0 : conceptId.hashCode()); 






 public boolean equals(Object obj) { 
  if (this == obj) 
   return true; 
  if (obj == null) 
   return false; 
  if (getClass() != obj.getClass()) 
   return false; 
  OntologyRestrictionBean other = (OntologyRestrictionBean) obj; 
  if (conceptId == null) { 
   if (other.conceptId != null) 
    return false; 
  } else if (!conceptId.equals(other.conceptId)) 
   return false; 
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