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a b s t r a c t
We introduce a hybrid Gegenbauer (ultraspherical) integration method (HGIM) for solving
boundary value problems (BVPs), integral and integro-differential equations. The proposed
approach recasts the original problems into their integral formulations, which are then
discretized into linear systems of algebraic equations using Gegenbauer integration
matrices (GIMs). The resulting linear systems are well-conditioned and can be easily
solved using standard linear system solvers. A study on the error bounds of the proposed
method is presented, and the spectral convergence is proven for two-point BVPs (TPBVPs).
Comparisons with other competitive methods in the recent literature are included. The
proposed method results in an efficient algorithm, and spectral accuracy is verified using
eight test examples addressing the aforementioned classes of problems. The proposed
method can be applied on a broad range of mathematical problemswhile producing highly
accurate results. The developed numerical scheme provides a viable alternative to other
solution methods when high-order approximations are required using only a relatively
small number of solution nodes.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A number of physical phenomena can bemodeled as ODEs, integral equations, or integro-differential equations. Spectral
methods have been one of the most elegant methods by far for solving these problems. They provide a computational
approachwhich has achieved substantial popularity over the past three decades, and has beenwidely used for the numerical
solutions of various differential and integral equations (see [1–9]). In this class of methods, the approximation of functions
in C∞[a, b] can be performed using truncated series of the eigenfunctions of certain singular Sturm–Liouville problems. It
is well-known that the truncation error approaches zero faster than any negative power of the number of basis functions
used in the approximation, as that number (order of truncation N) tends to infinity [10]. The latter phenomenon is usually
referred to as the ‘‘spectral accuracy’’ [7]. The principal advantage of spectral methods lies in their ability to achieve accurate
results with substantially fewer degrees of freedom.
For differential equations, spectral methods transform the problems into algebraic linear systems of equations via
approximating the unknown solution by a truncated spectral expansion series and its derivatives by spectral differentiation
matrices (SDMs). The latter are linear maps which take a vector of N function values f (xi) to a vector of N derivative values
f ′(xi). This is extraordinarily accurate in exact arithmetic; however there are a number of difficulties associated with the
practical implementation as SDMs are known to be severely ill-conditioned [11]; the condition number of the Nth-order
differentiationmatrix scales best asO(N2k), where k is the order of the derivative of the solution function [12]. Consequently
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the ill-conditioning of SDMs with increasing order frequently causes degradation of the observed precision [13,14] as the
procedure involves the solution of very ill-conditioned linear system of equations, and the need for developing efficient
preconditioners becomes crucial [15,16]. Trefethen et al. [17,18] showed that the time step restrictions due to this ill-
conditioning can be more severe than those predicted by the standard stability theory.
Another approach for solving differential equations is to recast the governing differential equation as an integral equation,
and then discretize the latter using spectral integration matrices (SIMs) into an algebraic linear system of equations, which
is then solved with spectral accuracy. A SIM can be defined similarly to a SDM as a linear map which takes a vector of
N function values f (xi) to a vector of N integral values
 xi
a f (x)dx, for some real number a ∈ R. This strategy eludes the
drawbacks of applying SDMs as SIMs are known to be well-conditioned operators [13,19,16,20,21]; their well-conditioning
is essentially unaffected for increasing number of points [21]. Moreover, the use of integration operations for constructing
spectral approximations improves their rate of convergence, and allows themultiple boundary conditions to be incorporated
more efficiently [22,21]. In fact, the application of integration operators for the treatment of differential equations by
orthogonal polynomials, in particular, Chebyshev polynomials, dates back to Clenshaw [23] in the late 1950’s. The spectral
approximation of the integration form of differential equations was put forward later in the 1960’s in [24] in the spectral
space and in [25] in the physical space. For an Nth-order differential equation, the approximate solutions are obtained by
either recasting the Nth-order differential equation directly into its integral form for the solution function, or by using the
indefinite integral and spectral quadratures to transform the differential equation into its integral form for the Nth-order
derivative. The solution and its derivatives up to the (N−1)th-order derivativemay then be stably recovered by integration.
The latter idea was brought forward in [13] in 1991, and was applied successfully on TPBVPs using Clenshaw–Curtis
quadrature [24]. This strategy developed by Greengard [13] was described later in [26] as a ‘‘powerful idea’’, since it avoids
the matter of loss of digits in spectral methods related to the ill-conditioning of the associated matrices.
The reason for the success of the spectral integration approaches is basically because differentiation is inherently
sensitive, as small perturbations in data can cause large changes in result, while integration is inherently stable. Moreover,
the integral equation formulation, when applied to TPBVPs for instance, is insensitive to boundary layers, insensitive
to end-point singularities, and leads to small condition numbers while achieving high computational efficiency [27].
The aforementioned spectral integration methods were widely accepted and applied by many authors. Coutsias and
coauthors [28,29] extended Greengard’s technique to more general problems, and proved the boundedness of the condition
numbers as the discretization is refined [30]. Mihaila and Mihaila [31] presented a Chebyshev numerical scheme based on
El-Gendi’s method [25] for solving initial value problems and second-order BVPs defined on finite domains. Their method
recasts the differential equation into an algebraic equations systemwhich is then solved directly for the values of the solution
function at the zeros/extrema of theNth-degree Chebyshev polynomial. Elbarbary [20] extended El-Gendi’smethod [25] and
developed a spectral successive integration matrix based on Chebyshev expansions for the solution of BVPs after recasting
the latter into integral equations. Mai-Duy et al. [32] reported a global fictitious-domain/integral-collocationmethod for the
numerical solution of second-order elliptic PDEs in irregularly shaped domains, where the construction of the Chebyshev
approximations representing the dependent variable and its derivatives are based on integration rather than conventional
differentiation. Later, Elgindy [21] extended El-Gendi’s method [25] and developed some higher order pseudospectral
integration matrices based on Chebyshev polynomials, and applied the method on some initial value problems, BVPs, linear
integral and integro-differential equations. Driscoll [30] generalized Greengard’s method [13] tomth-order boundary value
and generalized eigenvalue problems, where large condition numbers associatedwith differentiationmatrices in high-order
problems are avoided. The area of integro-differential equations can be treated using similar ideas applied to differential
equations. It is noteworthy to mention that the solution of integral equations may be obtained analytically using the theory
developed in [33], and many different methods for solving integral equations analytically are described in several books
(see [34–36]). Furthermore, there are extensive works in the literature for solving integral equations using well-developed
numerical integration tools (see [5,37,38]). However, if the solutions of the integral equations are sufficiently smooth, then it
is necessary to consider ‘‘very high-order numericalmethods’’ such as spectralmethods for approximating the solutions [39].
To solve integral equations numerically using spectral methods, definite integrations involved in the equations are
approximated using SIMs. The construction of the latter depends on the choice of the nodes {xi}Ni=0 and the basis functions
of the approximating series. Recently, in [40], we have developed an optimal GIM quadrature (P-matrix quadrature) for
approximating definite integrations using Gegenbauer polynomials. The numerical experiments shown in [40] suggest that
theGegenbauer polynomials as basis polynomials can performbetter than their popular subclasses, Chebyshev and Legendre
polynomials, for approximating definite integrations at least for a small number of the spectral expansion terms. The
developed P-matrix possesses several advantages such as it can be applied for approximating integrals at any arbitrary sets
of integration nodes, while maintaining higher-order approximations. Also, higher-order approximations can be achieved
by increasing the number of its columns without the need to increase the number of the integration nodes. Moreover, the
construction of the developed integration matrix is induced by the set of the integration nodes regardless of the integrand
function. Gegenbauer polynomials have been applied extensively in many research areas, and have been demonstrated to
provide excellent approximations to analytic functions (see [40–51]).
In this article, we shall generalize the path paved in [24,25,13] by recasting the governing differential/integro-differential
equations into their integral reformulations, and investigate the application of the recently developed P-matrix quadrature
for the solution of the problem. Our focus will be on developing an efficient Gegenbauer integration method, with the
concrete aim of comparing it with other available numerical methods in the literature for solving BVPs, integral and
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integro-differential equations. The proposed approach involves using the P-matrix quadrature together with the Pˆ-matrix
quadrature [40] – a modified form of the GIM quadrature developed earlier in [52] – for recasting the integral equations
into a system of linear equations. MATLAB 7 linear system solver is then implemented for solving the resulting algebraic
linear system, where accurate results can be obtained. We provide a rigorous error analysis of the proposed method for
TPBVPs, which indicates that the numerical errors decay exponentially provided that the unknown and variable coefficient
functions are sufficiently smooth. The remaining part of this paper is organized as follows: In Section 2 we introduce the
Gegenbauer polynomials and some of their properties, with a special attention being given to the construction of the GIMs.
In the following section, a discussion on the solution of a linear TPBVP is presented using GIMs. Section 2.2 is devoted to a
study on the convergence rate and error estimation of the proposed method. The performance of the proposed method is
illustrated in Section 3, with several practical examples on BVPs, integral and integro-differential equations demonstrating
the efficiency and accuracy of our proposedmethod aswell as its generality. Finally, in Section 4,weprovide some concluding
remarks summarizing the advantages of the proposed approach.
2. The GIMs
We shall require several results from approximation theory before presenting the proposed method in Section 2.1. The
Gegenbauer polynomials C (α)n (x), n ∈ Z+, associated with the real parameter α > −1/2, appear as eigensolutions to the
singular Sturm–Liouville problem in the finite domain [−1, 1], with the first two being
C (α)0 (x) = 1, C (α)1 (x) = 2αx,
while the remaining polynomials are given through the recursion formula
(n+ 1)C (α)n+1(x) = 2(n+ α)xC (α)n (x)− (n+ 2α − 1)C (α)n−1(x).
Theweight function for the Gegenbauer polynomials is the even function (1−x2)α−1/2. The Gegenbauer polynomials satisfy
the orthogonality relation [53] 1
−1
(1− x2)α− 12 C (α)m (x)C (α)n (x)dx = h(α)n δmn, (2.1)
where
h(α)n =
21−2απΓ (n+ 2α)
n!(n+ α)Γ 2(α) ; (2.2)
δmn is the Kronecker delta function. In a typical Gegenbauer spectral method, the unknown solution y is expanded as a finite
series of the Gegenbauer basis polynomials C (α)k (x) in the form
y(x) ≈
N
k=0
akC
(α)
k (x), (2.3)
where ak are the Gegenbauer spectral expansion coefficients of the solution. For infinitely differentiable solution functions,
the produced approximation error, whenN tends to infinity, approaches zero with exponential rate. Doha [54] standardized
the Gegenbauer polynomials so that
C (α)n (1) = 1, n = 0, 1, 2, . . . . (2.4)
As a result of this standardization, C (0)n (x) becomes identical with the Chebyshev polynomials of the first kind Tn(x), C
(1/2)
n (x)
is the Legendre polynomial Ln(x); C
(1)
n (x) is equal to (1/(n+1))Un(x), whereUn(x) is the Chebyshev polynomial of the second
type [54]. Moreover, the Gegenbauer polynomials can be generated by Rodrigues’ formula in the following form:
C (α)n (x) =

−1
2
n Γ α + 12 
Γ

n+ α + 12
 1− x2 12−α dn
dxn
(1− x2)n+α− 12 , (2.5)
or starting from
C (α)0 (x) = 1, (2.6a)
C (α)1 (x) = x, (2.6b)
the Gegenbauer polynomials can be generated using the following useful recurrence equation:
(j+ 2α)C (α)j+1(x) = 2(j+ α)xC (α)j (x)− jC (α)j−1(x), j ≥ 1. (2.6c)
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The Gegenbauer polynomials satisfy the orthogonality relation [40] 1
−1
(1− x2)α− 12 C (α)m (x)C (α)n (x)dx = λ(α)n δmn, (2.7)
where
λ(α)n =
22α−1n!Γ 2 α + 12 
(n+ α)Γ (n+ 2α) . (2.8)
For the rest of the paper, by the Gegenbauer polynomials, we shall refer to the Gegenbauer polynomials standardized so
that Eq. (2.4) is satisfied. Moreover, by the Chebyshev polynomials, we shall refer to the Chebyshev polynomials of the first
kind Tn(x). The following theorem gives the truncation error of approximating a smooth function using the Gegenbauer
expansion series:
Theorem 2.1 (Truncation Error). Let y(x) ∈ C∞[−1, 1] be approximated by the Gegenbauer expansion series (2.3), then for each
x ∈ [−1, 1], a number ξ(x) ∈ [−1, 1] exists such that the truncation error ET (x, ξ ,N, α) is given by
ET (x, ξ ,N, α) = y
(N+1)(ξ)
(N + 1)!K (α)N+1
C (α)N+1(x), (2.9)
where
K (α)N+1 = 2N
Γ (N + α + 1)Γ (2α + 1)
Γ (N + 2α + 1)Γ (α + 1) . (2.10)
Proof. See [52]. 
One approach for constructing the entries of the GIM was introduced in [52], and modified later in [40] in the following
theorem:
Theorem 2.2. Let
S(α)N = {xk|C (α)N+1(xk) = 0, k = 0, . . . ,N}, (2.11)
be the set of the Gegenbauer–Gauss (GG) nodes; f (x) ∈ C∞[−1, 1] be approximated by the Gegenbauer polynomials, then there
exists a matrix Pˆ (1) = (pˆ(1)ij ), i, j = 0, . . . ,N; some numbers ξi ∈ [−1, 1] satisfying xi
−1
f (x)dx =
N
k=0
pˆ(1)ik (α)f (xk)+ E(α)N (xi, ξi), (2.12)
where
pˆ(1)ik (α) =
N
j=0
(λ
(α)
j )
−1ω(α)k C
(α)
j (xk)
 xi
−1
C (α)j (x)dx, (2.13)
(ω
(α)
k )
−1 =
N
j=0
(λ
(α)
j )
−1(C (α)j (xk))
2, xk ∈ S(α)N , (2.14)
λ
(α)
j =
22α−1j!Γ 2 α + 12 
(j+ α)Γ (j+ 2α) ; (2.15)
E(α)N (xi, ξi) =
f (N+1)(ξi)
(N + 1)!K (α)N+1
 xi
−1
C (α)N+1(x)dx. (2.16)
Proof. See [40]. 
The entries of the Pˆ-matrix of order n are given by
pˆ(n)ij =
(xi − xj)n−1
(n− 1)! pˆ
(1)
ij , i, j = 0, . . . ,N∀x ∈ [−1, 1]. (2.17)
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Moreover
pˆ(n)ij =
(xi − xj)n−1
2n(n− 1)! pˆ
(1)
ij , i, j = 0, . . . ,N∀x ∈ [0, 1]. (2.18)
A different approach for constructing the entries of the GIM was introduced in [40]. The developed GIM is referred to as the
P-matrix; it has been demonstrated to produce higher-order approximations than the Pˆ-matrix, especially by increasing the
number of its columns. Our approach for constructing the entries of the P-matrix can be described in the following theorem:
Theorem 2.3. Let
SN,M = {zi,k|C (α
∗
i )
M+1(zi,k) = 0, i = 0, . . . ,N; k = 0, . . . ,M}, (2.19)
be the generalized set of the GG nodes, where
α∗i = argmin
α>−1/2
η2i,M(α), (2.20)
ηi,M(α) =
 xi
−1
C (α)M+1(x)dx/K
(α)
M+1; (2.21)
K (α)M+1 = 2M
Γ (M + α + 1)Γ (2α + 1)
Γ (M + 2α + 1)Γ (α + 1) . (2.22)
Moreover, let f (x) ∈ C∞[−1, 1] be approximated by the Gegenbauer polynomials, then there exists a matrix
P (1) = (p(1)ij ), i = 0, . . . ,N; j = 0, . . . ,M; some numbers ξi ∈ [−1, 1] satisfying xi
−1
f (x)dx =
M
k=0
p(1)ik (α
∗
i )f (zi,k)+ E(α
∗
i )
M (xi, ξi), (2.23)
where
p(1)ik (α
∗
i ) =
M
j=0
(λ
(α∗i )
j )
−1ω(α
∗
i )
k C
(α∗i )
j (zi,k)
 xi
−1
C
(α∗i )
j (x)dx, (2.24)
(ω
(α∗i )
k )
−1 =
M
j=0
(λ
(α∗i )
j )
−1(C (α
∗
i )
j (zi,k))
2, zi,k ∈ SN,M , (2.25)
λ
(α∗i )
j =
22α
∗
i −1j!Γ 2 α∗i + 12 
(j+ α∗i )Γ (j+ 2α∗i )
; (2.26)
E
(α∗i )
M (xi, ξi) =
f (M+1)(ξi)
(M + 1)! ηi,M(α
∗
i ). (2.27)
Proof. See [40]. 
Notice here that the P-matrix quadrature has the ability to approximate definite integrals at any arbitrary sets of integration
nodes using some suitable choices of the Gegenbauer parameter α for minimizing the quadrature error at each node.
Moreover, the P-matrix is a rectangular matrix of size (N + 1) × (M + 1), where M denotes the highest degree of the
Gegenbauer polynomial employed in the computation of the integration of the function f . To describe the approximation
of the definite integration of the function f in matrix form using the P-matrix, let P (1) = (P (1)0 P (1)1 . . . P (1)N )T , P (1)i =
(p(1)i,0 , p
(1)
i,1 , . . . p
(1)
i,M); i = 0, . . . ,N . Let also V be a matrix of size (M + 1) × (N + 1) defined as V = (V0V1 . . . VN), Vi =
(f (zi,0), f (zi,1), . . . , f (zi,M))T , i = 0, . . . ,N; f (zij) is the function f calculated at the GG nodes zij ∈ SN,M . Then the
approximations of the definite integrals
 xi
−1 f (x)dx of f using the P-matrix are given by x0
−1
f (x)dx,
 x1
−1
f (x)dx, . . . ,
 xN
−1
f (x)dx
T
≈ P (1) ◦ V T , (2.28)
where ◦ is the Hadamard product with the elements of P (1) ◦ V T given by
(P (1) ◦ V T )i = P (1)i · Vi =
M
j=0
p(1)i,j f (zi,j), i = 0, . . . ,N. (2.29)
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To calculate the operational matrix of the successive integration of the function f , let
I(n)i =
 xi
−1
 tn−1
−1
. . .
 t2
−1
 t1
−1
f (t0)dt0dt1 . . . dtn−2dtn−1 ∀0 ≤ i ≤ N, (2.30)
be the n-fold definite integral of the function f . Then
(I(n)0 , I
(n)
1 , . . . , I
(n)
N )
T ≈ P (n) ◦ V T ,
where P (n) = (p(n)i,j ) is the P-matrix of order nwith the entries
p(n)i,j =
(xi − zi,j)n−1
(n− 1)! p
(1)
i,j , i = 0, 1, . . . ,N; j = 0, 1, . . . ,M ∀x ∈ [−1, 1]. (2.31)
For the integration over the interval [0, 1], Eq. (2.31) is replaced with
p(n)i,j =
(xi − zi,j)n−1
2n(n− 1)! p
(1)
i,j , i = 0, 1, . . . ,N; j = 0, 1, . . . ,M. (2.32)
For further information on the implementation of the Pˆ-matrix quadrature and the P-matrix quadrature, we refer the
interested reader to Ref. [40]. Also further properties of the family of Gegenbauer polynomials can be found in [55–57].
In the following section, we shall discuss the solution of a linear TPBVP, which arise frequently in engineering and scientific
applications using the developed GIMs.
2.1. The proposed HGIM
Suppose for simplicity, and without loss of generality, that we have the following linear TPBVP:
y′′(x) = f (x)y′(x)+ g(x)y(x)+ r(x), 0 ≤ x ≤ 1, (2.33a)
with the Dirichlet boundary conditions
y(0) = β, y(1) = γ . (2.33b)
To ensure that the problem has a unique solution, suppose also that f (x), g(x); r(x) are continuous on [0, 1]; g(x) > 0 on
[0, 1] [58]. We seek the solution of this problem at the GG nodes xi ∈ S(α)N , i = 0, . . . ,N , since they are quadratically
clustered at the ends of the domain and well suited for high-order polynomial approximation [59]. Direct integration
converts the problem into the following integral counterpart:
y(x) =
 x
0
 x
0
((g(t)− F(t))y(t)+ r(t))dtdx+
 x
0
f (x)y(x)dx+ (c1 − βf0)x+ c2, (2.34)
where F ≡ f ′; f0 = f (0). The constants c1 and c2 are chosen to satisfy the boundary conditions such that
c1 = γ + β(f0 − 1)−
 1
0
f (x)y(x)dx−
 1
0
 x
0
((g(t)− F(t))y(t)+ r(t))dtdx; (2.35)
c2 = β. (2.36)
Let xN+1 = 1, then applying the P-matrix quadratures recasts the integral Eq. (2.34) into the following algebraic linear
system of equations:
wi −
M
j=0
(p(2)ij ((gij − Fij)wij + rij)− p(1)ij fijwij)+ (βf0 − c1)xi − β = 0, i = 0, . . . ,N; (2.37)
the constant c1 can be approximated as
c1 ≈ γ + β(f0 − 1)−
M
j=0
(p(1)N+1,j f N+1,jwN+1,j + p(2)N+1,j((gN+1,j − FN+1,j)wN+1,j + rN+1,j)), (2.38)
where w = [w0, w1, . . . , wN ]T , wi ≈ y(xi), w¯ = (wlj), wlj ≈ y(zlj), glj = g(zlj), Flj = F(zlj), rlj = r(zlj), zlj ∈ SN+1,M ,
i = 0, . . . ,N; l = 0, . . . ,N+1; j = 0, . . . ,M . Hencewehave (N+2) equations inM(N+2)+2N+3 unknowns. Since the set
of solution nodes {xi}Ni=0 is symmetric, and assuming that the number N is even, we have zij = zN−i,j∀0 ≤ i ≤ N, 0 ≤ j ≤ M ,
and the linear system is in fact a system of N(M + 3)/2+ 2M + 3 unknowns. Although the P-matrix quadrature presented
in [40] has been demonstrated to produce high-order approximations, the pure implementation of the P-matrix quadra-
ture for approximating the TPBVP leads to an under-determined linear system of equations. To obtain a square system of
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equations with a unique solution, we propose to apply a hybrid technique using the P-matrix quadrature and the Pˆ-matrix
quadrature for the solution of the TPBVP (2.33). The term r(x)which does not include the unknown function y(x)will be inte-
grated using the P-matrix quadrature, while the rest of the integrationswill be approximated using the Pˆ-matrix quadrature.
Hence Eq. (2.37) and (2.38) are replaced with the following two equations:
wi −
N
j=0
(pˆ(2)ij (gj − Fj)+ pˆ(1)ij fj)wj −
M
j=0
p(2)ij rij + (βf0 − c1)xi − β = 0, i = 0, . . . ,N, (2.39)
c1 ≈ γ + β(f0 − 1)−
N
j=0
(pˆ(1)N+1,j fj + pˆ(2)N+1,j(gj − Fj))wj −
M
j=0
p(2)N+1,jrN+1,j; (2.40)
the TPBVP (2.33) is transformed into (N+2) linear system of algebraic equations in (N+2) unknowns, which can bewritten
further in the matrix form Aw = b, where the entries of the coefficient matrix A = (aij), and the column vector b = (bi) are
given by
aij = δij − (pˆ(1)ij − pˆ(1)N+1,jxi)fj + (pˆ(2)ij − pˆ(2)N+1,jxi)(Fj − gj), (2.41a)
bi =
M
j=0
p(2)ij rij − xi

M
j=0
p(2)N+1,jrN+1,j + β − γ

+ β; i, j = 0, . . . ,N. (2.41b)
The approximate solutions are then obtained using efficient linear system solvers. One of the advantages of this formula-
tion is that the linear system which arises from the discretization is generally well-conditioned [27,19,16,20,21]. The area
of integral equations can be approached directly by the GIMs without any additional reformulations, while similar ideas to
the present method can be easily generalized for solving general linear BVPs and integro-differential equations by recasting
the original problem into its integral form. The latter can be written generally as
Ly =

s
j=0
fj(x)Ij

y = g(x), x ∈ [0, 1], s ∈ Z+, (2.42)
where L = sj=0 fj(x)Ij is a linear integral operator, {fj}sj=0; g are some known real functions of x, Ij denotes the j-fold inte-
gral of y with respect to x; y(x) ∈ C∞[0, 1] is the unknown solution of the problem approximated using the Gegenbauer
expansion series (2.3). Hence the proposed HGIM can be broadly applied on a wide range of mathematical problems. The
following section addresses the convergence rate of the proposed method on the TPBVP (2.33).
2.2. Convergence analysis and error bounds
Our goal in this section is to show that the rate of convergence is exponential through a convergence analysis of the
proposed numerical scheme. We shall provide two lemmas of particular interest for the analysis of the error bounds before
presenting the main theorem in this section. The following Lemma highlights the bounds on the Gegenbauer polynomials
generated by Eq. (2.6):
Lemma 2.1. The maximum value of the Gegenbauer polynomials C (α)N (x) generated by Eq. (2.6) is less than or equal to 1 for all
α ≥ 0;N ≥ 0, and of order N−α for all−1/2 < α < 0;N ≫ 1.
Proof. We demonstrate two different approaches for proving the first part of the lemma. Firstly, using mathematical
induction, it is clear that the lemma is true for C (α)0 (x) and C
(α)
1 (x). Now assume that the lemma is true for N = K ∈ Z+, and
let βK ,α = 2(K + α)/(K + 2α). For N = K + 1, we have
C (α)K+1 = βK ,αxC (α)K (x)+ (1− βK ,α)C (α)K−1(x)
⇒
C (α)K+1 ≤ βK ,α+ 1− βK ,α = 1 ∀α ≥ 0. (2.43)
A second approach to prove this result can be derived through the relation between the Gegenbauer polynomials C (α)N (x)
standardized by (2.4), and the Gegenbauer polynomials Cˆ (α)N (x) standardized in [53]. Indeed, using Eq. (4.7.1) in [53], and
Eq. (1) in [60], we can show that
C (α)N (x) =
Cˆ (α)N (x)
Cˆ (α)N (1)
∀x ∈ [−1, 1], α > −1
2
; N ≥ 0. (2.44)
From Eq. (7.33.1) in [53], we have
max
|x|≤1
|Cˆ (α)N (x)| = Cˆ (α)N (1), (2.45)
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from which Inequality (2.43) results. To prove the second part of the lemma, we have through Eqs. (7.33.2) and (7.33.3)
in [53] that
max
|x|≤1
|Cˆ (α)N (x)| ≈ 21−α |Γ (α)|−1 Nα−1∀ −
1
2
< α < 0; N ≫ 1. (2.46)
Since
1
Cˆ (α)N (1)
= N!Γ (2α)
Γ (N + 2α) ≈
Γ (2α)
N2α−1
(asymptotically), (2.47)
then
max
|x|≤1
|C (α)N (x)| ≈ DαN−α = O(N−α) as N →∞, (2.48)
where Dα is a positive constant independent of N . This completes the proof of the second part of the lemma. 
The following lemma is substantial for the analysis of the convergence rate of the HGIM:
Lemma 2.2. For a fixed α > −1/2, the factor 1/((N + 1)!K (α)N+1) is of order 1/(N
1
2−α(2N/e)N), for large values of N.
Proof. Using Stirling’s formula for the factorial function
x! = √2πxx+ 12 exp

−x+ θ
12x

, x > 0, 0 < θ < 1, (2.49)
we have√
2πxx+1/2e−x < Γ (x+ 1) < √2πxx+1/2e−xe 112x ∀x ≥ 1.
Hence
Γ (N + 2α + 1)
Γ (N + α + 1) =
N + α + 1
N + 2α + 1
Γ (N + 2α + 2)
Γ (N + α + 2)
<
N + α + 1
N + 2α + 1 (N + 2α + 1)
α

1+ α
N + α + 1
N+α+ 32
e
1
12(N+2α+1)−α ∼ Nα as N →∞.
From Definition (2.10), taking the limit when N →∞ yields
1/K (α)N+1 ∼ 2−NNα.
The proof is established by applying the asymptotic Stirling’s approximation formula for the factorial function
N! ≈ √2πN

N
e
N
as N →∞. 
Now, let ψ(x) = (g(x)− F(x))y(x), ρ(x) = f (x)y(x), then Eq. (2.34) can be written at the GG collocation points as
Ii(y) = y(xi)−
 xi
0
 x
0
(ψ(t)+ r(t))dtdx−
 xi
0
ρ(x)dx+ (βf0 − c1)xi − β, i = 0, . . . ,N, (2.50)
with
c1 = γ + β(f0 − 1)−
 xN+1
0
ρ(x)dx−
 xN+1
0
 x
0
(ψ(t)+ r(t))dtdx. (2.51)
The following theorem highlights the truncation error in approximating the TPBVP (2.33) using the HGIM:
Theorem 2.4. Let the unknown solution y(x) ∈ C∞[0, 1] of the TPBVP (2.33) be approximated by the Gegenbauer expansion
series (2.3), where the Gegenbauer spectral coefficients a′ks are calculated by discrete least squares fitting at the GG nodes xi ∈ S(α)N
given by Eq. (2.11). Let I˜i(w) denote the approximation of Ii(y) using the HGIM for each i. Also, assume that the functions
ψ(x), r(x), and ρ(x) are bounded on the interval [0, 1] with bounds M1,M2;M3, respectively. Then for any xi ∈ S(α)N , there
exist some numbers ξ (j)i ∈ (0, xi), i = 0, . . . ,N + 1; j = 1, 2, 3; ζl ∈ (0, xl), l = 0, . . . ,N, such that
ET (xi, ξ
(j)
i , α) = Ii(y)− I˜i(w) =
y(N+2)(ζi)
(N + 2)!K (α)N+2
C (α)N+2(xi)+ EN+1(xN+1, ξ (j)N+1, α)
− Ei(xi, ξ (j)i , α), i = 0, . . . ,N, (2.52)
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with
ET (xi, ξ (j)i , α) ≤

Dˆi(d
(α)
N+1
y(N+2)(ζi) (N + 2)−α + (M1(1+ xi)+ 2M3)d(α)N (N + 1)−α
+M2d(α
∗
i )
M xi(M + 1)−α
∗
i +M2d(α
∗
N+1)
M (M + 1)−α
∗
N+1),−1/2 < α < 0,N ≫ 1,
d(α)N+1
y(N+2)(ζi)+M1d(α)N (1+ xi)+M2(d(α∗N+1)M + d(α∗i )M xi)+ 2M3d(α)N , α ≥ 0,
(2.53)
where
Ei(xi, ξ
(j)
i , α) =
1
(N + 1)!K (α)N+1

ψ (N+1)(ξ (1)i )
 xi
0
 x
0
C (α)N+1(t)dtdx+ ρ(N+1)(ξ (3)i )
 xi
0
C (α)N+1(x)dx

+ r
(M+1)(ξ (2)i )
(M + 1)!K (α∗i )M+1
 xi
0
 x
0
C
(α∗i )
M+1(t)dtdx, (2.54)
d(α)N =
1
(N + 1)!
K (α)N+1 , α∗i = argminα>−1/2 η2i,M(α),
ηi,M(α) =
 xi
−1
C (α)M+1(x)dx/K
(α)
M+1, i = 0, . . . ,N + 1,
Dˆi = max{Dα,Dα∗i ,Dα∗N+1}, i = 0, . . . ,N,
Dα,Dα∗i ;Dα∗N+1 are positive constants independent of N.
Proof. The proof can be readily verified. We have xi
0
 x
0
(ψ(t)+ r(t))dtdx+
 xi
0
ρ(x)dx = χ(xi, α)+ Ei(xi, ξ (j)i , α), (2.55)
where
χ(xi, α) =
N
j=0
(pˆ(2)ij ψj + pˆ(1)ij ρj)+
M
j=0
p(2)ij rij, i = 0, . . . ,N + 1;
Eq. (2.54) is obtained using formulas (2.16) and (2.27). Hence the approximation to the integral Eq. (2.50) can be written as
I˜i(w) = w(xi)+ χ(xN+1, α)− χ(xi, α)− γ , i = 0, . . . ,N. (2.56)
Eq. (2.52) results directly by subtracting Eq. (2.56) from Eq. (2.50), and the truncation error is bounded byET (xi, ξ (j)i , α) ≤ d(α)N+1 y(N+2)(ζi)C (α)N+2(xi)+ Ei(xi, ξ (j)i , α)+ EN+1(xN+1, ξ (j)N+1, α) ,
where the bounds (2.53) result directly from applying Lemma 2.1 and Theorem 2.1. 
The convergence of the HGIM is illustrated by the decay of the error bounds (2.53), which are mainly affected by the error
factor d(α)N . While the error bounds might suggest, at the first sight, that the error is smaller for α ≥ 0, Lemma 2.2 shows
that the error factor d(α)N attains its minimum values at the boundary value α = −0.5. Moreover, Lemma 2.2 shows that
d(α)N is monotonically increasing for increasing values of α. Consequently applying the HGIM at the GG nodes xi ∈ S(α)N for
negative values of α seems to be recommended as the truncation error is expected to be smaller, and faster convergence
rate is achieved for increasing values of N . On the other hand, the Gegenbauer polynomials grow rapidly for increasing
values of N as α → −0.5, and only suitable negative values of α are to be chosen to produce better approximations to the
TPBVP (2.33). This error analysis seems to support the numerical experiments conducted in [61] on the numerical solution
of parabolic PDEs, which showed that higher accuracy may be obtained by choosing α to be ‘‘small and negative’’. However,
our numerical experiments conducted on many test examples in Section 3 show that excellent numerical approximations
may be obtained through Gegenbauer discretizations for both positive and negative values of α. Theoretically, the HGIM and
Doha [61]’s Gegenbauer method are different predominantly in the role of the Gegenbauer parameter α in both methods.
Indeed, the HGIM relies on the P-matrix quadrature as part of its numerical integration tools. This in turn indicates that
the HGIM produces a truncation error which involves some already determined α values during the construction of the
P-matrix as clearly observed from the error bounds formula (2.53). Consequently, these automatically determined
Gegenbauer parameters can greatly affect the magnitude of the truncation error, and excellent numerical approximations
may be achieved for Gegenbauer discretizations at both positive and negative values of α. On the other hand, Doha [61]’s
Gegenbauer method employs Gegenbauer expansion series with a fixed α value, which favors the negative and small values
of α over the other cases in order to achieve higher precision approximations. The significant result of Lemma 2.2 and
Theorem 2.4 is that the application of the present HGIM for solving a TPBVP, where the unknown solution is assumed to
316 K.T. Elgindy, K.A. Smith-Miles / Journal of Computational and Applied Mathematics 237 (2013) 307–325
Fig. 1. The error factor d(α)N decays exponentially fast for increasing values of N .
be infinitely differentiable, leads to a spectrally convergent solution. Indeed, the factor d(α)N , which appears in each term
in the error bounds (2.53), decays exponentially faster than any finite power of 1/N . Fig. 1 confirms this fact, as it shows
the logarithm of d(−0.5+ε)N versus different values of N , where ε = 2.22 × 10−16 is the machine epsilon. Another useful
result of Lemma 2.2 is that increasing the number of the columns of the P-matrix decreases the value of the error factor d(α)M ,
for any choice of α > −1/2. Hence, the rate of the convergence of the HGIM increases without the need to increase the
number of the solution nodes. We have implemented this useful trick on some numerical test examples in Section 3, and
accomplished higher-order approximations (almost full machine precision in some cases) using a relatively small number
of solution nodes.
As a special case, if the terms f (x)y′(x) and g(x)y(x) are dropped from the TPBVP (2.33a), then the problem can be solved
by a straightforward integration using the P-matrix quadrature at any arbitrary sets of solution nodes.
3. Numerical results
In this section eight test examples are solved using theHGIM. The first three test examples are TPBVPs studied in [13]. The
first example was later studied in [27]. The fourth and fifth test examples are BVPs studied in [20,62], respectively. The sixth
test example is a Fredholm integral equation studied in [63]. The seventh and eighth test examples are integro-differential
equations studied in [64,65], respectively. All calculationswere performed on a personal laptopwith a 2.53 GHz Intel Core i5
CPU and 4G memory running MATLAB 7 software in double precision real arithmetic. The solution nodes are the GG nodes
xi ∈ S(α)N defined by Eq. (2.11) for α = −0.4 : 0.1 : 1; different values of N . These choices of the solution nodes are of
particular interest since they permit the comparison of the performance of Gegenbauer polynomials with Chebyshev and
Legendre polynomials for examples where the Pˆ-matrices of different orders are only involved. The P-matrix is constructed
via Algorithm 2.2 given in [40], withMmax = 128, and different values ofM . Elgindy and Hedar’s line search method [66] is
used for determining α∗i defined by Eq. (2.20). Here we choose the initial search interval [−0.5+ 2ε, 1] based on numerical
testing. The line search technique is stopped whenever ddα η2i,M
 < 10−16 ∧ d2dα2 η2i,M > 0,
is satisfied, where ηi,M is the same as defined in Eq. (2.21) for each i. Hereafter, ‘‘MSEs’’, and ‘‘MAEs’’, refer to the observed
mean square errors and maximum absolute errors of the present method between the approximations and the exact
solutions. The results shown between two round parentheses ‘‘(.)’’ are the value(s) ofα atwhich the best results are obtained
by the present method.
Example 1. Consider the following linear TPBVP:
− y′′ + 400y = −400 cos2(πx)− 2π2 cos(2πx), y(0) = y(1) = 0, (3.1)
with the exact solution
y(x) = e
−20
1+ e−20 e
20x + 1
1+ e−20 e
−20x − cos2(πx).
Applying the HGIM recasts the problem into the following algebraic system of linear equations:
wi + 400

N
j=0
pˆ(2)N+1,jxi − pˆ(2)ij

wj +
M
j=0
(p(2)N+1,jxirN+1,j − p(2)ij rij) = 0, i = 0, . . . ,N, (3.2)
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Fig. 2. The numerical experiments of the HGIM on Example 1. Figure (a) shows the graph of y(x) on [0, 1]. Figure (b) shows the MSEs of the HGIM for
N = 16; 64. Figure (c) shows the MAEs of the HGIM for N = 7, 15, 23; 31.
Table 1
Comparison of the present HGIM with Greengard and Rokhlin’s method [27]. NT refers to the total number of nodes. The results shown are the observed
MAEs of both methods.
Example 1
NT Greengard and
Rokhlin [27]
Present HGIM NT Greengard and
Rokhlin [27]
Present HGIM NT Greengard and
Rokhlin [27]
Present HGIM
(p = 8) (p = 16) (p = 24)
8 3.16× 10−02 3.04× 10−03 16 6.59× 10−06 8.54× 10−08 24 5.24× 10−11 2.28× 10−13
(1) (0.6) (0.7)
16 1.86× 10−03 8.54× 10−08 32 3.01× 10−09 4.34× 10−14
(0.6) (0.6)
32 4.26× 10−05 4.34× 10−14
(0.6)
where r(x) = 400 cos2(πx)+ 2π2 cos(2πx). This problem as reported in [67] suffers from the presence of rapidly growing
solutions of the corresponding homogeneous equation. In fact, the homogeneous differential equation has solutions of the
form y(x) = ce±20x, which can grow at a rapid exponential rate. Moreover, the derivatives of the exact solution are very
large for x ≈ 0 and x ≈ 1. The problemwas solved in [13] using a Chebyshev spectral method (integral equation approach),
and Greengard and Rokhlin [27] by applying a high order Nystrom scheme based on a p-point Chebyshev quadrature
after reducing the differential equation to a second kind integral equation. Comparisons with Greengard and Rokhlin’s
method [27] are shown in Table 1, while comparisons with Greengard’s method [13] are shown in Table 2. Both tables
show the greater accuracy obtained by the present HGIM. Moreover, the tables manifest that the Gegenbauer polynomial
approximations are very effective in solving TPBVPs for many suitable values of α. Fig. 2 shows the numerical behavior of
the HGIM, where Fig. 2(b) shows the ‘‘MSEs’’ of the present method for N = 16, 64;M = N . Higher-order approximations
are obtained via discretizations at positive values of α for both values ofN . Fig. 2(c) shows the ‘‘MAEs’’ of the presentmethod
for N = 7, 15, 23; 31. Here again we find that the Gegenbauer discretizations at the positive values of α are favorable in all
four cases.
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Table 2
Comparison of the present method with Greengard’s method [13]. The results shown are the observed MSEs of both methods.
N Example 1 Example 2 Example 3
Greengard [13] Present HGIM Greengard [13] Present HGIM Greengard [13] Present HGIM
16 7.2× 10−05 3.6× 10−12 2.2 1.8× 10−04 0.9 0.3
(0.8) (1.0) (−0.4)
64 8.7× 10−16 1.6× 10−27 4.0× 10−09 3.1× 10−24 7.9× 10−04 8.2× 10−11
(0.7) (0.8) (0.6)
Fig. 3. The numerical experiments of the HGIM on Example 2. Figure (a) shows the graph of y(z) on [0, 1]. Figure (b) shows the MSEs for N = 16, 64; 128.
Example 2. Consider the following singular perturbation TPBVP:
εy′′ − y = 0, y(−1) = 1, y(1) = 2, (3.3)
with ε = 10−5. Setting z = (1+ x)/2 transforms the problem into the following form:
4ε
d2y
dz2
− y = 0, y(0) = 1, y(1) = 2, (3.4)
with the exact solution
y(z) = e
−50√10z(−2e50
√
10 + e100
√
10 − e100
√
10z + 2e50
√
10(2z+1))
−1+ e100√10 .
The HGIM transforms the problem into the following linear system of equations:
4ε(wi − zi − 1)+
N
j=0
(pˆ(2)N+1,jzi − pˆ(2)ij )wj = 0, i = 0, . . . ,N. (3.5)
This example represents a clear contest between Legendre, Chebyshev, and Gegenbauer polynomials. It is well-known that
Legendre and Chebyshev polynomial expansions give an exceedingly good representation of functionswhich rapidly change
in narrow boundary layers [7]. Here we show that the Gegenbauer family of polynomials can perform better for several
values of α. Fig. 3(b) shows the ‘‘MSEs’’ of the present method for N = 16, 64; 128. The figure shows that the Gegenbauer
collocations at the positive values of α are in favor of the negative values for several values of N . For large values of N ,
collocations at both positive and negative values of α produce excellent convergence properties. Comparisons between the
present method and Greengard’s Chebyshev spectral method [13] are shown in Table 2. The results confirm the spectral
decay of the error for increasing values of N , and the performance of the present method clearly outperforms Greengard’s
method [13]. Moreover, the table reveals that the Gegenbauer polynomial approximations are better than those obtained
by the Chebyshev and Legendre polynomials for both values of N = 16; 64.
Example 3. Consider the following linear TPBVP:
y′′ + 5y′ + 10000y = −500 cos(100x)e−5x, y(0) = 0, y(1) = sin(100)e−5, (3.6)
with the very oscillatory solution y(x) = sin(100x)e−5x. The HGIM transforms the problem into the following linear system
of equations:
wi +
N
j=0
(10000(pˆ(2)ij − pˆ(2)N+1,jxi)+ 5(pˆ(1)ij − pˆ(1)N+1,jxi))wj +
M
j=0
(p(2)N+1,jrN+1,jxi − p(2)ij rij)− sin(100)e−5xi = 0,
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Fig. 4. The numerical experiments of the HGIM on Example 3. Figure (a) shows the graph of y(x) on [0, 1]. Figure (b) shows the MSEs for N = 16; 64.
i = 0, . . . ,N. (3.7)
Since the solution exhibits oscillatory behavior with ever increasing frequency near the boundary, convergence can only be
achieved if sufficientmodes are included to resolve themost rapid oscillations present [28]. Fig. 4(b) shows that Gegenbauer
discretizations at the negative values of α are generally in favor of the positive values for N = 16, while discretizations at
both positive and negative values of α share excellent approximation results for N = 64. Comparisons between the present
method andGreengard’smethod [13] are shown in Table 2. The table suggests that the Gegenbauer polynomials can produce
better approximations than Chebyshev and Legendre polynomials.
Example 4. Consider the following BVP:
y′′(x)+ xe−xy(x) = ex + x, −1 ≤ x ≤ 1, (3.8)
with the Robin boundary conditions
y′(−1)+ 2y(−1) = 3e−1, y′(1)− y(1) = 0. (3.9)
The problem has the exact solution y(x) = ex. Applying the HGIM yields the following algebraic system of equations:
wi +
N
j=0
(pˆ(2)i,j + (1+ 2xi)(pˆ(1)N+1,j − pˆ(2)N+1,j))xje−xjwj −
M
j=0
(p(2)ij rij + (p(2)N+1,j − p(1)N+1,j)(1+ 2xi)rN+1,j)
+ 3e−1xi = 0, i = 0, . . . ,N, (3.10)
where r(x) = ex+x. Fig. 5 shows the numerical behavior of the HGIM usingM = 16 forN = 8; 10. The best approximations
for both cases are reported at α = 0.6; 1. This problem was solved in [20] using Chebyshev pseudospectral integration
matrices after recasting the BVP into its integral form. Comparisons between the HGIM using M = 16 and Elbarbary’s
method [20] are shown in Table 3 for N = 8; 10. Notice here the rapid convergence accomplished by the present method
by increasing the number of the columns of the P-matrix without the need to increase the number of the solution points.
Indeed, the table shows that a small number of solution points asN = 8 is sufficient to achieve almost fullmachine precision.
This highly desirable feature is a conspicuous contribution of the HGIM over the standard spectral numerical schemes, and a
clear evident on the effectiveness of theGegenbauer approximationmethods over the conventional Chebyshev and Legendre
methods.
Example 5. Consider the following linear fourth-order BVP:
y(4) + xy = −(8+ 7x+ x3)ex, (3.11)
with the boundary conditions
y(0) = 0, y′(0) = 1, y′′(1) = −4e, y′′′(1) = −9e. (3.12)
The exact solution is y(x) = x(1 − x)ex. Let r(x) = −(8 + 7x + x3)ex, then the HGIM transforms the problem into a linear
system of equations of the form Aw = b, where the entries of the coefficientmatrix A = (aij) and the column vector b = (bi)
are given by
aij = δij + 16xj(6pˆ
(4)
ij − x2i ((xi − 3)pˆ(1)N+1,j + 3pˆ(2)N+1,j)), (3.13)
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Fig. 5. The numerical experiments of the HGIM on Example 4. Figure (a) shows the graph of y(x) on [−1, 1]. Figure (b) shows the MAEs for N = 8; 10.
Table 3
Comparison of the present method with Elbarbary’s Chebyshev pseudospectral integration method [20]. The results are the observed MAEs at each
collocation node xi . The results of the present method are reported at α = 0.6; 1 for N = 8; 10, respectively.
Example 4
xi Elbarbary’s Chebyshev pseudospectral Present HGIM Elbarbary’s Chebyshev pseudospectral Present HGIM
integration method [20] integration method [20]
N = 8 N = 10
x0 4.0× 10−10 2.8× 10−16 4.2× 10−13 3.9× 10−16
x1 3.5× 10−10 1.1× 10−16 3.9× 10−13 1.7× 10−16
x2 4.1× 10−10 1.1× 10−16 4.5× 10−13 2.8× 10−16
x3 1.2× 10−10 2.2× 10−16 1.8× 10−13 0
x4 5.0× 10−11 0 2.6× 10−13 0
x5 9.6× 10−12 2.2× 10−16 7.9× 10−14 1.1× 10−16
x6 2.8× 10−10 2.2× 10−16 1.3× 10−13 4.4× 10−16
x7 2.8× 10−10 4.4× 10−16 5.9× 10−13 0
x8 3.3× 10−10 0 3.3× 10−13 8.9× 10−16
x9 3.1× 10−13 4.4× 10−17
x10 3.5× 10−13 0
MAE 4.1× 10−10 4.4× 10−16 5.9× 10−13 8.9× 10−16
Table 4
Comparisonof thepresentmethodwith Zahra’s sixth-order splinemethod [62].
Example 5
N Zahra’s sixth-order spline method [62] Present HGIM
8 2.5316× 10−07 7.6537× 10−09
(0.9)
16 2.4800× 10−09 6.6613× 10−16
(0.3)
32 2.0891× 10−11 6.8001× 10−16
(0.6)
bi = −16x
3
i

M
j=0
p(1)N+1,jrN+1,j + 9e

+ 1
2
x2i

M
j=0
p(1)N+1,jrN+1,j −
M
j=0
p(2)N+1,jrN+1,j + 5e

+
M
j=0
p(4)ij rij + xi, i, j = 0, . . . ,N. (3.14)
This problem was recently solved in [62] using a spline method based on an exponential spline function. Comparisons
between the present HGIM and Zahra’s sixth-order spline method [62] are shown in Table 4. The latter reports the MAEs
obtained in both methods for N = 8, 16, 32;M = N . The results confirm that the Gegenbauer polynomials achieve higher-
order approximations than the standard Chebyshev and Legendre polynomials for many suitable values of α. Fig. 6 shows
the numerical behavior of the HGIM. In particular, Fig. 6(b) shows the MAEs of the present method at the same values of
N . The figure suggests that higher precision approximations are expected via discretizations at the positive values of α for
small values of N , while Gegenbauer discretizations at the negative and some positive values of α share excellent results for
large values of N .
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Fig. 6. The numerical experiments of the HGIM on Example 5. Figure (a) shows the graph of y(x) on [0, 1]. Figure (b) shows the MAEs of the HGIM for
N = 8, 16; 32.
Fig. 7. The numerical experiments of the HGIM on Example 6. Figure (a) shows the graph of y(x) on [−1, 1]. Figure (b) shows the MAEs of the HGIM for
N = 3, 5, 7; 9.
Example 6. Consider the following Fredholm integral equation of the second kind:
y(x)−
 1
−1
K(x, t)y(t)dt = f (x), x ∈ [−1, 1], (3.15)
with the kernel function K(x, t) = (x− t)3/(x2(1+ t2));
f (x) =

1+ x2 − 3(
√
2− arcsin h(1))
x
− 2x arcsin h(1).
The exact solution is y(x) = √1+ x2. Applying the HGIM leads to the following algebraic system of equations:
wi −
N
j=0
pˆ(1)N+1,jK(xi, xj)wj − fi = 0, i = 0, . . . ,N, (3.16)
where fi = f (xi)∀i. Long et al. [63] solved this problem with a multi-projection and iterated multi-projection methods
using global polynomial bases—typically, Legendre polynomials were used as the orthonormal basis. The M-Galerkin and
M-collocation methods employed lead to iterative solutions approximating the exact solution y with n−4k-order of
convergence in the supremum norm. Comparisons with Long et al. [63] are shown in Table 5 for N = 3, 5, 7; 9. The results
show that the present HGIM outperforms theM-Galerkin andM-collocationmethods. Moreover, the presentmethod enjoys
the luxury of spectral convergence using a relatively small number of solution nodes. Fig. 7(b) shows that high-precision
approximations are obtained for Gegenbauer collocations at the negative values of α, while degradation of precision can be
observed for increasing values of α. Furthermore, the figure manifests that the Gegenbauer polynomials generally perform
better than the Chebyshev and Legendre polynomials. Nonetheless, it is interesting to note that the best approximations of
the present method in the cases N = 5; 9 are reported at α = 0.5 corresponding to the zeros of the Legendre polynomials.
Also, the second better approximation for N = 7 is reported at α = 0.5 (the best result is reported at α = −0.4). This
suggests that Legendre polynomials can usually perform well for similar problems.
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Table 5
Comparison of the present method with Long et al. [63]. The results are the observedMAEs of bothmethods.
Example 6
N Long et al.’s method [63] Long et al.’s method [63] Present HGIM
M-Galerkin methods M-collocation methods
3 2.5798223000 4.1346469× 10−01 4.5289371× 10−04
(0.3)
5 1.0458420× 10−01 8.3487129× 10−03 7.5585262× 10−05
(0.5)
7 8.6205177× 10−04 1.9766551× 10−04 1.3571155× 10−06
(−0.4)
9 8.7192025× 10−06 9.0014073× 10−06 8.7955126× 10−08
(0.5)
Fig. 8. The numerical experiments of the HGIM on Example 7. Figure (a) shows the graph of y(x) on [0, 1]. Figure (b) shows the MAEs of the HGIM for
M = 14;N = 3, 4, 6, 7, 9; 10.
Example 7. Consider the following Fredholm integro-differential equation:
y′(x)− y(x)−
 1
0
esxy(s)ds = 1− e
x+1
x+ 1 , y(0) = 1, (3.17)
with the exact solution y(x) = ex. Applying the HGIM results in the following algebraic system of linear equations:
wi −
N
j=0

pˆ(1)ij +
N
k=0
pˆ(1)N+1,jpˆ
(1)
ik e
xkxj

wj −
M
j=0
p(1)ij rij − 1 = 0, i = 0, . . . ,N, (3.18)
where r(x) = (1 − ex+1)/(x + 1). Fig. 8(b) shows the MAEs of the HGIM for M = 14;N = 3, 4, 6, 7, 9; 10. The best
possible approximations obtained in the first five cases are reported at α = 0.5, while the best approximation in the last
case is reported at α = 0.7. This problem was solved in [64] using Shannon wavelets approximation based on Cattani’s
connection coefficients [68]. The Shannon wavelets expansions result in a linear system of dimension (N1 + 2)(2M1 + 1),
with (N1+2)(2M1+1) unknowns, whereN1;M1 are some parameters referring to the numbers of the terms in the Shannon
scaling functions and mother wavelets expansions. Comparisons between the HGIM using M = 14 and Maleknejad and
Attary’smethod [64] are shown in Table 6. The table demonstrates that the presentmethod produces linear systems of lower
dimensions than Maleknejad and Attary’s method [64], while achieving higher-order approximations. Hence the present
HGIM may require less memory than alternative methods.
Example 8. Consider the following third-order integro-differential equation:
y′′′(s)+
 π
2
0
sτy′(τ )dτ = sin(s)− s, (3.19)
with the initial conditions
y(0) = 1, y′(0) = 0, y′′(0) = −1.
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Table 6
Comparisonof thepresentmethodwithMaleknejad andAttary’smethod [64].
The results are the observed MAEs in both methods.
Example 7
Maleknejad and Attary’s method [64] Present HGIM
N1 M1 MAE N MAE
2 2 1.23× 10−04 3 5.88× 10−05
(0.5)
2 3 2.95× 10−06 4 2.35× 10−06
(0.5)
4 3 4.98× 10−09 6 2.41× 10−09
(0.5)
5 2 4.30× 10−10 7 6.48× 10−11
(0.5)
8 3 9.28× 10−13 9 4.24× 10−14
(0.5)
9 3 1.77× 10−14 10 4.44× 10−15
(0.7)
Fig. 9. The numerical experiments of the HGIM on Example 8. Figure (a) shows the graph of y(x) on [−1, 1]. Figure (b) shows the MAE of the Gegenbauer
spectral method forM = 16, and N = 3, 7, 11; 15.
The exact solution is y(s) = cos(s). Setting s = π(x + 1)/4, τ = π(t + 1)/4 transforms the problem into a third-order
integro-differential equation defined on the domain [−1, 1], and has the form
4
π
3
y′′′(x)+
π
4
2  1
−1
(x+ 1)(t + 1)y′(t)dt = sin
π
4
(x+ 1)

− π
4
(x+ 1), (3.20)
with the conditions
y(−1) = 1, y′(−1) = 0, 16y′′(−1) = −π2.
The exact solution becomes y(x) = cos(π(x+ 1)/4). The HGIM results in a (N + 2)× (N + 2) algebraic linear system of the
form Aw = b, where the entries of the coefficient matrix A = (aij), and the column vector b = (bi) are given by
aij =


4
π
3
δij +
π
4
2 M
l=0
p(3)il (1+ zil)(2δN+1,j − pˆ(1)N+1,j), 0 ≤ j ≤ N,
4
π
3
δij + π
2
8
M
l=0
p(3)il (1+ zil)δN+1,j, j = N + 1,
(3.21)
bi =
M
j=0
p(3)ij rij −
2
π
(1+ xi)2 +

4
π
3
, i = 0, . . . ,N + 1, (3.22)
where r(x) = sin(π(x + 1)/4) − π(x + 1)/4; zil ∈ SN+1,M defined by Eq. (2.19). The P-matrix introduced recently
in [40] has been demonstrated to produce higher-order approximations by simply increasing the number of its columns
without the need to increase the number of the solution nodes. This useful trick is illustrated in Fig. 9(b), which shows
the rapid convergence of the HGIM for M = 16;N = 3, 7, 11; 15. This problem was solved in [65] using a Gegenbauer
spectral method. The method performs approximations to the highest order derivative in the linear integro-differential
equations and generates approximations to the lower order derivatives through integration of the highest-order derivative.
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Table 7
Comparison of the presentmethodwith El-Kady et al.’s Gegenbauer integrationmethod [65].
NT denotes the total number of nodes. The results are the observed MAEs in both methods.
Example 8
NT El-Kady et al.’s Gegenbauer integration
method [65]
Present HGIM
4 3.10421× 10−04 4.38620× 10−09
(0.5)
8 4.23487× 10−09 2.49800× 10−16
(0.5)
12 1.06581× 10−14 2.22045× 10−16
(-0.1)
16 1.11022× 10−15 3.33067× 10−16
(0.1, 0.2, 0.4; 0.9)
The resulting linear system is then modeled as a mathematical programming problem solved using the partial quadratic
interpolation method [69]. Comparisons with El-Kady et al.’s Gegenbauer integration method [65] are shown in Table 7.
The higher-order approximations obtained through the HGIM are clearly evident from the table even for a relatively
small number of solution points. In fact, for a total number of solution points NT = 8, for instance, the HGIM produces
approximations of order O(16) twice the value of NT , i.e. the approximations are accurate to almost full machine precision.
Therefore the precision of theGegenbauer polynomial approximations as clearly seen from the table can considerably exceed
those obtained from both the Chebyshev and Legendre polynomials. Moreover, the table shows for many different values of
N that the Gegenbauer polynomials are very effective in the solution of high-order integro-differential equations.
4. Concluding remarks
This paper reports an efficient numerical method for solving BVPs, integral and integro-differential equations using
GIMs. The key idea is to transform the general BVPs and integro-differential equations into their integral reformulations,
and then discretize using GIMs. The resulting algebraic linear system of equations can be solved for the solution values in
the physical space using efficient linear system solvers. The proposed HGIM applies GIMs which generally lead to well-
conditioned linear systems, and avoid the degradation of precision caused by severely ill-conditioned SDMs. The algorithm
presented is numerically stable, and spectral accuracy is achieved using a relatively small number of solution points, which
is a desired feature for a spectral method. The proposed HGIM has the ability to obtain higher-order approximations
without the need to increase the number of the solution points. The applicability of the proposed method is illustrated
via eight test examples. The obtained results are very consistent, with the performance of the proposed method superior
to other competitive techniques in the recent literature regarding accuracy and convergence rate. Moreover, the developed
Gegenbauer integration scheme is memory-minimizing and can be easily programmed. Furthermore, the paper suggests
that the Gegenbauer polynomials can generally perform better than their subclasses including Chebyshev and Legendre
polynomials on a wide variety of problems. The present HGIM is broadly applicable and can be applied for solving many
problems such as BVPs, integral and integro-differential equations, optimization problems, optimal control problems, etc.
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