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Abstract—This paper quantifies the benefits and limitations
of cooperative communications by providing a statistical anal-
ysis of the downlink in network multiple-input multiple-output
(MIMO) systems. We consider an idealized model where the
multiple-antenna base-stations (BSs) are distributed according
to a homogeneous Poisson point process and cooperate by
forming disjoint clusters. We assume that perfect channel state
information (CSI) is available at the cooperating BSs without
any overhead. Multiple single-antenna users are served using
zero-forcing beamforming with equal power allocation across the
beams. For such a system, we obtain tractable, but accurate,
approximations of the signal power and inter-cluster interfer-
ence power distributions and derive a computationally efficient
expression for the achievable per-BS ergodic sum rate using tools
from stochastic geometry. This expression allows us to obtain
the optimal loading factor, i.e., the ratio between the number of
scheduled users and the number of BS antennas, that maximizes
the per-BS ergodic sum rate. Further, it allows us to quantify
the performance improvement of network MIMO systems as
a function of the cooperating cluster size. We show that to
perform zero-forcing across the distributed set of BSs within
the cluster, the network MIMO system introduces a penalty in
received signal power. Along with the inevitable out-of-cluster
interference, we show that the per-BS ergodic sum rate of a
network MIMO system does not approach that of an isolated cell
even at unrealistically large cluster sizes. Nevertheless, network
MIMO does provide significant rate improvement as compared
to uncoordinated single-cell processing even at relatively modest
cluster sizes.
Index Terms—Intercell interference mitigation, network
multiple-input multiple-output (MIMO) systems, cooperative
communication, coordinated multipoint (CoMP), zero-forcing
beamforming, stochastic geometry.
I. INTRODUCTION
N etwork multiple-input multiple-output (MIMO) or coor-dinated multipoint (CoMP) [1], [2] is often hailed as be-
ing capable of completely eliminating intercell interference—a
key performance limiting factor in modern cellular networks
with densely deployed base-stations (BSs). However, imple-
menting network MIMO systems also comes at considerable
costs. In addition to the cost of acquiring channel state
information (CSI) as is often mentioned in the literature, this
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paper points out that cooperating across multiple BSs also
introduces a signal penalty, which, together with the inevitable
out-of-cluster interference, can have a significant effect on the
overall performance of network MIMO systems. The analysis
of network MIMO systems that accounts for these effects
is a challenging task. The aim of this paper is to quantify
the benefits and limitations of cooperative communications by
deriving a statistical model of signal and interference strengths
in a network MIMO system.
This paper considers network MIMO systems with disjoint
clustering in which the BSs within each cluster share data
symbols and CSI of all users being served by the cluster. In
this architecture, the cooperating BSs in each disjoint cluster
form a virtual MIMO system to allow the joint processing
of multiple transmissions to multiple users. By cooperating
across multiple BSs, network MIMO is able to suppress
intercell interference, thereby improving the overall network
performance as compared to single-cell processing [3].
This paper analyzes the performance of the linear zero-
forcing (ZF) beamforming strategy across multiple BSs. The
cooperating BSs are assumed to be connected with delay-free
and infinite-capacity backhaul links, and have access to perfect
intra-cluster CSI. Making these idealized assumptions allows
us to analyze the fundamental limitations of network MIMO
systems. We study the cooperation gain of network MIMO
systems as a function of two important design factors: (1)
the loading factor η, defined as the ratio of the number of
scheduled users to the number of BS antennas in each cluster,
(2) the cluster size, i.e., the number of BSs cooperating in a
cluster.
A system with a large loading factor uses the available
spatial dimensions to serve a large number of users, which
provides a sum-rate multiplexing gain. However, this comes
at the cost of having to use spatial dimensions to suppress
intra-cluster interference rather than to provide diversity. In
contrast, reducing the loading factor increases the diversity
order for each user, at the cost of reduced multiplexing gain.
The first objective of this paper is to investigate this tradeoff
between the loading factor and the cooperation gain of network
MIMO systems.
The second objective of this paper is to analyze how the
per-BS ergodic sum rate of a network MIMO system scales
as a function of the cooperating cluster size. We show that
surprisingly, despite its ability to eliminate intra-cluster inter-
ference, because of both the considerable signal power penalty
due to the zero-forcing operation and the inevitable out-of-
cluster interference at cluster edge, a network MIMO system
with disjoint clustering can never approach the performance
of an isolated cell even as cluster size goes to infinity and
perfect CSI acquired without any overhead. Nevertheless, our
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2analysis does reveal considerable performance improvement
of network MIMO as compared to uncoordinated single-cell
processing, thus providing useful numerical insights into the
design of network MIMO systems in practice.
To carry out a comprehensive analysis of network MIMO
performance as a function of these two design parameters,
we adopt tools from stochastic geometry [4], accounting for
the spatial statistics of BS locations to characterize both the
signal strength and inter-cluster interference power, while also
accounting for random small-scale fading channel realizations.
A. Related Work
The benefits of joint processing in network MIMO systems
have been extensively studied in the literature. However,
most existing analyses of such systems have been carried
out either in a single cluster of cooperating BSs [5], [6], or
based on simplified Wyner channel models [7]–[9]. Large-
system analyses of network MIMO systems have been reported
in [10], [11]. However, it is typically difficult to account for
geographic locations of BSs in the analysis. The work in [12]
studies BS cooperation assuming random user locations in
a special case of a two-BS network. Although effective in
illustrating the cooperation gains of network MIMO systems,
this line of work does not completely account for the spatial
statistics of cellular systems. The main objective of this paper
is to develop a theoretical framework that takes the random
spatial structure of a network and the random channel fading
into account.
Stochastic geometry has been used extensively as a math-
ematical tool to model the spatial stochastic properties of
multi-tier wireless systems with single-cell processing [13]–
[16], cellular systems with interference coordination [17] and
cellular systems with non-coherent joint transmission [18].
However, a theoretical analysis of the joint processing scheme
of network MIMO under stochastic models is challenging [18],
[19], and to the best of the authors’ knowledge, not yet
available; an area that this paper addresses. Specifically, using
tools from stochastic geometry, this paper derives a computa-
tionally efficient expression for the per-BS ergodic sum rate
of a network MIMO system under ZF beamforming and equal
power assignment assumptions. This expression is used to
investigate the impact of the loading factor and cluster size
on the cooperation gain of network MIMO systems.
Given the available spatial resources at each set of cooper-
ating BSs, the loading factor represents a tradeoff between
diversity and spatial multiplexing within each cluster. The
loading factor has a significant effect on the overall system
performance. For each fixed channel realization, the optimal
number of users to schedule can be determined by solving a
weighted rate-sum maximization problem [10], [20], [21]. This
paper takes a statistical approach and uses stochastic geometry
to determine the optimal loading factor that maximizes the
per-BS ergodic sum rate.
The analysis of this paper assumes an equal power assign-
ment across the downlink beams. Although sub-optimal in
general, equal power allocation is simple to implement, and
also allows tractable performance analysis. Assuming equal
power assignment, the optimal number of scheduled users
that maximizes the spectral efficiency of a non-cooperative
massive MIMO system is obtained in [22]. We note that in
addition to providing diversity and intra-cluster interference
cancellation, spatial dimensions can also be used for inter-
cluster interference nulling if inter-cluster CSI is available.
Such possibility has been considered in the literature [23],
[24]. The optimal use of spatial dimensions for interference
nulling is considered in our related work [25] for the large-
scale MIMO system.
The practical implementation of network MIMO systems
relies critically on the feasibility of acquiring and sharing
CSI and sharing data across the cooperating BSs. In [26],
[27], the impact of imperfect CSI and backhaul constraints
on the performance of network MIMO systems is studied.
Clearly, increasing the cooperating cluster size increases the
CSI acquisition overhead and backhaul communication. The
formation of clusters with limited sizes is therefore essential.
This paper uses the proposed stochastic geometry analysis
to understand how the per-BS ergodic sum rate of network
MIMO scales as the cluster size increases. The problem
considered in this paper is related to the information theoretical
study of uplink network MIMO systems in [28]. Assuming
fixed cluster sizes and perfect CSI, the work in [28] shows
that the spectral efficiency of network MIMO systems is
upper bounded as the transmission powers of both serving and
interfering clusters grow asymptotically large. Further, [28]
shows that the same conclusion also holds true for a fully
cooperative system without CSI at the receivers. This paper
considers a different asymptotic regime in the downlink with
perfect CSI, where the loading factor and the transmit power
per user are kept fixed, while the cluster size grows to infinity.
B. Main Contributions
The main contributions of this paper are as follows:
1) Signal and Inter-Cluster Interference Distributions: As
the first step of the analysis, this paper obtains accurate signal
and inter-cluster interference power distributions for a network
MIMO system. These distributions make further analysis using
stochastic geometry feasible.
2) Analysis of Network MIMO Using Stochastic Geometry:
Based on the obtained signal and inter-cluster interference
power distributions, we derive an accurate expression for the
per-BS ergodic sum rate using tools from stochastic geometry.
This allows us to investigate the cooperation gain of network
MIMO systems under different system parameters in a com-
putationally efficient manner.
3) Impact of Loading Factor η: We first consider an asymp-
totic regime where the cluster size grows infinitely large, while
η is kept fixed. We prove that, when η = 1, the per-BS ergodic
sum rate approaches zero. However, when η < 1, the per-BS
ergodic sum rate is upper bounded by a non-zero constant.
This illustrates the crucial impact of the loading factor on
the performance of network MIMO systems and motivates the
optimization of the per-BS ergodic sum rate as a function
of the loading factor. Based on the expression derived, we
obtain η∗, the optimal loading factor that maximizes the per-
3BS ergodic sum rate. This paper shows that η∗ ' 0.6 under a
variety of system parameters.
4) Impact of Cooperating Cluster Size: Finally, this paper
characterizes the performance of a network MIMO system as
a function of the average cluster size. Our analysis reveals
that, due to the disparity in the distances between a user
and the cooperating BSs, there is a penalty in terms of the
received signal power as compared to a conventional cellular
system where each user is served only by its closest BS.
Further, the performance of network MIMO systems with
disjoint clusters is fundamentally constrained by significant
out-of-cluster interference even at unrealistically large cluster
sizes. Hence, the per-BS ergodic sum rate of a network
MIMO system does not approach that of an isolated cell.
However, numerical evidence illustrates that network MIMO
does provide significant benefit as compared to uncoordinated
single-cell processing.
C. Paper Organization
The remainder of the paper is organized as follows. Sec-
tion II presents the system model considered in the paper.
Section III presents the statistical characterization of the signal
and inter-cluster interference powers. Section IV derives an
efficiently computable expression for the achievable per-BS
ergodic sum rate. Sections V and VI employ the per-BS
ergodic sum rate expression, respectively, to obtain the optimal
loading factor that maximizes the per-BS ergodic sum rate,
and to investigate the system performance as a function of the
cluster size. Finally, Section VII concludes the paper.
D. Notation
Matrices, vectors, and scalars are denoted, respectively, by
bold capital letters G, bold letters g, and lowercase letters g,
respectively. The Euclidean norm of a vector is denoted by
‖ · ‖2. The matrix transpose and the Hermitian are indicated
by (·)T and (·)H, respectively. The N × N identity matrix
is given by IN . The matrix inverse is denoted by G−1 and
G† =
(
GHG
)−1
GH denotes the left pseudo-inverse of G.
A multivariate complex Gaussian distribution function with
mean m and covariance matrix R is indicated by CN (m,R).
Further, Γ (k, θ) represents a Gamma distribution function
with scale parameter k and shape parameter θ. Statistical
expectation is denoted by E (·), and X d= Y indicates that the
two random variables X and Y have the same distribution.
II. STOCHASTIC MODEL OF NETWORK MIMO
This paper characterizes the performance of network MIMO
systems in an analytically tractable way. We adopt a stochastic
model of the network MIMO that accounts for both random
variation of BS locations and the fading in the wireless
propagation environment. In the proposed stochastic model,
the locations of the BSs are assumed to be a homogeneous
Poisson point process (PPP) Φ = {xi} with density λ, where
xi ∈ R2 indicates the location of BS i. The network MIMO
cooperation clusters are formed by grouping BSs into disjoint
clusters based on their locations using a fixed hexagonal lattice
Rc
user i
d
lθ
θ
. . .. . .
...
...
Fig. 1. A snapshot of a clustered network MIMO system. Under the stochastic
model, the number of BSs in each cluster is a random variable.
as shown in Fig. 1.1 Note that in this stochastic model, the
number of BSs in each cluster, and their locations, are all
random variables depending on Φ. Let each BS be equipped
with M antennas, and for simplicity assume a total power
constraint across each cluster with per-BS average power
PT . This paper considers an idealized system with perfect
knowledge of intra-cluster CSI at the BSs. We ignore the
overhead to acquire and exchange CSI and to share users’
data symbols across cooperating BSs.
Assuming Bl cooperating BSs in cluster l, and given loading
factor η, Kl = ηMBl single-antenna and uniformly distributed
users are served within cluster l during each transmission time
interval.2 The network MIMO system is said to be fully-loaded
when η = 1 and partially-loaded when η < 1.
We further model the wireless fading channel as follows.
Let the channel vector between BS m in cluster j and user
i in cluster l be denoted by gilmj =
√
βilmjhilmj , where
hilmj ∼ CN (0, IM ), and βilmj =
(
1 +
rilmj
do
)−α
. Here,
rilmj indicates the distance between BS m in cluster j and
user i in cluster l, and do is some reference distance. Further,
α > 2 denotes the path-loss exponent. The collective channel
from the Bl cooperating BSs in cluster l to user i is given
by gil =
[
gTil1l, . . . ,g
T
ilBll
]T ∈ CMBl . Likewise, the collective
inter-cluster channel from the Bj cooperating BSs in cluster j
to user i in cluster l is denoted as filj =
[
gTil1j , . . . ,g
T
ilBjj
]T
∈
CMBj .
For simplicity, the total available power in each cluster
is equally divided across the downlink beams. Each cluster
designs its ZF beams to eliminate intra-cluster interference,
while using its excess number of spatial dimensions to provide
1For analysis purposes, the clustering of BSs and the association of the
users to the BS clusters are both location based. In the simulations, discussed
in Section VI, channel strength based user association is also considered.
2Note that although η is identical across clusters, the number of scheduled
users might be different; it is dependent on the number of BSs in the cluster.
4diversity for its scheduled users. This paper restricts attention
to ZF beamforming, because it is relatively easy to implement
and to analyze.3 For ZF beamforming, the direction of each
beam vector is determined by the projection of the intended
channel onto the null space of the subspace spanned by the
channels of all other users inside the cluster. Mathematically,
the normalized ZF beam assigned to user i in cluster l is given
by
wil =
(
IMBl −G−iG†−i
)
gˆil∥∥∥(IMBl −G−iG†−i) gˆil∥∥∥
2
, ∀i ∈ {1, · · · ,Kl}
where G−i =
[
gˆ1l, . . . , gˆ(i−1)l, gˆ(i+1)l, . . . , gˆKll
]
, and gˆil =
gil
‖gil‖2 . Note that, due to the orthogonality property of ZF
beamforming, the dimension of the beamforming subspace
(equivalently, the spatial diversity order) provided to each user
in cluster l is
ζl = MBl (1− η) + 1. (1)
The received signal at user i is the sum of the intended
signal jointly transmitted from a set of cooperating BSs, the
inter-cluster interference, and the receiver noise, given by
yil =
√
BlPT
Kl
gHilwilsil︸ ︷︷ ︸
intended signal
+
∑
j 6=l
Kj∑
k=1
√
BjPT
Kj
fHiljwkjskj︸ ︷︷ ︸
inter-cluster interference
+ nil︸︷︷︸
noise
where sil denotes the complex symbol intended for user i
in cluster l such that E
[|sil|2] = 1, and nil denotes the
circularly symmetric complex additive white Gaussian noise
with variance σ2. The signal-to-interference-and-noise ratio
(SINR) of user i located at distance d from the center of cluster
l is then expressed as
γil,d =
ρ|gHilwil|2∑
j 6=l
∑
k ρ|fHiljwkj |2 + 1
(2)
where ρ = PTηMσ2 denotes the signal-to-noise ratio (SNR). The
ergodic rate of user i is given by
Ril,d = EΦ,h
[
log2
(
1 +
γil,d
Γ
)]
(3)
where Γ is the SNR gap determined by the modulation and
coding scheme used in a system. We denote the set of the
serving BSs within cluster l by ΦS , and the set of interfering
BSs by ΦI = Φ \ ΦS .
For analytical tractability, the typical hexagonal cluster is
approximated by a circular cluster of radius Rc with the same
area as shown in Fig. 1 when computing both signal and
interference strengths.
III. SIGNAL AND INTERFERENCE POWER DISTRIBUTIONS
As can be seen from (2), the signal power of each user is
proportional to the power of the intended channel projected
onto the beamforming subspace. Similarly, the interference
power created by each beam in an interfering cluster is pro-
portional to the power of the inner-product of the inter-cluster
3Comparison with minimum mean square error (MMSE) based beamform-
ing scheme is made by simulation in a later section of the paper.
channel and the beam vector. For isotropic channels, i.e., chan-
nels comprising only independent and identically distributed
(i.i.d.) entries, the distributions of the signal and interference
powers have been derived previously [29], [30]. In network
MIMO systems, each composite channel is subject to multiple
path-loss parameters from multiple BSs and is, therefore, non-
isotropic. The analysis of these non-isotropic distributions is
far more challenging. This paper utilizes a moment-matching
technique proposed in [31], [32] to approximate the signal
and interference distributions in a network MIMO system as
isotropic distributions. The technique of [31], [32] applies
only to systems with deterministic BS locations. This paper
proposes further approximations that allow us to derive signal
and interference distributions that are amenable to further
analysis using stochastic geometry to account for random BS
locations.
A. Preliminary: Projection of Isotropic Channels
We first present some preliminary facts for the case when
the channels are isotropic. Let x = [x1, . . . , xN ] ∈ CN be a
complex N -dimensional isotropic vector. Assuming that each
entry is distributed as CN (0, β), then xHx is the summation
of N i.i.d. exponentially distributed random variables; we have
xHx ∼ Γ (N, β) .
It is important to note that, when the vector x is isotropic,
each of the N spatial dimensions adds one to the shape pa-
rameter of the power distribution. Further, since x is isotropic,
when projected onto an s-dimensional subspace, its power is
distributed as [33]
|xHw|2 ∼ Γ (s, β) .
Again, each of the s spatial dimensions contributes one to the
shape parameter of the power distribution. The scale parameter
remains the same.
These observations are used in the following subsection to
approximate the distributions for non-isotropic channels.
B. Approximate Distribution of Non-Isotropic Channels
In a network MIMO system, the intended channel and the
interference channel strengths are given, respectively, by
gHilgil =
Bl∑
b=1
βilblh
H
ilblhilbl
fHiljfilj =
Bj∑
m=1
βilmjh
H
ilmjhilmj
as summations of Bl and Bj independent, but non-identically
distributed, Gamma random variables; the exact distributions
of the channel strengths therefore involve complex expres-
sions. To make the distributions more amenable to analysis, we
use the second-order moment matching technique [31], [32].
Lemma 1 (Gamma Second-Order Moment Matching): Let
{Xi}mi=1 be a set of m independent random variables such
that Xi ∼ Γ (ki, θi). Then, Y =
∑
iXi has the same first and
5second order statistics as the Gamma random variable with
the shape and scale parameters given by
k =
(
∑
i kiθi)
2∑
i kiθ
2
i
and θ =
∑
i kiθ
2
i∑
i kiθi
. (4)
Approximation 1: Based on Lemma 1, we approximate the
distributions of the channel strengths as gHilgil ∼ Γ (kil, θil)
and fHiljfilj ∼ Γ (kilj , θilj) wherein
kil = M
(∑Bl
b=1 βilbl
)2
∑Bl
b=1 β
2
ilbl
, θil =
∑Bl
b=1 β
2
ilbl∑Bl
b=1 βilbl
(5)
kilj = M
(∑Bj
m=1 βilmj
)2
∑Bj
m=1 β
2
ilmj
, θilj =
∑Bj
m=1 β
2
ilmj∑Bj
m=1 βilmj
. (6)
Having obtained approximate distributions of the channel
magnitudes, to facilitate the characterization of the power
distributions when channels are projected onto the beamform-
ing subspace, we now further assume that gil and filj are
isotropic based on the scale parameters of gHilgil and f
H
iljfilj ,
respectively, as follows:
Approximation 2: The intended channel distribution is ap-
proximated as
gil ∼ CN (0, θilIMBl) .
Likewise, the interference channel distribution between cluster
j and user i in cluster l is approximated as
filj ∼ CN
(
0, θiljIMBj
)
.
However, unlike the truly isotropic case, we assume that
each spatial dimension only contributes a fraction to the
shape parameter of the associated power distributions [31].
In particular, note from (5) and (6) that, in contrast to the true
isotropic case, here we have
kil ≤MBl and kilj ≤MBj
with equality if the two vectors were isotropic. Therefore, it
can be assumed that each spatial dimension adds, respectively,
kil
MBl
and kiljMBj to the shape parameter of the signal and
interference power distributions.
Based on this assumption, the approximated signal and
interference power statistics under ZF beamforming can now
be obtained. The signal power is the power of gil when
projected onto the beamfoming subspace. If the dimension of
the beamforming subspace is ζ, then the shape parameter of
the signal power distribution is given by kilζMBl .
The interference power created at user i by the transmission
of a single beam wnj is the power of the inner-product
between filj and wnj . Note that filj and wnj are independent.
Thus, the shape parameter of the interference power distribu-
tion is kiljMBj . The following lemma presents the approximate
signal and interference power distributions [31]:
Lemma 2: In a network MIMO system employing ZF
beamforming in each cluster, under Approximations 1 and 2
and the aforementioned assumptions, the distribution of the
signal power at user i in cluster l and the distribution of
the interference power created by transmission of beam n in
cluster j at user i in cluster l are given, respectively, as
|gHilwil|2 ∼ Γ
(
kil (MBl (1− η) + 1)
MBl
, θil
)
(7)
|fHiljwnj |2 ∼ Γ
(
kilj
MBj
, θilj
)
(8)
with kil, θil, kilj , and θilj defined in (5) and (6).
Although accurate for any fixed set of BS locations, the
distribution functions presented in Lemma 2 still do not
lead to a tractable analysis of network MIMO with random
BS locations. To facilitate an analysis that takes the spatial
statistics of the BS deployment into account, we must further
approximate the signal and interference power distributions.
C. Approximate Signal Power Distribution
Based on Lemma 1, the signal power |gHilwil|2 presented
in (7) has the same first and second order statistics as∑Bl
b=1 βilblκb where
κb ∼ Γ
(
MBl (1− η) + 1
Bl
, 1
)
. (9)
We can therefore further approximate the signal power of user
i in cluster l as follows:
Approximation 3: The signal power of user i in cluster l
can be approximated by
|gHilwil|2 d=
Bl∑
b=1
βilblκb (10)
where κb is given by (9).
Using this approximation, the signal power is decomposed
into summation of Bl terms, where the distribution of each
term depends on the distance between user i and only one of
the serving BSs in the cluster. This greatly facilitates further
stochastic geometry analysis. However, the distribution of κb
in this expression is dependent on the number of serving BSs
Bl, which is a random variable. To make the analysis tractable,
we replace Bl by the average number of BSs in the cluster B¯,
and further approximate the signal power as follows:
Approximation 4: The signal power of user i in cluster l is
given by
|gHilwil|2 d=
Bl∑
b=1
βilblκ˜
wherein
κ˜ ∼ Γ
(
MB¯ (1− η) + 1
B¯
, 1
)
. (11)
The next subsection derives a tractable distribution function
for the inter-cluster interference power.
6Rcell = ηM
∫ Rc
0
fd (d)×[∫ ∞
0
e−zΓ
z
exp
(
−λ
∫ 2pi
0
(ΨI (θ)−ΨII (θ)) dθ
)(
1− exp
(
−λ
∫ 2pi
0
(ΥI (θ)−ΥII (θ)) dθ
))
dz
]
dd (12a)
ΨI (θ) =
d2o
(
1 + lθdo
)2
2
[
2F1
(
ηM,
−2
α
; 1− 2
α
;−ρzΓ
(
1 +
lθ
do
)−α)
− 1
]
(12b)
ΨII (θ) = d
2
o
(
1 +
lθ
do
)[
2F1
(
ηM,
−1
α
; 1− 1
α
;−ρzΓ
(
1 +
lθ
do
)−α)
− 1
]
(12c)
ΥI (θ) =
d2o
(
1 + lθdo
)2
2
[
1− 2F1
(
$,
−2
α
; 1− 2
α
;−ρz
(
1 +
lθ
do
)−α)]
− d
2
o
2
[
1− 2F1
(
$,
−2
α
; 1− 2
α
;−ρz
)]
(12d)
ΥII (θ) = d
2
o
(
1 +
lθ
do
)[
1− 2F1
(
$,
−1
α
; 1− 1
α
;−ρz
(
1 +
lθ
do
)−α)]
− d2o
[
1− 2F1
(
$,
−1
α
; 1− 1
α
;−ρz
)]
(12e)
D. Approximate Interference Power Distribution
Since there is no coordination across clusters, interference
terms from different clusters are mutually independent. Hence,
we focus on the interference power produced by cluster j at
user i in cluster l, denoted by
Ijil =
Kj∑
k=1
|fHiljwkj |2.
Since the ZF beam vectors are not necessarily mutually or-
thogonal, Ijil is a summation of Kj identically distributed, but
dependent, Gamma random variables. As a result, obtaining
an analytic expression of the distribution of Ijil is difficult. To
tackle this problem, using an approach similar to that taken
in [14], [30]–[32], we assume that the ZF beams designed in
each interfering cluster are mutually orthogonal. Under this
assumption, Ijil is a summation of Kj i.i.d. Gamma random
variables where each term is distributed as in (8); therefore
Ijil ∼ Γ (ηkilj , θilj) . (13)
Similar to the signal power distribution, both the shape and
scale parameters of the distribution function in (13) are jointly
dependent on the distances between user i and the set of BSs
in cluster j. Based on Lemma 1, the inter-cluster interference
power produced by cluster j has the same first and second
order statistics as
∑Bj
m=1 βilmjψilmj where
ψilmj ∼ Γ (ηM, 1) . (14)
Thus, Ijil can further be approximated as follows:
Approximation 5: The aggregate interference power created
by cluster j at user i in cluster l can be written as
Ijil
d
=
Bj∑
m=1
βilmjψilmj (15)
where ψilmj is given in (14).
According to (15), the interference power imposed by
cluster j is a summation of Bj terms where each term depends
only on the distance between a single BS in cluster j and
user i. Hence, the cluster index j can be dropped. In fact, the
aggregate interference power
∑
j 6=l I
j
il in a network MIMO
system is equivalent, in distribution, to that of a system where
each BS m ∈ ΦI independently produces interference whose
power is distributed as βilmψilm, i.e.
∑
j 6=l
Bj∑
m=1
βilmjψilmj
d
=
∑
m∈ΦI
βilmψilm. (16)
The obtained signal and interference power distribution
functions in Approximations 4 and 5 can now be readily used
to analyze the per-BS ergodic sum rate of a network MIMO
system.
IV. STOCHASTIC GEOMETRY ANALYSIS OF NETWORK
MIMO SYSTEMS
In this section, we assume that the BSs are randomly
distributed and use the approximate signal and interference
distributions to characterize the per-BS ergodic sum rate of
a network MIMO system, while accounting for the spatial
statistics of BS deployment and random small-scale fading
channel realizations. The following theorem provides the per-
BS ergodic sum rate expression as a function of key system
parameters such as cooperating cluster size B¯, SNR ρ, loading
factor η, the number of antennas per BS M , BS deployment
density λ, SNR gap Γ, and channel model parameters such
as path-loss exponent α and reference distance do, using
theoretical tools from stochastic geometry.
Theorem 1: Under Approximations 1-5, the per-BS ergodic
sum rate of a network MIMO system with ZF beamforming
and equal power assignment in each cluster is given by (12)
in nats per second per Hertz. In (12) , $ indicates the shape
parameter of the Gamma distribution in (11) given by
$ =
MB¯ (1− η) + 1
B¯
and 2F1 (a, b; c; z) denotes the Gauss hypergeometric function
7given by
2F1 (a, b; c; z) =
Γ (a)
Γ (b) Γ (c− b)
∫ 1
0
sb−1 (1− s)c−b−1
(1− sz)a ds.
The Gamma function is given as Γ (x) =
∫∞
0
tx−1e−tdt. The
probability density function of d is
fd (d) =
{ 2d
R2c
, if d ∈ [0, Rc]
0, otherwise
. (17)
Proof: See Appendix A.
Remark 1: By expressing the hypergeometric functions
in (12) using upper incomplete beta functions as suggested
in Remark 1 of [34], the per-BS ergodic sum rate expression
can be evaluated efficiently.
Remark 2: By dropping the outer integral, the expression
in (12) yields the ergodic rate of a user as a function of
its distance to the cluster center. The user ergodic rate is an
important performance metric in cellular networks and can be
exploited to investigate the quality-of-service of the users at
various locations inside a cooperating cluster.
The expression in (12) completely and efficiently character-
izes the per-BS ergodic sum rate of a network MIMO system
as a function of key system parameters such as transmit power,
loading factor, BS deployment density, and cooperating cluster
size. Although the expression involves a triple integral, it is
nevertheless much faster to evaluate than performing system-
level simulations. This analytic result allows us to obtain the
optimal loading factor that maximizes the per-BS ergodic
sum rate of a network MIMO system. In addition, we can
investigate how much gain, in terms of the per-BS ergodic
sum rate, can be achieved by increasing the average cluster
size in network MIMO systems. These results are presented
in the following two sections.
V. NETWORK MIMO PERFORMANCE AS A FUNCTION OF
LOADING FACTOR
Using the proposed analytical framework, this section inves-
tigates the effect of the loading factor on the per-BS ergodic
sum rate of network MIMO systems. To confirm the analytical
derivation (i.e., (12)), we also provide numerical results using
the following system parameters.
The density of the PPP corresponding to the locations of the
BSs is set to λ = 1pi5002 m
−2 , i.e., on average, the inter-BS
distance is 1km. In the numerical simulations, we consider 19
hexagonal cooperating clusters, each of area B¯λ , and focus on
the performance of the center cluster. BSs are assumed to be
equipped with M = 5 antennas, and their maximum available
power is set to 43dBm. The downlink transmissions take place
over the shared spectrum of bandwidth W = 20MHz with
universal frequency reuse factor of one; transmissions from
different clusters interfere with each other.
During each transmission time interval, Kj = ηMBj
single-antenna users are randomly selected among users lo-
cated within the cluster j. The small-scale channel fading
coefficients are generated according to a Rayleigh distribution
and assumed to be independent across both the transmit
antennas and time. The numerical results are averaged over
TABLE I
SYSTEM DESIGN PARAMETERS
BS density λ = 1/pi5002 m−2
Total bandwidth W = 20 MHz
BS max. available power 43 dBm
Background noise No = −174 dBm/Hz
Noise figure Nf = 9 dB
SNR gap Γ = 3 dB
Path-loss exponent α = 3.76
Reference distance do = 0.3920 m
BS antennas M = 5
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Fig. 2. Per-BS ergodic sum rate as a function of B¯ for various values of η.
both spatial topologies and small-scale fading realizations. The
system parameters are summarized in Table I.
A. Per-BS Ergodic Sum Rate with η = 1 and η < 1
First, we evaluate the per-BS ergodic sum rate of a network
MIMO system with various average cluster sizes B¯ and
loading factors η in Fig. 2. As can be seen from this figure, the
analytical and numerical results match under different values
of η and B¯. This confirms the accuracy of the approximations
made in Section III.
Further, for any given B¯, the system performance improves
as η increases from 0.2 to 0.6; however, the system perfor-
mance degrades as η is further increased. This suggests that
there exists an optimal loading factor that maximizes the per-
BS ergodic sum rate. Another important observation that can
be drawn from Fig. 2 is that for various values of η < 1,
the per-BS ergodic sum rate increases as the average cluster
size grows. However, in a fully-loaded system with η = 1,
the per-BS ergodic sum rate actually decreases as the average
cluster size increases. In the following, we first numerically
obtain the optimal loading factor, then discuss the surprising
phenomenon in the η = 1 case in some detail.
B. Optimal Loading Factor
We consider the optimization of loading factor to maximize
the per-BS ergodic sum rate. Fig. 3 plots the per-BS ergodic
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Fig. 3. Per-BS ergodic sum rate as a function of η for various values of B¯.
sum rate as a function of η for B¯ = 4 and B¯ = 6. As both the
numerical and analytical results illustrate, the per-BS ergodic
sum rate reaches a peak when η ' 0.6. We further observe
that η∗ remains the same for different choices of M , B¯, and
λ as well.
It is important to note that since CSI acquisition overhead is
not accounted for, the obtained η∗ upper bounds the optimal
loading factor in a practical implementation of a network
MIMO system. In particular, in time-division duplexing sys-
tems, channel estimation can be performed by uplink pilot
transmissions [35]; CSI acquisition overhead scales with the
number of users. As a result, the true value of η∗ may be
smaller than the one obtained in this paper. However, our
results show that at most 60% of the available spatial resources
can be exploited to maximize sum-rate; the remaining should
be reserved to provide diversity order for the scheduled users.
In Fig. 3, the optimal loading factor is obtained under
ZF beamforming and equal power allocation assumptions.
Although the obtained η∗ is consistent under various system
parameters, we note that its value does depend on the chosen
transmission strategy. To illustrate this point, we solve a sum-
rate maximization problem using the weighted minimum mean
square error (WMMSE) algorithm as proposed in [36] for a
network consisting of seven hexagonal clusters. The WMMSE
approach jointly optimizes user scheduling, beam directions
and power assignments as to maximize sum-rate across the
entire network. Note that such an algorithm would also require
inter-cluster CSI; hence, it is more difficult to implement in
practice. Without having to choose the loading factor a priori,
the WMMSE algorithm implicitly schedules the right number
of users during each time-slot to maximize the sum rate.
The per-BS ergodic sum rate and the optimal loading factors
under WMMSE are listed in Table II for different values
of B¯. As seen from the table, the optimal loading factor is
η∗ ∈ [0.5, 0.55] in all considered scenarios, which is not far
off from the optimal loading factor obtained from our analysis
for ZF beamforming.
TABLE II
PER-BS ERGODIC SUM RATE AND OPTIMAL LOADING FACTOR USING
WMMSE
Average number of BSs Per-BS ergodic sum rate (bits/sec/Hz) η∗
2 9.70 0.52
3 10.36 0.52
4 10.90 0.53
C. Asymptotic Per-BS Ergodic Sum Rate with η = 1 and η < 1
So far, we have obtained the optimal loading factor that
maximizes the per-BS ergodic sum rate. This section now
shows that realizing the performance gain of network MIMO
systems is a strong function of the loading factor η. To do this,
we consider an asymptotic regime where the cluster size goes
to infinity, i.e., Rc →∞, while η is fixed. The main result of
this section is the following upper bound on the asymptotic
per-BS ergodic sum rate of the network MIMO system:
Theorem 2: Under Approximations 1-3, the asymptotic per-
BS ergodic sum rate of a network MIMO system operating
with ZF beamforming and equal power assignment is upper
bounded by
lim
Rc→∞
Rcell ≤ ηM log2
(
1 +
2ρMλpid2o (1− η)
Γ (α− 1) (α− 2)
)
.
Proof: See Appendix B.
Remark 3: The upper bound is obtained by analyzing the
signal power alone, while ignoring inter-cluster interference.
The main implication of Theorem 2 is that, even when CSI
acquisition overhead and backhaul constraints are ignored, the
per-BS ergodic sum rate of a fully-loaded system approaches
zero as the cluster size grows to infinity. In other words,
increasing the cooperating cluster size in fact degrades system
performance. However, when η < 1, the per-BS ergodic sum
rate is upper bounded by a non-zero constant.
To explain this asymptotic result, we note that the signal
power for each user is a function of (a) the channel strength,
and (b) the dimension of the vector subspace available to
each user for beamforming, and in particular the ratio of the
dimension of the beamforming subspace ζ to the dimension of
the entire vector space. A channel with larger magnitude can
provide larger signal power. Similarly, larger signal power can
be harvested for a user if its beamforming subspace occupies
a larger portion of the entire vector space. In the following,
we observe that the channel strength is essentially a constant
as cluster size grows to infinity, while the fraction of vector
space available to each user for beamforming depends very
much on the loading factor. In fact, this fraction goes to zero
if η = 1. This explains the asymptotic behavior noted above.
First, consider the channel strength:
Proposition 1: Under Approximation 1, for user i located
at distance d from the cluster center, the expected strength of
the network MIMO channel is upper bounded by
E
[‖gil‖2] ≤ 2Mλpid2o
(α− 1) (α− 2) . (18)
Proof: See Appendix C
Thus, although the dimension of the network MIMO channel
increases as a larger number of BSs participate in forming a
9cluster, channel strength saturates. In other words, as Rc →∞,
the spatial dimensions provided by the BSs located relatively
far from a given user effectively do not contribute to the
channel strength.
The second key consideration is the ratio of the dimension
of each user’s beamforming subspace ζ = MB (1− η) + 1 to
the entire vector space MB. As the cluster size increases, we
have
lim
Rc→∞
ζ
MB
=
{
0 if η = 1
1− η if η < 1 .
Note that this ratio appears in the shape parameter of the
Gamma distributions in our analysis of network MIMO sys-
tems.
Together, these two observations explain the asymptotic
result of Theorem 2. In a fully-loaded system with η = 1, the
channel strength does not grow as the cluster size increases,
while ζMB approaches zero. The signal power therefore must
go to zero as cluster size grows to infinity. In a partially-
loaded system, although distant BSs do not enhance the
channel strength, asymptotically, a non-zero fraction of the
vector space is reserved for choosing the beamforming vector.
Therefore, some of the signal power can be retained.
The asymptotic analysis presented in this section illustrates
that in designing network MIMO systems with ZF beamform-
ing and equal power assignment, it is crucial to distinguish
between a fully-loaded and a partially-loaded system. Increas-
ing the cluster size in a fully-loaded system degrades system
performance.
Finally, we comment that the above conclusion depends
critically on the assumption of ZF beamforming with fixed
scheduling. In the remaining of this section, we numerically
examine whether a better user scheduling and a better beam-
forming scheme can improve the asymptotic upper bound.
To do this, we consider a network MIMO system with ZF
beamforming and semi-orthogonal user scheduling, and a
similar system with regularized ZF (RZF) beamforming and
random user scheduling. From Theorem 2, the asymptotic
upper-bound on the per-BS ergodic sum rate is achieved by
ignoring the inter-cluster interference. Therefore, we consider
only a single isolated cluster of BSs.
The implementation of the semi-orthogonal user scheduling
is based on the algorithm proposed in [37]. In each case, the
number of potential users is assumed to be 100 times larger
than the total number of transmit antennas in a cluster. As seen
from Fig. 4 at η = 1, the per-BS ergodic sum rate of network
MIMO approaches zero even with semi-orthogonal scheduling.
The reason is that even with a large, but finite, number
of potential users, the selected users cannot be made truly
orthogonal. Therefore, the asymptotic result of Theorem 2 still
applies here.
Further, we consider RZF beamforming with random user
scheduling. To design RZF beams, the regularization factor
is set to 1ρ . As depicted in Fig. 4, the per-BS ergodic sum
rate no longer decreases as the cluster size increases at η = 1.
Therefore, employing RZF can improve the asymptotic per-BS
ergodic sum rate of a fully-loaded network MIMO system.
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Fig. 4. Per-BS ergodic sum rate in an isolated cluster with η = 1 under
different beamforming and user scheduling schemes.
VI. NETWORK MIMO PERFORMANCE AS A FUNCTION OF
CLUSTER SIZE
A. Per-BS Ergodic Sum Rate at Different Cluster Sizes
This section investigates the impact of cluster size on the
per-BS ergodic sum rate of a network MIMO system evaluated
at η∗ = 0.6. Similar to the preceding section, the analytical
results are obtained using Eqn. (12), and then compared with
simulations under the system parameters as listed in Table I.
This section considers cluster sizes of up to 10 BSs, (beyond
which numerical simulations would be too time-consuming.)
The analysis of this paper assumes Poisson distribution of BS
locations. To evaluate the effect of random BS deployments,
we also consider a deployment scenario where each hexagonal
cluster contains a fixed number of BSs that are uniformly
distributed within the cluster region. Further, the analysis of
this paper assumes a location-based user-to-cluster association
scheme, i.e., only users located within the cluster region are as-
sociated with the cluster. In the numerical simulation, we also
consider a more realistic user-to-cluster association scheme
where each user is associated with a cluster that provides the
largest average composite-channel gain. In particular, using
the distribution of the network MIMO channel strength given
in (5), user i is associated with cluster l if
Bl∑
b=1
βilbl >
Bj∑
m=1
βijmj ∀j 6= l.
Finally, we compare network MIMO performance with a
conventional single-cell processing scheme where users are
associated with their closest BSs; each BS independently
serves its own scheduled users. In this case, for η = 0.6 and
M = 5, each BS serves K = 3 users in the downlink. The
analytical and simulation results are plotted in Fig. 5.
Fig. 5 shows that our analysis agrees with the simulation
results very well and that considerable performance improve-
ment in per-BS ergodic sum rate can be obtained as cluster
10
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Fig. 5. Per-BS ergodic sum rate evaluated at η∗ for single-cell processing,
and for network MIMO system with various (average) cluster sizes, with fixed
number or Poisson distributed BSs in each cluster, and with channel-based
and location-based user association schemes.
size of a network MIMO system increases. Specifically, about
a 70% sum-rate improvement can be realized in a network
MIMO system with B¯ = 10 as compared to a single-cell
processing scheme of conventional systems. Fig. 5 also shows
that as the average cluster size increases, the performance
of a network MIMO system with Poisson distributed BSs
approaches that of a comparable system with a fixed number
of BSs per cluster. Finally, as shown in Fig. 5, with both
fixed and Poisson distributed numbers of BSs per cluster,
as expected, a network MIMO system with channel-based
user association outperforms the location-based association
scheme. It should be noted that the analysis of network
MIMO systems with channel-based user association would
have been much more complicated than the location-based user
association assumed in this paper. However, Fig. 5 illustrates
that the location-based analysis in this paper already provides
a reasonable approximation to the per-BS ergodic sum rate for
a network MIMO system employing a channel-based user-to-
cluster association scheme.
B. Asymptotic Per-BS Ergodic Sum Rate
Our next objective is to understand the fundamental limita-
tions of network MIMO systems by comparing the analytical
expression of the network MIMO ergodic sum rate in our
analysis (i.e., (12)) to two reference systems: (a) a network
MIMO system with an isolated cluster of B¯ BSs and no out-of-
cluster interference; (b) a single isolated cell with one BS and
no interference. The comparison with system (a) above quan-
tifies the effect of inter-cluster interference. The comparison
with system (b) above quantifies the signal strength penalty of
cooperating across multiple BSs as compared to transmitting
from a single BS alone. The numerical comparison of the three
systems is shown in Fig 6.
First, we observe that the ergodic sum rate of the network
MIMO system in our analytical expression (which takes out-
of-cluster interference into account) is always inferior to an
isolated cluster of network MIMO systems with no out-of-
cluster interference, even as the cluster size becomes very
large. This is because despite zero-forcing eliminating intra-
cluster interference, inter-cluster interference always exists,
when cluster size is finite. Such out-of-cluster interference
severely affects users closer to the cluster edge. This illustrates
that the performance of network MIMO systems with disjoint
clustering is fundamentally limited by the inevitable out-of-
cluster interference. We note that this conclusion agrees with
the information theoretical study of cooperation gain (albeit
under a different model) by Lozano et al. [28].
Second, we observe that even without out-of-cluster inter-
ference, the performance of network MIMO systems does
not approach that of an isolated cell with a single BS.
This illustrates the fact that cooperating across multiple BSs
introduces a significant signal power penalty. This penalty is
due to the disparity in the distances between the user and the
set of cooperating BSs in a network MIMO system.
Mathematically, we can explain the origin of this penalty
as follows. Considering two Gamma random variables X1
and X2, if both the shape and scale parameters of X1 are
larger than those of the X2, then it is guaranteed that X1, in
first-order stochastic sense, is larger than X2 (refer to [14],
[38] for more details.) The scale parameter of the Gamma
distribution given by (7) improves if a user is served by only
its closest BS rather than the group of cooperating BSs. Hence,
the scale parameter of the signal power distribution is larger in
an isolated cell system. In an isolated cell system, the shape
parameter of the signal power distribution is M − K + 1.
In a network MIMO system, the shape parameter is in the
range of M (1− η) + 1/Bl ≤ kil ≤ MBl (1− η) + 1;
the lower-bound is achieved when only one of the path-loss
components is non-zero, and the upper-bound is achieved in a
zero-probability event that the channels are isotropic, i.e., all
path-loss components are equal. Although the shape parameter
is not necessarily smaller in a network MIMO system as
compared to the isolated cell system, the per-BS ergodic sum
rates plotted in Fig. 6 illustrates that the received signal powers
are in fact statistically weaker in a network MIMO system.
Taken together, due to both the signal power penalty in-
curred by joint data transmission from distributed BSs, and
the presence of inter-cluster interference, the achievable per-
BS ergodic sum rate of a network MIMO system does not
reach that of an isolated cell. Even when CSI is available at
no cost, Fig. 6 shows that a network MIMO system with 2000
cooperating BSs only achieves about 80% of the performance
of an isolated cell without interference.
Nevertheless, it should be emphasized that network MIMO
does provide significant benefit as compared to single-cell
processing treating out-of-cell interference as noise. Fig. 7
shows the cumulative distribution function of downlink user
rates of network MIMO systems with various cluster sizes.
The density of users is set to be twenty times the density of
BSs. A round-robin scheduler is used. Simulations show that
significant rate improvements can be realized in a network
MIMO system as compared to the single-cell processing
scheme of conventional systems. As an example, a network
11
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Fig. 6. Per-BS ergodic sum rate evaluated at η∗ for an isolated cell, a network
MIMO with an isolated cluster, and a clustered network MIMO system under
various average cluster sizes.
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Fig. 7. Cumulative distribution function of the downlink user rates evaluated
at η∗ for single-cell processing, and for network MIMO system under various
average cluster sizes, Poisson distributed BSs in each cluster, and channel-
based user association scheme.
MIMO system with B¯ = 16 doubles user rates as compared
to single-cell processing scheme.
VII. CONCLUDING REMARKS
This paper develops an analytical tool to study the coop-
eration gain of network MIMO systems with disjoint clusters
operating under ZF beamforming and equal power assignment.
The proposed model takes the spatial statistics of user and
BS locations, and random fading realizations into account.
Specifically, we derive an accurate and computationally ef-
ficient per-BS ergodic sum rate expression using tools from
stochastic geometry. This expression is used to investigate
the performance of network MIMO systems as a function of
loading factor and cooperating cluster size.
This paper shows that realizing the cooperation gain of
network MIMO systems depends crucially on the loading
factor. The optimal loading factor that maximizes the per-
BS ergodic sum rate is η∗ ' 0.6. Thus, at most 60% of the
spatial dimensions available in each cluster should be used
to provide multiplexing gain; the remaining fraction of the
spatial resources should be reserved to provide diversity for
the scheduled users.
The analysis of this paper also enables us to illustrate that
the performance of network MIMO systems is fundamentally
limited by the signal power penalty due to joint signal trans-
mission from a disparity of BSs and by significant out-of-
cluster interference. Regardless of the cluster size, network
MIMO does not achieve the ergodic sum rate of an isolated
cell. Nevertheless, network MIMO does provide significant
improvement as compared to uncoordinated single-cell pro-
cessing.
APPENDIX A
PROOF OF THEOREM 1
Proof: In cluster l, Kl = ηMBl users are randomly cho-
sen during each downlink transmission time interval. There-
fore, the per-BS ergodic sum rate in nats per second per Hertz
is given by
Rcell = ηMEΦ,h
[∫ Rc
0
log
(
1 +
γil,d
Γ
)
fd (d) dd
]
(19)
= ηM
∫ Rc
0
EΦ,h
[
log
(
1 +
γil,d
Γ
)]
︸ ︷︷ ︸
Ril,d
fd (d) dd (20)
where fd (d) is given in (17). The second equality is obtained
by noting that the integrand in (19) is non-negative. Based on
the Fubini theorem therefore the order of the expectation and
integration can be exchanged.
The per-BS ergodic sum rate is a function of Ril,d; we
therefore start the proof by characterizing Ril,d. To progress
on this front, using the following equality [39]
log (1 + x) =
∫ ∞
0
e−t
t
(
1− e−xt) dt (21)
Ril,d can be written as
EΦ,h
[∫ ∞
0
e−t
t
(
1− exp
(
−tρ|gHilwil|2∑
j 6=l
∑
k ρΓ|fHiljwkj |2 + Γ
))
dt
]
(a)
=
∫ ∞
0
e−zΓ
z
EΦI ,h
exp
−zρΓ∑
j 6=l
∑
k
|fHiljwkj |2

︸ ︷︷ ︸
MI
×
1− EΦS ,h [exp (−zρ|gHilwil|2)]︸ ︷︷ ︸
MS
dz. (22)
In (a), we use the change of variables as t =
zΓ
(∑
j 6=l
∑
k ρ|fHiljwkj |2 + 1
)
. Since the integrand is non-
negative, the order of expectation and integration operations
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can be exchanged. Further, we use the fact that ΦS and
ΦI are statistically independent. Note also that (22) involves
the moment generating functionals (MGF) of the aggregate
interference power MI and the signal power MS .
For the interference component, we have that
MI (a)= EΦI ,ψ
[
exp
(
−zρΓ
∑
m∈ΦI
βilmψilm
)]
(b)
= EΦI
[ ∏
m∈ΦI
Eψ
(
e−zρΓβilmψilm
)]
(c)
= EΦI
 ∏
m∈ΦI
(
1 + zρΓ
(
1 +
rilm
do
)−α)−ηM
(d)
= e
λ
∫ 2pi
0
∫∞
lθ
((
1+zρΓ(1+ rdo )
−α)−ηM−1)rdrdθ
.
In (a), we replaced the aggregate interference power by∑
m∈ΦI βilmψilm. According to Approximation 5, the two
terms are equivalent in distribution. Since ΦI and ψ are
independent, we obtain (b). Relation (c) follows from the
MGF of a Gamma distribution with the parameters as given
in (14). Using the probability generating functional of a
homogeneous PPP with density λ as given by [4]
E
(∏
x∈Φ
v (x)
)
= exp
(
−λ
∫
R2
(1− v (x)) dx
)
(23)
and converting the coordinates from Cartesian to polar, we
obtain the final expression. The region of integration can be
determined by noting that the distance between the interfering
BSs and user i in cluster l depends on the angle θ as shown
in Fig. 1. In particular, for a given θ, the distance lies in the
range [lθ,∞), where
lθ =
√
R2c − d2 cos2 (θ) + d sin (θ) (24)
denotes the distance between user i located at distance d from
the center of a typical cluster l and the cluster boundary as
depicted in Fig. 1.
Likewise, for the signal component, it follows that
MS (a)= EΦS ,κ˜
[
exp
(
−zρ
∑
b∈ΦS
βilblκ˜
)]
(b)
= EΦS
[ ∏
b∈ΦS
Eκ˜
(
e−zρβilblκ˜
)]
(c)
= EΦS
 ∏
b∈ΦS
(
1 + zρ
(
1 +
rilbl
do
)−α)−$
(d)
= e
λ
∫ 2pi
0
∫ lθ
0
((
1+zρ(1+ rdo )
−α)−$−1)rdrdθ
.
In (a), we replaced the signal power by the random variable
of the same distribution as proposed in Approximation 4.
Relation (b) follows from the independence of ΦS and κ˜. In
(c), the MGF of a Gamma random variable with a distribution
function given in (11) is used. Here
$ =
MB¯ (1− η) + 1
B¯
.
Using (23), and by converting the coordinates from Cartesian
to polar, we have the final expression where the region of
integration depends on the user location. Specifically, since
user i is at distance d from the center of cluster l, its distance
to the cluster boundary is in the range [0, lθ] for a fixed angle
θ, as depicted in Fig. 1.
By replacing MI and MS in (22), and applying the
following integral equations∫ (
1 + ax−b
)−k
xdx =
x2
2
2F1
(
k,−2
b
; 1− 2
b
;−ax−b
)
∫ (
1 + ax−b
)−k
dx = x2F1
(
k,−1
b
; 1− 1
b
;−ax−b
)
we derive the ergodic rate of user i located at distance d from
the center of cluster l. Finally, by inserting the user ergodic
rate expression in (20), we obtain the per-BS ergodic sum rate
expression for a network MIMO system. The proof is therefore
complete.
APPENDIX B
PROOF OF THEOREM 2
Proof: From (20), we have
Rcell = ηM
∫ Rc
0
Ril,dfd (d) dd (25)
where Ril,d is given in (3). To analyze the asymptotic per-BS
ergodic sum rate, we therefore upper bound Ril,d as follows:
Ril,d
(a)
≤ EΦS ,h
[
log2
(
1 +
ρ|gHilwil|2
Γ
)]
(b)
≤ log2
(
1 +
ρ
Γ
EΦS ,h
[|gHilwil|2]) (26)
where (a) follows by ignoring the inter-cluster interference.
The rate expression is a concave function of the signal power.
Relation (b) therefore holds using the Jensen’s inequality.
From (26), to characterize the upper bound, we need the
expected signal power. The expected signal power of user i is
given by
EΦS ,h
[|gHilwil|2] (a)= EBl
[
EΦS ,κb|Bl
[
Bl∑
b=1
βilblκb
]]
(b)
= EBl
[
Bl∑
b=1
EΦS |Bl [βilbl]Eκb|Bl [κb]
]
(c)
= EBl
[
MBl (1− η) + 1
Bl
EΦS |Bl
[
Bl∑
b=1
βilbl
]]
(d)
= EBl
[
(MBl (1− η) + 1)Er
[(
1 +
r
do
)−α]]
. (27)
Conditioned on the number of BSs in cluster l, the signal
power is distributed as in Approximation 3. Using the law
of total expectation, (a) follows. In (b), we use the fact that
ΦS and κb are independent. According to Approximation 3,
κb is a Gamma random variable. Note that if X ∼ Γ (k, δ),
then E (X) = kδ. Hence, (c) holds. Conditioned on having
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Bl BSs within the cluster, the distributions of their locations
are independent and uniformly distributed [4]; therefore, (d)
follows. In (d), r denotes the distance between a uniformly
distributed BS and user i located at distance d from the cluster
center.
The expectation of the path-loss component can be com-
puted as
Er
[(
1 +
r
do
)−α] (a)
≤ 2
R2c
∫ Rc
0
r
(
1 +
r
do
)−α
dr
≤ 2d
2
o
R2c (α− 1) (α− 2)
. (28)
The average path-loss component is larger when a user is
located at the center, i.e., d = 0. In this case, the distribution
of the distance between a user and a uniformly distributed BS
is the same as (17). The relation (a) therefore follows.
By inserting (28) in (27), the expected signal power is given
as
EΦS ,h
[|gHilwil|2] ≤ EBl [2d2o (MBl (1− η) + 1)R2c (α− 1) (α− 2)
]
=
2d2o
R2c (α− 1) (α− 2)
+
2Mλpid2o (1− η)
(α− 1) (α− 2) . (29)
Therefore, from (26), the user ergodic rate is upper bounded
by
RUB = log2
(
1 +
2ρd2o
ΓR2c (α− 1) (α− 2)
+
2ρMλpid2o (1− η)
Γ (α− 1) (α− 2)
)
.
Finally, if η = 1, we have that
lim
Rc→∞
RUB = 0.
On the other hand, when η < 1, it follows that
lim
Rc→∞
RUB = log2
(
1 +
2ρMλpid2o (1− η)
Γ (α− 1) (α− 2)
)
.
By inserting these results in (25), the proof is complete.
APPENDIX C
PROOF OF PROPOSITION 1
Proof: The expected network MIMO channel strength can
be derived as
EΦs,h
[
gHilgil
] (a)
= MEBl
[
EΦs|Bl
[
Bl∑
b=1
βilbl
]]
(b)
= MEBl
[
BlEr
[(
1 +
r
do
)−α]]
(c)
≤ MEBl
[
2d2oBl
R2c (α− 1) (α− 2)
]
=
2Mλpid2o
(α− 1) (α− 2) .
To obtain (a), we use the distribution of network MIMO
channel strength given by (5) and the law of total expectation.
Conditioned on having Bl BSs inside cluster l, they are uni-
formly and independently distributed. Therefore, (b) follows.
Using the upper-bound on the path-loss component in (28),
we have (c). This obtains an upper-bound on the strength of
network MIMO channel.
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