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The SSAG is connected to a wide range of different satellite projects, as well as the ISS.
Additional to that, it is in need for a groundstation which is capable of communicating
with its own satellite projects. Currently, there is a wide range of different hardware based
radios used for that, which are expensive in costs and operation. SDR are an opportunity
to significantly decrease the effort and the costs of such a groundstation by offering great
flexibility in different areas of radio communication. However, the whole radio frequency
and digital signal processing chain has to be implemented by hand, if the parts are not
offered by an open source community. This thesis sets up basic radio communication
schemes and digital signal processing tools in order to lay the groundwork for a SDR to
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The System Space Academic Group (SSAG), founded in 1982 is an interdisciplinary re-
search and education group of the Naval Postgraduate School (NPS). Its main focus lies in
the further development of satellite systems for research and education purposes. The two
available systems, PANSAT and NPSAT1 are both so called small satellites. That term de-
scribes a class of low mass and size build satellites. Specific mass or size boundaries have
not been defined yet, however, usually up to a mass of 500 kg, or 1100 lbs, a satellite can be
referred to as a small satellite. They are normally built for educational purposes or to con-
duct small experiments. Despite the performance disadvantage in comparison to normal
big satellites, small satellites can be built in a larger numbers due to lower costs. NPSAT1
is supposed to replace PANSAT as the main research and education satellite of the SSAG.
Its estimated launch date is scheduled for the middle of 2015. Next to energy management
and navigation, communication is the third most important aspect of small satellites. The
SSAG runs a groundstation, where contact with the satellite can be established every time
it reaches a certain position on orbit. The satellites send position information, telemetry
data and information about energy levels and experiments. Since the time window when
the satellite can be reached is limited, an effective and quick communication equipment
is necessary. Currently, a wide range of very different hardware based radios are used in
the group, which is a disadvantage in terms of efficiency and handling purposes. In order
to find a more economical alternative for the various different hardware based radios used
in the groundstation, the SSAG would like to determine the possibilities of using a Soft-
ware Defined Radio (SDR). This master thesis deals with a fundamental development of
a software defined radio communication scheme and will determine, if the used SDR is
capable of serving as a groundstation radio for the small satellite project. The idea behind
using a software defined radio is an improved flexibility in terms of frequency range and
digital signal processing schemes. The theoretical background of SDRs is presented in the
research paper "Software Defined Radios for Space Applications-Theoretical Background




The NPSAT1 is a small satellite based on the PANSAT project. It has a semi-cylind archi-
tecture with three solar cell array bands surrounding it. Next to the internal battery, these
solar cells are responsible for the power supply of the satellite. Inside, two decks with
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the electronic components are mounted. The different components are the electrical power
system, the altitude control subsystem, the solar cell measurement system, the command
and data-handling system and the radio frequency system.
On the hardware side, two antennas are mounted on the baseplate of the satellite. Inside,
the AstroDiv radio is responsible for the signal handling of the whole satellite. It is fully
duplex capable and can transmit and receive at a data rate of 100 kbps. It operates in the
Ultra High Frequency (UHF) range, using its own channels for transmitting and receiving.
As mentioned, the radio transmitts mainly informations about the overall condition of the
satellite and of course, data fed into the on-board storage of the processor. It is also able
to receive commands from the groundstation and pass them on to the satellite’s processing
unit for execution. Figure 1.1 shows an assembling picture of NPSAT1 with its different
parts. The antenna ports are both on the very top of the figure, marked with a 1. The radio
with the Radio Frequency (RF) part and the modem are right under the baseplate, marked
with a 2.
1.2.2 Software Defined Radio
SDR describes a rather new class of radios. The main idea behind this concept is to convert
an analog signal into a digital signal as soon as possible in the receiving, respectively as
late as possible in the transmitting chain. The theoretically purest software defined radio
simply consist of an antenna, an Analog-Digital-Converter (ADC) and Digital-Analog-
Converter (DAC) and a signal processing device, usually a computer or any other kind of
processing unit. The idea behind software defined radios is not very new. The first ideas and
experiments with baseband signals were implemented by Department of Defense (DoD)
researchers in the nineteenseventies [8]. The development went on through the following
years, however due to rather limited computing performance of processor systems, soft-
ware radios were always at a disadvantage compared to hardware radios. However, in the
late nineties, huge performance increases were reached. In this time, SDR based technol-
ogy started to be a realistic alternative to the classical radio design approach. Today, SDRs
are in widespread use, either in amateur radio environment or in professional applications.
The German armed forces, for example are introducing a software defined radio system for
their ground troops, as well [9].
As mentioned, the ideal SDR consists of an antenna, a converter and a processing unit,
however an actual implementation is still impossible today. Today a hardware based pre-
filtering of the analog signal is still inevitable. Therefore, the usual SDR consists of a RF
front-end, which does all of the hardware based processing. Depending on the hardware
architecture of the radio, the signal is down converted to Intermediate Frequency (IF). Then
the signal is digitalized and passed on to the core processing unit of the SDR. In modern
architectures this is usually a Field-Programmable-Gate-Array (FPGA). This unit down-
converts the signal to a baseband frequency band. From there, the processing unit passes
the data to the core of the SDR architecture, usually a computer which does the baseband
2
Figure 1.1: Expanded View of NPSAT1
signal processing, such as demodulating and further filtering. Figure 1.2 shows a possible
software defined radio architecture, however, there are a wide range of different approaches
possible and available.
1.3 Structure of the Thesis
At the beginning of this thesis, the SSAG had little if no work done with a software defined
radio. Therefore, first the theoretical background for the project is outlined and explained.
The second and third chapter deal with the hardware and software which is used during this
3
Figure 1.2: Possible Architecture of a SDR [1]
thesis, as well as the setups for the radio testing. The fourth chapter explains the software
implementation of the most important processing and communication blocks. The fifth
chapter shows and analyzes the results of the tests conducted. The last chapter provides an
overall conclusion and suggestions for future work.
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CHAPTER 2:
Theory and Programming Background
2.1 Python
Python is a powerful programming language developed in the early 90ies by the Dutch
computer scientist Guido van Rossum. Originally, Python was created to give students of
computer science classes the ability to learn programming with quite an easy programming
language. It is often mistakenly assumed, that the name Python was inspired by the snake
species. Van Rossum, however, dedicated the language to his favorite group of comedians
which are called ’Monty Python’. Python used to be an open source project, but since 2001
the non-profit organization, called Python Software Foundation holds the copyrights and
organizes further development and is lobbying for the language. In principle, Python uses
an imperative approach, however it supports other programming aspects, as well. It is pos-
sible to write object oriented and functional code, as well. A major advantage of Python,
compared to other languages, like C, is its independence of the operating system used for
compilation. Python supports the three major systems Windows, Linux and Mac, which
makes it possible to run the same code on every platform without being forced to make any
changes in the code. Since the predecessor of Python, the language ABC, lacked of flexibil-
ity, it was one of the largest interests of van Rossum to improve that in Python. Therefore,
even the basic version of Python comes with a large number of different libraries, which
can be included without any further requirements. If needed, further libraries of third party
supplier can be downloaded and implemented quite easily. One important example for such
third party libraries are the GnuRadio packages. They provide the possibility to write Digi-
tal Signal Processing (DSP) capable programs, however they can be combined which every
other part of Python programs such as mathematic packages or networking tools. Part of
the flexibility of python is the possibility of using it as a scrpt language for more hardware-
close programs. C or C++ programs can be embedded in a Python script easily which
makes Python very attractive not only for amateur programmers but also for big compa-
nies. Examples of big companies using Python are Google, the NASA and YouTube [10].
The SSAG is using Python to program some of their micro-processors. Other possibili-
ties for using Python are storage-orientated problems or software-rapid-prototyping, since
rather complex problems can be solved using quite small Python codes. This is essentially
one area of usage for Software Defined Radio and FPGAs.
2.2 Non-Return-To-Zero
NRZ is a popular digital signal endcoding format. Signal encoding is used with baseband
(not modulated) signal in order to make the distinction between a highs and lows clearly,
since the transmission voltage can have a continuous range of a couple of volts. Signals
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encrypted using NRZ does not return to zero during an interval [11], which is the reason
for the name of the coding scheme. Because of this feature, the signal has a Direct Current
(DC) component in its waveform, which can cause transmission errors, especially when
long lines of zeroes or ones are in the signal [12]. Figure 2.1 shows a NRZ coded signal
in comparison with a manchester coded signal. It becomes clear, that the signal remains
constant on high or low for several clock cycles. It has to be considered though, that NRZ
coded signals do not have the ability to synchronise themselves, therefore they require some
kind of start bits or something similar to keep the transmitted data synchronised. Besides
Figure 2.1: Comparison of a NRZ and Manchester Coded Signal [2], [3]
the normal NRZ code which is also stated as NRZ-L,the L means level, there are three
other major kinds of NRZ coding, the acNRZ-M (Mark), NRZ-I(inverted) and the NRZ-
S (Stream). Using NRZ-M, a transition is done every time an one occurs in the logical
data stream. NRZ-S works the other way around, every time there occurs a zero in the bit
stream, a transission takes place. NRZ-I uses one of the two possible states as a physical
transission signal, while there is no transission when the other state is in the stream. Figure
2.2 shows the three different coding possibilities.
2.3 Gaussian-Minimum-Shift-Keying
Gaussian Minimum Shift Keying (GMSK) is a special, continuous phase form of frequency
shift keying modulation. Continuous phase modulation means basically, that the frequency
change in the modulated signal takes place at the carrier zero crossing point. That leads
to a unique signal characteristic, where the frequency difference between logical zero and
logical one is always half the data rate [13], which leads to a constant modulation index of
0.5.
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Figure 2.2: NRZ-S, NRZ-M and NRZ-I
Figure 2.3: Signal Using MSK Modulation
2.3.1 Modulation Process
By plotting a frequency spectrum of a Minimum Shift Keying (MSK) modulated signal,
quite a lot of sidebands can be appear. In order to get rid of these sidebands, a low pass
filter is pre installed prior to applying the signal on to the carrier frequency. The ideal fil-
ter is the Gaussian filter, however, since it is only a theoretical construct, the filters used
are only approximating the Gaussian filter. Usually, a Finite Impulse Response (FIR) fil-
ter is used, because it matches the following requirements: It has a sharp cut- off, narrow
bandwidth and its impulse response shows no overshoot [14]. The filtering done by the
FIR filter can be mathematically described as a convolution of the signal with the Gaussian
function. GMSK is mainly used in digital communication environments, such as satellite
communication in the SSAG or the global system for communication, which is the connec-
tion protocol used in standard European mobile phones.
In theory, there is a possible implementation for an analog GMSK modulator, however the
different attributes are likely to be very inaccurate caused by their manufacturing induced
tolerances. The best example is the modulation index, which needs to be exactly at 0.5 with
absolutely no variation, which is simply unobtainable using analog components. The most
common implementation is a digital one with an IQ modulated signal, which means that the
processed signal is phase shifted by 90 degrees, which allows maintaining the modulation
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index at exactly 0.5 [13].2.3 shows a MSK modulated signal. A good way to compare the
different modulation schemes is to look at their spectral density. That term describes the
power of a certain frequency in an infinitesimal small frequency band. Usually, the spectral
density is depended on the whole frequency spectrum, which results in the power-spectral-
density. Figure 2.4 shows the power-spectral-density of GMSK and other MSK modulated
signals. The lack of unwanted sidebands in GMSK modulated signals is quite obvious in
comparison to the MSK modulated ones. A basic concept of a GMSK modulator is shown
in figure 2.5. The input ak are sets of data which are supposed to be modulated. The
Figure 2.4: Power Spectral Density of MSK and GMSK Signals [4]
Figure 2.5: Basic Concept of a GMSK Modulator
premodulation Gaussian lowpass filter has the transfer function
H( f ) = exp
[
−( fBo )2 · ln22
]
(2.1)











The pulse stream g(t) output of the lowpass filter can be described as [16]
g(t) = b(t)∗h(t) (2.3)
and
gp(t) = p(t)∗h(t) (2.4)
This signal is than used by the Frequency Modulation (FM) modulator to yield the required
phase [15]. The modulator is controlled by an oscillator. Theoretically, as mentioned be-
fore, an analog Voltage Controlled Oscillator (VCO) could be used to run the modulator,
however, hardware does not provide the frequency stability which is required to get a good
modulation. Instead of VCOs, in digital signal processing Numerical Controlled Oscil-
lator (NCO)s are used to control the modulation process. A possible implementation of
a NCO is the CORDIC algorithm, whose theoretical background and a possible software
implementation is described in [17]. The final output of the modulator, which can then be
upconverted to RF is [16]
yGMSK(t) = cos [ωct+θ(t)] (2.5)
where θ is




There exist a number of different modulator implementations which are capable of GMSK.
The most important ones are the quadrature, serial and all digital modulators. The last one
is used in GnuRadio the GMSK modulation block. It consists of a FIR-filter, a low-pass
filter and an inner oscillator [15]. The ideal constellation diagram of a GMSK modulated
signal looks like a circle and can be observed in figure 2.6. A main advantage of the GMSK







γ describes a constant, which is related to the Bandwith-Time Product (BT) product, which
is for a GMSK modulation between 0.25 and 0.3. A normal MSK modulation has an infinite
BT because sidebands will occur. After [18] γ is defined as 0.68 forBT = 0.25 and as 0.85
for BT = inf.
2.3.2 Demodulation
There are two distinct methods to demodulate a GMSK modulated signal, coherent and
non-coherent demodulation. A coherent modulator has to recover both carrier frequency
and phase of the incoming signal. In general, this requires a steady phase shifting done
by the modulator, however, this condition is fulfilled by a GMSK device. This leads to
more complex demodulation-circuits, compared to the non-coherent demodulation, how-
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Figure 2.6: Ideal Constellation Plot of a GMSK Modulated Signal
ever higher bit- and symbol rates can be processed that way, which leads to a higher spectral
efficency, which describes the quotient of information rate and used bandwith [19]. Like
in the modulation process, the phase recovery and the frequency recovery circuits must be
controlled by an oscillator. In DSP numericalyl controlled ones are used. The oscillators
responsible for frequency recovery are operated by so called phase-locked loops. A Phase
Lock Loop (PLL) is basically a circuit designed to keep the phase deviation between the
incoming signal and the internal oscillator constant. In a digital implementation, the most
common one used is the Costas-loop. Figure 2.9 shows a block diagram of the Costas-loop.
When using the right VCO frequency, the signal going through the loop filter is zero [20].
Figures 2.7 and 2.8 show the signal-process before and after the synchronization done by
the Costas-loop. Non-coherent demodulation only needs to recover the carrier frequency,
which decreases the effort in terms of circuit implementation. The basic idea is that the
received signal is made complex and multiplied with a frequency of a free running oscil-
lator. Then the signal is integrated over the symbol duration and the absolute value of the
integrated value is calculated. The outcomes are compared to each other and depending on
the result, a value predefined by a look-up table is returned as the digital output.
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Figure 2.7: Signal Before Running through a Costas-Loop
Figure 2.8: Signal After running through a Costas-Loop
2.4 Finite-Impulse-Response Filter
2.4.1 General Background
FIRs are a class of digital filters which is designed to pass or rejects bands of frequencies.
In contrast to other types of filter, they use only the actual input signal and additionally
a defined number of older inputs, which can be weighted using coefficients. They are
referred to as non-recursive filters, as well, because they do not use any output signals
for the calculation of the current output. The general equation of an output value y(n) is







Figure 2.9: Blockdiagram of a Costas-Loop
where aq describes the filter coefficient of the belonging filter stage. The most important
feature of FIR filter is the name giving finite impulse response
h(n> Q) = 0. (2.9)
This makes the filter very stable without the danger of building up itself and collapsing.
Using the definition of the discrete sum convolution, defined as





Combining equations 2.8, 2.9 and 2.10 it can be followed, that the sample values of the






Using the z-transform, described in [17], the system function of a FIR filter comes accord-














As can be seen, the system function has Q zero positions. Theses can be either real or
conjugate complex pares. Additionally, the Filter has a Q-valued pole. The frequency
response is determined by the zero positions while the pole lays down the causality of
the filter. Figure 2.10 shows the basic concept of a FIR filter. Figure 2.10 shows a so
Figure 2.10: Schematic Structure of a FIR Filter
called direct implementation, which is the most commonly used. It is the easiest one to
implement and especially performance efficient, since most processor architecture already
offer an solution for multiplication with a following accumulator. This implementation
uses the direct convolution method, which basic system is described in figure 2.11. Using
Figure 2.11: Schematic Example of the Direct Convolution [5]
FIR filters has certain advantages. As mentioned, they are always stable due to their finite
impulse response. It is possible to implement exact linear phase shaped filter, which means,
that all signals are shifted by the same constant. This is referred to as group delay, as
well. FIR filter give the opportunity to be designed as adaptive structures, which means
using non-fixed filter coefficients. The major disadvantage of FIR structures is, however,
the bigger calculation effort needed, especially when it comes to high-tap filter systems.
However, given the increase of available performance power of modern computer systems,
this is not a big problem anymore.
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Still, when it comes to filter with a rather big number of taps, a temporarily memory system
is needed to be able to deal with the large amount of input values used for the filter. Since
there is no need to store the input data for good, the most economical implementation of
such a memory is a so called circular buffer. The basic idea is that every duty cycle a new
value is fed into the first position of the buffer. Than every data stored in the buffer go into
the filter and are processed there. Afterwards, each stored data are incremented and the
highest one is erased. Figure 2.12 shows the basic system behind a circular buffer.
Figure 2.12: Basic System of a Circular Buffer
2.4.2 Window Design Method
Filter design methods in GnuRadio use the so called window design method when it comes
to designing FIR filter. At first, a ideal infinite impulse response filter is designed and then
multiplied by a finite length window function, in order to get the finite impulse response
described previously [5]. Using window functions leads to spectral leakage effects, which
means in this context the change of the magnitude or the phase of the signal is Fourier
transformed. The different window functioned described in the following paragraphs can
all be valued by their efficiency in filtering out spectral leakage. All in all, using window
functions in filtering increases the spectral resolution of the frequency domain result [21].
Rectangular Window
The rectangular function is defined as
w(t) =

1, if |t| ≤ T
2
0, if |t| ≥ T
2
(2.14)
where T2 describes the left and right edge of the period. Figure 2.13 shows the graphical
interpretation of the rectangular window function. It is the least performance needing filter
function. It has the best spectral leakage properties, if the window length matches the
period of the incoming signal or is a multiple of the period, there is no signal leakage at all.
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Figure 2.13: Rectangulart Window Function
Hamming Window
According to [22], the Hamming window can be generally described as
w(t) = α+β (cos
2pit
N−1). (2.15)
Formula 2.15 is the base for a couple of different window function. α and β describe
Fourier coefficients, who determining the kind of window function. The general Hamming
function is derived from the raised cosine function. The specific coefficients used for the




Figure 2.14 shows the graphical interpretation of the Hamming window function.
Hann
The Hann or sometimes by mistake named Hanning function was defined in 1959 by Julius
von Hann. It has the same basic formula as the Hamming function, therefore its general
form can be described by equation 2.15. α and β are both valued to 0.5 [23] , which gives
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Figure 2.14: Hamming Window Function
the Hanning function to
wHann = 0.5(1+ cos
2pit
N−1) (2.17)
Figure 2.15 shows the graphical representation of the Hann window function.
Blackman Harris
The Blackmann function belongs to the family of higher-order generalized cosine windows.
They number of non-zero Discrete Fourier Transform (DFT) coefficients depends on the
numbers of samples the incoming signal has. The general formula of high order cosine
























The Blackmann window is rather useful when it comes to single tone measurement and in
applications, that require windowing by convolution in the frequency domain [26] Figure
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Figure 2.15: Hann Window Function
2.16 shows the graphical representation of a Blackmann window function.
Kaiser Window
The Kaiser Window function was developed by Jim Kaiser in 1980. it is an approximation


























β describes the Kaiser window parameter which gives the operator control over the fun-
damental window trade-off between side-lobe level and main-lobe width. Larger β values
decrease the frequency resolution in case the window is used for frequency analysis. Figure
2.17 shows different representations of Kaiser window functions, depending on the value
of β .
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Figure 2.16: Blackmann Window Function
2.5 Packet Radio using the AX.25 protocol
Packet Radio is a digital communication protocol which enables radio operators to send all
kinds of different data via wired or wireless communication stations and devices. Packet
Radio was a major step forward in radio technology by providing the ability to send dif-
ferent kinds of data, starting with text, but also audio files, commands or source code, as
well. It was first developed around 1970 by a group of Hawaiian researchers and further
developed in the following years by different universities. Amateur radio operators started
to develop their own radio protocols in 1978 and they were able very quickly to code and
submit ASCII coded messages. Not much equipment is required to run a packet radio: a
standard Terminal Node Control (TNC) and a transceiver modem which is able to modu-
late, demodulate and up- and down convert the signal. The usual protocol used for Packet
Radio transmission is the AX.25, which is based on the X.25 protocol and was adjusted
for amateur radio purposes. It can be used in either connection oriented or unconnected
oriented communication environments, which makes it very flexible. Small blocks of data,
called frames are being transmitted. Each frame is subdivided into small groups of bytes,
so called fields, which all serve a different purpose.
2.5.1 Flag Field and Bit-Stuffing
A flag field is always one byte long. It states the beginning and the end of each packet
sent. It always consists of the same byte, one zero, followed by six ones and another zero.
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Figure 2.17: Kaiser Window Function for Different β Values [6]
For obvious reasons theses sequences of bits must not appear anywhere else in the packet,
in order to avoid misinterpretation of the different packages. This is insured by using so
called bit stuffing, where the transmitting station is monitoring the bit stream about to be
transmitted. If there is a sequence of more than five ones in the stream, a zero is inserted.
The receiving station eliminates this inserted zero again. It has to be mentioned, though,
that it is very uncommon to have this kind of bit sequence.
2.5.2 Address Field
As its name suggests, the address field gives information about the source and the destina-
tion, the Service Set Identification (SSID) and additional information about the transmis-
sion, such as repeating is enabled or disabled. The callsign of each station must only consist
of numeric ASCII characters. The SSID is a four-bit integer that is able to identify a certain
station when more than one station is using the same callsign. The address field is divided
into two subfields. Both of them consist of seven bytes each. The first six bytes contain
the callsign of the source respectively the destination. Using AX.25 protocol restricts the
choice of a callsign to a maximum of six characters. The sevenths byte is the SSID byte.
2.5.3 Control Field
The control field is a one or two byte long bit sequence, which states the kind of frame
sent. AX.25 is divided into three different kinds of message frames, information frame,
supervisory frame and unnumbered frame. Information frames are simple messages which
containing data or text messages or anything else. When sending an information frame, the
control field consists only of the number of the frame sent by the source and the number of
frames so far received. Its Least Significant Bit (LSB) is always set to zero. Supervisory
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Status Explenation
Receive Ready System is ready to receive
Receive Not Ready TNC Buffer is full
Reject frame Out of sequence or Duplicate
Selective reject Request single frame receive
Table 2.1: Status Messages of AX.25 Frames
frames give the status of the sending station, concerning its ability to transmit or receive
frames themselves. Figure 2.18 shows the different possible configurations of the bits used.
The following table explains the different status messages given by the control sequence
Figure 2.18: Possible Bit Configuration of Supervisory Frames [7]
The last possible kind of frame sent is the unnumberd frame. These frames are either
commands or responses. These kind of frames are used for disconnecting a device, for
example, or to request test frames from the destination. It is mainly a frame used for
getting any unknown settings of the destination device. A specified table with the different
kind of unnumbered field settings can be found in [7], however, for the intended use of
packet radio in the environment of the SSAG we hardly work with unknown settings of
destination or source devices, since all of the devices used are from the SSAG.
2.5.4 Protocol Identifier and Information
This field appears in information frames, only. If a layer three protocol is used, it is speci-
fied within this field, however if none is used, the Protocol Indetifier (PID) is set, as well.
Figure 2.19 states the different possibilites of setting the PID field. The information field
consists of the actual information the operator would like to transmit to the destination. By
default, the lenght of the information field is set to 256 bytes maximum [7].
2.5.5 Frame Check Sequence
The Frame Check Sequence (FCS) is a two byte number which is calculated by both source
and destination. It is used to detect if any parts of the frame have been corrupted dur-
ing transmission. The default algorithm used for the coding is the Cyclic Redundancy
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Figure 2.19: Possible Bit Configuration of PID Fields [7]
Check (CRC) code, however there are different other encoding schemes, e.g. the Ham-
ming code, which will not be considered here, because the CRC is by far the most common
one. The basic idea behind the coding is a division of a specfied CRC-polynomial and the
code which is supposed to be coded. The receiver divides the sent message by the same
polynomial. If the rest of the division is zero, in theory, the message has been transmitted
properly. However, there are always cases where a signal was transmitted properly, but
the check turns out to be wrong or the other way around, where the signal was transmitted
incorrectly, but the rest of the division is still zero. These cases are very unlikely and only
a problem, if a compromised message is sent and stated as being correct In the following,
a coding example is given. In this example, the ASCII code of the letter H, which is 0100
1000, will be coded and after that a quick check will be done, as it would be executed in a




1100 0000 0111 1
complemented information field (12 bits):
0100 1000 0000 0000 0000
Modulo division (XOR), starting with the first common one:
0100 1000 0000 0000 0000
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1100 0000 0111 1
-------------------------
0000 1000 0111 1000 0000
1100 0000 0111 1
--------------------
0100 0111 1111 1000
110 0000 0011 11
-------------------
010 0111 1100 0100
11 0000 0001 111
------------------
01 0111 1101 1010
1 1000 0000 1111
-----------------
0 1111 1101 0101
Frame with CRC: 0100 1000 1111 1101 0101
Controlling sequence
0100 1000 1111 1101 0101
1100 0000 0111 1
------------------------
0000 1000 1000 0101 0101
1100 0000 0111 1
-------------------
0100 1000 0010 1101
110 0000 0011 11
------------------
010 1000 0001 0001
11 0000 0001 111
-----------------
01 1000 0000 1111
1 1000 0000 1111
----------------
0 0000 0000 0000
AX.25 implementations use CRC-16 sequences, usually. Since there are even different
types of CRC-16 polynoms, it has to be specified, that AX.25 and most of the other packet-
based communication protocolls are using CRC-16-CCITT (french for: Comite Consultatif
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International Telephonique et Telegraphique), which polynom is defined as [27]
p(x) = x16+ x12+ x5+1. (2.22)
Or the equivalent as a binary string
p= 10001000000100001. (2.23)
An important thing to mention is, that the transmission of the different fields always starts
with the LSB, except for the FCS field, which is sent in the usual bit order, starting with
the Most Signifant Bit (MSB). When writing a AX.25 packing program, it is important to
remember to swap the affected data fields, otherwise the transmitted message would not
make any sense for the receiving station.
2.6 Data-Whitening
Data-Whitening, or scrambling are terms used in different situations. The encrypting pro-
cess of a radio message with a certain encrypting key is called scrambling, mainly referring
to analog signals, where some parts of the signal are changed or even noise is added on
purpose, in order to make it difficult to extract out of the sended signal.In telecommuni-
cation applications, however, scrambling or whitening means to manipulate a stream of
data for several different reasons. Scrambling improves the transmission quality and over-
all performance by creating a continuous spectrum which eliminates energy peaks which
avoiding transmission irritation of signals close to the scrambled signal. Otherwise, the
transmitted signal is likely to inflect irritation to other signals which are send on a close
frequency. This is achieved by converting the input data into a string of random-looking
values, however long sequences of ones and zeroes are completely missing, therefore the
mathematical term of this process is called pseudo-ramdomizing. A second positive effect
is the complete elimination of the gleichanteil of the transmitted signal. A scrambler can be
implemented rather before a Forward Error Correction (FEC) device or after it just before
the modulation process, depending on the transmission protocol used.
2.6.1 Pseudorandom Binary Sequence
The term pseudo-random number or sequence describes a quantity of different numbers,
which appear to be randomly generated, however they are calculated by a certain algorithm
or stored in a loock-up-table and returned on demand. The longer the sequence actually
is, the more randomly it appears, but in theory, after a certain time, every sequence repeats
itself, which makes it predictable and not random in a strict mathematical sense. Many
applications use pseudo-random generated numbers and sequences, because it is sufficient,
if they appearto be random and the algorithms used are simply more efficient than appli-
cations which are able to create real random numbers. The quality of a pseudo-random
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number generator depends on its statistical features, such as the Gaussian distribution. The
most basic criterium of qualtiy is the length of one period of a sequence, which should be as
long as possible in comparison to the range of values of the sequence. There exists a wide
range of pseudo-number generators, the most important ones are presented in this section
Congruential Generator
Linear congruential Generators are a group of recursive algorithms. They are the most used






bkri−k)+ c) mod m (2.24)
n describes the number of different states possible, m is the modulus, which basicially
indicates, in which system the result is returned, b is a factor and c the increment, both of
these parameters can be chosen independendly, as long as they are smaller than m. Based on
that general equation of a congruential generator there are a number of different versions.
For b = 0 and n = 1 a multiplier generator is given, if b 6= 0 the generator is called linear
congruential generator.
2.6.2 Linear Feedback Shift Register
LFSR is the hardware realization of data whitening devices. Since the aim is to copy the
exact functionality in software, it is important to understand how these circuits work. A
LFSR consists of a certain number of shift registers. Usually, these registers are realized
using D flip-flops, which are able to store one bit each [29]. A LFSR generates a periodic
sequence of ones and zeroes. An important condition of every LFSR register is to start in
a non-zero condition. However, some of the flip-flops have turnings which represent the
feedback routes. Depending on number and position of these turnings, the LFSR can be
described by a so called generator polynom, which is always a primitive polynomial. The
grade of the generator polynom determines the lenght of one pseudo-random period, as
well. This lengh can be described as 2n−1, where n is the number of flip-flops used and
consequently the grade of the polynomial. A stand-alone LFSR is not very effective in
terms of data-whitening or even encrypting, therefore LFSRs are usually used in combina-
tion with non-linear funcitions or as a cascade of a couple of LFSRs [29]. There are two
different kinds of LFSR, which are equal in terms of the length of the generated periods
and the kind of polynom, however the generated sequences are different.
Fibonacci-LFSR
This implementation of a LFSR is a simple shift register, which feeds back the XOR outputs
of binary weighted taps. Figure 2.20 shows an example of such a LFSR. The input and
output flip-flops are always set to one [29], however the first flip-flop is not really a feedback
connection, but rather the input of the shift register [29]. The polynomial belonging to the
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Figure 2.20: Block Diagram of a Fibonacci LFSR
LFSR shown in figure 2.20 can be written as
p f b(x) = x5+ x4+ x2+ x+1 (2.25)
However this is only a made up example, since usually, the polomynals of the different
grades are listed in certain literature, such as [30].
Gallois LFSR
The second kind of LFSR used is named after the french mathematican Evariste Galois.
The main different to the Fibonacci LFSR is that the content of the register is modified
every step by the feedback, which can be seen in figure 2.21. However the bit-operation
used is the same as in the Fibonacci registers, the XOR opertor. The belonging poynomial
Figure 2.21: Block Diagram of a Gallois LFSR
cames to
pgl(x) = x5+ x2+ x+1 (2.26)
Besides the use of LFSRs in signal processing applications, they are used in Global Po-
sitioning System (GPS) applications. A very important and huge area where LFSR are
used is creating Gold Code, which is an essential part of GPS, but also widely used in
spread-spectral areas, such as Universal Mobile Temecommunication System (UMTS) and
wireless-lan. Furhtermore, LFSR are used to create Kasami and JPL sequels, which are




This chapter describes the hardware and the setups for the different tests run with the Ettus
N210. Some of the setups are used with different communication schemes. Therefore,
every scheme used will be described and pictured together with its tests results.
3.1 Devices Used
3.1.1 Ettus N210
The Ettus N210 is a SDR manufactured by the company Ettus Research. It offers a band-
width of 40 kHz for transmitting and receiving. Its ADC operates with a fixed conversion
rate of 100 Ms/s and a resolution of 14 bits, while the DAC can operate with a sample rate
of 400 Ms/s and a resolution of 16 bits. Its power output is 15 dBm. The RF front-end with
the analog signal processing is done by so called daugtherboards. They define the effective
operating frequency range of the Ettus device. The SSAG is using a SBX daughterboard,
which has an effective frequency range from 400 MHz up to 4400 MHz. The daughter-
board has two internal oscillator for receiving and transmitting independently. The Ettus
N210 can be linked with the computer by ethernet or Universal Series Bus (USB). Ethernet
offers a bigger bandwidth and a higher transmitting data rate, which is the main reason it
is used in the test setups for this thesis. In order to run the Ettus and link it properly to
the operating computer, the IP- configuration must be adjusted. An easy way to test, if the
device is linked to the computer properly is to ping the device, using the command line.
All facts in this section are quoted from [32]
3.1.2 KWM-9612+ Wireless Modem
The Kantronics Wireless 9612 is a digital modem designed to handle packet orientated
radio. Combined with a transceiver and a TNC, it is able to receive and transmit data at
rates between 1200 and 38400 bauds per second, offering two IO ports to choose from,
one for slow data rates up to 1200 baud and one for the highe rates. It uses GMSK for
modulation and demodulation.
3.1.3 Texas Instruments CC1101
The CC1101 is a sub 1-GHz transceiver, designed for wireless applications. It is intended
for short range frequency bands, however it is capable of operate on other frequencies, as
well. The transceiver contains a highly configurable modem, which can handle most of
the commonly used digital modulation schemes. The chip can be linked to a computer via
USB connection and either be configured by external software or by addressing the pins
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Figure 3.1: Ettus N210
directly.
All facts stated in this section can be found in [33]
3.2 Test Setups
3.2.1 Transceiving AX.25 and RF Testing
The Ettus N210 is linked with the processing computer via Ethernet. The first tests were run
on a cable based transmission, using cables with x ohm resistance. The Ettus is connected
to a Kantronics 9612, using a RF receiver, which are both linked to a Microsoft Windows
based personal computer to serve as interface for the receiver and as TNC for the modem.
In order to check the signal being transmitted and after it has been demodulated, two oscil-
loscopes were connected to the Ettus and the Kantronix. During later tests, the cables were
replaced by an antenna. In order to be able to analyze the RF signal, an oscilloscope was
added, using a mini-circuit splitter. Figure 3.2 displays the test setup. For receiving tests,
a Kantronics 9612 was used as modem, for the RF transmitting a ICOM ICO 9100 with a
2W omni directional antenna was used.
3.2.2 Loop Back Setup
The Ettus N210 transmitting port is connected via cable with a hardware attenuator, set to
20 dB, to protect the internal hardware from being destroyed by too much signal strength.
From the attenuator, a cable goes straight back into the receiver port of the Ettus N210, to
capture the signal. From there it is downconverted and processed.
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Figure 3.2: Schematic Setup for RF Signaling
3.2.3 CC1101 setup
The Ettus setup is not changed compared to the AX.25 test setup, except that instead of
cables, an antenna is used right from the beginning. The CC1101 is linked to a Microsoft
Windows operated computer, controlled and configured by the software TI RF Studio 7.
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Figure 3.3: The Loop Back Setup




4.1 GnuRadio- Background and Configuration
Gnu Radio is an open-source project, giving amateur and professional radio developers a
powerful tool to design SDR communication schemes. The project started in 2001 under
the significant lead of students of the Massachusetts Institute of Technology. The original
code was written in Pspectra, in 2004 a rewritten Python version was relaunched [34]. As
mentioned, the different DSP blocks used are written in Python, however, performance-
critical parts are implemented in C++ [35]. The Python community is offering a range of
different programming libraries which include the signal processing devices, such as filters
or sample-rate converters. A big advantage of the GnuRadio is the possibility to program
and custom engineer needed processsing devices if necessary. Additionally, the GnuRadio
community keeps improving the performance and the speed of the processing algorithms.
Generally speaking, the GnuRadio was designed for Linux- based systems, such as Ubuntu.
Microsoft Windows versions do exist, but they are supported rather poorly, therefore a cer-
tain amount of knowledge how to operate a Linux system is needed, especially since most
of the community shared DSP blocks are only Linux compatible.
The basic idea of GnuRadio schemes is a block system. Every block represents a certain
function. Except for sources and sinks, every block has to have an input and an output. De-
pending on the tasks performed, a block has certain arguments which have to be explicitly
defined by the operator. These arguments can be defined as fixed values or as variables,
which can be changed in real time. Finally, the connection between every block has to
be defined, otherwise the code won’t be able to compile. Since the GnuRadio is an open
software project it has to be mentioned that not all blocks and implementations are fully
reliable and double checking is sometimes required before using a certain block. Since all
of the different DSP blocks are programmed by different people, there is no consistent use
of correct technical terms. A flow chart or flow graph, for example, can be either the block
diagram or the source code of a GnuRadio Companion (GRC) project. An important thing
to understand how a GnuRadio works is the item- based apporach to signal processing.
That means that in comparison with e.g. Matlab Simulink that GnuRadio is kind of both
sample based and frame based, depending on the structure of the individual flow graphs
and blocks used. An item can be every kind of data, such as bits, bytes, coefficients or
samples. While this may sounds confusing and hard to imagine, the item based approach
gives GnuRadio a certain performance advantage in comparison with other DSP programs,
because it is more flexible in terms of data handling. GnuRadio is used in a wide range
of different applications, starting with simple amateur radio communication systems up to
sattelite uplinks or even drone or airplane radar technology [36].
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GnuRadio Companion
GRC is a graphical interface for GnuRadio. It offers the user an easy way to create and
edit the attributes and link the different blocks. Then GRC generates an executable python
code. The generated Python file can be manually changed if necessary. The GRC GUI is
started by opening an empty command console in Linux Ubuntu and executing the com-
mand ’gnuradio-companion’. This will load an empty project and the workspace. The con-
sole in which the command is executed gives compiling and running information about the
currently used flowgraph, such as errors occurring during compiling or signal processing
information, or up- and downconverting values of the Universal Software Radio Periph-
erie (USRP). Figure 4.1 shows an empty workspace of a GRC project. The pre installed
Figure 4.1: The Starting Window of GnuRadioCompanion
blocks are positioned on the right side of the window, sorted according to their task in sig-
nal processing. The menu on the top gives the standard choices for files, handling, such as
open, save and new file. The two buttons placed in the middle (marked by the red circle)
are used to convert the flow chart into a python file and to run this file. The two blocks
"Options" and "Variable" are always inserted when a new project is created. The "Option"
block is basically the label of the flowchart, as can be seen in figure 4.2. The actual mean-
ing of the sample rate block will be explained later in this thesis in more detail. GRC gives
the operator the possibility to implement different kinds of scopes to control the signal
flow at every stage of the signal processing, which is very handy if the operator wishes to
understand the signal flow and conversion after the various processing stages. The most
important scopes, GnuRadio offers, are oscilloscope sink, Fast Fourier Transform (FFT)-
sinks and constellation sinks. Especially the constellation sink gives a good impression
wether the modulation scheme used is working as it is supposed to be. Figure4.5 shows a
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Figure 4.2: Option Menue to Define Basic Flowchart Settings
constellation sink of a 4-PSK modulated signal and a theoretical constellation diagram. A
constellation diagram gives information about phase and amplitude of the different coded
bit-sequences. Since the 4-PSK modulation does not change the amplitude of the signal at
all, the four different coding points can be imagined on a circle. Depending on the two bits
which are supposed to be modulated next, the phase is shifted according to the constellation
diagram. The real diagram in figure 4.5 can be used to determine, if the modulation process
was successful. The points are mostly around the four corners of the four ideal modula-
tions. The receiver side then demodulates every point by calculating the shortest Euclidean
distance to one of the constellation point and gives the output according to a look-up-table.
If the modulated point is moved by some kind of corruption, such as noise or interference,
closer to another point, the signal will be incorrectly demodulated.
A very basic GRC flowchart is shown in figure 4.4. There is a constant signal source which
produces a cosine shaped signal at the given sample rate. The color of the output and in-
put pins at the blocks states the data type which is either put out or expected. GnuRadio
is capable of working with float, short, int, byte, vector and complex types of data. Some
blocks require a certain data input, for example a PSK modulator, which will always put out
a complex signal. In the example flow chart, the signal is then multiplied by another cosine
shaped signal, created by the second signal source block. Besides signal sources, which
generate basic periodic signals, there are a range of other sources which are explained in
table 4.1. After multiplication, the signal is sent to a scope sink and a FFT-sink which dis-
play the signal for individual analysis. The blocks without any in- and output pins are either
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Kind of Source Explenation
Random Source generates a random stream of numbers
Vector Source gives signals out in vector form
File Source reads a stream of bits from a choosen file
TCP Source simulates a Server to communicate with the sink
Audio source reads the data out of a .wav file and gives it out as a stream of floats
Table 4.1: Available Sources in GRC
Figure 4.3: Basic Example of a GRC Flowgraph
variables or GUI controlling blocks. A variable type block is self- explainatory. It is given
an identification by the operator and then can be used for all values, given it range of values
matches with the type the certain input is expecting. In this example the frequencies of
all source blocks are linked with the variable block. Changing the value of "freq" changes
the frequency of every block linked to it. The slider block gives the operator the ability to
change certain values in real time. In this flow chart, the slider controls the variable "freq".
The notebook block uses no actual DSP, however it makes the interface clearer. It is a
box into which different scopes and sliders can be put and get separated by a tab bar. The
produced code is very well structured, even a lot more complicated flow charts are easily to
adjust that way, because the user does not have to search certain blocks for a long time. In
order to add a block manually they are two different possibilities. The first one is importing
the code or the methods needed with the "import" command. If the block is needed by a
couple of different DSP schemes it becomes laborious quite quickly. Therefore the block
can be embedded in the local python environment. The standard path in Ubuntu for that
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Figure 4.4: FFT Visualization of the Example Flowchart
is "/local/usr/python". If the final sink is an USRP, which is the most common case, there
are different possibilities to link the device to the control center. A practical disadvantage
of Ethernet is the inability of the controlling computer to be linked to the internet simulta-
neously, which makes the up- and download of communication schemes more complicated
and time consuming. However, through the open source environment there are a lot of ba-
sic signal processing devices available which can be used directly or as a base for further
development. Unlike Matlab Simulink, where the code of the blocks can not be applied,
all python codes for the basic blocks can be manually changed. GRC was developed for
Linux systems, however, the widespread use of Microsoft systems, especially in the SSAG
makes it crucial to be able to at least run GRC applications on these platforms. Most of the
field equipment used by the SSAG runs on Windows systems, therefore a manual how to
install GRC on these computers properly can be found in [37].
4.2 Texas Instruments SmartRF Studio 7
SmartRF Studio 7 is a tool for evaluating low power RF integrated circuits, running per-
formance tests on RF and tune cusotmer specific hardware solutions. The main function
of SmartRF Studio is providing an interface for adressing registers of an integrated circuit.
Figure 4.6 shows a screenshot of the user’s interface. If no special settings are required,
data packets can be quickly sent using the easy mode, which gives the user only the ability
to change few settings. Expert mode gives access to more advanced features and settings.
Additionally, the operator is able to address registers directly by defining its value and not
only by choosing an option in a drop down menu. This can be shown on the very right side
of figure 4.6. However, the menu gives a very good overview of the possible values and
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Figure 4.5: Constellation Sink of a 4-PSK Modulated Signal
how changing them leads to a change in the signal processing. The software communicates
via USB with the hardware, using a library called CEBAL (Chipcon Evaluation Board Ac-
cess Layer). In order to be able to communicate properly with the hardware, the right USB
driver is required, otherwise reading or writing becomes error-prone very easily. In order
to validate the functionality of the connection between the chip and the SDR, the expert
mode gives the opportunity to send or receive a constant signal.
The main difference between the Ettus and the CC1101 is the use of the personal computer.
The Ettus uses the computer as a baseband signal processing device and a tool to show the
results. The computer attached to the CC1101 serves only as a TNC and an interface to
tune the settings of the chip, but has no influence at all in the signal processing process.
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Figure 4.6: Starting Interface of SmartRF Studio
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CHAPTER 5:
Implementation of the Digital Signal Processing
In this chapter, the most important processing blocks and programs used to set up the
transmitting and receiving scheme are described.
5.1 AX.25 Implementation
5.1.1 Encoding
As described in chapter two, the AX.25 defines very precisely, how the package of a trans-
mitted signal is supposed to look. For GnuRadio (GR), there are to this stage no properly
working encoding blocks available, only concepts. Therefore a new one had to be pro-
grammed. There are a couple of global variables which have to be initiated, the following
table gives a brief summary of what each of the variables is actually doing or used for.
The first step is to read in the messag to be sent and convert it to ASCII code. In addition
to the message, the operator must state the name of the source, the destination, each one
with SSID codes and the control field to mark the kind of the message. The method "build-
packet" encodes every important piece of information and puts it into the proper sequence.
The result is stored into an array called ’packet’. A flowchart of this method is shown in
figure 5.1. However the output is not transmissable at this point, because first of all, the
flag fields are missing, secondly, the CRC code is missing and thirdly, GnuRadio processes
the input bits in the order how they are fed into the flowchart. Since every field except for
the CRC starts with the LSB the order of the bits in the fields has to be turned upside down.
This is achieved by two methods: "hdlcpacket" and "sendbyte". The method "hdlcpacket"
expects as input a array which represents a prepacked packet and the number of bytes the
flaghead and the flagtail should consist of, because sometimes it is better to send a couple
of flags ahead, before the actual transmission starts. Therefore, for these two inputs only
odd numbers of bytes make sense, since there has to be an even number of flags before
the actual frame starts. Every byte which is supposed to be added to the packet is sent
Name Type Purpose
out int Final output is stored bitwise
flag bool if set, flag fields are inserted
fcs bool if set, FCS fields are inserted
stuff int counter, to control the bit stuffing
fsclo and fschi int storage for the FCS fields
Table 5.1: Global Variables of the AX.25 Code
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Figure 5.1: Nassi-Schneiderman Diagram of the Buildpacket Method
Figure 5.2: Nassi-Schneiderman Diagram of Sendbyte Method
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to the ’sendbyte’ method. Depending on the Boolean variables just mentioned before, the
bytes are fliped around, so that the LSB becomes the MSB. While doing so, the ’sendbyte’
method always checks the number of following ’ones’ by incrementing the ’stuff’ variable,
every time an one is added to the output. If ’stuff’ reaches a value of five, a zero is added
to the output. If a zero comes before ’stuff’ reaches the value of five, it is set back to zero.
Each bit is then stored into the ’out’ array which is returned at the end of the "hdlcpacket"
method. Python provides a very handy function, which calculates the CRC code of a given
string automaticially, therefore no further operation is required. The CRC field is calculated
and then bit after bit added to the overall output. There are a couple more algorithms which
are optional and are mainly tools to log different packages or to process the data further.
One example is ’nrziencode’, which converts the bit-stream to an inverse non-return to zero
shaped stream. As mentioned in the theory chapter, every block has to have an interface to
other blocks or a sink. The AX.25 block is given two different possibilities to communicate
which other blocks. The first one is an indirect one which saves the bit stream in a .dat file.
The bit stream is coded in the binary-format by the method ’dumppackettofile’. That file
can be opened by a file-source block in a GRC flowchart. The other possibility is to convert
the array to a vector file, which can be directly put into a vector source in a GnuRadio script
file. Both ways are possible, however saving the file gives a better opportunity to double
check the package and the signal flow chart is easier to manipulate, since the GRC interface
can be used, instead of plain python code. It has to be said, though, that this piece of code
only does the creating of the message. The whole source code of the packing algorithm can
be found on the CD.
5.1.2 Decoding
In order to be able to get useful data from received signals, the data sink provided by
GnuRadio is usually used. The output is a binary file containing very long strings of ones
and zeroes. Since it is impossible to evaluate this data manually and the provided text
editors often simply do not have the computing power to do so, a couple of programs have
been written to support the evaluation of the signal. One program to convert the binary
data to user readable .dat files and the other one to examine the data. That analysis tool
is able to search for specified data strings in provided files, most of the time flag bytes of
packet-based data transmissions. Both source codes are available on the CD.
An additional program is written to decode the AX25 packet data. First of all the borders
of the packets are determined, meaning the sequence between the flag bytes is read out.
Then the binary stream is divided into the different field types according to chapter two.
Since AX25 offers a forward error correction function, it makes the most sense to check
this field first. If it is not correct, no more time and computing power has to be wasted
for this packet. After a positive feedback from the FEC check, the type of the packet
and the payload is decoded and put out. If desired, the program checks, if the packet
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is intended for the operator in the first place. The theoretical background is the same as
for the coding process and is not outlined again here. Figures 5.3 and 5.4 show Nassi-
Schneiderman diagrams of the two most important methods in the source code: The CRC
check method and the decoding and printing of the payload. Since AX.25 packets are
always transmitted with the LSB first, each decrypting method has to turn the order of
the bits received around. Finally, an user interface was added, where the operator has the
Figure 5.3: Nassi-Schneiderman Diagram of the CRC Checking Method
possibility of setting some options, such as the name of the radio, which kind of packets will
be accepted and if the conversion process is logged in an extra text file. Figure 5.5 shows
the starting screen of the console based user-interface. The program can serve, slightly
modified as a GnuRadio block, which can be implemented in a GR source code. After
the transmission ends, the program automatically loads the file where the transmission is
stored and processes the file. Since some types of packets require a immediate response,
an interface to GnuRadio is programmed into the source code, which enables the decoding
program to respond immediately, given a valid connection to a SDR. In order to keep the
decoding program as flexible as possible, it offers only an interface, where the respective
flowchart can be called, as can be seen in figure 5.6. That makes the decoding program
adaptable to every DSP scheme and kind of SDR. An example for such a direct answering
flowchart can be found as a source code on the CD, together with the whole source code
for the AX25 decrypting file.
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Figure 5.4: Nassi-Schneiderman Diagram of the Payload Decoding Method
Figure 5.5: Users Interface of the Decoding Program
5.2 CC1101 Coding
As mentioned before, the Texas Instruments CC1101 uses another packet protocol than
AX25. The chipset operates in general with the Simplicity protocol which is used in fire-
alarms, for example. Although it is pretty similar to the AX25 protocol, it is all in all not
that complicated. Simplicity has not the big range of varieties in its usage. In fact, it is
only capable of sending and receiving packets. Figure 5.7 shows a possible structure for a
Simplicity packet. The program to encode data in that kind of packets is quite similar to the
AX25 code. Some differents are made, though, for example is the order of bits transmitted
not the other way around, therefore the MSB is send first. After the flag byte, only a
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Figure 5.6: Immediate Answer Interface to GnuRadio
Figure 5.7: Simplicity Packet Format
synchronization word is mandatory, but length of the payload and a FEC checksum, such
as CRC are recommended, but not expected. The same thing comes with data whitening,
which is optional, but not required. If a checksum or data whitening is used, the operator
can define which fields of the packets should be used to create a checksum or should be
whitened. The main reason for these liberties in coding the packets is the area of usage. It is
rather unlikely that bigger streams of data are transmitted using that protocol. A fire-alarm,
for example, basically sends only status updates or an actual alarm. The whole source code
for the packing algorithm can be found on the CD. The decoding program is quite similar to
the AX.25 code. However, the options for tolerating a packet are a little different. Since a
synchronization word is send before the actual message starts, there is one more criteria to
drop a packet to avoid wasting processing power on it. Figure 5.8 shows the user interface
input possibilities for the decoding program. As mentioned, the CC1101 packet format
is more flexible than the AX.25, therefore the user has to choose more options before the
program can be run. An inevitable option is activating or deactivating the CRC check.
If there is no CRC calculated when the packet was encoded and send, the program will
loose byte synchronization and will not be able to decode the message properly. Since the
length field and the address field are optional, as well, the operator has to choose if the
packet has to expect them or not. This leads to an adjustment necessary in the CRC check
method, since there are different possibilities how the CRC was calculated. In the basic
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Figure 5.8: User Interface for CC1101 Packet Decoding Program
configuration, the program expects every optional parts of the packet to exist. Again, if
desired, a logging option can be activated which creates a .txt file in order to give further
information about the decoding process.
5.3 Filtering
In order to put the incoming or outgoing signals into a desired shape and bandwidth range,
GnuRadio offers a range of different types of filters which can be implemented in the
flowchart. The most commonly used ones are the low- and high-pass filter, as well as
the band pass filter. All filter designs used in this thesis are based on FIR design, whose
theoretical background was described in chapter 2. GnuRadio offers a sub-function called
’firdes’ which is an abbreviation for FIR-design. This function takes most of the inputs
given by the operator through the low-pass-filter setup window, shown in figure 5.9 and
designs a FIR filter system. The two actual inputs of the filter method in GnuRadio is
the gain and the number of taps. The taps are determined by the ’firdes’ method, as can be
seen in figure 5.10. As mentioned, the inputs the operator defines in the graphical interface,
define the properties of the filter. The sample rate is a tool allowing down- or upsample the
signal fed into the block. This is a very handy property for saving computation power, since
one extra block can be saved. On the other hand, since the conversion process is done before
the actual filtering, it can happen, that samples are processed and filtered out straight away
after the conversion process. In the used flowcharts, usually the sample rate just stays the
same as before, therefore the conversion coefficient is one. The cut off frequency defines
the center of the transition band, while the value for the transition width gives the width of
the transition band. As with all blocks, the values are all put into the block in Hz. If there
is no transition band, the transition width is put to zero and the cut off frequency defines
the edge of the overall signal bandwidth. Considering all theses values, the method ’firdes’







Figure 5.9: Control Window of a Low-Pass-Filter
Figure 5.10: Source Code Example of a Filter Implementation






Table 5.2: Window Factors
The window factor depends on the kind of filtering window, described in chapter two,
chosen by the operator. Table 5.2 shows the different window factors of the different kinds
of windows. Since an odd number of taps is better for computation terms, the algorithm
ensures, that the number of taps is incremented if the minimum number of taps is even.
5.4 Modulation and Demodulation
The two core blocks of the transmitting and receiving scheme are the GMSK modulation
and demodulation blocks, provided by GnuRadio. These two blocks are so called hierar-
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chical blocks, which means, that they consist of different basic blocks which are linked
automatically together. All inputs of the different blocks are calculated within the source
code of the hierarchical block. The user only has the opportunity to input a minimum of
values, which can not be calculated directly. The whole source code for the modulating and
demodulating block can be found on the CD.
5.4.1 Modulation
As described in chapter 2, a GMSK modulation is a minimum shift keying modulation with
a Gaussian filter in front of it. Since a Gaussian filter is an ideal theoretical construct, a low-
pass filter is used instead. Before the actual modulation begins, the incoming data stream
is turned to NRZ-L coded data. GR offers a method to form a Gaussian response, using
the method ’firdes’. The number of taps of this particular filter is calculated depending
on the input value ’samples-per-symbol’, which effectively describes the symbol rate. One
tap performs a convolution operation with the data fed in and a numerically created square
wave. All taps are finally linked together to form the low-pass filter. After filtering, a
frequency modulation block performs the actual modulation. The only input value needed
is the frequency sensitivity, which is calculated as
fs =
0.5pi
samples− per− symbol (5.2)
Finally, all blocks are linked to each other and the expected input and output data are
defined. Figure 5.11 shows the settings of the modulation block. Bt describes the product
of sample time and bandwidth, and can be manually changed by the operator. The longer
the sample time, which can be set by the samples per symbol, the smaller the bandwidth.
5.4.2 Demodulation
The demodulation block is a hierarchichal block, as well. The process involved is the ex-
act reverse of the modulation process. All calculations needed for the processing remain
the same. The only main difference is the need for a symbol clock recovery, which tracks
the symbol clock and adjusts the sample rate, if needed. The block used for that is a so
called Mueller and Mueller clock recovery circuit. Its theoretical background can be found
in [38]. The block basically needs some estimated starting values and error correction in-
put. Figure 5.13 shows this possible input for the block. Table 5.3 explains the different
correction factors used by the Mueller and Mueller recovery circuit. As mentioned before,
the demodulation block is a hierarchical block. The implementation of the theoretical parts
described in chapter 2 are shown in figure 5.12. The Gaussian filter is represented by the
FIR- filter, after the clock recovery, the signal is demodulated using a quadrature demod-
ulation block. Finally, the signal is fed into a binary slicer which converts the data stream
from NRZ-I to a zero an one representation. The output, again is a unpacked stream of bits,
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Figure 5.11: Settings of a GMSK Modulation Block
meaning one byte per bit with the deciding bit at the LSB, therefore it can be fed right into
the descrambler.
Figure 5.12: Different Blocks Combined in the GMSK Demodulation Block
Its source code can be found on the CD.
5.5 Scrambling
The scrambling blocks used in GnuRadio are software implementations of the theory de-
scribed in chapter 2. They represent LFSR in order to add pseudo-random noise to the
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Variable Explanation
Gain ω Adjusts the internal sample rate of the recovery block
Mu Adjusting the sampling due to the error signal
Gain Mu Correction factor based on timing difference between symbols
Table 5.3: Correction Factors of the Mueller and Mueller Clock Recovery Circuit
Figure 5.13: Input-Options for a GMSK Demodulation Block
signal, to smooth the transmission. Figures 5.14 and 5.15 show the interfaces of the scram-
bling and descrambling blocks. As mentioned, GnuRadio is an open source project, there-
fore the setting design is not very consistent. The scrambling block basically stores a
certain number of bits into a buffer, XORs them and gives out a stream of bits which can be
processed further on. A very important thing to keep in mind when it comes to scrambling
and descrambling using the pre defined blocks in GnuRadio is the data format expected by
these blocks. The scrambler and descrambler expect an unpacked bit stream. However, the
program used to encode the AX25 packets has a packed stream of symbols as its output.
The difference between these two kinds of stream is the changing done by the scrambling
block. When the bit stream remains in its packed format, only one bit of the is changed,
since the whole byte is treated as one symbol by the scrambling block. Unpacking the
stream means to feed every single bit of the packet into the block as a symbol. The scram-
bling block can than XOR the incoming data as described in chapter 2 and puts the result
out again as a packed stream of bits.
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Figure 5.14: Settings of a Scrambling Block
5.6 UHD Sink and Source Block
These blocks represent the interface for the FPGA controls of the hardware part of the SDR.
They are mainly used to set the center carrier frequency and the up- and downconverting
rate. If desired, certain fine tuning settings can be made, such as an external clock rate, or, a
special channel or a channel gain, if needed. Additionally, a certain type of antenna, linked
to the Ettus can be chosen. Figure 5.16 shows the interfaces and possible settings. The
USRP source block has basically the same settings, the only different is that the sample
rate defines the downconversion rate instead of the upconversion rate. The options chosen
vary for each testing scheme, depending on the overall setup. The sample rate is usually
controlled by a variable block, therefore no numerical value is put into that window. Since
the test setup are kept as simple as possible, there is usually only one channel used to
transmit or receive, if this setting is changed during a test setup, it is explicitly stated in the
discussion of the results.
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Figure 5.15: Settings of a Descrambling Block




All GnuRadio Companion flowcharts of the tests described in this chapter can be found in
the appendix.
6.1 Baseband Signal
In order to test the baseband-signal processing process, a so-called internal loopback is
formed. That means, that the signal is not upconverted to RF, but is only modulated and
then fed back into a receiver flowchart and re-processed. The outcome is stored with a so
called file sink which produces another .dat file with the bit-stream stored in binary format.
For pure signal processing, the throttle block is not necessary, however GnuRadio needs at
least one sample rate reference, therefore this block is simply put between the modulation
and demodulation block. The purpose of this flowchart is to analyze the signal processing,
therefore there are no blocks to analyze the outgoing signal in terms of bandwidth or de-
viation. As the source file, the .dat file produced by the sink is stored in binary format. In
order to be able to read the file and determine, if the processing was successful, it has to
be converted to readable ASCII code. Python offers a library to process such data, called
’numpy’, an abbreviation for numerical python. To make it as easy as possible to read the
files, a short analysis tool was written in python to convert the sink-file and save the result
in another file.
6.1.1 Results and Analysis
As mentioned before, GR offers a wide range of analyzing tools to evaluate baseband sig-
nals. In order to get an idea how the signal looks before it is up-converted to RF, the
most important ones (FFT analyzer, waterfall sink and constellation plots) are connected
to the modulated signal. To avoid over-performing of the processor, applying a throttle is
inevitable. Otherwise the processor would not be able to keep up with the speed of the
incoming signals and would simply crash. The figures 6.1, 6.2 and 6.3 show the result of
the execution of the flowgraph. The constellation plot shows the smooth distribution of the
phase changing of the different symbols. As planed, no amplitude change occurs during the
signal process, since the GMSK modulation is a pure phase and frequency changing kind
of modulation. The waterfall-plot displays the spectrum of the baseband signal showing
the signal strength as a function of frequencies. It matches pretty well the FFT-plot which
simply displays the spectrum of the outgoing signal. All in all we have a smooth baseband
GMSK modulated signal with a bandwidth of about 40 kHz. The next step is to convert the
signal to RF and transmit it wirelessly. The python code of the signal analysis flowchart,
automatically created by GRC, is provided on the CD.
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Figure 6.1: Constalletion Sink
Figure 6.2: FFT Sink
6.2 RF Tests
Since the SSAG has never worked before with the Ettus N210, a couple of tests has been run
to examine the RF front end and down- and upconverting behavior of the device. Especially
the proper setting for the sample rate is the main point of interest in these tests.
The source chosen for transmitting was a random-block, producing a random repetetive
sequence of binary signals. Figures 6.5, 6.6 and 6.7 show an unmodulated carrier, and two
GMSK modulated signals. Since the testing setup is using cables, the noise ratio of the
RF carrier is low as expected. However, there is a slightly frequency offset, which can
be observed on the peak of the carrier. This can be corrected using the frequency offset
setting in the USRP block. The signal has a high dB peak, but this is caused by the cable
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Figure 6.3: Waterfall Sink
Figure 6.4: Comparison of the input and output Bit-stream
transmission, as well and can be easily changed using attenuation blocks. The main
difference between the two modulated signals is the large difference in bandwidth. That
is caused by the different symbol-rate in the modulator block. This value manipulates the
bandwidth according to the equation in chapter 3. The second issue is the large ammount
of sidebands observed, especially obvious int Figure 6.7. Using an Etttus, sidebands are
often a strong indicator for over- or undersampling. Adjusting the sample-rate leads to a
very pure GMSK shaped signal, which can be observed in figure 6.8.
As mentioned, another important possibility to influence the signal shape is to attenuate or
amplify the signal. Since in this test-setup, cables are used to transmit the signal, the signal
strength is very high in terms of dB. Adding a ’multiply constant’ block in the flowchart
and adjusting its value according to the desired signal strength leads to the signal shown in
figure 6.9. The attenuation leads to a reduction in the Gaussian shaped side-peaks, however
the second harmonics can still be observed in the lower part of the signal, at about -40 dB.
Of course, the first harmonics exists, as well. However, the resolution of the scope is not
able to resolve and display the signal good enough to make it visible. Still, an imbalance
can be observed in the signal shape in figure 6.9. As mentioned before, this is the secon
harmonic of the GMSK modulated signal. An imbalance in a GMSK modulated signal is
always a sign of a unequal distribution of ones and zeroes. This is one of the main reasons
why scrambler are used in later communication schemes.
6.3 Loop Back
The loop back test is performed to test the up- and downconverting of the Ettus. A big
advantage is, that every step of the conversion process can be evaluated by saving the
different data stages in a file or displaying them in GUI sinks.
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Figure 6.5: Carrier Frequency of an Unmodulated Signal
6.3.1 Results and Analysis
The received signal is in the expected areas in terms of bandwidth, phase change and fre-
quency spectrum. Adding a low-pass filter in the receiver chain improves the signal qualitiy
and decreases the overall noise ratio As can be seen when comparing figures 6.11 and 6.12.
Figure 6.10 shows the signal frequency spectrum before it is upconverted and send over RF
to the attenuator. The signal is smooth, and has a 20 dB bandwith, just as it is supposed
to be. The little scratches in the signal are the peaks of the GMSK modulation. Since the
signal is scrambled before ist is modulated and upconverted, their is a smooth distribution
between zeroes and ones and no side has a stronger peak than the other one.
Figure 6.11 shows the received signal after downconversion. The overall amplitude has
decreased, comparing it to the baseband signal in 6.10. This is caused by the hardware
attenuator, installed between the two I/O ports of the Ettus in order to make sure that a
to strong signal does not destroy any hardware of the FPGA. An interesting effect of the
un- and downconversion is a stronger appearance of the second harmonics in the received
signal which is nearly undetectable in the originally signal.
The downconverted and filtered signal looks like expected. The FIR low-pass filter sup-
presses most of the sideband noise as it is supposed to and restricts the bandwith to the
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Figure 6.6: Frequency Spectrum of a Signal with a Symbolrate of 2
desired range of 40 kHz. The peak is lower than the outgoing signal due to the attenua-
tor placed between Tx and Rx I/O. The waterfall plot supports the result of the FFT plot.
However, it shows as well the complete absence of any sideband signal. The plot does
not show the typical packet signal pattern. This is simply because the transmitting part of
the flowchart is set to a loop, therefore it sends continuously packets without any break
between them. That appears to be a big related signal, but it is just a never ending stream
of packets.
Having a very tight signal with a small bandwidth gives a good result in the recovery of
the expected data. Figure 6.14 shows the number of flag bytes recovered from the received
signal. The data packets where send in a loop without any pause between them, therefore
the waterfall plot gives the impression that the signal is a continuous stream.
The number of bytes is far to large to be just a random appearance. Additionally to that,
the periodic appearance is a strong indicator, that it is the flag of an actual packet. With a
slight modification of the byte locking algorithm, the received data were searched for more
parts of the packet. The program described in chapter 3 was used to decode the packets
and show the message. This is displayed in figure 6.15. The first letters and the Number
indicate the callsign and SSID of the receiver, the second letters are the source. After this,
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Figure 6.7: Frequency Spectrum of a Signal with a Symbolrate of 64
the actual message is shown, in this case ’test jan’. Figure 6.16 shows an example for parts
of the log file which was created when running the decryption process. There are more
detailed information stored about the packet which has been received and decrypted than
shown in the console running the program, such as the values of the different fields of the
packet.
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Figure 6.8: Samplerate Adjusted Signal
6.4 AX.25 Protocol Tests
This test was conducted to transmit and receive a AX.25 coded data packet. Since the
encoding process was tested successfully in the tests before, the goal now is to receive
an AX.25 packet properly, in order to be able to decoded it. Using a Kantronics modem,
unnumbered information frames were send, using a data rate of 9600 baud. The aim was
to reduce the baseband signal to 40 kHz of bandwidth, caused by the hardware architecture
of the Ettus. Frequency left and right of this bandwidth will not contain any information
but noise.
6.4.1 Receiving
Using the test setup described in chapter 3, all in all 20 packets containing AX25 coded
data were sent to the Ettus. The decryption is done with the decoding program described
in chapter 3. Figure 6.18 shows the received signal. The peak in the FFT-sink and the
constellation sink are clear indicators that a packet has been received. Since every packet is
sent manually, they appear at an irregular distance in the waterfall plot in figure 6.17. The
same programs were used to search for flag bytes and the other parts of the transmission.
The values for the Muller and Mueller recovery circuit were chosen as following:
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Figure 6.9: Frequency Spectrum of an Attenuated Signal
• Gain ω should be as small as possible since a high value leads to a high variation in
the sample rate, 0.25 GainMu2 proved to be a reasonable reference value
• Mu is not that important, the effect of altering the value was marginal, however, the
limits must be between 0 and 1
• GainMu: Values between 0.05 and 0.15 were proven to be the best
Setting the parameters in the range of these values, the time recovery was successful. How-
ever, between the single flag bytes and the different parts of the packets, there is always a
certain number of noise produced or corrupted bits which have to be eliminated. The most
probable reasons for these mistakes in the received bit stream is a temporary loss of bit syn-
chronization of the Ettus or network delay problems in the connection between the SDR
and the processing computer. Another reason could be a lack of processing performance of
the computer. Figure 6.17 shows a waterfall plot which captures the incoming packets after
the low-pass filter. The signal peaks, when a packet is received can be seen very clearly.
It can appear, that there are rather strong side frequencies. However, when a packet is
received, the overall side noise raises the signal only about 20 db which is perfectly accept-
able considering an overall average signal strength in the center frequencies of about -70
db. Figures 6.18 and 6.19 show the downconverted baseband signal of an incoming AX25
coded packet. As it can be seen, the main purpose of the low-pass filter is to decrease the
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Figure 6.10: FFT Plot of the Send Baseband Signal
amount of noise in the sidebands. The signal is well shaped after the filtering and even the
GMSK caused few side peaks as can be observed. Because the signal is still scrambled,
both plots have a nearly equal distribution between ones and zeros. Otherwise, one side
would have a bigger peak. The bandwidth of the signal is adjusted by the filter successfully
and the signal to noise ratio is very good. The signal strength is surprisingly high, however,
if desired, this can be easily adjusted by installing gain and attenuation blocks or using the
USRP block directly. This might look like contradicting to the results of the waterfall plot.
However, it has to be kept in mind, that the waterfall plot is good for tracking the average
signal strength over a given period of time. Its overall resolution is far to little to show the
very small frequency bands where the very high dB peaks are reached. After the first sig-
nal filtering, the data are demodulated and descrambled. As mentioned, the descrambling
block used in the flowchart puts the data in NRZ-I code, therefore they are inverted before
they are finally saved in a file. After the saving, the described analysis programs are run on
the captured data. Figure 6.20 shows the ammount of flags found in the data stream. The
number matches the number of packets sent, considering that every packet is sent with a
delay of 30 ms, during which flag bytes are sent. Using the same algorithm, other parts of
the packet where searched and found. However, as the analysis showed, there is still a large
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Figure 6.11: FFT Plot of the Unfiltered Received Signal
amount of unwanted data between the different bytes which indicates that there is probably
a problem with the clock synchronization of the Ettus. With a slight change of the analyz-
ing tool, described in chapter 3, the received data was searched for the other different parts
of the packets, such as address fields, PID fields, control fields or payloads. All results of
these tests turned out to be successful.
6.4.2 Transmitting
These tests were conducted to try sending a AX.25 coded data packet to a device which is
supposed to be able to demodulate and decode it. The packet was created using the program
described in chapter 3. The most important thing in order to transmit signals successfully
to a AX.25 modem is setting the baud rate to the right value. According to ?? the baud rate






Figure 6.12: FFT Plot of the Received Filtered Signal
Since the baud rate is a fixed value in the transmission scheme the sample rate of the USRP
sink block is the determinig value. By adjusting the formula, the sample rate becomes
samplerate= baudrate∗ samplespersymbol (6.2)
For verification, a packet was created which contained ... bytes. Transmitted with the
chosen baudrate, the audio output of the receiving radio is supposed to last for one second.
This turned out to be valid. The control interface of the modem indicated, that a valid data
stream was received. Figure 6.21 shows the bit structure of the signal after demodulation
and descrambling in the modem. The flag symbols can be seen very clearly, what indicates
a good bit structure and a valid transmission. However, the modem does not show the
received message on the TNC which can be a clock recovery problem of the receiving
device or the data stream.
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Figure 6.13: Waterfall Plot of the Received Filtered Signal
Figure 6.14: Number of Flag Bytes Found in the Received Data
6.5 CC1101
6.5.1 Receiving
Using the knowledge gained in the previous tests, the flowchart for receiving and demod-
ulating packets stayed basically the same as before. The only significant adjustment made
was the change of baudrate following the specifications dictated by the CC1101. The fol-
lowing figures show the baseband signal captured by the Ettus N210 and processed by
GnuRadio. All in all there were 12 packets sent in blocks of three, with a certain amount
of time between the blocks. The filtering increased the number of flags found significantly
and therefore the signal quality. Before a low pass filter was applied, the byte locking al-
gorithm was hardly able to find one flag byte. A large ammount of sideband and a bad
signal-noise ratio can be the reason for that. As it is shown in figures 6.22 and 6.23, the
bandwdith is limited to 35 kHz on each side of the spectrum. This is a direct effect of
the low-pass-filter installed after the downconversion to baseband. This flowgraph shows
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Figure 6.15: Decrypted Packet Message
a very small peak. It is always observed just before a packet is send. This is probably a
single tone sent to indicate the following packet which is about to be transmitted. Since
the used flowcharts record the received signals continously, it is better to filter that peak in
order to not mistake it as a packet received. However, the signaling tone can be used as an
indicator, for example to switch on the receiving function of the Ettus. The waterfall plot
records the signal strength over a certain amount of time. The small red lines indicate the
packets sent.The very small red dots between the lines are the short tones send which were
just described. The little green lines reaching in the blue area are signal artefacts which
remain after the low-pass filtering. An interesting detail of figure 6.24 is the inconsistent
time between the packets send. Even though the moment captured by this plot is pretty
certain between two blocks of three packets, since there are four packets visible, the time
difference between every packet is different, which indicates either a bug in the SmartRF
Studio Software, a problem with the USB firmware or the internal oscillator of the chip. In
the FFT and waterfall plot a slight frequency offset can be observed. The center frequency
is shifted about 3 kHz to the left in the negative frequency area. This is probably caused by
the different after comma precisions of GnuRadio and TI RF Smart Studio. GR just rounds
the value after a certain number of digits which leads to a slight different in the center
frequency. It has to be considered, though, that this offset increases with a higher carrier
frequency. As figure 6.25 show, 8 of the 12 send flags were able to be found by the byte
locking algorithm. The other parts of the packets have been found as well, however, as in
the previous tests the bit error rate is still quite large and there are lots of noise or corrupted
bits between the different parts of the packet. After getting rid of fault bits, a clear packet
could be retained, as can be seen in figure 6.26. The tests was run in a very basic setting,
without caring about adress and length field and only extracting the actual payload of the
transmission.
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Figure 6.16: Parts of the Log File Created Using the Received Package
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Figure 6.17: Waterfall Plot of Received AX25 Packets
Figure 6.18: Unfiltered Baseband Signal of an AX25 Packet
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Figure 6.19: Filtered Baseband Signal of an AX25 Packet
Figure 6.20: Number of Flag Bytes Found in the received Bit Stream
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Figure 6.21: Scope Showing Flag Bytes
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Figure 6.22: FFT Plot of the Received Packet
Figure 6.23: FFT Plot of the Received Packet
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Figure 6.24: FFT Plot of the Received Packet
Figure 6.25: Result of the Search for Flag Bytes





The Ettus N210 run with GnuRadio is a good and much more cheaper alternative to the
hardware based radios the SSAG is using right now. Goal of this thesis was to develop and
implement basic communication schemes and encoding and decoding programs for the
AX.25 protocol and additionally to that, the Simplicity protocol. Let alone the possibility
to be able to receive and decode both of these protocol successfully proves the enormous
potential of SDR based systems in terms of flexibility and coping with different and quickly
changing requirements. The thesis gives the most important background theoretical back-
ground knowledge about the most important aspect of the digital signal processing topics
which are used during the development process. The used hard- and software tools are
described as well in order to be able to repeat any of the conducted tests and understand
the developed programs. The most important parts and steps in the development process
were described, as well as all of the most important DSP blocks and methods used. Finally,
a number of tests were conducted and run in order to test the developed devices. Theses
tests turned out successfully. The developed communication schemes can be easily altered
in terms of modulation scheme, scrambling settings and carrier frequency which makes it
easily adoptable to changing DSP and radio frequency requirements. From the beginning,
the development process has been a modular approach, therefore every different part in
the processing chain can be replaced or be run on its own, which gives the opportunity
to keep working independently and simultaneously on the different programs, flowcharts
and algorithms. The receiving tests were all successful, the Ettus N210 is definitely able
to receive and process packet based radio transmissions. This thesis lays the ground work
to operate an SDR as a groundstation base radio, however there is more work to be done
before it can actually serve this purpose, which will be outlined later in this chapter. So
far, the pure communication setup is ready to work. Comparing the effort which is needed
to put in the development of a SDR based groundstation, the big price difference between
the SDR hardware and the hardware based radios has to be kept in mind. Additionally to
the research programs of the SSAG, a SDR can serve for educational purposes, especially
for basic classes and laboratories on radio transmitting and receiving and on digital signal
processing.
7.2 Future Work
7.2.1 Digital Signal Processing
As mentioned, the test run for this thesis were all GMSK based. In order to be flexible in
terms of other modulation schemes, some transceiving tests with other modulation schemes
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should be developed and conducted, especially Binary Phase Shift Keying (BPSK). Ac-
cording to tests conducted in [39], BPSK offers a better signal to noise ratio than GMSK
and is less energy consumptive, which is maybe not a big concern when it comes to ground
station issues, however Small Satellites and CubeSat have always look for possibilities to
decrease the energy need of its hardware. A series of tests comparing the energy need,
the bit error rate and the overall transmission quality between the two different modulation
schemes would be a possibility to determine the best modulation scheme for satellite com-
munication. In any way, this will enable the operator of the future groundstation to change
the DSP settings quickly simply by loading the needed flowchart on the radio. The next
couple of steps would be the development of extended signal processing tools in GnuRadio,
such as a fully automatically frequency searching and locking device.
7.2.2 Radio Frequency
So far the Ettus has only been tested in single or duplex mode on one frequency. Techni-
cally, the hardware of the Ettus would allow to receive on two different frequencies simul-
taneously. Possible future work would be the development of a scheme and a test setup to
evaluate the performance and possible problems running the Ettus 210 in double receiving
mode. This can be a quite useful tool when more than one satellite has to be reached at
the same time. Another possible further development is testing a hardware setup with more
than one SDR, but still controlled by the same computer simultaneously.
7.2.3 Improving the Packet Programs
Although the packet encoding and decoding programs are able to do their tasks properly,
there is some room for improvements. Especially an improved graphical interface for the
encoding program, preferably GUI based would help an operator with less experience in
programming. After text messages has been received successfully, additional possibilities
for receiving program code, pictures or more complex files can be implemented and tested.
Eventually, in combination with further GR development, completely linked and synchro-
nized peer-to-peer connection should be implemented in order to be able to down- and
upload research data from a specific satellite quickly and efficiently. Additionally, their
should be a function implemented which enables the Ettus to serve as a repeater station for
incoming transmissions.
7.2.4 Transmitting
Since the time run out for proper test and adjustment, a series of tests and debugging for
transmission schemes needs to be done. When the Ettus is able to transmit successfully, a
full duplex mode can be tested, meaning that receiving and transmitting simultaneously is
tested. The basic functionality has been already proven in this thesis with the successful
loop-back tests, described in the last chapter. After a basic transmitting was successful,
new programs and commands can be tried to be transmitted to a receiving device.
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7.2.5 Satellite Tests
Since the overall goal is to make the Ettus part of the SSAG satellite ground station, in
near future their should be tests to receive transmissions from satellites. Since there is a
pretty big network of amateur radio operators receiving and repeating signals transmitted
by satellites and even the International Space Station (ISS), it would be a good goal to try
to get the Ettus inside this network.
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APPENDIX: Appendix A: AX.25
#!/usr/bin/env python










































for k in range(8):
bt=byte & 0x01







































































for i in range(flaghead): sendbyte(0x7e)
flag=False
#print len(pak)




print "FCS LOW: " + str(fcslo)
print "FSC HIGH: " + str(fcshi)






















else if option == 2
#supervisory frame sent
control = 0x01





#print ":ALL :this is a test";








print ":ALL :this is a test";
































if __name__ == '__main__':
main()
#program to decode AX25 packets
from operator import xor



















#first step: loading the data file, expected to be in a readable mode,















for l in range(len(data)-16):
save = False
for j in range(16):
string = string + data[l+j]













for l in range(l+8,len(data)-8,8):
for j in range(8):
string = string + data[l+j]
#print string










print 'Packet recognized, beginning with decoding'





























write('control and pid recovered \n')









for i in byte:
if i == 1:
counter = counter + 1
else:
counter = 0
if counter = 5:
byte[i+1]=1
return byte




for j in range(len(message)-17):
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#print j, message[j]
if message[j] == '1':











#checking the message for 1s
check_result = True
for k in range(len(message)):
if message[k] == '1':
write('FEC check failed, packet dropped \n')
check_result = False
break
if check_result == True:





for r in range(len(payload)-1,-1,-1):




for k in range(0,len(message),8):








for j in range(len(out)-1,-1,-1):
#write(chr(out[j]))
#print chr(out[j])
out_string = out_string + chr(out[j])
write(out_string)
final_output = final_output + ' ' + out_string







for k in range(0,len(data),8):
















for l in range(len(out)):
output = output + out[l]
#print 'Adress: ', output,ssid
for r in range(len(output)):
output = output.replace(' ','')
final_output = final_output + ' ' + output + ' ' + str(ssid)
# Identifying the kind of packet (U,I or S Frame)
def control_decrypt():




for k in range(7,-1,-1):
#Turning the bit sequence in the right order
#print k
message = message + control[k]
write('control: '+ message)
if message[7] == '0':
write('I-Frame')
if (message[7] == '1') & (message[6] == '1'):
write('U-Frame')
else:
if message[7] == '1':
write('S-Frame')
tb = transmitter_randomsource()






for r in range(len(pid)-1,-1,-1):




write('PID check sequence: /n')
if message == 0x01:
write('ISO 8208/CCITT X.25 PLP')
if message == 0x06:
write('Compressed TCP/IP Packet Van Jacobson (RFC 1144)')
if message == 0x07:
write('Uncompressed TCP/IP Packet Van Jacobson (RFC 1144)')
if message == 0x08:
write('Segmentation Fragment')
if message == 0xC3:
write('TEXNET Datagram Protocol')
if message == 0xC4:
write('Link Quality Protocol')
if message == 0xCA:
write('Appletalk')
if message == 0xCB:
write('Appletalk ARP')
if message == 0xCC:
write('ARPA Internet Protocol')
if message == 0xCD:
write('ARPA Address Resolution Protocol')
if message == 0xCE:
write('FlexNet')
if message == 0xCF:
write('NET/ROM')
if message == 0xF0:
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write('No Layer 3 Protocol')
if message == 0xFF:
write('Escape Character')
def write(string):
if log_on == True:
global log_count
global filename













parser.add_option("-l","--log", action = "store_false",dest='log_on',
help="If set, the whole decoding process will be logged in the log.txt file,
default is True", default="True")
parser.add_option("-c","--check",action = "store_false",dest="crc",
help="If unset, crc checksum will be ignored, default is TRUE",default = "True")
parser.add_option("-n","--name",action="store_true",dest="name_ignore",




help="Change the callsign of the radio, default: ETTUS",default = "ETTUS")
parser.add_option("-s","--sendingstation",action="store",dest="sendstation",
help="Specify the callsign of the station you would like to receive packets from,
default = global",default = "global")
parser.add_option("-d","--source",action="store_false",dest="source_ignore",
help="If set, only packets of specified sources will be accepted,
default = True",default = "True")









if ((name_ignore == True) or (callsign == dest)):
source = adress_decrypt(source)
if ((source_ignore == True) or (sendstation == source)):
payload_decrypt()




if __name__ == '__main__':
main()
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APPENDIX: Appendix B: Source File Conversion
# Program to decode captured signals
import numpy as np
print 'Name of file: '
name = raw_input()
print 'Name of save file: '
savefile = raw_input()
np.savetxt(savefile + '.dat',np.fromfile(name + '.dat',dtype=np.uint8),fmt='%.0f')
print 'Conversion completed'
f = open(savefile + '.dat','r')
b=''
for line in f:
b = b+str(line)
b = b.replace('\n','')






APPENDIX: Appendix C: GMSK Modulator and
Demodulator
#
# GMSK modulation and demodulation.
#
#
# Copyright 2005,2006,2007 Free Software Foundation, Inc.
#
# This file is part of GNU Radio
#
# GNU Radio is free software; you can redistribute it and/or modify
# it under the terms of the GNU General Public License as published by
# the Free Software Foundation; either version 3, or (at your option)
# any later version.
#
# GNU Radio is distributed in the hope that it will be useful,
# but WITHOUT ANY WARRANTY; without even the implied warranty of
# MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
# GNU General Public License for more details.
#
# You should have received a copy of the GNU General Public License
# along with GNU Radio; see the file COPYING. If not, write to
# the Free Software Foundation, Inc., 51 Franklin Street,
# Boston, MA 02110-1301, USA.
#
# See gnuradio-examples/python/digital for examples
from gnuradio import gr
import digital_swig
import modulation_utils2
from math import pi
import numpy
from pprint import pprint
import inspect



















Hierarchical block for Gaussian Minimum Shift Key (GMSK)
modulation.
The input is a byte stream (unsigned char) and the
output is the complex modulated signal at baseband.
@param samples_per_symbol: samples per baud >= 2
@type samples_per_symbol: integer
@param bt: Gaussian filter bandwidth * symbol time
@type bt: float
@param verbose: Print information about modulator?
@type verbose: bool




gr.io_signature(1, 1, gr.sizeof_char), # Input signature




self._differential = False # make consistant with other modulators
if samples_per_symbol < 2:
raise TypeError, ("samples_per_symbol must >= 2, is %r" % \
(samples_per_symbol,))
ntaps = 4 * samples_per_symbol # up to 3 bits in filter at once
sensitivity = (pi / 2) / samples_per_symbol # phase change per bit = pi / 2
# Turn it into NRZ data.
self.nrz = gr.bytes_to_syms()
# Form Gaussian filter




bt, # bandwidth * symbol time
int(ntaps) # number of taps
)












# Connect & Initialize base class




# staticmethod that's also callable on an instance
return 1
bits_per_symbol = staticmethod(bits_per_symbol) # make it a static method.
def _print_verbage(self):
print "bits per symbol = %d" % self.bits_per_symbol()
print "Gaussian filter bt = %.2f" % self._bt
def _setup_logging(self):









Adds GMSK modulation-specific options to the standard parser
"""
parser.add_option("", "--bt", type="float", default=_def_bt,






















Hierarchical block for Gaussian Minimum Shift Key (GMSK)
demodulation.
The input is the complex modulated signal at baseband.
The output is a stream of bits packed 1 bit per byte (the LSB)
@param samples_per_symbol: samples per baud
@type samples_per_symbol: integer
@param timing_bw: timing recovery loop lock-in bandwidth
@type timing_bw: float
@param verbose: Print information about modulator?
@type verbose: bool




gr.io_signature(1, 1, gr.sizeof_gr_complex), # Input signature






self._differential = False # make consistant with other modulators
if samples_per_symbol < 2:
raise TypeError, "samples_per_symbol >= 2, is %f" % samples_per_symbol
# Demodulate FM
sensitivity = (pi / 2) / samples_per_symbol
self.fmdemod = gr.quadrature_demod_cf(1.0 / sensitivity)
# the clock recovery block tracks the symbol clock and resamples as needed.
# the output of the block is a stream of soft symbols (float)
nfilts = 32















# Connect & Initialize base class




def bits_per_symbol(self=None): # staticmethod that's also callable on
#an instance
return 1
bits_per_symbol = staticmethod(bits_per_symbol)# make it a static method.
def _print_verbage(self):
print "bits per symbol: %d" % self.bits_per_symbol()
print "Bandwidth-Time Prod: %f" % self._bt
print "Timing bandwidth: %.2e" % self._timing_bw
def _setup_logging(self):













help="set timing symbol sync loop gain lock-in bandwidth [default=%default]")
parser.add_option("", "--bt", type="float", default=_def_bt,

















APPENDIX: Appendix D: Signal Test
#!/usr/bin/env python
##################################################
# Gnuradio Python Flow Graph
# Title: Transmitter Randomsource
# Generated: Mon May 12 06:10:06 2014
##################################################
from gnuradio import blocks
from gnuradio import digital
from gnuradio import eng_notation
from gnuradio import gr
from gnuradio import wxgui
from gnuradio.eng_option import eng_option
from gnuradio.fft import window
from gnuradio.filter import firdes
from gnuradio.wxgui import waterfallsink2
from grc_gnuradio import wxgui as grc_wxgui








self.samp_per_symbol = samp_per_symbol = 64


























































































print "Warning: failed to XInitThreads()"
parser = OptionParser(option_class=eng_option, usage="%prog: [options]")





APPENDIX: Appendix E: Flowchart Transmitter
100
APPENDIX: Appendix F: Flowchart Receiver
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APPENDIX: Appendix G: Flowchart Loop Back
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