The problem of finding all intersections between two surfaces has many applications in computational geometry and computer-aided geometric design. We propose an algorithm based on Newton's method and subdivision for this problem. Our algorithm uses a test based on the Kantorovich theorem to prevent the divergence or slow convergence problems normally associated with using unsuitable starting points for Newton's method. The other main novelty of our algorithm is an analysis showing that its running time is bounded only in terms of the condition number of the problem instance.
Introduction
The problem of surface-surface intersection has many applications in areas such as geometric modeling, computational geometry, robotics, collision avoidance, manufacturing simulation, and scientific visualization. This article deals with intersections of two parametric surfaces. The parametric method of surface representation is a very convenient way of approximating and designing curved surfaces, and computation using parametric representation is often much more efficient than other types of surface representations.
The solution of a surface-surface intersection problem usually contains multiple connected components, which require different techniques from solving curve-curve or curve-surface intersection problems where the solutions are usually points. There are three main techniques for finding the intersections between two parametric surfaces: lattice, subdivision, and marching methods. Lattice methods treat one surface as a collection of isoparametric curves and reduces the problem to curve-surface intersections. The individual intersection points are then connected to form the intersection curves of the original surface-surface intersection [16] . A disadvantage of these methods is that their efficiency and accuracy depend heavily on the chosen grid resolution. By choosing the resolution too low, certain features of the intersections, e.g. small loops, may be missed. Choosing the resolution too high, on the other hand, leads to greater computation time in exchange for minimal increase in accuracy.
For subdivision methods, the basic idea is to subdivide the surfaces into smaller surfaces until they are either small or flat enough for their intersections to be approximated by the intersections between two simpler shapes such as planes [9, 14] . The individual solutions are then connected to form the complete solutions. The subdivisions are not necessarily uniform; an adaptive subdivision algorithm would subdivide certain parts of the surfaces with complicated geometry into smaller pieces than the parts with relatively simple geometry. Subdivision methods are robust, but if used by themselves for high-precision evaluation, they tend to be slow as large number of subdivisions are needed.
Marching methods generate sequences of points on an intersection curve by stepping from a given point on the curve in a direction according to the local differential geometry [1, 2, 21] . These methods are very efficient but they need to find a point on each of the intersection curve to use as a starting points for the tracing of the curve step. Open intersection curves always start and end on a surface boundary. Their starting points can therefore be located by solving a curve-surface intersection between one surface and a border of another surface. On the other hand, the starting points of closed intersection curves, which are called loops, are not as simple to locate. One of the techniques to detect loops is by finding collinear normal points between the two surfaces, which provides points inside all loops and singular points-isolated intersection points [17] . Another well-known loop detection technique is based on oriented distance function, defined as the distance between a point on one surface and the point on the other surface closest to it as measured along a certain orientation, as the surface normals at the critical points of the gradient of the distance function are collinear [3] . The Poincaré index theorem can also be used to conclusively detect these critical points [12, 13] . However, both collinear normal points and oriented distance function methods are only applicable to surfaces whose normals do not vary too much.
Some methods are hybrid as they combine ideas from different techniques, usually from subdivision and marching ones. Grandine and Klein [8] identify the structure of the intersection curves by topology resolution before using a numerical tracing method to find the actual curves. Koparkar [11] subdivides the surfaces until a Newton-like method is guaranteed to find the intersection curves contained in the subsurfaces. The convergence test is based on contraction mapping and evaluating ranges of functions.
Our algorithm is similar to Koparkar's in that it subdivides the parametric domains of the problem until the subdomains pass certain tests. It uses a bounding volume of a subdomain to exclude the one that cannot have a solution. Our convergence test is based on the Kantorovich theorem, which tells us if Newton's method converges quadratically for the initial point in question in addition to whether it converges at all. For this reason, we can choose to hold off Newton's method until quadratic convergence is assured.
The main feature of our algorithm is that there is an upper bound on the number of subdivisions performed during the course of the algorithm that depends only on the condition number of the problem instance. For example, having a solution located exactly on the border of a subdomain does not adversely affect its efficiency. To the best of our knowledge, there is no previous algorithm in this class whose running time has been bounded in terms of the condition of the underlying problem instance, and we are not sure whether such an analysis is possible for previous algorithms. Indeed, we do not know of any surface-surface intersection algorithm in the literature that has any a priori bound on the running time.
The notion of bounding the running time of an iterative method in terms of the condition number of the instance is an old one, with the most notable example being the condition-number bound of conjugate gradient (see Chapter 10 of [7] ). This approach has also been used in interior-point methods for linear programming [6] , Krylov-space eigenvalue computation [20] , and the line-surface intersection problem [18] .
The theorem of Kantorovich
Denote the closed ball centered at x with radius r > 0 bȳ B(x, r) = {y ∈ R n : y − x ≤ r}, and denote B(x, r) as the interior ofB(x, r). Kantorovich's theorem in affine invariant form, which is valid for any norm, is as follows.
Theorem 2.1 (Kantorovich, affine invariant form [4, 10] ). Let f : D ⊆ R n → R n be differentiable in the open convex set D. Assume that for some point
Let there be a Lipschitz constant ω > 0 for f
then f has a zero x * inB(x 0 , ρ − ). Moreover, this zero is the unique zero of
and the Newton iterates x k with
are well-defined, remain inB(x 0 , ρ − ), and converge to x * . In addition,
We call x 0 a fast starting point if the quantity h defined above satisfies h ≤ 1/4 andB(x 0 , ρ − ) ⊆ D. In this case, quadratic convergence of the iterates starting from x 0 is implied.
3 A condition number of the surface-surface intersection problem
Let Z i,n (t) denote the Bernstein polynomials
Let S 1 be a Bézier surface represented by
where a ij ∈ R 3 (i = 0, 1, . . . , m; j = 0, 1, . . . , n) denote the coefficients, which are also known as the control points. Let S 2 be another Bézier surface represented by
The surface-surface intersection problem is to find all of the intersections between the two surfaces S 1 and S 2 , which are the solutions of the polynomial system
T . By noting that n i=0 Z i,n (t) = 1, f (x) can be written in Bernstein basis as
where
Note that the number of control points in f is the product of the number for p and the number for q.
Following are the definitions of the quantities that are used to define the condition number of the surface-surface intersection problem. Some of these quantities are also used by our algorithm. Letx be a point in [0, 1] 4 such that f ′ (x) has full rank. The choice of the pointx does not play a role in our algorithm but is used in its analysis. Let
.
The motivation of this definition of D θ is that it contains all domains whose Lipschitz constants may be needed during the course of the algorithm. Let
Finally, define the condition number of f to be cond(f ) = max
Note that small condition number means the problem is well-conditioned. The rationale for this definition of the condition number is as follows. The problem is ill-posed if there exists a point x * on an intersection curve such that f ′ (x * ) does not have rank 3. In that case, the surfaces intersect tangentially at x * and slight perturbation of the surfaces can make the intersection disappears. Therefore, it is reasonable to say that the problem is ill-conditioned if there is a point x in the domain at which simultaneously f (x) is close to zero and f ′ (x) is close to having rank less than 3. If f (x) is small, then the first term in the 'min' of (3) gets large, while if f ′ (x) is close to rank deficient, then N(x) gets large and hence so does the second term of the 'min.' In addition, f ′ (x) is introduced into the condition number to make it affine invariant. The condition number for the line-surface intersection problem defined by [18] is not used here because that definition seems to work only when there are a finite number of zeros.
The Kantorovich-Test Subdivision algorithm
This section describes our algorithm for finding the intersections between two Bézier surfaces. Since the parametric domains of the surfaces under consideration are square, our algorithm uses the infinity norm for all of its norm computation. Therefore, for the rest of this article, the notation · is used to refer specifically to infinity norm.
During the computation, our algorithm maintains a list of explored regions, defined as parts of the domain [0, 1] 4 for which the algorithm knows for certain that they contain only the intersections that have already been found. This list is used in addition to another test to determine whether to subdivide a hypercube. We define the Kantorovich test on a hypercube X =B(x 0 , r) as the application of Kantorovich's Theorem on the point x 0 to the function
, is used as the domain D in the statement of the theorem, and
For ω, we instead useω ≥ ω, whereω is defined by (5) below, as the minimal ω is too expensive to compute. The hypercube X passes the Kantorovich test if there exists an i ∈ {1, 2, 3, 4} such that for any
As is shown below in Section 6, choosing α = 1 gives the best worst-case bound on the smallest size of subcubes our algorithm needs to examine. For average cases, however, choosing a little larger α may be better as it makes the conditionB(x 0 , ρ − ) ⊆ D easier to be satisfied for larger subcubes. There are three important implications for X passing the Kantorovich test. First, x 0 is a fast starting point for h (ik) for the particular i that satisfies the condition of the Kantorovich test and any
Second, the segment of the intersection curve of f that corresponds to the conclusion of Kantorovich's theorem is not a loop in x 1 x 2 x 3 x 4 -space. Lastly, an explored region for this segment of the intersection curve can be derived. The explored region is + are ρ − and ρ + in the statement of Kantorovich's theorem with respect to h (ik) . Observe that X E is a hyperrectangle in R 4 and can be stored and computed succinctly as detailed in Section 5.2. Note also that the explored region provides an effective way to prevent the points on different but nearby intersection curves from being incorrectly joined into the same curve.
The other test our algorithm uses is the exclusion test. For a given hypercube X, letf X be the Bernstein polynomial that reparametrizes with [0, 1] 4 the surface defined by f over X. The hypercube X passes the exclusion test if the convex hull of the control points off X excludes the origin.
We now proceed to describe our algorithm, the Kantorovich-Test Subdivision algorithm or KTS in short.
Algorithm KTS:
• Let Q be a queue with [0, 1] 4 as its only entry. Set S = ∅.
• Repeat until Q = ∅ 1. Let X be the hypercube at the front of Q. Remove X from Q.
-Perform the exclusion test on X =B(x 0 , r) ii. Trace the segment of the intersection curve using x * as the starting point and going toward x 0 i + r direction until the x i = x 0 i + r boundary is reached. iii. If the newly found segment is contained in any X E ′ ∈ S (i.e. the segment has been found before), discard the segment. iv. Otherwise, compute the new explored region X E according to (4) . Set S = S ∪ {X E }. (c) If either X fails the Kantorovich test or X passes the test with X ⊆ X E , subdivide X along all four parametric axes into sixteen equal subcubes. Add these subcubes to the end of Q.
• Check if any two segments of intersection curves overlap. If so, remove the overlapping part from one of the segments.
• Join any two segments sharing an endpoint into one continuous curve. Repeat until there are no two curves sharing an endpoint.
A few remarks are needed regarding the description of the KTS algorithm.
• The subdivision in step 2.c is performed in the case that X passes the Kantorovich test but X ⊆ X E because, in general, passing the Kantorovich test does not imply that there is only one intersection curve in X.
• The check that the intersection segment found method is not a duplicate (step 2.b.iii) is necessary since the segment detected by the Kantorovich test may be outside of X.
• By the same reason as above, certain parts of an intersection curve may be traced twice and hence must be removed from one of the segments before the segments are joined. The overlapping segments can be detected by checking if an endpoint of a segment is inside an explored region of another segment. The segments sharing an endpoint can also be detected from explored regions in a similar manner.
• If the Kantorovich test is not applicable for a certain hypercube due to the Jacobian of the midpoint being singular, the hypercube is treated as if it fails the Kantorovich test.
One property of KTS is that it is affine invariant. In other words, leftmultiplying f with a 3-by-3 matrix A prior to executing KTS does not change its behavior. This is the main reason we define the condition number to be affine invariant by introducingx. Define g ≡ Af . To see that our condition number is affine invariant, note that g
for any x, y ∈ R 4 satisfying f ′ (x) has full rank. Similarly,
for any x, y ∈ R 4 satisfying f ′ (x) has full rank. Therefore, cond(g) = cond(f ). In contrast, simpler condition numbers such as those involving f (x) and f ′ (x) † , where x ∈ [0, 1] 4 , are not affine invariant and hence are not chosen for our analysis.
Since Koparkar's algorithm is quite similar to KTS, it is worthwhile to discuss the main differences between the two and the implications these differences make. First, Koparkar's convergence test is based on contraction mapping and evaluating ranges of functions. This test guarantees linear convergence for the simple Newton iteration-a variation of Newton's method where a fixed nonsingular matrix is used in place of the Jacobian of the current point in every iteration. With our Kantorovich test, KTS starts Newton's method only when quadratic convergence is assured.
Another main difference is in the choice of domains for the convergence test. Koparkar's uses the subcube X itself as the domain for the test. Unless the evaluation of ranges of functions yields the actual ranges rather than supersets of them, this choice may exhibit undesirable behavior when a solution lies on the border of a subcube in both x 1 x 2 -space and x 3 x 4 -space at the same time, which is not necessarily on or near the border of the original domain [0, 1] 4 . In this case, any looseness of the computed bounds of ranges of functions can cause the subcube to fail the test regardless of the size of the subcube. Since no existing methods for evaluation of ranges of functions can compute the actual ranges, this results in excessive subdivisions by Koparkar's algorithm. KTS usesB (x 0 , max{αr, γ(θ)}) as the domain for X to avoid this problem. Theorem 6.4 below shows that the Kantorovich test does not have trouble detecting the zeros locating on the border of the subpatch.
Implementation details
The implementations of certain steps of KTS are not apparent and thus are explained in detail in this section. While this article focuses on only Bézier surfaces due to their popularity, it should be noted that KTS can be generalized to be able to find intersections between two parametric surfaces represented by other polynomial bases. Refer to [18] for a similar algorithm for line-surface intersection that can operate on parametric surfaces represented by most polynomial bases.
Computation of Lipschitz constant
For simplicity, denote h (ik) as h when the choice of (ik) is clear from context. The Lipschitz constant for h ′ (x 0 ) −1 h ′ ≡ g, which is required for the Kantorovich test, is obtained from an upper bound over all x ∈ X of the derivative of g
. Letĝ ≡ĝ X be the Bernstein polynomial that reparametrizes with [0, 1] 4 the surface defined by g over X. We have
Note that each entry ofĝ ′ can be written as a Bernstein polynomial efficiently because
where Z −1,n−1 (t) = Z n,n−1 (t) = 0, which can be used to compute the control points of the derivatives in Bernstein basis from a given Bernstein polynomial directly. Hence, the maximum absolute value of the control points ofĝ 
where max x∈[0,1] 4 |ĝ ′ ijk (x)| is computed from its control points.
Implementation of the Kantorovich test and intersection curve tracing
Recall that for a hypercube X to pass the Kantorovich test, there must exist an i ∈ {1, 2, 3, 4} satisfying ηω ≤ 1/4 andB(
However, the algorithm needs not explicitly check the conditions for all values of k. Notice thatω and D are independent of k and ρ − is an increasing function of η. For these reasons, KTS only needs to check the conditions for the value of k that maximizes η. Similarly, the explored region X E can be computed solely from the maximizer k. But note also that η is linear in k, which means that the value of k maximizing η is either x Another method is based on numerical integration of nonlinear ordinary differential equations describing the tangential direction of the intersection curve, which are [15] 
Using the starting point found by the Newton's method on h (i,x 0 i −r) , the resulting initial value problem can be integrated. One point of note is that while the intersection curve may be traced to outside of X, only the segment of curve from x i = x 0 i − r to x i = x 0 i + r needs to be traced as the rest of the curve is traced when other hypercubes are examined. 2 . Alternatively, the reparametrization required by KTS can be computed directly using only the reparametrization algorithm for bivariate polynomials. To reparametrize f , reparametrize p and q separately and apply (1) to the results. To reparametrize the Bernstein representation of x i − k, reparametrize its univariate form first and compute the control points of the corresponding polynomial with four variables from it.
Reparametrization

Time complexity analysis
In this section, we prove a number of theorems leading to the theorem regarding the running time of the KTS algorithm. Since both the exclusion test and the computation of the Lipschitz constant in the Kantorovich test use the control points in their computations, it is useful to find the relationship between the control points and the function values of the polynomial defined by them. Specifically, the goal is to show that
f (x) (6) for any Bernstein polynomial f and any of its control points
where θ is as defined in (2).
Fortunately, one needs only prove the equivalent of (6) for univariate polynomial to show that (6) itself holds as shown by the following lemmas.
Theorem 6.1 (Srijuntongsiri and Vavasis [19] ). Let f (t) be a polynomial system
The norm of the coefficients can be bounded by
Lemma 6.2 (Srijuntongsiri and Vavasis [19] ). Let l and h be constants satisfying l ≤ h. Assume there exists a function ξ(n) such that
for any a i (i = 0, 1, . . . , n) and any univariate polynomial g(t) = n i=0 a i φ i (t), where φ i (t) denotes the polynomial basis. Then
for any b ij (i = 0, 1, . . . , m; j = 0, 1, . . . , n) and any bivariate polynomial
for any a ij (i = 0, 1, . . . , m; j = 0, 1, . . . , n) and any bivariate polynomial
, where φ i (u) denotes the polynomial basis. Then
for any b iji ′ j ′ (i = 0, 1, . . . , m; j = 0, 1, . . . , n; i
Define another bivariate polynomial
By applying (7) toĝ(s, t), (9) becomes
Recall that the Lipschitz constantω given by (5) is not the smallest Lipschitz constant for h
. However, we can show thatω ≤ 16θω, where ω denotes the smallest Lipschitz constant for h
Sinceω is computed from the absolute values of the control points ofĝ
With this bound onω, we can now analyze the behavior of the Kantorovich test.
either 1. The hypercubeB(x 0 , r) passes the Kantorovich test and the associated explored region X E contains X, or 2. The hypercubeB(x 0 , r) passes the exclusion test.
Proof. Let X denote the hypercubeB(x 0 , r). The proof is divided into two cases by the value of (L + 1)/ θ f
By applying the assumption of this case to (12), we have that
which is equivalent to
Multiplying each term of (13) by (L+1)N(x 0 ) and noting that f
Note that
Let v(x 0 ) be the unit-length null vector of f
By using the facts that v(x 0 ) = 1, |v i (x 0 )| = 1, and
where e i denotes the ith column of the identity matrix, it is seen that
Butω
where ω is the Lipschitz constant for h
, which is one of the conditions for X to pass the Kantorovich test.
For the other condition, note that
by (15) and (16) . Also note that
is symmetric (by definition of Moore-Penrose inverse) and
32θL .
But for any y
Therefore,
showing that X passes the Kantorovich test. Finally, the associated explored region X E contains X because
4 , wherex is the rescaled x andx 0 is the rescaled x 0 according to (24). In particular,
for any control point c iji ′ j ′ of g(x), which is equivalent to
for any control point a iji ′ j ′ of l(x). Substituting (27) into the left hand side of (25) yields
which implies that the convex hull of the control points of l(x) does not contain the origin. Since
†f (x) =f (x) and the convex hull of the control points of a Bernstein polynomial is affinely invariant [19] , the convex hull of the control points off (x) does not contain the origin, either. Therefore, X passes the exclusion test.
One remark regarding Theorem 6.4 is that, in most cases, 1/ (θ 2 cond(f )) ≤ 1/(16θα) = γ(θ)/α. Only when cond(f ) is very small (i.e., f is highly wellconditioned) or θ is small (i.e., the surfaces are planes) that 1/ (θ 2 cond(f )) may be larger than γ(θ)/α.
Computational results
The KTS algorithm is implemented in Matlab and is tested against a number of problem instances with varying condition numbers. We estimate the condition number by computing L using the method in Section 5.1 and uniformly sampling points from [0, 1] 4 to compute (3). The pointx is chosen to be (.25, .75, .5, .5)
T as it is a common valid point among all of the test cases. From our experiments, the choice ofx does not significantly affect the condition number as it never changes the condition number by more than a factor of 10. Table 1 compares the efficiency of KTS for each test problem with its condition number. The total number of subcubes examined by KTS during the entire computation, the width of the smallest hypercube among those examined, and the maximum number of Newton iterations to converge are reported. Note that the high number of Newton iterations of some test cases is due to roundoff error. Some test problems and their solutions are also shown in Figure 1 -5.
Conclusion and future directions
We present KTS algorithm for finding the intersections between two Bézier surfaces. By using the combination of subdivision and Kantorovich's theorem, our algorithm can take advantage of the quadratic convergence of Newton's method without the problems of divergence and missing some intersections that commonly occur with Newton's method. We also show that the efficiency of KTS has an upper bound that depends solely on the condition number of the problem. Nevertheless, there are a number of questions left unanswered by this article such as
• Extensibility to piecewise polynomial surfaces and/or NURBS. Since KTS only requires the ability to compute the bounding polyhedron of a subcube that is affinely and translationally invariant and whose size is not unboundedly larger than the contained surface, it may be possible to extend KTS to handle these more general surfaces if bounding polyhedrons having similar properties can be computed relatively quickly.
• Tighter condition number. The condition number presented earlier seems overly loose. It is likely that a tighter condition number exists. If a tighter condition number is found, we would be able to calculate a tighter bound on the time complexity of KTS, too.
• Using KTS in floating point arithmetic. In the presence of roundoff error, we may need to make adjustments for KTS to be able to guarantee that the computed intersections are accurate and that all of the intersections are found.
• Using expression trees with KTS. Elber and Grandine propose the use of expression trees to reduce the number of constraints of the problem, for example, the number of coefficients needed to represent polynomials, in many applications [5] . Can KTS operate on polynomials represented in the form of expression tree constraints to take advantage of reduced number of coefficients?
