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1. INTRODUCTION 
 
In the field of human-media interaction one of the problems is to classify the motion of 
people perceived on television. What are people doing?  The answer to this question 
presupposes various things. 
 
First there is the set of movements that are distinguished, like nodding, writing, reaching 
for something etc. Suppose there are movements distinguished and we have video 
recordings of people, how can a computer classify the movements made? 
 
In [1] people sitting at a meeting are considered. Their position is characterized by the 
interrelation in the plane of the screen of the images of certain body parts. A possible 
characterization is as in Figure 1. 
                                                               
 
 
Point 1 represents the image of the top of the head, point 2 represents the image of the 
nose, points 3 and 4 represent the shoulder tips, points 5 and 7 the elbows and points 6 
and 8 the hands. Point 9 represents the throat. Suppose now that the observed person 
displays a certain movement, then the 9 points will move across the screen and the type 
of movement will have to be recognizable from the curves described by the 9 
characteristic points. 
 
At the basis of combined movements of 9 points then is the movement of a single point, 
e. g. that of point 6, representing the right hand or of point 2, representing the nose. We 
will focus on  a single point mainly. 
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Figure 1 
Characteristic points of a posture 
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In [2] Hoede and Wang classified activities during meetings by considering the states of 
the meeting during some time period and determining which of 4 given types of activities 
came closest to the perceived activity. Basically we use the same method here. A point in 
the plane is supposed to describe a curve in the plane, this is the analogue of an activity. 
 
The curve, from time to time, is in different “states”, like displacement or rotation, etc. 
This distinction in states in which the moving 8 points can be forms the basis of the 
classification of movements, analogous to the mentioned classification of activities in [2].  
 
 
2. ENCODING A CURVE 
 
Let us consider the curve describing a moving point in Figure 1. At time t = 0 the 
movement starts and after 7 time units the point has arrived in the position labeled with 7. 
Let X and Y denote the horizontal and vertical coordinates respectively. (xB, yB) are the 
coordinate of the point at t = 0, (xE, yE) are the coordinates of the point in position 7. 
 
 
 
A very rude encoding would be (xE − xB, yE − yB), just mentioning the changes in 
coordinates, say (+12, -8). All curves starting in 0 and ending in 7 would have this 
encoding. More information can be encoded by the subdivision of the curve from 
measurements of the coordinates after 1, 2, 3, 4, 5, 6 and 7 time units, and giving the 
changes. In our example we get a vector with 14 components, 7 for horizontal changes 
and 7 for vertical changes. 
 
v = (+1, -3, +1, +3, 0, +7, +3, | +2, -1, -4, +1, -4, +2, -4). 
 
The number of possible curves is still infinite, yet the curve reconstructed from this 
vector by straight lines between consecutive positions already resembles the given curve.  
2
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Figure 2: Example of a curve 
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As we consider time units the distances between consecutive positions dimensionally are 
velocities. The curve will be said to be in 7 consecutive states, say “moving right” or 
“moving left” and “moving up” or “moving down”.  
 
One might also consider the changes with respect to the former state. For the first state 
we can compare with an auxiliary state “at rest” with changes 0 in both directions. In this 
way we obtain a vector with elements that are dimensionally accelerations. 
 
a = (+1, -4, +4, +2, -3, +7, -4, | +2, -3, -3, +5, -5, +6, -6). 
 
As this vector a immediate follows from v we do not yet take it into account in 
connection with our classification problem. So far the state of the movement during one 
time unit is just a pair of numbers indicating the coordinate changes, so shifts. We would 
like to have a second simple means of encoding. For this we consider, next to shifts, 
returns. Returns are very typical for vibrations. We assume that the presence, not 
necessarily the location, of a return in horizontal respectively vertical direction can be 
measured. In state1of the movement we have a shift (+1, +2) and we see one return in 
horizontal direction, that we encode by -1, as the movement changes from right to left. A 
change from leftward going to rightward going would be encoded by +1. In state 1 there 
are no vertical returns. There is one in state 2, from up to down so -1. State 3 has a 
horizontal return +1, state 4 a vertical return +1. State 6 has a vertical return +1 and a 
vertical return -1. 
 
The interesting states are 5 and 7. State 5 is that of a vibrational movement on top of a 
vertical shift. There is only one vertical return -1, but there are two horizontal returns +1 
and two horizontal returns -1. State 7 appears as a rotational movement, there are two 
horizontal returns, -1 and +1, and two vertical returns, +1 and -1.  It is well known that a 
rotation can be seen as a superposition of a horizontal and a vertical vibration. 
 
We face the problem of encoding returns, that can occur many times, but also in different 
orderings. Figure 3 shows two movements with the same numbers of returns of the same 
types. 
 
 
 
(b) (a) 
Figure 3: Two movement states with identical numbers of returns 
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Both (a) and (b) have 3 returns +1 and 3 returns in both directions. The difference is in 
the orderings. Distinguishing h+, h-, v+ and v-, with obvious meaning, these orderings are  
(h-, h+, h-, h+, h-, h+, v+, v-, v+, v-, v+, v-) for (a) and (h-, v+, h+, v-, h-, v+, h+, v-, h-,v+, h+, v-) 
for (b). Given the shift and such an ordering of returns the movement during one time 
unit, what we call the “state” the overall movement is in, already has a rather specific 
form.  
 
For practical encoding the returns should be determined and the location measurements at 
consecutive moments in time preferably should not yield the location of a return. 
However, the chance of this happening is small. In Figure 4 we consider a movement 
consisting of a horizontal displacement of constant velocity with a vertical vibration of 
constant  amplitude and frequency on top of it. 
 
 
 
 
 
If we encode on the basis of the positions given by a circle, starting at time t = tB and 
ending at time t = tE, then there are 4 states and consecutively they have a return in 
vertical direction: v-, v+, v-, v+. Should we happen to choose tB* and tE*, when returns 
occur, then there would be 4 states too, but these states would not display returns, unless 
special consideration of the location would reveal that it happens to be a point of return. 
A small shift of time, leading e.g. to the locations indicated by squares removes this 
difficulty. In practice measurements of movements will very rarely have to take this 
possibility into account. 
 
Let us now go back to our original example and give the encoding of the 7 states, by a 
vector having two components for the shift and a sufficiently large number of 
components for the returns in order of occurrence. When movements of people are 
encoded, then the number of returns, say per second, will not be very large. The number 
of all returns occurring in the overall movement is clearly an upper bound for one 
movement. When comparing movements, our final goal, the maximum number of 
occurring returns suffices. In Figure 2 there are 15 returns in all and state 5 has the 
maximum number of returns, namely 5. We therefore use vectors with 7 components.  
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Figure 4: three encoding procedures for one movement 
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For the 7 states these are: 
 
State 1: (+1, +2, h-,−, −, −, −), 
State 2: (-3, -1, v-,−, −, −, −), 
State 3: (+1,-4, h+,−, −, −, −), 
State 4: (+3, +1, v+,−, −, −, −), 
State 5: (0,-4, v-, h-, h+, h-, h+), 
State 6: (+7, +2, v+, v-, −, −, −), 
State 7: (+3, -4, h-, v+, h+, v-, −). 
 
We herewith have a preliminary encoding of the states of the movement described in 
Figure 1. 
 
 
3. USING IDEAS FROM CODING THEORY 
 
One of the aspects of the encoding that is somewhat annoying is the difference between  
shift-encodings and return-encodings. We can give up some information about the 
movement, without actually losing all information about returns, In fact a return h+ can be 
followed by a return h-, which reveals a vibrational pattern or by a return v-, revealing a 
rotational pattern clockwise, or by a return v+, revealing a rotational pattern anti-
clockwise, see Figure 5. 
 
 
 
 
If we drop the distinction between clockwise and anti-clockwise there are basically only 
two types of pairs of consecutive returns. One type has returns of the same type, so h → h 
or v → v, and the other type has returns of different type, so h → v or v → h. We will call 
a consecutive pair of vibrational type respectively of rotational type. 
We can now count how many pairs of each type there are. For the two movements in 
Figure 3 we find for (a) 10 vibrational pairs and 1 rotational pair and for (b) 11 rotational 
pairs. If we now choose the format (horizontal shift, vertical shift, vibrational pairs of 
returns, rotational pairs of returns) the 7 states get the encodings: 
(a) 
h+ 
v
+ 
h+ 
h+ 
v
- 
h+ 
Figure 5: three possible returns after a return h+ 
 
(b) (c) 
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State 1: (+1, +2, 0, 0), 
State 2: (-3, -1, 0, 0), 
State 3: (+1,-4, 0, 0), 
State 4: (+3, +1, 0, 0), 
State 5: (0, -4, 3, 1),
 
State 6: (+7, +2, 1, 0), 
State 7: (+3, -4, 0, 3). 
Before transforming these vectors further we remark that e.g. states 1 and 4 are rather 
similar; two positive components followed by two zeroes. Looking at Figure 2 this is as 
should be. The states of the overall movements are indeed similar, right and up, no 
consecutive turns. States 4 and 6 are similar too; both right and up and states 6 showing 
only one vibrational pair. States 5 and 7 do not differ much on the shift aspect, but show 
essential differences in the pairs of consecutive returns. 
One further simplification is to reduce the possible values for the components. Even with 
only two possible values per component, say 1 and 0, there are still 16 different states. 
For the first two components we want to use the acceleration vector, if greater than or 
equal to zero we encode by 1, if smaller than zero we encode by 0. For the third and 
fourth component we distinguish high (1) and low (0) values. e. g. by comparing with 
half the maximal occurring number. We then get  
 
State 1 : (1, 1, 0, 0) ≡ S12, 
State 2 : (0, 0, 0, 0) ≡ S0, 
State 3 : (1, 0, 0, 0) ≡ S8, 
State 4 : (1, 1, 0, 0) ≡ S12, 
State 5 : (0, 0, 1, 0) ≡ S2, 
State 6 : (0, 1, 0, 0) ≡ S4, 
State 7 : (0, 0, 0, 1) ≡ S1. 
 
Now states 1 and 4 have the same encoding. The format of these “code words” is 
conform that in coding theory. When the Galoisfield GF (2) is used, a natural “distance” 
between two code words is the number of components in which they differ. This is called 
the Hamming distance. States 1 and 4 have distance 0. On distance 1 are states 1 and 3, 1 
and 6, 2 and 3, 2 and 5, 2 and 6, 2 and 7, 3 and 4, 4 and 6. On distance 2 are states 1 and 
2, 2 and 4, 3 and 5, 3 and 6, 3 and 7, 5 and 6, 5 and 7, 6 and 7.On distance 3 are states 1 
and 5, 1 and 7, 4 and 5, 4 and 7. There are no states on maximum possible distance 4. 
 
The 16 possible code words determine 16 states and, read as binary numbers, number 
these states from 0 = 0000 to 15 = 1111, note that the numbering we gave before was 
according to the consecutive parts of the movements, see the listing we gave before. 
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4 DESCRIBING THE WHOLE MOVEMENT 
  
We can now describe the whole movement as a sequence of states. The movement in 
Figure 1 is the sequence S12 → S0 → S8 → S12 → S2 → S4 → S1. Here with we have 
achieved complete similarity with the description of a sequence of activities during a 
meeting, each activity being a sequence of states. Suppose that we have video recordings 
and a person carries out a sequences of movements, for which specific names exist. We 
mentioned nodding, writing etc. When we analyze the waving of a hand, so point 6 or 
point 8 of Figure 1 and find that there is a sequence of states S12 → S0 → S8, then we can 
inversely conclude that the movement of Figure 1 starts with waving. The observed 
sequence of states of the whole movement may not have partial sequences that precisely 
match the sequence characteristic for some specific movement. Then we face the problem 
to determine which of the specific movements comes closest to a chosen sequence of 
observed states. In [2] the answer to the question: “what happens at that time?” was 
answered by considering the last states occurring before the chosen time. In our approach 
this means that the states during the last three time periods are determined. In Figure 1 at 
t = 5 the partial sequence S8 → S12 → S2 is found. From this the most likely from the 
specific movements is to be determined. 
 
Supposed there are 20 specific movements then there are 20 specific sequences or states, 
any sequence having S8 → S12 → S2 as partial sequence gives a specific movement that 
may be going on. 
 
In [1], Broekhuijsen, Poppe and Poel give Figure 1 as describing 2D joint locations on 
the human body. 
 
Now any movement will involve all points to a certain extent, but in many specific 
movements certain points are involved in particular. Suppose we consider nodding by the 
head. In case of consent the nose, point 2, will describe a vertical vibration. In case of  
doubt a slow horizontal vibration might be observed, whereas a more rapid horizontal 
vibration indicates lack of consent. 
 
Movement of point 6 to the left, to the left in the next time unit, to the left again and then 
a return to the original position may be observed and recognized as writing. Nodding 
“yes” is a sequence of identical states in which there is no shift, so the first two 
components of the code word are 0 and 1 say and there might be consecutive returns, so 
that the code word would be (0, 1, 1, 0) for this specific movement of point 2, 
representing the nose. (0, 1, 1, 0) is state S6 in our encoding of states. So nodding “yes” is 
recognizable from the sequence of states S6 → S6 → S6 → … of point 2. Writing with the 
right hand, point 6, may lead to some states in which a rest position, state S0 = (0, 0, 0, 0) 
is alternating with a “shift state” S8 = (1, 0, 0, 0) followed by a “shift + double return” 
state S10 = (1, 0, 1, 0), leading to a sequence S0 → S8 → S0 → S8 → S0 → S8 → S10 → S0  
→ S8 → S0 → S8 → …of point 6 or 8. In similar ways specific movements lead to 
specific state sequences. 
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Dependent on the number of characteristic points, 9 in Figure 1, the encoding should be 
given simultaneously for all these points. The natural way is to consider a matrix 
containing a code vector for each characteristic point as a row of the matrix. So in our 
example we have 9 rows of 7 elements. The whole movement is described by a 9×7 
matrix. 
 
5. SIMILARITY OF TWO MOVEMENTS 
In order to classify an observed movement we have to calculate the similarity of that 
movement with the standard movements. 
Let us therefore consider two encoded movements and compare them. We assume that 
there are c common states and that there are d states in each code vector not occurring as 
state in the other code vector. Both code vectors have length c + d. 
Now we consider the following three aspects: 
(i) S1 : the similarity in elements 
(ii)  S2 : the similarity in ordering of the common elements 
(iii) S3 : the similarity in position of common elements with respect to the non-common 
elements. 
Given two sets A and B, the similarity measure often used is 
 S = | A ∩ B | / | A ∪ B |. 
However, a movement consisting of a number of consecutive states, may contain a 
specific state more than once. For that reason we do not consider sets, but so-called bags, 
in which elements are not necessarily all distinct. As an example we consider A = {a, b, 
b} and B = {b, b, b, c, c}. We define the union ∪* of A and B as A ∪* B = {a, b, b, b, c, c} 
and the intersection ∩* of A and B as A ∩* B = {b, b}, i.e. we consider the maximum 
number of occurrence for elements in the union and the minimum number of occurrence 
for elements in the intersection of bags. 
For (i), we now have the following formula: 
S1 = | A ∩* B| / | A ∪* B|, 
Here |A| denotes the number of the elements of the bag A. For the code vectors that we 
consider this measure gives S1 = c / (c + 2d). 
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As to (ii), we consider two code vectors with totally the same bag of elements but having 
different orders. Then we define d2 as the smallest number of transpositions needed to 
transform from one code vector to the other. Let us look at the following example. 
M1 = [2, 3, 9, 6, 1, 5, 7], M2 = [2, 3, 1, 5, 7, 6, 9]. Then, if we want to change M2 into M1, 
we can do it like this: M2 → [2, 3, 1, 5, 7, 9, 6] → [2, 3, 1, 5, 9, 7, 6] → [2, 3, 1, 9, 5, 7, 6]  
→ [2, 3, 9, 1, 5, 7, 6] → [2, 3, 9, 1, 5, 6, 7] → [2, 3, 9, 1, 6, 5, 7] → [2, 3, 9, 6,1, 5, 7]. It 
is easily seen that this is done with the smallest number of steps needed, so here d2 = 7. 
If d2max represents the maximum value of d2, then we define 
D2 = d2 / d2max , 
where d2max = (1/2) ⋅ m ⋅ (m −1), and m is the number of elements of either of the two 
code vectors. Then we can define S2 as 
S2 = 1 − D2. 
(iii) We use an example to show how to calculate S3.  
Let M3 and M4 be two code vectors, where 
M3 = [x, 1, x, 2, 8, 9, 3, x, 4, 5, 6, 7, x], 
M4 = [y, y, 2, 8, 9, 1, 5, y, y, 4, 7, 3, 6,]. 
First, we consider the common elements {1, 2, 3, 4, 5, 6, 7, 8, 9}. Replacing them by the 
letter c we change M3 and M4 into the following form: 
M3′ = [x, c, x, c, c, c, c, x, c, c, c, c, x], 
M4′ = [y, y, c, c, c, c, c, y, y, c, c, c, c]. 
We now define d3 as the sum of the position differences of all the common elements. The 
positions are, for M3′, (2, 4, 5, 6, 7, 9, 10, 11, 12) and, for M4′, (3, 4, 5, 6, 7, 10, 11, 12, 
13). So in this example d3 = 1 + 0 + 0 + 0 + 0 + 1 + 1 + 1 + 1 = 5. 
Similar to the procedure in (ii), we have  
D3 = d3 / d3max        and      S3 = 1 − D3 . 
Note that d3max occurs if all four x’s are at the beginning and all four y’s are at the end. 
The common elements are on positions [5, 6, 7, 8, 9, 10, 11, 12, 13] respectively [1, 2, 3, 
4, 5, 6, 7, 8, 9], so d3max  =  9×4 = 36. 
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At last, we define the total similarity ST as 
ST = S1 ⋅ S2 ⋅ S3.  
Apparently, 0  ≤  ST  ≤ 1 because S1, S2, S3 are all between 0 and 1. 
Take the above example of M3 and M4, we have for the similarity in elements 
S1 = 9/17 ≅ 0.53. 
Now we consider the common elements and form the new vectors [1, 2, 8, 9, 3, 4, 5, 6, 7] 
and [2, 8, 9, 1, 5, 4, 7, 3, 6], then compute D2 based on these new vectors as  
D2 = 8/36 ≅ 0.23, so S2 = 1−8/36 ≅ 0.72. 
Also we can get D3 = 5/36 ≅ 0.14, so S3 = 1− 5/36 = 0.86. 
 Then, finally, ST  = S1 ⋅ S2 ⋅ S3 = (9/17) ⋅ (28/36) ⋅ (31/36) ≅ 0.36. 
So the similarity of  M3 and M4 is 0.36.     
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