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Abstract
We study the convergence of point and line stationary iterative methods for solving the linear system
arising from a fourth-order 9-point compact 4nite di%erence discretization of the two-dimensional convection–
di%usion equation with constant coe6cients. We present new techniques to bound the spectral radii of iteration
matrices in terms of the cell Reynolds numbers. We also derive analytic formulas for the spectral radii
for special values of the cell Reynolds numbers and study asymptotic behaviors of the analytic bounds.
The results provide rigorous justi4cation for the numerical experiments conducted elsewhere, which show
good stability for the fourth-order compact scheme. In addition, we compare the 9-point scheme with the
traditional 5-point di%erence discretization schemes and conduct some numerical experiments to supplement our
analyses.
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1. Introduction
Consider the two-dimensional convection–di%usion equation
−Ju+ w˜ · ∇u= f; (x; y)∈; (1.1)
with Dirichlet boundary conditions. Here  is a smooth convex domain in R2 and w˜= (	; 
) is the
convective velocity 4eld assumed to be constant in . When either 	 or 
 (or both) is very large,
(1.1) is an example of singular perturbation problems [20]. This type of partial di%erential equations
is commonly seen in computational Puid dynamics to model transport phenomena [18].
Eq. (1.1) may be discretized by a traditional 4nite di%erence method using centered di%erence
schemes (CDS) or upwind di%erence schemes (UDS). The discretization method results in a linear
system of equations of the form
Au= f; (1.2)
where u and f are now vectors in a 4nite dimensional space, and A is a sparse matrix, typically non-
symmetric, and often not diagonally dominant. This matrix is derived from the 5-point computational
stencils

2
3 0 1
4

=


−(1− )
−(1 + ) 4 −(1− )
−(1 + )

 (1.3)
and 

2
3 0 1
4

=


−1
−(1 + 2) 4 + 2(+ ) −1
−(1 + 2)

 (1.4)
for the centered and upwind di%erences, respectively. Here, the upwind di%erence formula (1.4)
is written with the assumption that both 	 and 
 are nonnegative. Analogous representations can
be written for other values of 	 and 
. The quantities  = 	h=2 and  = 
h=2 are referred to as
the cell Reynolds numbers. The discretization is assumed to be performed on a uniform grid with
mesh size h. We say that the problem is di%usion-dominated if the parameters  and  are both
smaller than one in absolute value, otherwise the problem is convection-dominated. When centered
di%erences are used, the resulting discretization has a truncation error of order O(h2), and the scheme
becomes unstable when the convective terms dominate. Stationary iterative methods may diverge
when the cell Reynolds numbers are large. However, the upwind scheme is stable and the coe6cient
matrix is weakly diagonally dominant for all cell Reynolds numbers, but it is only of 4rst-order
accuracy.
In response to the shortcomings of CDS and UDS, there has been growing interest in developing
improved 4nite di%erence discretization schemes for the convection–di%usion and the Navier–Stokes
equations, that o%er both stability and highly accurate approximate solutions, see [5,11,12,16,22]
for more details. Although di%erent approaches have been used to develop fourth-order compact
discretizations, it is believed that the resulting schemes are mathematically equivalent in the
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two-dimensional case [21]. In particular, Gupta et al. [12] proposed a fourth-order compact 4nite
di%erence scheme (FOCS) having the 9-point computational stencil

6 2 5
3 0 1
8 4 8

=


−(1 + )(1− ) −2(1− )2 − 2 −(1− )(1− )
−2(1 + )2 − 2 20 + 42 + 42 −2(1− )2 − 2
−(1 + )(1 + ) −2(1 + )2 − 2 −(1− )(1 + )

 ; (1.5)
which has a truncation error of order O(h4). Experimental results show that this scheme is numerically
stable for large cell Reynolds numbers [12]. Thus, it combines the advantages of the second-order
di%erence scheme (high accuracy) and the 4rst-order upwind scheme (stability) [30]. Comprehensive
studies and useful applications of the fourth-order compact scheme in computational Puid dynamics
can be found in at least four recent Ph.D. theses [14,15,21,27]. Generalizations of the fourth-order
compact discretization ideas to the three-dimensional space and to nonuniform grids have been
reported in [8,29].
Although classical iterative methods are seldom used as stand alone solvers for very large scale
linear systems, they are usually employed as basic components in building modern iterative methods
such as the multigrid methods [25] and the Krylov subspace methods [19]. In such cases, basic
iterative methods may be used as smoothers in multigrid methods or as preconditioners in Krylov
subspace methods. Understanding the behaviors of these classical iterative methods for solving sparse
linear systems arising from the fourth-order compact discretization is practically desirable and theo-
retically interesting.
In contrast to the 5-point schemes, few analytic results concerning the convergence of classical
iterative methods with this 9-point scheme are available. A rigorous justi4cation is always desirable
in addition to successful numerical experiments. There have been a few attempts on this matter, but
none of them has been comprehensive [3,23,26].
In the di%usion-dominated cases, the matrix A is weakly diagonally dominant and the point Jacobi
as well as point Gauss–Seidel iterations converge [26]. In the convection-dominated cases, the matrix
is not diagonally dominant. In [26], Zhang obtained convergence results for the line Jacobi method
for the special values of || = || = √2. His proof is based on the fact that the coe6cient matrix
can be symmetrized by a real diagonal similarity transformation. Eigenvalues and certain spectral
properties of the 9-point matrix have also been investigated numerically in [23]. A few interesting
ideas on block iterative methods for solving a special case of Eq. (1.1) are presented in [3]. Some
matrix properties related to iterative methods and the performance of standard Krylov subspace
methods are compared for the FOCS, CDS and UDS cases in [28,30]. Extensive studies on multigrid
acceleration techniques and their applications with the fourth-order compact scheme can be found in
[10,27].
As mentioned above, the main goal of this work is to provide an analytic proof showing that
certain stationary iterative methods with the fourth-order compact scheme may converge for large
cell Reynolds numbers. An outline of the paper is as follows. In Section 2, we present the discrete
system and describe some of its main properties. In Section 3, we present the main theorem on
convergence analysis. We derive bounds on the spectral radii of the iteration matrices arising from
point and line Jacobi and Gauss–Seidel splittings. Special cases are examined in Section 4 where
analytic formulas for the spectral radii are obtained. In Section 5, we examine the asymptotic behavior
of the bounds obtained, and use the results of Section 4 to derive accurate asymptotic bounds. In
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Section 6, we present numerical results and make some comparisons between the 9- and 5-point
schemes. This section will con4rm and supplement the analyses described in the previous sections.
Finally, in Section 7 we summarize our 4ndings and draw some conclusions.
2. General properties
Assume that Eq. (1.1) is discretized on the unit square using a uniform grid. Let n denote the
number of interior grid points in each direction and h= 1=(n+ 1) be the uniform mesh size. If the
grid is ordered using the rowwise natural ordering (from left to right and from bottom to top), the
resulting matrix associated with the computational stencil (1.5) can be written as
A= A(; ) = tri[A−; A0; A+]; (2.1)
where A−; A0 and A+ are tridiagonal matrices de4ned by
A− = tri[7; 4; 8]; A0 = tri[3; 0; 1]; A+ = tri[6; 2; 5]: (2.2)
The coe6cient matrix A is split as A=D−L−U , where D is the block diagonal of A; L and U are
the strictly block lower and upper triangular parts of −A. The iteration matrices of the line Jacobi
and SOR(!) methods are de4ned by
GJ = D−1C;
G! = (D − !L)−1((1− !)D + !U );
where C = L+U . The case !=1 corresponds to the line Gauss–Seidel method. We will denote by
LJ and L! the iteration matrices for the point Jacobi and point SOR(!) methods, respectively. The
matrix A has a block tridiagonal form and hence is block consistently ordered [24]. Young’s analysis
can then be applied. This analysis establishes the well known relationship between the eigenvalues
 of GJ and those  of G! [13]:
( + !− 1)2 = !22: (2.3)
Finer results can be obtained whenever all the eigenvalues of GJ are either real or purely imaginary,
and (GJ)¡ 1 [4]. Thus, the key to the analysis of line stationary iterative methods is to know more
about the spectrum of GJ, and either to 4nd or to bound (GJ).
By making use of di%erent orderings of the discrete grid points, we prove the following properties
for the case of the 9-point compact di%erence scheme.
Proposition 2.1. The spectral radius (; ) of the line Jacobi iteration matrix, obtained from either
the natural rowwise ordering or the natural columnwise ordering, satis+es
(; ) = (||; ||)
for all cell Reynolds numbers  and .
Proof. We prove the proposition for the case where the iteration matrix arises from the natural
rowwise ordering. The other case is similar. By reordering the grid points from left to right and
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from top to bottom, we obtain the coe6cient matrix A(;−), which has the same block diagonal D
as A(; ) does. The di%erence between A(; ) and A(;−) is that their upper and lower triangular
parts are interchanged. So we can conclude that the associated line Jacobi iteration matrices are
similar. It follows that (; ) = (;−).
Similarly, we can order the grid points from right to left and from bottom to top to get (; ) =
(−;−). Again this reordering does not a%ect the block diagonal D.
Proposition 2.2. The spectral radius (; ) of the point Jacobi iteration matrix (obtained from
any ordering of the grid points) satis+es
(; ) = (; ) = (||; ||)
for all cell Reynolds numbers  and .
Proof. We only need to prove the 4rst equality. The computational stencil of the fourth-order
compact scheme is written for a couple (; ) as


−(1− )(1 + ) −2(1− )2 − 2 −(1− )(1− )
−2(1 + )2 − 2 20 + 42 + 42 −2(1− )2 − 2
−(1 + )(1 + ) −2(1 + )2 − 2 −(1 + )(1− )

 :
By reordering the grid points using the natural columnwise ordering, we show that A(; ) and A(; )
have similar point Jacobi iteration matrices.
The standard measure of the e%ectiveness of a stationary iterative method is the spectral radius
 of its iteration matrix. The iteration is convergent for any initial guess provided ¡ 1, and the
convergence is more rapid if  is closer to zero. A powerful theory proving convergence of iterative
methods is based on the notion of M -matrix.
Theorem 2.1. The coe>cient matrix A= (aij)n2×n2 de+ned by (2.2) is an M -matrix if both ||6 1
and ||6 1.
Proof. We have aii ¿ 0 for all i and aij6 0 for all i = j provided that ||6 1 and ||6 1. For these
values of  and ; A is irreducibly diagonally dominant [26] (hence nonsingular), and A−1 ¿ 0, see
[24, p. 23]. By de4nition, A is an M -matrix.
It follows that any splitting of A in the form of M − N , where M is obtained by setting certain
o%-diagonal entries of A to zero, is a regular splitting, and that [24]
(M−1N ) =
(A−1N )
1 + (A−1N )
¡ 1:
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Hence, the associated iteration
x(k+1) =M−1Nx(k) +M−1b
converges for any initial guess. The Jacobi and Gauss–Seidel splittings are regular for both the line
and point versions. It is also the case for the point SOR(!) splitting provided that 0¡!¡ 1. From
(2.3), the spectral radii of the line Jacobi and Gauss–Seidel iterations are related by
(G1) = (GJ)2:
Another result on regular splittings due to Varga ([24, Theorem 3.15, p. 90]) shows that the point
Gauss–Seidel method is faster than its analogous SOR(!) method when !∈ (0; 1). We summarize
these results as follows.
Proposition 2.3. If both ||6 1 and ||6 1, then for solving the 9-point matrix:
(I) The point as well as the line Jacobi and Gauss–Seidel methods converge for any initial guess.
Asymptotically, the line Gauss–Seidel iteration is twice as fast as the line Jacobi iteration.
(II) The point SOR(!) method converges if !∈ (0; 1). Its asymptotic rate of convergence is strictly
slower than that of the point Gauss–Seidel method.
3. Bounds for the spectral radii
In this section, we derive bounds on the spectral radii of the line and point Jacobi iteration matrices
arising from the fourth-order 9-point compact discretization. We 4rst give a few preliminary lemmas
and then establish our main result. The 4rst lemma can be veri4ed directly.
Lemma 3.1. Let a; b be positive numbers and f be a real function de+ned on (0;∞) by
f(’) = a’+
b
’
:
Then, f is strictly convex, f(b=a) = f(1) = a + b, and the minimal value of f; fmin = 2
√
ab, is
reached at ’=
√
b=a.
The proof of the second lemma can be found in [6].
Lemma 3.2. Let bi; ai and ci be real and B = tri [bi; ai; ci] be a tridiagonal matrix of order n.
There exists a real (nonsingular) diagonal matrix Q with QAQ−1 being a real symmetric matrix
if and only if for each i (16 i¡n), either bi+1ci ¿ 0 or bi+1 = ci = 0 holds. The symmetrized
matrix is 2
tri[sign(bi)(bici−1)1=2; ai; sign(ci)(bi+1ci)1=2]:
2 In [6], the signs of bi and ci are missing in the expression of the symmetrized matrix.
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In Lemma 3.2, the diagonal entries qi of Q are found recursively by qi+1 = qi
√
ci=bi+1 for
16 i6 n− 1, where q1 = 0 is chosen arbitrarily.
The following lemma hold seven for bc¡ 0. Its proof can also be found in [6].
Lemma 3.3. The eigenvalues of the tridiagonal matrix tri[b; a; c] of order n are
k = a+ sign(c)2
√
bc cos(k*=(n+ 1)); k = 1; : : : ; n:
By making use of a diagonal similarity transformation, Elman and Golub obtained analytic bounds
on the spectral radii of certain line iterative methods for cyclically reduced convection–di%usion
equation discretized by the 5-point schemes [6,7]. The coe6cient matrices arising from the cyclically
reduced 5-point matrices are also 9-point matrices, but the stencils are not compact on the original
grid [31]. Unfortunately, in our case it is shown in [26] that it is impossible to symmetrize A with
a real diagonal similarity transformation, unless = =0 or ||= ||=√2. We have to use di%erent
techniques to bound the spectral radius of the line Jacobi iteration matrix of the 9-point compact
scheme. In the following, we present and prove the main theorem of this paper.
Theorem 3.1. The spectral radius of the line Jacobi iteration matrix GJ, obtained from the natural
rowwise ordering, is bounded by
 h(; ) =
2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2
0 − 2√31 cos(*h) ; (3.1)
where ˆi = ,i (i = 6; 7); Si = ,−1i (i = 5; 8) and , =
√
1=3.
Proof. Consider the line Jacobi splitting
A= D − C; (3.2)
where D and C have already been de4ned in Section 2. Let Q and X be two n2 × n2 matrices
de4ned by
Q = diag(Q1; Q2; : : : ; Qn) and X = diag (X1; X2; : : : ; Xn);
respectively. Speci4cally, for i = 1; : : : ; n; Qi = diag(1; ,; : : : ; ,n−1) and Xi = ’i−1∗ In. Here, In is the
n× n identity matrix, and the reals , and ’∗ are de4ned by , =
√
1=3 and
’∗ =
(|ˆ6|+ |2|+ | S5|)1=2
(|ˆ7|+ |4|+ | S8|)1=2 : (3.3)
Consider the 4rst similarity transformation, whose purpose is to symmetrize the block diagonal
matrix D,
Aˆ= QAQ−1 = QDQ−1 − QCQ−1 = QDQ−1 − QLQ−1 − QUQ−1:
Since D is a tridiagonal matrix, by Lemma 3.2, Dˆ=QDQ−1 is a symmetric tridiagonal matrix, where
Dˆ = diag[Aˆ0; : : : ; Aˆ0] and
Aˆ0 = QiA0Q−1i = tri[−
√
13; 0;−√13]:
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Correspondingly, the L and U matrices are transformed into Lˆ = QLQ−1 and Uˆ = QUQ−1. The
tridiagonal block matrices in L and U are transformed into
Aˆ− = QiA−Q−1i = tri[7,; 4; 8,
−1] = tri[7
√
1=3; 4; 8
√
3=1];
Aˆ+ = QiA+Q−1i = tri[6,; 2; 5,
−1] = tri[6
√
1=3; 2; 5
√
3=1]:
We then perform a second similarity transformation
A˜= X AˆX−1 = X DˆX−1 − X LˆX−1 − X UˆX−1 = D˜ − L˜− U˜ = D˜ − C˜: (3.4)
The purpose of the second similarity transformation is to minimize the functional
f(’) = ’‖Lˆ‖∞ + ‖Uˆ‖∞’
over (0;∞). This particular transformation ensures that, for C˜ de4ned in (3.4), ‖C˜‖∞ is mini-
mized over a class of similarity transformations. To see this, let ’∈ (0;∞) and de4ne Xˆ (’) =
diag[Xˆ 1; Xˆ 2; : : : ; Xˆ n] with Xˆ i =’i−1In. The similarity transformation (3.4) can be viewed as a block
version of the diagonal similarity transformation, although the transformed matrix A˜ is not sym-
metrized. We have
A˜(’) = Xˆ (’)Aˆ(Xˆ (’))−1
=


Xˆ 1
Xˆ 2
. . .
Xˆ n




Aˆ0 Aˆ+
Aˆ− Aˆ0 Aˆ+
. . . . . . . . .
Aˆ− Aˆ0




Xˆ−11
Xˆ−12
. . .
Xˆ−1n


=


Xˆ 1Aˆ0Xˆ−11 Xˆ 1Aˆ+Xˆ
−1
2
Xˆ 2Aˆ−Xˆ−11 Xˆ 2Aˆ0Xˆ
−1
2 Xˆ 2Aˆ+Xˆ
−1
3
. . . . . . . . .
Xˆ n−1Aˆ−Xˆ−1n−2 Xˆ n−1Aˆ0Xˆ
−1
n−1


=


’InAˆ0’−1In ’InAˆ+’−2In
’2InAˆ−’−1In ’2InAˆ0’−2In ’2InAˆ+’−3In
. . . . . . . . .
’n−1InAˆ−’−(n−2)In ’n−1InAˆ0’−(n−1)In


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=


Aˆ0 ’−1Aˆ+
’Aˆ− Aˆ0 ’−1Aˆ+
. . . . . . . . .
’Aˆ− Aˆ0


= Dˆ − ’Lˆ− ’−1Uˆ ≡ D˜ − C˜(’):
Due to the special structure of C˜(’), we have
‖C˜(’)‖∞ = ’‖Lˆ‖∞ + ‖Uˆ‖∞’ : (3.5)
According to Lemma 3.1, ‖C˜(’)‖∞ is minimized by choosing
’= ’∗ =
√
‖Uˆ‖∞
‖Lˆ‖∞
=
√
|6
√
1=3|+ |2|+ |5
√
3=1|
|7
√
1=3|+ |4|+ |8
√
3=1|
and
‖C˜‖∞=min
’¿0
‖C˜(’)‖∞ = 2
√
||Uˆ ||∞||Lˆ||∞
=2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2: (3.6)
We recall that −Lˆ and −Uˆ are the strictly block lower and upper triangular parts of Aˆ = QAQ−1,
respectively. The splitting of A˜ analogous to (3.2) is D˜ − C˜, where D˜ = (XQ)D(XQ)−1 and C˜ =
(XQ)C(XQ)−1. We now derive a bound for the spectral radius of the line Jacobi iteration matrix
GJ. We remark that GJ = (XQ)−1D˜−1C˜(XQ). Therefore, we can restrict our attention to the matrix
G˜J = D˜−1C˜, since then (GJ) = (G˜J). We will bound (G˜J) using
(G˜J)6 ‖D˜−1C˜‖26 ‖D˜−1‖2‖C˜‖2 (3.7)
and
‖C˜‖26 ‖C˜‖1=21 ‖C˜‖1=2∞ = ‖C˜‖∞; (3.8)
where the last inequality holds since ‖C˜‖1 = ‖C˜‖∞. The diagonal blocks of A˜ are symmetric and
diagonally dominant. We obtain by Lemma 3.2
‖D˜−1‖2 = 1
min(D˜)
=
1
0 − 2√31 cos(*h) : (3.9)
Combining the results in (3.6)–(3.9), we obtain the desired bound
(GJ) = (G˜J)6
2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2
0 − 2√31 cos *h :
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Since A is block consistently ordered, the line Jacobi and line Gauss–Seidel methods either both
converge or both diverge. We then have
Corollary 3.1. The line Jacobi and line Gauss–Seidel methods associated with A converge for any
initial guess if the inequality
0 − 2√31 cos(*h)¿ 2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2 (3.10)
holds.
It is possible to provide a similar result in terms of the cell Reynolds numbers. However, it seems
di6cult to get a sense of when inequality (3.10) holds in terms of the latter. Graphs of  h and its
limits will then be useful and will be examined.
We now show that Corollary 3.1 covers the special cases treated in [26]. Let Cˆ be the matrix
de4ned by Cˆ =QCQ−1. If this matrix is symmetrizable by a real diagonal similarity transformation,
then with the choice of ’∗ given by (3.3), the matrix C˜ = X CˆX−1 will be symmetric. In fact, Cˆ is
written as Cˆ = tri[Aˆ−; 0; Aˆ+]. Symmetrizing Cˆ by a real diagonal matrix is equivalent to 4nding a
positive number ’ such that [6]
’Aˆ− =
1
’
AˆT+:
Since the submatrices Aˆ− and Aˆ+ have nonzero entries in their sub- and super-diagonals, such a
number exists if and only if
ˆ6
S8
=
2
4
=
ˆ7
S5
:
In such a case, ’ is uniquely de4ned by ’ =
√
ˆ6= S8, and it is easily veri4ed that ’ = ’∗. On
the other hand, applying Gerschgorin’s theorem to bound the spectral radius of C˜ is equivalent to
(C˜)6 ‖C˜‖∞. As a consequence, the bound
1 + 2
√
2
9− 2√2 cos(*h) ;
obtained in [26] for the four couples (i; i) satisfying |i| = |i| =
√
2 (i = 1; 2; 3; 4), is equal to
 h(
√
2;
√
2). This bound approaches the value 0:6 for small enough h. By the continuity of  h,
there is a circle around every point (i; i) in which the values of  h are less than one. In Fig. 1,
we examine two special cases. We set  =
√
2 (in left-hand side sub4gure) and plot the graph of
 h(
√
2; ) as a function of  and compare it with the corresponding curve of the computed spectral
radii, for h = 1=32. For the curve of the computed spectral radii, we took a step size equal to 0:2.
Similarly, in the right-hand side sub4gure of Fig. 1, we plot the graph of  h(;
√
2) as a function
of  and compare it with the corresponding curve of the computed spectral radii with h=1=32. The
plots show that (GJ) is smaller than one at least when the couple (||; ||) resides on one of the
curves
{
√
2} × (0; 4) and (0; 4)× {
√
2}:
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Fig. 1. Comparison of the analytic bound  h(; ) (—) and the computed values of (GJ) (− · − · −), for constant
parameters =
√
2 (left-hand side sub4gure) and =
√
2 (right-hand side sub4gure).
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Fig. 2. Three-dimensional graphs of the analytic bound  h(; ) for h = 1=32. The left-hand side sub4gure shows that
 h(; )¿ 1 for certain values of (; )∈ (−4; 4) × (−4; 4). The right-hand side sub4gure indicates that  h(; )¡ 1 for
(; )∈ (−2:1; 2:1)× (−2:1; 2:1).
The three-dimensional graphs presented in Fig. 2 show that the values of  h(; ) remain less than
one in the region (−2:1; 2:1)× (−2:1; 2:1). However, the bound may be larger than one for certain
values of (; ) in the region of (−4; 4)× (−4; 4).
We now examine the behaviors of the bound in the limiting cases when one Reynolds number
goes to in4nity and the other is 4xed.
Proposition 3.1. Assume that the mesh size h is kept +xed. Then, for any +xed value of ,
lim
→+∞
 h(; ) = 1;
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Fig. 3. Behaviors of the analytic bound for (GJ);  and h are kept 4xed.
and for any +xed value of ,
lim
→+∞  h(; ) = 0:
Proof. To prove the 4rst limit, it su6ces to notice that when  is kept 4xed,
(|ˆ6|+ |2|+ | S5|)1=2 ≈
√
2;
(|ˆ7|+ |4|+ | S8|)1=2 ≈
√
2
and
0 − 2√31cos(*h) ≈ 42
for su6ciently large . The second limit follows from the inequality
 h(; )6
a+ b
42 + 4(1− cos(*h))
√
4 + 4
;
which holds for large . Here, a and b are some constants independent of .
Many experimental tests with 4xed values of  and varying large values of  showed that the
4rst limit in Proposition 3.1 is approached by some values larger than 1, so no conclusions can be
made. In Fig. 3, we look at the behaviors of the bound as a function of  when  is kept 4xed. The
left-hand side sub4gure corresponds to the choice of h=1=16 and two choices of ; =0:9 and 1:1.
The parameter  is allowed to vary from 0 and 200. For large values of , the curves are decreasing
and tend to zero, which means that the line Jacobi iteration method actually converges for all values
of . Similar results have been obtained for other values of  within the interval (0:86; 1:12). The
right-hand side sub4gure of Fig. 3 contains results for h = 1=32;  = 2 and 5. Here,  varies from
0 and 1000. The results indicate that the line Jacobi iteration method converges at least when  is
very large. Notice 4nally that, although the right-hand side sub4gure does not show any asymptotic
limit of the spectral radius for  as large as 1000, from the second limit of the last proposition we
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know that the spectral radius approaches zero when  goes to in4nity, which means that the line
Jacobi iterative method behaves like a direct solver.
Remark 1. We note that for ¡ − 1, the 4rst step in the similarity transformation, that consists
of symmetrizing the block diagonals of A, also reduces the in4nity norm of the lower and upper
triangular parts of A. Indeed, we have
|5|
|6| =
|8|
|7| =
|+ 1|
|− 1|¡ 1
and
1
3
=
(1 + )2 + 1
(1− )2 + 1 ¿
(1 + )2
(1− )2 ;
provided that ¡− 1. Since
|5|
|6|¡
√
1
3
¡ 1;
Lemma 3.1 implies that ‖Lˆ‖∞¡ ‖L‖∞ and ‖Uˆ‖∞¡ ‖U‖∞. If ¿ 1 then |5=6|¿ 1, and by the
lemma ‖Lˆ‖∞¿ ‖L‖∞ and ‖Uˆ‖∞¿ ‖U‖∞, but not necessarily
(|ˆ6|+ |2|+ | S5|)(|ˆ7|+ |4|+ | S8|)¿ (|6|+ |2|+ |5|)(|7|+ |4|+ |8|):
Remark 2. For the natural columnwise ordering, one can use the same arguments as in the proof
of Theorem 3.1 to provide a bound analogous to (3.1). This bound will be given by
 ˆ h(; ) =  h(; )
for all cell Reynolds numbers  and .
We now examine point Jacobi splittings. The following corollary follows from the diagonal dom-
inance of the matrix A˜, which is similar to the original matrix A.
Corollary 3.2. The point Jacobi iterative method associated with A converges for any initial guess
if the inequality
0 − 2√31 ¿ 2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2 (3.11)
holds. Its spectral radius is bounded by
/(; ) =
2(|ˆ6|+ |2|+ | S5|)1=2(|ˆ7|+ |4|+ | S8|)1=2 + 2√31
0
: (3.12)
We 4rst observe that (3.11) is asymptoticly the same as (3.10) when h tends to zero. Fig. 4 shows
two graphs of /, and a graph for the computed spectral radii for h= 1=32. These graphs are quite
similar to those obtained in the line version, and so similar conclusions can be reached. The limits
of /, analogous to those given in Proposition 3.1, are both equal to one. Many tests show that this
limit is approached by values larger than 1, so no results can be derived.
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Fig. 4. The left-hand side sub4gure shows the behaviors of the bound /(; 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√
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4. Special cases
In this section, we examine two special cases corresponding to the choice of either 	=0 or 
=0
in the convection–di%usion equation (1.1), respectively.
4.1. The case = 0
The computational stencil of the fourth-order compact discretization is simpli4ed to

−(1− ) −2(1− )2 − 2 −(1− )
−4 20 + 42 −4
−(1 + ) −2(1 + )2 − 2 −(1 + )

 :
It can be veri4ed that the matrices D and C resulting from the line Jacobi splitting are simultaneously
diagonalizable. Let Dk (D) and 
C
k (C) denote the eigenvalues of D and C, respectively, associated
with the same eigenvectors. Then, the eigenvalues of GJ are
k(GJ) =
Ck (C)
Dk (D)
for k =1; : : : ; n2, and we can write them in terms of the eigenvalues of the matrices A−; A0 and A+
de4ned by (2.2). The following theorem can be proved using Lemma 3.3.
Theorem 4.1. If = 0, then for all , the eigenvalues of GJ are
ij(GJ) =
2
√
0i1i
2i
cos(j*h) (4.1)
S. Karaa, J. Zhang / Journal of Computational and Applied Mathematics 154 (2003) 447–476 461
for i; j = 1; : : : ; n, where
0i = 2[(1 + )2 + 1 + (1 + )cos(i*h)];
1i = 2[(1− )2 + 1 + (1− )cos(i*h)];
2i = 20 + 42 − 8cos(i*h)
are the eigenvalues of the matrices −A−; −A+ and A0, respectively.
As a result, we have the following corollary.
Corollary 4.1. If = 0, then for all 
(GJ) = max
i=1;:::; n
2
√
0i1i
2i
cos(*h): (4.2)
If ||6 1, then the maximum is attained at i = 1, that is
(GJ) =
4
√
[(1 + )2 + 1 + (1 + )cos(*h)][(1− )2 + 1 + (1− )cos(*h)]
20 + 42 − 8 cos(*h) cos(*h): (4.3)
In view of the expression of the derivative (
√
0(x)1(x)=2(x))′, it seems di6cult to 4nd when the
maximum is obtained for the value of ||¿ 1, or even close enough to it. The functions 0(x); 1(x)
and 2(x) are obtained by substituting i with x in the expressions of 0i, 1i and 2i, respectively.
By expanding formula (4.3) in a Taylor series, we obtain the following result.
Corollary 4.2. If = 0, then for large 
 and small enough h,
(GJ) = 1−
(

2
8
+ *2
)
h2 + o(h2) (4.4)
and
(G1) = 1−
(

2
4
+ 2*2
)
h2 + O(h4):
Thus, this case leads to identical convergence rates as in the 5-point cases. In the pure di%usion
case (i.e., when 	 and 
 are simultaneously zero), the computational stencil is written as

−1 −4 −1
−4 20 −4
−1 −4 −1

 :
For su6ciently small h, we have
(GJ) =
2 + cos(*h)
5− 2cos(*h) cos(*h) = 1− *
2h2 + o(h2)
and
(G1) = 1− 2*2h2 + O(h4):
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Fig. 5. Spectral radius of GJ as a function of  for 4xed = 0 and several values of h.
We now examine the spectrum of (GJ) when h is kept 4xed and  grows larger. The bounds
2
√
0111
21
6 (GJ)6
2
√
011n
21
hold for ¿ 1, which allow us to obtain the following corollary.
Corollary 4.3. If = 0 and h is kept +xed, then
lim
→+∞
(GJ) = cos(*h):
The corollary reveals that as  increases, the performance of the line stationary methods with the
fourth-order compact scheme degrades. We note that, under the same assumptions, this limit is zero
if one uses the upwind scheme.
In Fig. 5, we plot the spectral radius of GJ computed from (4.2) for four values of h. The cell
Reynolds number  varies from 1 to 100 with a step size equal to 1. From the 4gure, we can see that
the spectral radius is smaller than 1 for small and large values of , which guarantees convergence
of the line Jacobi iterative method for all values of .
It is interesting to note that, in view of (4.1), the spectrum of GJ is real since the eigenvalues 0j
and 1j are positive for all . The optimal relaxation parameter for the line Jacobi iterative method
can then be determined using Young’s analysis.
Corollary 4.4. If = 0, then for any value of the cell Reynolds number ; (GJ)¡ 1 and the line
SOR method converges for all !∈ (0; 2). The choice of the relaxation parameter
!∗ =
2
1 +
√
1− (GJ)2
(4.5)
S. Karaa, J. Zhang / Journal of Computational and Applied Mathematics 154 (2003) 447–476 463
minimizes (G!) over (0;∞) with respect to !, and (G!∗) = !∗ − 1. Asymptotically, as h→ 0
!∗ = 2− 2
√

2=4 + 2*2 h+O(h2)
and
(G!∗) = 1− 2
√

2=4 + 2*2h+O(h2):
We 4nally mention that since (4.5) holds, the Chebyshev semi-iterative method, applied with
block diagonal preconditioning, has an asymptotic convergence rate equal to one-half of that of the
block SOR method with != !∗ (see [17]).
For the point version, we may prove the following theorem based on the same arguments used in
the line version.
Theorem 4.2. If = 0, then for all , the eigenvalues of the point Jacobi iteration matrix are
ij(LJ) =
4 cos(i*h) +
√
0i1i cos(j*h)
10 + 22
for i; j = 1; : : : ; n, where 0i and 1i are de+ned as in Theorem 4.1.
As a result, we have
Corollary 4.5. If = 0, then:
(I) (LJ) can be written for all ||6 1 as
(LJ) =
2 +
√
[(1 + )2 + 1 + (1 + )cos(*h)][(1− )2 + 1 + (1− )cos(*h)]
5 + 2
cos(*h):
(II) We have the following asymptotic result for small h
(LJ) = 1−
(
3
40

2 + 35*
2) h2 + o(h2): (4.6)
(III) If h is kept +xed, then (LJ) approaches cos(*h) as 
 grows large.
For the special case with = 0 (pure di%usion), the corollary yields
(LJ) = 15(4 + cos(*h))cos(*h) = 1− 35h2*2 + o(h2):
Graphs analogous to those presented in Fig. 5 showed that the spectral radius of LJ is smaller
than one for all values of . Although the spectrum of (LJ) is real for all , the optimal relaxation
parameter cannot be computed from the spectral radius of the point Jacobi iteration matrix, since the
coe6cient matrix A is not point consistently ordered. In [1], Adams and Jordan showed that A can
be reordered so that the resulting multicolor (point) SOR iteration matrix has the same eigenvalues
as those for the original problem. They identi4ed six classes of multicolor orderings. Their result
is of signi4cant importance, because for implementations on parallel computers, one may choose a
suitable multicolor ordering so that a high degree of parallelism is achieved without a degradation
in the asymptotic convergence rate.
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4.2. The case = 0
In this subsection, we again try to 4nd the spectral radius of the line Jacobi iteration matrix GJ.
The computational stencil is now written as

−(1 + ) −4 −(1− )
−2(1 + )2 − 2 20 + 42 −2(1− )2 − 2
−(1 + ) −4 −(1− )

 :
Since the blocks A− and A+ are identical, we can prove the following theorem.
Theorem 4.3. If = 0, then the eigenvalues of GJ are
ij =−2i cos(j*h) (4.7)
for i; j = 1; : : : ; n, where i (i = 1; : : : ; n) are the eigenvalues of the matrix A−10 A−. As a result,
(GJ) = 2(A−10 A−) cos(*h): (4.8)
Proof. Let V = diag (V1; V2; : : : ; Vn) be an n2 × n2 matrix, where Vj is the matrix whose columns
are the corresponding eigenvectors of A−10 A−. Let P be the permutation matrix that transforms the
rowwise natural ordering into the columnwise natural ordering. Consider the similarity transformation
G˜J = (VP)−1GJ(VP). Then, G˜J is a block diagonal matrix whose kth diagonal block is [G˜J]k = tri[−
k ; 0;−k], where k denotes the kth eigenvalue of the matrix A−10 A−. Applying Lemma 3.3, we
prove (4.7) for the eigenvalues of G˜J, and so is for those of GJ since the two matrices are similar.
From the theorem, the computation of the eigenvalues of GJ is reduced to solving the eigenvalue
problem
A− u=  A0 u;
whose size is n× n, instead of n2 × n2 for the full system. It is clear that a closed formula for the
representation of the eigenvalues is di6cult to 4nd even if we work with the reduced system. In
contrast to the case = 0, the spectrum of GJ may contain complex eigenvalues. This is shown in
Fig. 6, where we plot its spectrum for the special values of =0; =2 and h=1=32. In such a case
formula (4.5) cannot be used to determine the optimal relaxation parameter, nor the results from [4]
can be used since the eigenvalues are not on the imaginary axis. A good value for this parameter
could be computed from a dynamic estimation of (GJ), e.g., using the methods presented in [13].
In Fig. 7, we plot the spectral radius of GJ computed from (4.8). In the left-hand side sub4gure
we take  from 0 to 10 with a step size equal to 0:1. In the right-hand side sub4gure,  is ranging
from 0 to 1000 with a step size equal to 10. The plots show that the line Jacobi method is uncondi-
tionally stable, and the spectral radius tends to zero as  grows larger. This means that the iterative
method behaves as a direct solver for large values of . This property has already been observed in
Section 3.
For the point Jacobi version, the results are the same as in the case of = 0, in view of Propo-
sition 2.2.
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= 0.
5. Asymptotic analysis
We now examine the asymptotic behavior of the bound given in Theorem 3.1. We study the case
where the mesh size h is su6ciently small so that the cell Reynolds numbers  and  approach zero.
By expanding (3.1) in a Taylor series about the origin, we obtain the following theorem.
Theorem 5.1. For large values of 	 and 
, and su>ciently small h, the spectral radius of the line
Jacobi iteration matrix GJ (in the FOCS case) is bounded by
1−
(
	2
8
+

2
8
+
*2
3
)
h2 + o(h2): (5.1)
466 S. Karaa, J. Zhang / Journal of Computational and Applied Mathematics 154 (2003) 447–476
For large 	 and 
 and small enough h this bound is essentially of the form 1 − 12 (2 + 2). It
agrees with (4.4) except in the coe6cient of *2. The ratio between the two coe6cients is 1=3, which
shows the quality of the bound in the di%usion-dominated case with large values of 	 and 
.
By combining (5.1) and (4.4), we expect the expansion
1−
(
	2
8
+

2
8
+ *2
)
h2 + o(h2) (5.2)
to be the asymptotic expression of spectral radius (GJ) near the origin. This is exactly the Taylor
expansion of the spectral radii of the line Jacobi iteration matrices in the 5-point cases. The O(h2)
term is signi4cant since it indicates the rate of convergence. Thus, the line Jacobi splitting leads to
an identical convergence rate for the line Jacobi method as in the 5-point symmetrizable cases.
We now establish analogous results for the point version by expanding (3.12) in Taylor series.
Theorem 5.2. For large values of 	 and 
, and su>ciently small h, the spectral radius of the point
Jacobi iteration matrix LJ (in the FOCS case) is bounded by
1−
(
3
40
	2 +
3
40

2
)
h2 + o(h2): (5.3)
In the 5-point UDS cases, the spectral radii of the point Jacobi matrices are asymptotically written
as [6]
1−
(
1
16
	2 +
1
16

2 +
*2
2
)
h2 + o(h2): (5.4)
In contrast to the line version, (5.3) shows that the asymptotic value of the spectral radius (LJ) is
smaller than (5.4) for large values of 	 and 
 and su6ciently small h. Representations (4.6) and
(5.3) suggest that (LJ) can be asymptotically written as
(LJ) = 1−
(
3
40
	2 +
3
40

2 +
3
5
*2
)
h2 + o(h2)
= 1− 6
5
(
1
16
	2 +
1
16

2 +
*2
2
)
h2 + o(h2) (5.5)
near the origin. This means that for any small enough values of the cell Reynolds numbers, the
asymptotic convergence rate in the 9-point case will be improved by a factor of 6=5.
6. Numerical experiments
In order to compare the spectral radii of iteration matrices of the line and the point Jacobi iterative
methods for solving the linear system arising from the 9- and 5-point di%erence discretizations, we
adopt the following strategy: First, we present numerical results on a coarse grid, which allow us to
draw some preliminary conclusions. Second, we show that the bound found in Theorem 3.1 is very
tight as n grows large. Finally, in order to complete our analysis, we compare the asymptotic bound
(as h→ 0) on the spectral radius in the FOCS case with the asymptotic values of the spectral radii
in the 5-point discretization cases, which will con4rm and supplement the previous results.
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Fig. 8. Spectral radii of the line Jacobi iteration matrices with the fourth-order compact di%erences (—), the centered
di%erences (- - -) and the upwind di%erences (· − ·−). (a) = 0:02; (b) = 0:5; (c) = ; and (d) = 1− .
6.1. Comparison of spectral radii
In Figs. 8 and 9, a comparison of the spectral radii of the iteration matrices of the three discretiza-
tion schemes for several cross sections of the cell Reynolds numbers on a coarse grid is given. For
all the graphs, we took n = 7 (h = 1=8). In Figs. 8c and 9d, we took  = . In Fig. 8d, we took
=1− , and elsewhere  is kept 4xed in each graph. The parameter  is allowed to vary between
0 and 0:98 in Figs. 8a–d, and between 1:02 and 3 in the other ones. In Figs. 8b and d, the curve
showing the spectral radius in the FOCS case is located between the two other curves. The same
behavior is observed in Figs. 8a and c for the values of  not close to zero. For small values of
, the spectral radii with the three discretization schemes are very close, and no de4nite statements
can be made.
In the case of large cell Reynolds numbers, we omit the curve associated with the centered
di%erence discretization. Since the numerical solution might be oscillatory when a CDS is used and
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Fig. 9. Spectral radii of the line Jacobi iteration matrices with the fourth-order compact di%erences (—), the centered
di%erences (- - -) and the upwind di%erences (· − ·−). (a) = 1:02; (b) = 2; (c) = 3; and (d) = . (Continuation of
Fig. 8.)
the cell Reynolds numbers are greater than 1, analysis for this case is of less interest. Figs. 9a–d
yield the following observations: the spectral radius in the FOCS case is smaller than its counterpart
in the UDS case when ∈ (1:02; 2), and it becomes larger as  increases far from 2. The same
behavior has been observed for other 4xed values of  within the interval (1:02; 2). For  and 
both greater than 4, an extensive set of numerical experiments showed that the spectral radius in the
UDS case is always smaller.
6.2. Quality of the bounds
Next, we examine the quality of the bound obtained in Theorem 3.1. Tables 1 and 2 show the
bounds and the computed values for the spectral radius of the line Jacobi iteration matrix in the
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Table 1
Comparison of the computed spectral radii and the analytic bounds for the line Jacobi iteration
matrices of the 9-point compact scheme with = 0
 h= 1=16 h= 1=32 Asymptotic
bound
Computed Bound Computed Bound
0.2 0.943 0.968 0.971 0.977 0.980
0.4 0.890 0.913 0.916 0.922 0.925
0.6 0.812 0.833 0.835 0.841 0.843
0.8 0.718 0.739 0.737 0.745 0.747
1.0 0.614 0.642 0.630 0.648 0.650
1.4 0.340 0.707 0.352 0.714 0.716
1.8 0.331 0.783 0.339 0.793 0.796
2.2 0.324 0.857 0.333 0.871 0.876
2.6 0.318 0.927 0.328 0.947 0.953
3.0 0.313 0.994 0.325 1.021 1.031
Table 2
Comparison of the computed spectral radii and the analytic bounds for the line Jacobi iteration
matrices of the 9-point compact scheme with = 
 h= 1=16 h= 1=32 Asymptotic
bound
Computed Bound Computed Bound
0.2 0.925 0.949 0.952 0.958 0.961
0.4 0.828 0.849 0.851 0.856 0.859
0.6 0.702 0.719 0.720 0.725 0.727
0.8 0.580 0.595 0.594 0.600 0.601
1.0 0.492 0.505 0.504 0.508 0.509
1.4 0.445 0.609 0.464 0.613 0.614
1.8 0.489 0.791 0.498 0.797 0.799
2.2 0.549 0.975 0.560 0.982 0.985
2.6 0.613 1.133 0.626 1.143 1.147
3.0 0.668 1.265 0.683 1.277 1.281
FOCS case, for two values of h and di%erent choices of  and . In addition, the last column of
each table shows the asymptotic limit (as h→ 0) of the bound.
The experimental results indicate that the bound is a good approximation to the spectral radius
when ||6 1 and ||6 1, and is pessimistic when ||; ||¿ 1. We remark that qualitatively similar
results have been obtained for other values of the cell Reynolds numbers within the region (0; 1)×
(0; 1). The tables also show that the bound becomes tighter as the size of the problem increases,
which suggests that the bound is asymptotically equal to the spectral radius as h goes to 0. Note
that we did not present a table for the case where  = 0 is kept 4xed, since representations (3.1)
and (4.3) are equal for h= 0.
For large cell Reynolds numbers, Table 3 presents bounds and computed values for the spectral
radius of the line Jacobi iteration matrix for the 4xed value h=1=32 and for some choices of  and
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Table 3
Comparison of the computed spectral radii and the analytic bounds for the line Jacobi iteration
matrices of the 9-point scheme with h= 1=32
 1 10 50 5× 102 5× 104
 102 3× 103 8× 103 1 5
Computed 0.994 0.995 0.995 0.005 0.001
Bound 1.004 1.003 1.006 0.026 0.020
. The table shows that the bound is tight, but unfortunately for a small range of the cell Reynolds
numbers. Indeed, as can be seen, we choose one cell Reynolds number to be very large compared
to the other. The reason for this choice is that numerical experiments performed with small h reveal
that the limit of (GJ) is almost 1 as  grows large and when  is kept 4xed. This result was
analytically proved for the case  = 0, and it agrees with the 4rst limit in Proposition 3.1. The
second reason is that (GJ) approaches zero as  goes to in4nity, when  is kept 4xed. This is a
consequence of the second limit in the same proposition.
We recall that the spectral radius of the line Jacobi iteration matrix obtained from the natural
rowwise ordering is equal to [6]
√
1 + 2 cos(*h)
2 + (+ )−√1 + 2 cos(*h) (6.1)
in the UDS case for all cell Reynolds numbers ; ¿ 0, and is equal to [6]√|1− 2| cos(*h)
2−
√
1− 2 cos(*h) (6.2)
in the CDS case, for the values of  such that ||¡ 1.
We now compare the asymptotic values of these expressions with the asymptotic bound (3.1) by
letting h= 0. In Fig. 10, we look again at a few cross sections of the cell Reynolds numbers. Figs.
10a and b correspond to Figs. 8a and b, respectively. The similarity between the graphs is evident,
even though in Fig. 10a and for small cell Reynolds numbers the curves are much close to 1. This
could be anticipated by looking at the Taylor expansions (5.1) and (5.2). In Figs. 10c and d, we
only examine the fourth-order compact scheme and the upwind scheme. These graphs correspond
to Figs. 9a and d, respectively. Although the bounds are not tight for large cell Reynolds numbers,
they show the superiority of the fourth-order compact scheme, at least when  and  are close to 1.
When the values of  and  are both greater than 4, numerical experiments performed with small h
suggest the superiority of the upwind scheme in all cases.
For the point version, Fig. 11 shows plots for the three computed spectral radii for h = 1=16.
We observe that the spectral radius in the FOCS case is smaller than that of the other ones for the
values of  in (0; 0:45). Since we do not have analytic formulas for the spectral radii in the cases of
5-point schemes, we make numerical experiments with small values of h. A comparison for several
cross sections of the cell Reynolds numbers in 4ner grids showed that the spectral radius in the
FOCS case remains smaller than that of the other ones for the values of  and  inside the region
(0; 0:15)× (0; 0:15).
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Fig. 10. Asymptotic values for the spectral radii of the line Jacobi iteration matrices with the fourth-order compact
di%erences (—), the centered di%erences (- - -) and upwind di%erences (· − ·−). (a) = 0:02; (b) = 0:5; (c) = 1:02;
and (d) = .
Outside the region (0; 1) × (0; 1), the results of comparison of spectral radii in coarse and 4ner
grids are qualitatively similar to those found in the line version.
6.3. Numerical tests
We solve a convection di%usion equation de4ned on (0; 1)× (0; 1) by
−Ju+ 5−1(pux + quy) = f(x; y); (6.3)
where the Dirichlet boundary conditions and the forcing function f(x; y) are speci4ed to satisfy the
exact solution u(x; y) = sin(*x) + sin(6*x) + sin(*y) + sin(6*y). We assume that the computational
grid is in rowwise natural ordering. After a uniform discretization with a 4nite di%erence scheme, the
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Fig. 11. Spectral radii of the point Jacobi iteration matrices for h = 1=16 with the fourth-order compact di%erences (—),
the centered di%erences (- - -) and the upwind di%erences (· − ·−): (a) = 0:02 and (b) = .
Table 4
Comparison of maximum absolute errors of the computed solutions from di%erent discretization
schemes for p= q = 1
5 Centered di%erence Upwind di%erence Fourth-order compact
h= 1=32 h= 1=64 h= 1=32 h= 1=64 h= 1=32 h= 1=64
1:0 5:93(−2) 1:47(−2) 4:67(−2) 1:14(−2) 1:06(−3) 6:66(−5)
10−1 8:73(−2) 2:14(−2) 3:66(−1) 2:01(−1) 1:98(−3) 1:25(−4)
10−2 1:64(−1) 3:92(−2) 9:39(−1) 4:85(−1) 1:48(−2) 9:53(−4)
sparse linear system is solved by the line Jacobi method. Initial guess is the zero vector. The iterations
are terminated when the 2-norm of the residual is reduced by 1010, i.e., ‖rn‖2=‖r1‖2 ¡ 10−10.
In Table 4, we compare the accuracy of the computed solutions from di%erent discretization
schemes for solving the test problem with p=q=1. The quantity that we compare is the maximum
absolute error over the entire discrete grid. It is the maximum absolute error of the computed
solution with respect to the exact physical solution. The comparison in Table 4 shows that the
computed solution from the fourth-order compact scheme is more accurate than those from the
centered di%erence and the upwind di%erence schemes. In a separate test in which we use point
Gauss–Seidel method (not reported here), the iteration does not converge when the CDS is used
with 5= 10−2 and h= 1=32. Even the line Jacobi iteration does converge, we believe the computed
solution in this case is oscillatory.
In Table 5, we compare the number of line Jacobi iterations for solving the test problem with
p=q=1 discretized by di%erent schemes. In this set of tests, we vary the di%usion parameter 5 from
1 to 10−6. We see that the line Jacobi method does not converge with the CDS when 56 10−3,
in which case the test problem is convection-dominated. The line Jacobi method converges for all
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Table 5
Comparison of the number of line Jacobi iterations with di%erent discretization schemes for
p= q = 1
5 Centered di%erence Upwind di%erence Fourth-order compact
h= 1=32 h= 1=64 h= 1=32 h= 1=64 h= 1=32 h= 1=64
1:0 2045 7895 2047 7897 2043 7882
10−1 698 2715 825 2960 703 2717
10−2 92 129 112 283 71 167
10−3 — — 53 105 911 498
10−4 — — 41 79 3068 8779
10−5 — — 37 71 3152 12 715
10−6 — — 35 69 3153 12 774
Table 6
Comparison of the number of line Jacobi iterations with di%erent discretization schemes for p=1
and q = 0
5 Centered di%erence Upwind di%erence Fourth-order compact
h= 1=32 h= 1=64 h= 1=32 h= 1=64 h= 1=32 h= 1=64
1:0 2069 7984 2053 7954 2066 7970
10−1 1019 3934 1044 3987 1016 3926
10−2 62 201 82 247 55 198
10−3 33 39 18 35 20 31
10−4 32 32 8 12 8 15
10−5 32 32 5 7 5 6
10−6 32 32 4 4 3 4
values of 5 with both the fourth-order compact scheme and the UDS. However, when the di%usion
parameter 5 is greater than 10−2, the line Jacobi method with the fourth-order compact scheme
converges faster than with the UDS. The situation is reversed when 56 10−3. In particular, at the
Reynolds number limit 5=10−6 and h=1=64, the line Jacobi method with the fourth-order compact
scheme takes 12 774 iterations to converge, while it takes only 69 iterations to converge with the
UDS. These experiments reveal that the performance of the line Jacobi method signi4cantly degrades
in the case of the fourth-order compact scheme when the Reynolds numbers both grow large. They
also agree with formula (6.1) which shows that the spectral radius of the iterative method with the
UDS approaches 0 as the Reynolds numbers grow large.
In the case of 5=10−6, the maximum absolute error of the computed solution from the fourth-order
compact scheme is 1:77(−2), while that from the UDS is 5:19(−1). Hence, the fourth-order compact
scheme does produce more accurate solution than the UDS does.
For the special case of p=1 and q=0, we list the number of line Jacobi iterations with di%erent
discretization schemes in Table 6. Although the line Jacobi iteration converges with the CDS when
56 10−3, we cannot count on the accuracy of the computed solutions, since they are oscillatory.
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For both the fourth-order compact scheme and the UDS, the convergence rates of the line Jacobi
method improve as the di%usion parameter 5 becomes small. In almost all test situations (except
only when 5 = 10−4 and h = 1=64), the line Jacobi method with the fourth-order compact scheme
converges faster than (or as fast as) with the UDS. We point out that the test results in Table
6 are in agreement with our analysis in Section 4.2, where we predict that, in the case of  = 0
(corresponding to q=0), the line Jacobi method approaches a direct solver as the Reynolds number
grows to in4nity. We also remark that for the UDS, formula (6.1) indicates that the line Jacobi
method approaches a direct solver when only one Reynolds number grows to in4nity.
7. Concluding remarks
We have developed analytic bounds for the spectral radii of the point and line stationary iterative
methods for solving the linear system arising from a fourth-order compact 4nite di%erence dis-
cretization of the two-dimensional convection–di%usion equation with constant coe6cients. Analytic
formulas for the spectral radii are obtained for special values of the cell Reynolds numbers.
The results allow us to prove convergence for the stationary iterative methods with the fourth-order
compact scheme and provide rigorous justi4cation for the numerical experiments conducted else-
where. We have also examined the asymptotic behavior of the spectral radii by expanding the
corresponding bounds in Taylor series.
A set of numerical comparisons of the fourth-order compact scheme with the traditional centered
and upwind di%erence discretizations in coarse and 4ner grids have also been conducted. The results
allow us to reach the following conclusions:
• In the line version, the performance of the fourth-order compact scheme is between the two 5-point
schemes for the values of  and  inside the region (0; 1)× (0; 1), and not su6ciently small. For
 and  near the origin, the asymptotic analyses yield an identical asymptotic expansion for the
spectral radii in the three cases. In the convection-dominated case, and especially when the cell
Reynolds numbers are close to 1, a comparison between the fourth-order compact scheme and the
upwind di%erence scheme revealed the superiority of the fourth-order compact scheme. However,
for  and  both greater than 4, an extensive set of numerical experiments performed on coarse
and 4ner grids supports the superiority of the upwind di%erences.
• In the point version, qualitatively similar results have been obtained for the values of  and 
outside the region (0; 1)× (0; 1). In contrast to the line version, the asymptotic analysis revealed
the superiority of the fourth-order compact scheme, and numerical experiments con4rmed the
superiority of the fourth-order compact scheme in coarse and 4ne grids for  and  inside the
region (0; 0:15)× (0; 0:15).
Some of our results are useful only in the cases of  and  smaller than 1 in absolute value. For
these values the bounds are impressively tight. The fourth-order compact scheme is claimed to be
e%ective for large cell Reynolds numbers, as an alternative to the upwind scheme, which makes the
need of tight bounds in this case more important. Our results are optimistic only for a small range of
the cell Reynolds numbers. So the current asymptotic bounds do not provide us enough information
on the convergence of stationary iterative methods for arbitrarily large cell Reynolds numbers. We
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think that the use of the in4nity norm as an interim stage considerably weakens the tightness of the
bounds.
We believe that it is important to have a serious study clarifying when at all it is possible/desirable
to use the fourth-order compact scheme, although numerical experiments have in most cases sup-
ported its high accuracy advantage [10,30]. Performing a matrix–vector product using this scheme is
almost twice as expensive as using the 5-point schemes. Our numerical experiments reveal the fact
that, as soon as the cell Reynolds numbers become larger than 1, the performance of the fourth-order
compact scheme usually degrades. Even though its order of accuracy is high, the question is how
far one can go and still get convergence. After all, if the rate of convergence is signi4cantly slower
than that of the upwind scheme, as it is the case in Section 4 for  = 0, one could for example
use the latter with a much 4ner grid and still converge faster. In the variable coe6cient case, lower
order schemes have the advantage that there is less concern about the smoothness of the solution.
Indeed, the major disadvantage of the fourth-order compact scheme is the regularity requirements of
the solution, the convection coe6cients, and the forcing function f(x; y). These functions are often
required to be twice di%erentiable in order to maintain a fourth-order accuracy. If this smoothness
condition is not satis4ed, the accuracy of the fourth-order compact scheme may not be better than
those of the lower order schemes [12].
Thus, in addition to the numerical experiments conducted here and elsewhere, further testing over
a wide range of problems (with variable coe6cients), taking into account the computational cost of
the iterative methods, is necessary to establish the usefulness of the fourth-order compact scheme in
practice. Since a higher order scheme yields much more accurate approximation, it is also possible
to combine the higher and lower order schemes in a defect correction procedure in order to take the
advantages of both schemes [2].
Finally, we mention that our new method for bounding the spectral radii of the Jacobi iteration
matrices can be applied in many other problems where symmetrization of the original linear system
is not possible. A typical problem, that can be found in [6,7,9], concerns the solution of cyclically
reduced systems arising from discretization of the convection–di%usion equations in two and three
dimensions.
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