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We construct and study a one-parameter family of three-dimensional vector 
fields XA near a vector field X, which possesses a degenerate singularity with 
linear part 
0 --wo 
A= w 00 
i i 0 00 
We prove that there is an open set V of systems in a neighborhood of X, such 
that systems X,+ E Y” are all structurally stable except for systems 4, lying 
in a subset g C V of codimension 1. The latter systems possess homoclinic 
orbits. The systems Xa E V - I are Morse-Smale and possess simple periodic 
attractors. However, passing “generically” through Y the orbits asymptotic 
to the attractor display increasing complex behavior and then, after the homoclin- 
ic bifurcation on 1, decreasingly complex behavior. We describe some aspects 
of the invariant sets of a typical one-parameter family X, C -tr, transverse to 8. 
1. INTR~DuCTI~N 
In this paper we study an unfolding of a codimension two degenerate singu- 
larity of a three-dimensional vector field X, with eigenvalues (+&J, 0; w # O}. 
We assume that X0 possesses symmetry under change of sign, X,(x) = -X0(-x), 
and global attractivity in the sense that all solution curves enter and remain 
within some bounded set as t + co. Our aim is to show that there exists an open 
set of vector fields near X0 which, while they do not possess strange attractors, 
do possess sets of solutions which behave in an apparently chaotic manner. The 
structures of these fields is somewhat similar to that of the Lorenz attractors 
[3, 7, 13, 191, but there are important distinctions. Moreover, since the present 
system arises near a degenerate singularity, it can be expected to occur in higher- 
dimensional flows restricted to a three-dimensional center manifold [8] near a 
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bifurcation point. In fact the original impetus to study this singularity came from 
work on four-dimensional (two degrees of freedom) mechanical systems 
representing the dynamical behavior of beams suspended in flowing fluids [12]. 
Similar equations occur in studies of magnetically levitated vehicles [IO], and 
in both cases experimental evidence suggests strange attractor motions. In the 
former problem there are two parameters, mechanical tension and flow rate, 
and for a particular pair of parameter values the eigenvalues of the equations 
linearized about the trivial solution are {+w, 0, --X > O}. The bifurcations 
occurring near this point include a supercritical Hopf bifurcation and, because 
of the symmetry, a supercritical saddle-node “pitchfork” bifurcation in which 
two new nontrivial equilibria are created. In view of the center manifold theorem 
we can restrict our attention to a three-dimensional vector field, since locally, for 
small perturbations, the stable manifold associated with the eigenvalue --A will 
persist. Reference [5] contains further information. The arguments can also be 
generalised to higher- (and even infinite) dimensional systems; cf. [8]. 
In Section 2 we consider the normal form of the degenerate singularity, 
using results due to Takens [18] and others, and demonstrate some speical, 
structurally unstable unfoldings. We then develop a structurally stable unfolding 
possessing three fixed points and two closed orbits and show how it can undergo 
a global saddle-connection bifurcation. Finally, in Section 5 we describe some 
aspects of the vector fields as in the neighborhood of the bifurcation set. The 
most interesting feature of this family of systems is the existence of structurally 
stable (Morse-Smale) vector fields arbitrarily close to the bifurcation point which, 
while they do not possess strange attractors, do possess open sets of orbits which 
behave in an irregular manner for long times before finally approaching limit 
cycles. 
2. THE NORMAL FORM FOR THE SINGULARITY WITH EIGENVALUES ( j+, 0) 
We consider the differential equation 
where f is a vector valued function containing terms of order 22. For the local 
analysis which follows we shall study the K-jet, or Taylor series truncated at 
order K, X0”, of X,, ; thus f can be taken as a polynomial containing terms of 
orders 2 to K. 
The normal form theorem of Takens [18] (see also Arnold [l] for further 
references) provides a method by which the polynomial f can be simplified, 
in that all “resonance free” terms can be dropped. 
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More precisely, there exist diffeomorphisms 4, depending upon 
A = (; -f i)i%), 
such that X,,le may be transformed to +*Xak =de* Xc,“. 
successively, we can eliminate many of the terms in the 
polynomial to obtain a vector field in normal form; 
Using the theorem 
arbitrary Kth order 
where y2 = x2 + y2 and f(0, 0) = h(0, 0) = (%/&z)(O, 0) = 0 (cf. [18, pp. 
S&60]). In cylindrical coordinates this becomes 
f = yg(r2, x), 
0 = CJJ +f(y2, 4, (3) 
t = h(Y2, x), 
and, since the radial and axial components are uncoupled from the azimuthal, 
we may consider the reduced system t = rg(r2, z), % = h(r2, z) in seeking a 
classification of the types of singularity. In [18, pp. 68-701 Takens does this for 
the case in which the lowest terms in the k-jet do not vanish, and certain non- 
degeneracy conditions are met. In our case the symmetry implies that Xk(x) = 
-P(-x) and thus f and g contain only even powers of z and h only odd 
powers of z. The lowest non-vanishing term thus occurs in the 3-jet, and the 
reduced system can be written 
t = U11Y3 + u12Yx2 
i; = a21r2z + a22z3 
+ 0(x5). (4) 
Takens has studied this vector field in another context [18, pp. 71-751 and has 
shown that there are nine topological equivalence types, modulo some non- 
degeneracy conditions on the a,j . These conditions are almost always met. In 
our case the global attraction ensures that r < 0 for Y > 0, z = 0, that 2 < 0 
for z > 0, Y = 0 and 1 > 0 for x < 0, Y = 0. Thus a,, and az2 are negative 
and, normalizing, we may set them both equal to -1 and consider the system 
t = -Y3 + (YYX2, 
2 = /3Y% - x3. 
(5) 
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FIG. 1. The degenerate system in reduced form (Eq. (5)). 
Clearly r = 0 and z = 0 are invariant lines for (5) and z = ((1 + @/(l + 01))l/~r 
is also an invariant line, when (1 + /3)/(1 + a) > 0. Specifically, if we take 
a + p < 2, the Liapunov function V(Y, a) = r2 + a2 shows that the origin is 
asymptotically stable, since Y = -(r4 - (a + /3) r2z2 + 9). Under these 
conditions, all possible vector fields are homeomorphic to that shown in Fig. 1. 
For Y, z sufficiently small w >f(r2, z) and the 0 component of (3) yields 
counter-clockwise spirals about the B axis. 
3. AN UNFOLDING OF THE DEGENERATE SINGULARITY X,, 
In this section we briefly describe an unfolding of X,, which will lead us to the 
one-parameter family of systems we ultimately wish to study. 
Since the degeneracy is of codimension two, its unfolding will require at 
least two parameters. We shall unfold it by perturbing the linear part A by the 
insertion of additional coefficients in the matrix, chosen such that vector fields 
x3 = Xo3 + A, in the neighborhood of Xo3, are either structurally stable or of 
the first degree of structural instability; for example, unfoldings might include 
fields with degenerate centers (eigenvalues (&II, v)) or sinks (eigenvalues 
(p It iw, 0)). 
A natural first choice is to take 
CL 0 0 
A= 0 p 0 
t i 0 0 v 
such that, as /1 passes through zero (v # 0) a Hopf bifurcation occurs at the 
origin and as v passes through zero (CL # 0) a saddle-node “pitchfork” occurs. 
Thus we would consider the S1 symmetric system 
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with the corresponding reduced system 
i = r(p - r-2 + m?), 
i = x(v + pr2 - 9). 
(7) 
The latter system possesses singularities at (Y, .z) = (0, 0) and, when they exist, 
at (0, rrtv)lj2) (p, 0) and 
((pg)““, rt (*y’2); 
thus the full system can have one or three singularities and one, two or three 
closed orbits. In the following we shall be interested in a modification of the 
unfolding occurring for v > 0 > p and (1 - ~$3) > 0, (p + w), (V + &L) > 0. 
This field possesses three hyperbolic saddle points and two hyperbolic attracting 
closed orbits, as follows: 
(i) The origin is a saddle with eigenvalues p & in, V; l@(O) is two 
dimensional, W”(O) is one dimensional. 
(ii) The points &jz = (0, 0, &r/2) are saddles with eigenvalues 
(EL + LYV) f iw, -2~; Ws(fji) is two dimensional. 
(iii) The closed orbits F = ((p + a~)/(1 - ~$3))l/~, z = &((v + &)I 
(1 - cip))1/2 are attractors with characteristic multipliers mexp(7r/w)((a + d) i 
((a + cI)~ - 4(ad - bc))ti2 where a = p - 3P + 0~~2, b = 2@., c = 2/3~ and 
d = v + /3P - 3T2; we shall be interested in the case for which these are complex 
conjugates. 
However, this unfolding is not structurally stable, since the z axis is an invariant 
line and in fact r = 0, z E (-vliz, 0) and z E (0, v112) are trajectories connecting 
saddle points. Note also that the x = 0 plane is the stable manifold of the origin 
and the vector field is symmetric under infinitesimal rotations about the x axis. 
To break this symmetry we introduce further off-diagonal terms in L? and 
consider a one-parameter family of vector fields {X,} which possess global 
attractivity, invariance under change of sign (X,,(x) = -X,(-x)) and which 
have three hyperbolic saddle points at (0, 0, 0) and (is, fr, &z) with eigen- 
values -or & iw, l 2 and Ed & z’w, -Q respectively, E; > 0. We shall be especially 
interested in cases in which the unstable manifold of the origin IV(O) intersects 
the stable manifold l@(O) in a homoclinic orbit (in fact the symmetry then 
guarantees the existence of two such orbits). Since Wu is one dimensional and 
WS two dimensional, such intersections can be destroyed by small perturbations 
of the vector field and they therefore occur at bifurcation points in the one- 
parameter family {X,J. 
In this paper, then, we do not attempt a complete versa1 unfolding of X,, , 
but rather concentrate on a particular one-parameter family of unfoldings 
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which possess interesting behavior. We note that Guckenheimer [4] has recently 
studied the universal unfolding of X,, under different symmetry conditions (9 
in x, y; non-vanishing quadratic terms in z). In subsequent work we hope to 
compute the universal unfolding for the present case.l 
4. THE FIRST HOMOCLINIC ORBITS: THE VECTOR FIELD XA, 
Consider a member X, of the family {X,} possessing in addition to the saddle 
points 0 and &Z two hyperbolic attracting closed orbits y1 and y2 with complex 
conjugate characteristic multipliers; i.e., a vector field of the general type des- 
cribed above, but with the S symmetry suitably broken. Hartman’s theorem 
implies that we can choose a coordinate system (x, y, z) or (r, 8, z), homeomor- 
phically equivalent to the original one, and such that the local invariant manifolds 
of the origin lie in the z = 0 plane and on the z axis respectively. We distinguish 
the two branches of the local unstable manifold as follows 
w~I,,(o) = {(r, 8, x) I y = 0; 2 E (03 P’>>> 
w~I,,(o) = {(Y, 8, z) / Y = 0; 27 E (-P’, ON, 
and also define the local stable manifold 
lqo,(0) = {(y, 8, z) I .a = 0; y E (0, P’)>, 
for p’ sufficiently small. The flow in the neighborhood of the origin is determined 
by the linear system 
Y = -QY, B = w, t = E2Z, (8) 
and is thus given by 
(Y, 0, z) --+ (reOt, 8 + d, xe@). (9) 
Our hypotheses are: 
HI. X,,, is a three-dimensional 0’ (I 3 1) vector field, invariant under change 
of sign X,(x) = -XA(-x), with three hyperbolic saddle points at x = (0, 0, 0) 
and (&x, +p, *tz) with eigenvalues -Q f iw, 6s; l s f iw, -Ed respectively; 
Ei > 0. 
1 Note added in vwision. For partial results, see G. Iooss and W. F. Langford, 1980, 
Ann. N. Y. Acad. Sci. (Proc. Conf. on Nonlinear Dynamics, Dec. 17-21, 1979), Con- 
jectures on the routes to turbulence via bifurcation; P. J. Holmes, 1980, Ann. N.Y 
Acad. Sci. (same proceedings) Unfolding a degenerate nonlinear oscillator: a codimension 
two bifurcation. See also W. F. Langford, 1979, SIAM J. Appl. Math. 37(l), Periodic 
and steady mode interactions lead to tori. 
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H2. There are two homoclinic orbits r, = W,u(O) n kVs(O) and I’, = 
W,u(O) n Ws(O), where Wiu(0), i = 1, 2, denote the two branches of 
W”(0). 
H3. or > Ed ; i.e., the set I’ = r, u 0 u I’, is an attractor. 
To see that or > Ed implies that I’is an attractor we observe that orbits close to I’ 
pass near the saddle point 0 and hence spend a large part of their time in a 
neighborhood of 0. The ratio of eigenvalues ~~/<a > 1 thus governs the global 
behavior of solutions sufficiently close to I’z the degenerate version of yr u yz . 
In this section we shall study the behavior of orbits asymptotic to I’. 
We define five two-dimensional submanifolds which are transverse to the 
flow of XA, for 6 < 6’ and p < p’ sufficiently small. 
Here 6’ is chosen such that the images of D, and D, under the maps y$ and #s 
(below) lie within Z. We fix the azimuthal coordinate so that r, n Z = 
$,gnf, 0) and I’, n Z = (p, 3n/2, 0). A sketch of the vector field appears in 
. . 
We now show that a Poincare map P: D, u D, + D, u D, is defined and 
study its properties. We shall construct P as the composition of maps #i: Di + Z 
and &: Z - Di , i = 1,2. The present definitions of cross sections and the maps 
FIG. 2. The flow of X,+ 
0’ 
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r+$ and zji owes much to studies of similar systems due to %l’nikov [14-161. 
Note that, for 6 (and hence 6’) sufficiently small, the maps & and $i take the form 
& = id + higher-order terms (h.o.t.) and $i = p + h.o.t., where P is deduced 
from the linearized flow (g)-(9). Hence we have 
P = (bi . #i = p + h.o.t. 
In this paper we make extensive use of this fact, which enables us to deduce 
global behavior from local analysis of the flow in the neighborhood of 0. 
By hypothesis H2 and continuity of solutions, I/J~ and #s are local C’ diffeo- 
morphisms. We thus have 
LEMMA 1. &(DJ and #z(D,) are topological discs contained in Z i.e., their 
maximum radius is less than 6). 
Proof. The lemma is a direct consequence of the facts that #r and #s are 
local diffeomorphisms and 6 can be chosen such that z,&(DJ C Z for 6’ sufficiently 
small. g 
We now define two families of lines contained in Zr and Zz “normal to 
w,oc(o)“: 
Sl a = {(r, B, z)I r = p; 6 = 8, ; x E (0, S)}, 
s2a = {(r, 8, z)I r = p; e = e, ; z E (--6, 0)}, 
and define the intersections of I’, and I’, with D, , D, and Z as 
I’, n D, = (0, ., p) =deIpl, 
I’, n D, = (0, ., p) =def p, , 
r, l-l z = (p, 42, 0) =def q1 , 
T’, n 2 = (p, 3~/2, 0) =def qs . 
By “radii” of D, (resp. D,) we mean the families of lines 
t1 a = {(r, 8, z)/ r E (0, 6); e = 8, ; z = p>, 
t,a = {(r, 8, z>] r E (0, S); e = 8, ; z = -p>. 
We shall also need to consider the curves r rs, rz8 on which Z intersects W”(O) 
near q1 and qz : 
rls = {(r, 0, 4 r = p; e E (742 - s/p, 42 + SIP); z = 01, 
~2’ = {(r, 0, z>l r = p; B E (3~,‘2 - S/p, 3rr/2 + l+); z = O}. 
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LEMMA 2. @(r,S) n Di =M wiS is a Cr curve crossing Di tangent to some 
radius atpi ; i = 1, 2. 
Proof. Since by hypothesis there are no fixed points in the neighborhood of 
r, and r, (except that at 0), the flows from D, and D, to Z are locally “parallel” 
near I’, and r, . Thus the image of the curve under $7’ or #;r is another curve. 
Noting that #-l(qJ = pi and that the #i are C’ diffeomorphisms completes the 
proof. [ 
Remark. Taking 6 sufficiently small we can make wis = &‘(Y~~) as close as 
we wish to a diameter of Di , since it is a C’ curve. The two sets wis are part of 
the stable manifold FV(O). Note that wrs and was divide D, and D, each into 
two components, D,, , D,, C D, and D,, , D,, C D, such that &(Dll) C ZI, 
WL> C & , MM C 4 and YW~ C G . 
We now consider the maps #r: Zr -+ D, and #a: Za + D, . 
LEMMA 3. For 8, 6’ suficiently small, the images +i(siO) are contained in Di 
and are logirithmic spirals which transversely intersect any radius of Di in$nitely 
many times. 
Proof. Note that points on any line sIa are parameterized by z E (0, 6) and 
consider the time taken for such points to flow from Z; to D, (the case of s2* is 
similar). The orbit starting at z = S- will arrive first and in general, from (9), 
p = zeSt or t = (1 h> ln(d4, (10) 
thus tmln = (l/~,) ln(p/S) and t + co as a -+ Of. Using polar coordinates (Y, 0) 
in the disc D, , points of sIa are mapped to 
(Y, 0) = (peeElt, Oa + cd), (11) 
where t is given by (10). The furthest point fromp, is &(S-), for which t = t,in . 
The radial coordinate here obeys, for suitable 6’ < 6 
Y = pe 4q/e,)lnb/s) = p(S/p)““” < 6’ < 6 
(since or > E~ and 6 < p). Thus the image of each line sra under $r lies within D, . 
Moreover, since 0 = ea -+ wt - 00, the image is wound as a counterclockwise 
spiral in D, , and hence intersects any radius of D, infinitely many times. 
To see that these intersections are transverse we compute 
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where (r, 0) = &(z) and (r, , 0,) = #& + l ). From (10) and (11) we have 
: (lnk$T) - In (3 
p [exp (- :ln (*)) - exp (- :ln ($))I 
I 
Since dO/dr # 0, the image of sIa intersects any radius transversely. 1 
We can now complete our description of the Poincarc map: 
PROPOSITION 4. The Poincart! map P: D, u D, - wIs U D, + D, u D, has 
four components: PI, = & . &: D,, + D, , PI2 = & ’ #1: D,, ---t D, , P,, = 
$I ’ &: D,, -+ D, and Pzz = & . &: D,, + D, . The images PI1(DI1) and P,,(D,,) 
are interlinked spirals in D, and the images P12(D,,) and P,,(D,,) are interlinked 
spirals in D, . Each spiral intersects wIS or wzs injinitely many times and limits 
in p, or p, . If x = (r, 8, p) E PI1(DIJ then % = (r, 0 + v, p) E P,,(D,,) and if 
y = (r, 4 -p) E P,,(&) then 9 = (r, e + r, -P) E Pzz(D,,) (Fig. 3). 
Proof. Since & and q& are local diffeomorphisms the images of D,, , D,, , 
D,, and D,, are topological discs contained in .TI and Z2 respectively, and points 
in Dij arbitrarily close to wi8 are mapped to points in Z with z coordinates 0+ 
or O-. Such points lying arbitrarily close to rIs or rzS then return, under & , 
to Di arbitrarily close to Pi and hence their images form the inner endpoints of 
FIG. 3. The Poincar6 map P. Discs D, and D, are both viewed from the +z direction. 
Note that P,,(B) may lie in D,, , D,, or on wIS. 
505/37i3-7 
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the spirals. The spirals are bounded by the images of the bounding arcs of D, , 
such as that marked ABC in Fig. 3. By Lemmas 1 and 3 the maximum radius 
of these images is r < S’, and the remainder of the structure can Fe deduced by 
considering foliations of Dfj transverse to wis which are mapped vta & into the 
families sia with 6, E (7rj2 - S/p, rr/2 + S/p) and 8, E (3~12 - 6/p, 3~12 + S/p) 
for i = 1,2 respectively. The image under Pij of each member of these foliations 
is a spiral curve of the type discussed in Lemma 3 and thus PJDij) is a “thick” 
spiral in Dj foliated by such spiral curves. 1 
Remark. The calculations above (Eqs. (10) et Sep.) show that the PoincarC 
map is approximated by 
P(x, y) = (pl-my sin (: + P h(p/u)), pl-“r” cos (; + B Wply))), (12) 
where LX = Q/Q , p = W/E~ and (x, y) are coordinates chosen on the discs D, , D, 
such that y = 0 is the diameter wjs and ((x, y)l x2 + y2 < S’, y >0} = D, 
(see Fig. 3). Equation (12) can be nondimensionalized by taking $ = x/p, 
3 = y/p. Dropping the hats, we have 
P(x, r> = f Y sin+ + P ln(Uy)), y” cos(x + B ln(l/y>>)- (13) 
Note that if (x, y) E D,, then is(x, y) E D, and vice versa. 
Note that Pll(Dll) n D,, has infinitely many components, all of which (with 
the possible exception of one) are semiannular with “edges” at wp, and that all 
possible components P&D,,) n Dj, , i, j, k = 1 or 2, have similar structures. We 
now want to study the orbit P”(x); n = 1, 2, 3,..., of a typical point x E D,, 
(orbits starting in the other components Dij will behave similarly). It is under- 
stood that, if x lies in D, , then the map Pij is applied to obtain the next iterate 
and so forth. If P”(x) E wis u wzs for some N < co, then the sequence must 
terminate since the Poincare map is not defined on these curves, all points of 
which flow into 0. We shall represent the orbit P”(x) by a semi-infinite symbol 
sequence (a, , a, , a2 ,... } = {a,], where 
a, = 1 if P”(x) E D, , 
a, = 2 if P”(x) E D, , 
with the understanding that the sequence terminates at a,,, if P”(x) E wlS U wzs. 
PROPOSITION 5. W p Ws(0) n (Dl u D,) is a countable collection of arcs 
and each point of W is an accumulation point of W. (Dl u D2) - W is a residual 
subset. Moreover, there are open subsets of D, u D, in which W is dense. 
Proof. We shall consider D,, , since the other components have similar 
behavior. We set up an inductive process. Again define @(rF) = wj” j = 1, 2. 
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FIG. 4. The structure of P;‘(wls n P,,(D,,)). 
Consider first the inverse images ~~(ruIS n Prr(Drr)), which from the remarks 
following Proposition 4, are an infinite number of curves extending across DI1 
“parallel” to wIs (Fig. 4). These bound open sets in which orbits with sequences 
starting .112*.. or =111.+. originate. Next consider the inverse images P;:(w18 n 
f%(D;d where DiII denotes a specific choice of one of the open sets in Dzll 
ihustrated in Fig. 4. From Lemma 3 and Proposition 4 we see that the image 
Pll(D;J is a semi-annuIus (Fig. 3) and hence its image P$(D;,,) is a “double- 
spiral”; Fig. 5. Thus the inverse images P,~(zu,~ n Pfl(D~,,)) are arcs “parallel” 
to eels with accumulation points on wlS (Fig. 5b). Their inverse images Pga(wls n
, 
K 
lb) 
(d) 
FIG. 5. The structure of P;IB(w,s n Pf@;,,)). 
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P&(D;rr)) are also arcs parallel to wrs with accumulation points at each bounding 
arc P;‘(wr” n P(D,,)) of D& . Similar properties hold for Pcll . P$ wzs n ( 
P12 . Pll(%2)), where Di12 is one of the open sets of D,,, . In each case the 
preimages of wrs are two countable sets of arcs lying between two adjacent arcs 
of the countable set P2(wlSn P(D,,)) an d accumulating at those arcs. Continuing 
this process we see that the sets W”(O) n Dj = Un>O Pmn(wls u wBs) n Dj , 
j = 1,2, each consist of a countable set of arcs, almost all of which are “parallel” 
to wjs (an arc may double back without crossing Dij , as indicated in Fig. 5d). 
Since Dj - Ws(0) n Dj is the complement of a countable set of arcs, it is auto- 
matically residual. 
To see that Ws(0) n Dj is dense in some subset of Dj we show that the width 
of certain strips bounded by two adjacent arcs of P-“( WIS u WzS) n Dj goes to 
zero as N -+ co. It is sufficient to consider the successive images of a “vertical” 
radius J of D,, , chosen such that its image under #r is the line sr” C Z; . From 
the linear analysis of the map +r above, it follows that the image of sIo under +r 
and hence of J under PI, = #r . #r is well approximated by 
(0, y) -+ (y* sin@ W/yN, Y” cos@ W/r)))~ (14) 
where y E [0, 8’) is a “vertical” coordinate measuring the height of points in J 
above J n wIs, the point 0. The point 0 never reappears in Dj since it approaches 
the saddle after one iterate. The points which approach the saddle after two 
iterates are those y E J such that /3 ln(l/y) = (K + 4)~. The structure of 
W18(0) n J is thus most easily studied by considering the projected map f, 
given by 
f: Y -Y” co@ Wirb (15) 
Since 01 = l Jca > 1, all points 0 < y < 1 approach 0 under f n as n---f co. The 
set of points which lie in WS(0) n D, corresponds to those for which f “(x) = 0 
for some finite n. The zeros off are given by 
y = e-(k+l/2h/B K = 0, 1) 2 ,... . (16) 
Without loss of generality, consider an open subinterval IO C J bounded by 
two adjacent zeros e- (k+a/aJnlb and e--(k+1/2)nl@. Let ye gZo denote a critical 
point of f. The image f (I,) = (0, f (yc)], which “doubles back”, contains a 
countable number of zeros e-mnjs; m > 1, where e--(2--l)nl~ > f(yJ > e-lnJ@. 
Let Zr = (e-(i+3/2)nlp, e-(~+1/2)~ls) denote any subinterval of f(Z,) which 
contains no zeros; its preimage f -l(Z,) is generally two connected sets of points 
which require at least three iterations off before going to zero. Clearly, f -l(Z,) C 
IO . Now take a subinterval I2 C f (Zl) not containing any zeros and continue 
inductively. If we can show that the length d( f-n(Z,)) + 0 as n + co for a suitable 
choice of subintervals Zr , I2 , . . . , then density is proven for some open subset of J. 
This requires rather delicate estimates, because f is not an expanding map, as 
occurs in the Lorenz equation, for example [3, 191. 
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First consider a point y whose orbit lies entirely within regions for which 
If’(Y)1 > aya-l. (17) 
Since we have /I > 01 and 
f’(y) = ye-l[c~ cos(p ln(l/y)) + P sin@ W/Y))l, (18) 
it is easy to check that a major part of each subinterval Ik contains points for 
which (17) is satisfied. For such points, we have 
4f-1(m < wc)loly;;: > (19) 
where d(f-l(I,)) denotes the length of one component of f-l(lk) CI,,, and 
yr+i denotes the upper boundary of the interval Ik+i . Applying (19) successively, 
we obtain 
4f-“(Z)) < 4LL)l~“(Y, . Yl . y2 . ... . yn-pl. (20) 
We next note that d(l,J = (1 - e-“lO)yn and that the sequence { yk) obeys 
ylc < yipi , so that (19) becomes 
d(f-“(I,)) < (1 - e+js) ye/an. (21) 
Since 01 > 0, in this case we have lim,+m d(f+(l,)) = 0, implying density of 
7Y in the neighborhood of orbits {f”( x w ic remain in regions for which (17) )} h h 
is satisfied. 
It remains to show that such orbits actually exist. This is a simple consequence 
of the fact that the image of intervals (e-“/By, , e-“/2ByBy,) CI, (points for which 
(I 7) is satisfied) extends from 0 to (e-“/20ylc)” and hence each contains a countable 
collection of subintervals in which (17) . is satisfied. Continuing in this way one 
can find a countable set of orbits Gf”(x)} for which (17) is satisfied at each step 
and we thus have density of IV(O) n / in the neighborhood of these orbits. 
Finally, by continuity of solutions, the manifold IV(O) is dense in some open 
subset of D,, and hence there exist such subsets in each component of D, U D, . a 
Remarks. Points may also exist whose orbits remain or continually return 
arbitrarily close to critical points off, so that (17) fails and the lengths of inverse 
iterates are determined by the quadratic approximation of the truncated Taylor 
series off near the critical points, which leads to a bound of the form 
0 < ~~f-n(41nN < KY, (24 
for some constant K > 0. Thus there may exist open sets of J not containing 
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components of f-“(O) in the neighborhood of orbits which remain close to 
critical points, implying non-density of W” near the points. The structure of W 
is evidently quite complicated. To see that a map possessing such orbits can 
exist, consider the case in which the image of each point e-*12syk (the upper 
boundary of a region in which (17) holds), is a similar point, say e-“/2flyk+j . 
This requires that (e-“/2Byk)” = e-“/2syk+i or, since yk = e-(k+1/2)nlB 
e-(k+l)mnl!3 = e-(k+j+lh/8+ a = k+j+l 
k+l . (23) 
Thus, if 01 is rational one can have open sets in Dij not containing components 
of W”(0). 
Before stating the main result of this section we show that the w-limit set r is 
the only w-limit set (other than the two points &:%) for X,,, . 
LEMMA 6. The w-limit set of the map P consists of the points p, UP, alone. 
There are no other points in the non-wandering set. 
Proof. Suppose that there is a non-wandering point 4 = (T, 0, p) E D,, ; T > 0. 
Then some iterate P”(q) must lie in an e-neighborhood of 4. But P is a contrac- 
tion map in the sense that I] P”(#ll < nrn for some c > 1, where 11 Y, 0, p 11 =der 
1 Y 1 (cf. the proof of Proposition 5). Thus we can find an E sufficiently small 
that II Pn(4) - 4 II > E f or all n > 1. Hence there can be no non-wandering 
points with radial coordinates r > 0. a 
Remark. In an earlier study [14] Sil’nikov considered a three-dimensional 
system similar to the present one but with eigenvalues -•r f iw, c2 ; c2 > or > 0, 
so that the union of the homoclinic orbit(s) and the origin is an a-limit set. In 
this case one obtains an invariant set containing a countable set of periodic orbits 
in addition to dense non-periodic orbits, since P exhibits both expansion and 
contraction as in the Smale horseshoe map. 
THEOREM A. Given any $nite sequence (a,}, a,, = 1, 2; there is a one-param- 
eter family of orbits of P approaching p, u p, with that sequence. Moreover, there 
b a residual subset of points x E D, u D, such that the orbits P”(x) approach 
p1 u p, with semi-in&ite sequences (a,}; a,, = 1, 2. All such sequences can be 
realized. 
Proof. The structure of P established in Proposition 4 ensures that all such 
sequences are possible for suitably chosen points in D, or D, . For example, 
any point in wr* has the sequence *l *; any point in D,, has the sequence *ll..., 
etc. Clearly wrs represents a one-parameter family of solutions with the sequence 
-1 a; also, any finite sequence corresponds to the iterates of a point x E IV(O). 
Now EV(O) n D, is the set of curves described in Proposition 5, on one of which 
x must lie. Thus x is a member of a one-parameter family. Conversely, those 
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points whose orbit sequences are infinite must lie in Di - W*(O) n D, , 
which is a residual subset, by Proposition 5. The last assertion follows from a 
consideration of the structure of components Di - PdN(wi* A PN(D’)) as 
N--+ co: components bearing all possible sequences {uN} exist and hence, 
passing to the limit, all possible infinite sequences are realizable. # 
Although the limit set r = I’, u 0 u r, is topologically “simple,” being 
homeomorphic to a figure 8, the behaviour of orbits asymptotic to r‘ is extremely 
complex and would appear chaotic. Since r is the w-limit set for almost all 
points in the phase space, almost all solutions of the differential equation will 
exhibit “chaotic” behavior. The notion of chaotic behavior is generally under- 
stood to include a sensitive dependence on initial conditions. For the present 
problem we have the following corollary to Proposition 5. 
COROLLARY 7. Suppose that the orbit P”(x) of a given point x E Dij i, j = 1,2, 
has sequence {a,} (Jinite OY in.nite). Then there are open sets of points x, such that 
in any E neighborhood of x there are points Ei whose orbits sequences {(in} dz$$mfiom 
{a,) after theJirst N symbols, where N = N(E) -+ 00 monotonically as E -+ 0. 
We now have a fairly complete description of the behavior of orbits asymptotic 
to l’ in the neighborhood of r. However, the system we have studied is clearly 
structurally unstable, since the homoclinic orbits, I’, and r, are broken by a 
small perturbation of the vector field. In the next section we address this problem 
and study members of the family {XA) near XA, . 
5. VECTOR FIELDS NEAR XA, 
The vector field X,,, can be perturbed in two ways; in both cases W”(O) n 
(Dl u D,) is no longer merely the pair of points pr and ps . However, we shall 
continue to use pj to denote the point where the local unstable manifold of 0 
pierces Dj , i.e., pi = Wf,,,(O) n Dj . The two distinct perturbed fields can 
low be characterized as 
Case 1 (6 < 0) PI E &I 9 PZ E D,, ; 
Case 2 (E > 0) P, E Dn, PLED,,. 
Such perturbations can be obtained by adding a (small) Cr vector field X to 
XA, where 8 has compact support in two open sets containing portions of I’, 
and I’, outside the ball of radius p centered at 0. We retain the symmetry 
ii+(x) = d(x). Th e maps & are unchanged and only the & are affected. The 
effect of such perturbations is to add a shift of fc to the spiral map defined in 
the proofs of Lemma 3 and Proposition 4. Thus, choosing Cartesian coordinate 
systems centered at #;*(p,) E D, and #.&a) E D, (recall that q1 = (p, 42, 0), 
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q2 = h 3rr/2Y oh q1 , q2 E ~foc~o~~ and again resealing by a factor p, we can 
express the perturbed maps Pll: D,, + D, , P12: D,, -+ D, , Pz,: D,, -+ D, 
and P2,: D,, + D, as 
(x, y) + (y” sin(x - /3 h-@/y)), yE cos(x - /3 ln(l/y)) - e) + h.o.t., (24) 
where it is to be understood that ify E D, > 0 (resp. < 0) P(x, y) E D, (resp. D,), 
etc. Note that P(x, 0+) = (0, -•), reflecting the fact that points on wrs U wz8 
do not reappear and points arbitrarily close to these curves reappear near p, 
and p, . Note that the labelling Dii developed in the homoclinic case E = 0 
applies here also. Throughout we assume that 01 = cl/e2 > 1, as before. 
The Case E < 0 
In this section we replace --E by E in (24). Dropping the higher-order (correct- 
ing) terms in (24) which go to zero as (x, y, e) + 0, we denote the “ideal” linear 
map P. We define the strips in D, u D,: 
4, C 4, = ((x, r)l x E (-a’, 0 Y E (0, 241, 
4, C 4, = {(x, r>l x 6 C-S', S'), Y E (-25 ON, 
&, C D21 = {(x, r>l x E C-S', S'), Y E (0, 241, 
S,, CD,, = {(x, y)l x E (-S’, S’), y E (-26, 0)). 
PROPOSITION 8. For / ‘e / su$iciatly small &‘Sll) C S,, , &S2J C S,, , 
P(S,,) C S,, and P(S,,) C S,, . Moreover 11 Df’(p)lI < C < 1 for all p E Sij , 
whae C does not depend upon p (11 . /j denotes the operator norm). Nence r’ has 
precisely two hyperbolic attracting Jixed points in u,jS,j , cl1 E S,, and czz E S,, . 
Proof. For &SIr) C S,, we require y” + E < y for all y E (0, 2~). This can be 
achieved by choosing E < (2/k)“/‘-* where k < 1 is a fixed constant. It is then 
easy to check that the other components obey the statements of the proposition. 
The linearization of p at p = (x, y) is given by 
-(PI > PZ) = ( 
y* cos B y”-l(a: sin B + /3 cos B) 
-ym sin B 1 y”-l(a cos B - /3 sin B) ’ 
where B = x - p In(l/y). In the operator norm 11 A /I = max, {I Ax i/l x I}, 
we have 
I 
( 
(ye (cos B)x + yoL-l(a sin B + j3 cos B)Y)~ 
II D&P)II = fsyg,, + (y*[sin B)x - y”-l(a: cos B - fl sin B)Y)~) 1 
l/2 
(x” + y2)1’2 i 
< max 
\ 
(Z,YkYI1 1 
21’2Ym(x + (a" + P2Y2) < p/2(o12 + /32)1/2(24a-la 
(x" + yay I 
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Thus, setting 
1 
t 
c 
1 
ll(n-1) 
E < 2 p(a2 + /Lj")l/" 
we obtain 11 D&p)11 < C < 1 for all p E S,, . Similar arguments apply for S,, , 
S,, and S,, . Thus P is contracting in S,, , S,, and hence there are precisely 
two fixed points, cri E S,, , ca2 E S,, . Moreover our choice of E guarantees that 
both eigenvalues of DP(cJ, i = 1, 2, are of modulus <l and thus the cii are 
hyperbolic sinks. 1 
PROPOSITION 9. For 1 E 1 sufficiently small there exists k < 03 such that pk(Dij - 
Sij) C S,, U S,, U YV; i.e., after s@ciently many iterates all points starting in 
(DI u DJ - TIT lie in S,, u S,, . 
Recall that Vs = IV(O) n (DI u D,). 
Proof. First note that for E < 6’ < 1, / y” + E / < 6’ for all / y I < 6’ and 
hence the images P(D, u D,) lie inside D, u D, , as in the E = 0 homoclinic 
case. Pick a point pa = (x0 , y,,) E D,, and denote its orbit Pi(pO) by (pa, pr , 
p2 ,...}, wherepj = (xj , yj). Note that (24) implies that the rate of contraction of 
/ p 1 is governed entirely by the y coordinate. Since y0 < 6 we have I yr I < 
I Yo” f ~Iand,infact/y,/</y~-_,+~I.WemustshowthatIy,j<2~for~ 
sufficiently small and k sufficiently large. We claim that there are constants 
c < 1 and E > 0 such that / yj / < c / yj-r / for all 1 yj-i I > 2~. In view of the 
above, this is guaranteed if / y:-i + E / < 1 yj-i I. Without loss of generality we 
take yj-r > 0. 
We set yj-i = (2 + r)e for some YE(O, S’/c - 2). We must show that 
((2 + Yk)” + 6 < w (2 + r)c 
for some k < 1 and sufficiently small E. Rearranging, this implies 
cm-l < 2k+(1 +k)y 
2(2 + Y)” * 
But since, for fixed 01, y and k < 1 the right-hand side is a positive constant, 
and since 01 - 1 > 0, we can always select E sufficiently small for the inequality 
to hold. Orbits starting in other components of Did decay in a similar manner, 
so eventually any orbit not lying in WI8 has a point in Sij . 0 
We now state the main result for the E < 0 case. 
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THEOREM B. For E < 0 and 1 E 1 s@ciently small the non-wandering set of 
P: D, v D, - (wIs v wz*) -+ D, u D, consists of two hyperbolic attracting fixed 
points cl1 E D,, and cs2 E D,, . ?V = wls n (Dl u D,) is a Jinite set and hence 
orbits starting in w have Jinite sequences and those starting in (Dl u D,) - YY 
have semi-infinite sequences with in@n’te tails of the forms ***ill 1-e. or ***2222*..  
COROLLARY 10. For E < 0 and 1 E 1 st@ciently small the system possesses two 
hyperbolic attracting orbits y1 and yz in the neighborhood of I’, u 0 v I’, . Almost 
all orbits originating in the neighborhood of y1 u yz approach either y1 or yz as 
t-too. 
Proof of Theorem B. Propositions 1 and 2 establish that the ideal map p 
has two hyperbolic sinks cri E D,, and caa E D,, . The small perturbation due 
to addition of (nonlinear) correcting terms ignored in the analysis cannot destroy 
these hyperbolic sinks and thus they exist for the actual map P. 
The fact that w = IV(O) n (DI u D,) is a finite set follows from the fact 
that all points x E Dii are either mapped into S,, u S,, or have vanished into 
W&(O) after a finite number of iterates (Proposition 9). Note that S,, and S,, 
contain no points of w, by Proposition 8. Hence P-l((w18 u wza) n D,t) n 
(DI u D,) is a finite set and any finite number of inverse iterates P-” yields a 
finite set. But only a finite number are required, since P-“(y) will leave D, U 
D, for some finite k and any y E W*(O) by Proposition 9. # 
The&see>0 
We again consider an ideal map 
P(x,y) =(yasinB,yacosB--);I3 =x-j3ln(l/y). (22) 
The strips &, are defined exactly as for the E < 0 case. For E > 0, pr E D,, 
and POE D21 and there are no sets S such that P(S) C S. Instead, we have 
PROPOSITION 11. For 1 c 1 sufitientty small P2(S,,) C S,, , P2(S2,) C S,, , 
P2(S2,) C S,, and P2(S,,) C S,, . Moreover, 11 DP2(p)ll < C < 1 for all p E Sij , 
where C does not depend upon p. Hence P2 has precisely two hyperbolic attracting 
fixed points c12 E S,, and c21 E S,, , such that P2(c12) = P(c,,) = cl2 . 
Proof. Setting E < (2/k)“/‘-“, as in Proposition 8, we easily see that P(S,,) C 
S,, , 1A(S,,) C S,, , P(S,,) C S,, , p(S,,) C S,, . One more iteration of P yields 
the first statement. For the second part, note that if we set 
1 
( 
c 
1 
l/or-l 
E < 2 p/2(,2 + fi")l/" 
we obtain II Dp(p)lI < C < 1 for p E Sij , as in Proposition 8. It thus follows 
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that 11 Dp2(p)jl < C < 1 also, and hence the only fixed points of p2: Sij + Sij 
are a pair of hyperbolic sinks cl2 E S,, and cai E S,, . 1 
PROPOSITION 12. For 1 E 1 suficiently small there exists k < 00 such that 
pk(Dij - Sij) C (S,, v S,,) U ?V; i.e., after su..ciently many iterates all points 
starting in (DI u D,) - YT lie in (S,, U S,,). 
Proof. The proof is essentially identical to that of Proposition 9. 1 
The main result for the < > 0 case is 
THEOREM C. For E > 0 and / E 1 su@iently small the non-wandering set of 
P: D, u D, - (wIs u wzs) -+ D, u D, consists of two hyperbolic attracting periodic 
points of period 2, c12 E D,, and c21 E D,, , such that P(c12) = c21 , P(c,,) = c12 .
TV = W”(O) n (Dl u D,) is a finite set and hence orbits starting in YT have Jinite 
sequences and those starting in (Dl u D,) - YT have semi-infinite sequences with 
infinite tails of the form . ..12121212... 
COROLLARY 13. For l > 0 su$iciently small the system possesses a hyperbolic 
attracting orbit y in the neighborhood of r, u 0 u I’, . Almost all orbits originating 
near y approach y as t + 00. 
Proof. The proof is in essence identical to that of Theorem B, with Proposi- 
tions 11 and 12 playing the role of Propositions 8 and 9. 1 
Remarks. Uniqueness of the orbits yi , y2 and y rests on the choice of suffi- 
ciently small E, such that 11 DP(x, y)ll < C < 1 for 1 y I < 2.5 One can choose l < 
(2/kpl(1-aJ such that P(s,,) C S,, (resp. S,,), etc., but such that (DP(p)) is not 
bounded by C < 1 for all $J E S, . Thus the maps P (e < 0) and P2 (E > 0) 
may have additional non-wandering points; that is, as one leaves the homoclinic 
(G = 0) case and 1 E 1 increases, the orbits yz , yz and y may bifurcate. 
6. CONCLUSIONS AND IMPLICATIONS 
In this paper we have studied a one-parameter family of three-dimensional 
vector fields X, possessing a hyperbolic saddle point 0 with eigenvalues 
(C-6, fiu, c2); w N O(1) > er > l 2 > O}. Under the hypotheses of symmetry 
(X,(x) = -X,(-x)) and that, for h = A,, , Xn, possesses a pair of homoclinic 
orbits I’, , F, , we have studied the behavior of orbits asymptotic to I’ = I’, u 
(0) u I’, and of vector fields X, , near XA, in the Cr topology, Y > 1. We find 
that, while the non-wandering set in the neighborhood of r is topologically 
simple, being either a pair of hyperbolic attracting closed orbits yi , y2 , one 
hyperbolic attracting closed orbit y, or the “figure 8” attractor r itself, the 
behavior of orbits asymptotic to these attractors is surprisingly complicated. 
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The results of this paper imply that, as one approaches and (transversally} 
crosses the bifurcation point h, from below (the E < 0 case of Section 5) the 
following phenomena occur. For /\ = /\s - E almost all orbits starting near the 
attractors yi and yz wind onto yi or ~a after a finite number N(E) of possibly 
erratic “circuits” during which they pass to one and the other side of WiO,(0). 
(There is a set of orbits of measure zero which lie in IV(O) and approach 0 as 
t - co.) As X approaches h, , N(E) increases until, at the bifurcation point h, , 
typical orbits asymptotic to I’ = r, u (0) u I’, display sustained erratic 
behavior which (in computer simulation) would appear indistinguishable from 
that of a strange attractor [3, 191. Th en as X continues past X, the complexity 
decreases as N(C) decreases once more. 
In applications one is typically concerned with orbits asymptotic to attractors, 
and this example therefore suggests that the study and classification of the non- 
wandering set alone may be insufficient if dynamical systems theory is to be 
. . 
apphed m practical cases. 
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