Introduction
One of the fundamental problems in the theory of automorphic forms is a construction of cusp forms ( [1] , [2] , [17] , [14] ). In this paper we discuss the construction of cusp forms using an extension and refinement of a classical method of Poincaré series ( [6] , [4] , [5] , [18] , [23] ). We adopt the adelic point of view.
To explain our results, let us introduce some notation. Let G be a semisimple algebraic group defined over a number field k. We write V f (resp., V ∞ ) for the set of finite (resp., Archimedean) places. For v ∈ V := V ∞ ∪ V f , we write k v for the completion of k at v.
This is a semisimple Lie group with finite center; let K ∞ and g ∞ be a maximal compact subgroup and the (real) Lie algebra of G ∞ , respectively. We write Z(g ∞ ) for the center of the enveloping algebra of the complexification of g ∞ . Let G(A f ) be the restricted product of all G(k v ), v ∈ V f . The group G(A f ) is a totally disconnected group i.e. it has a basis of neighborhoods of 1 
consisting of open compact subgroups. We have G(A) G ∞ × G(A f ). The group G(k) is embedded diagonally as a discrete subgroup of G(A).
As usual (see [7] , or Section 1), we define the spaces C ∞ (G(A)) and C ∞ (G(k) \ G(A)). The groups G(A), G(A f ), K ∞ etc. as well as algebras g ∞ , Z(g ∞ ) etc. act on them by right translation. An automorphic form is a function f ∈ C ∞ (G(k) \ G(A)) K ∞ ,Z(g ∞ )−finite which satisfies certain growth condition (see [7] 
, 4.2). (The finiteness condition is with the respect to the right action.) The space of all automorphic forms we denote by A(G(k) \ G(A)).
In Section 3, we define the notion of an integrable automorphic form (see Definition 3-4) as follows.
An integrable automorphic form is a function f ∈ C ∞ (G(k) \ G(A)) K ∞ ,Z(g ∞ )−finite such that for some p ∈ [1, ∞[ we have f ∈ L p (G(k) \ G(A)). We observed there that the set of all integrable automorphic forms A int (G(k) \ G(A)) is in fact a (g ∞ , K ∞ ) × G(A f )-submodule of A(G(k) \ G(A))
(see . This is not entirely trivial. It is based on an extension of results of HarishChandra and Borel from the classical case to the adelic settings (see Section 2, Theorem 2-1 and Corollary 2-2). In the case of cusp forms the usual notion and the one introduced here coincide. The remainder of Section 3 is devoted to the construction of Poincaré series. Let
be the space consisting of all functions ϕ ∈ C ∞ (G(A)) K∞,Z(g∞)−finite which belong to L 1 (G(A)) and are factorizable in the sense that they belong to C ∞ (G ∞ ) ⊗ C ∞ c (G(A f )). Every element ϕ of the space (0-1) is a finite sum of G(A f )-translates of the functions
where L is an open compact subgroup of G(A f ), char L is its characteristic function, and ϕ ∞ ∈ C ∞ (G ∞ )∩L 1 (G ∞ ) is a function which is K ∞ -finite and Z(g ∞ )-finite for the right action. The nontriviality of the space (0-1) is equivalent to the existence of non-trivial functions ϕ ∞ . As explained in the proof of Theorem 3-10, using [12] and [15] , this is equivalent to the fact that G ∞ has discrete 1 series. According to the well-known result of Harish-Chandra, this is equivalent to the fact that rank(K ∞ ) = rank(G ∞ ). If this is so, then ϕ ∞ could be a matrix coefficient of an irreducible representation of G ∞ in the discrete series which is integrable. In fact, a representation in the discrete series with a sufficiently regular infinitesimal character has integrable matrix coefficients [15] . The construction of Poincaré series is given by Theorem 3-10 of Section 3 which asserts the following:
K∞,Z(g∞)−finite . Then we have the following: (i) The Poincaré series defined by P (ϕ)(g) = γ∈G(k) ϕ(γ · g) converges absolutely and uniformly on compact sets.
As in the settings of semisimple Lie groups (see [6] , Theorem 5.4, and [5] , Theorem 6.1), our method of proof also follows the ideas of Harish-Chandra and Borel (see Section 2, Theorem 2-1 and Corollary 2-2) but it gives a slightly stronger result even in the classical settings since we obtain boundness of the constructed automorphic forms (compare to [6] , Theorem 5.4 and Remarks 5.5, or its variant for SL(2, R) given in [5] , Theorem 6.1 (ii)). The cuspidality in the classical settings is discussed in [23] , Lemma 3.2, under the stronger assumption that function is both left and right K ∞ -finite. We remove that assumption.
The relation to the classical notion of Poincaré series is obtained via the following construction. We use the notation introduced in (0-2).
is a congruence subgroup of G ∞ , and we have the following (see Section 5 for a more general statement):
As we explain in Section 4, the Poincaré series can be identically equal to zero. In Section 4, we study non-vanishing of Poincaré series in a very general context of a locally compact group G and its discrete subgroup Γ. There we develop rather precise non-vanishing criterion (see Theorem 4-1) for Poincaré series P (ϕ)(g) := γ∈Γ ϕ(γ · g), ϕ ∈ L 1 (G). Roughly speaking, this criterion says the following:
As a corollary (see Corollary 4-9), we obtain the following:
As a consequence, we can obtain various non-vanishing results for Poincaré series described by Theorem 0-3. In this paper we include just two of them. Let us describe the first non-vanishing result (see Theorem 5-2 in Section 5 for a more general statement). We remark that this result can also be obtained using [18] , Proposition 4. In Section 6 we restrict ourselves to the case of a semisimple group G/Q. For a positive integer m, let Γ(m) be the m-th congruence subgroup of G(Z). Then the main result of Section 6 (see Theorem 6-1) is a more delicate application of Theorem 4-1 and asserts the following: Since Γ(n) ⊃ Γ(m) if n divides m, the congruence subgroups Γ(p) are the maximal among all congruence subgroups different than Γ(1). This shows that Theorem 0-8 is somehow the best possible non-vanishing result that we can obtain for general ϕ ∞ .
It would be interesting to compute the action of unramified Hecke algebra of G(A f ) on constructed cusp forms at least in some special cases. As the referee pointed out, it would also be interesting to place this theory in the context of the Casselman-Wallach canonical completion at the Archimedean places, i.e., smooth automorphic forms, instead of the more traditional K ∞ -finite automorphic forms. In a future paper we plan to consider both issues.
In the work of Henniart [11] , Vignéras [21] , and Shahidi [20] , the Poincaré series, built up from compactly supported functions in C ∞ c (G(A)), are considered providing a method of constructing cuspidal automorphic representations with prescribed local behavior at a few finite places. The Poincaré series built up from compactly supported functions are compactly supported modulo G(k) and they are not cusp forms in general.
There is a different type of (partial) Poincaré series developed by Selberg [19] in a classical settings as a spectral tool for analyzing arithmetic questions, and further studied by many people (see for example [8] , [9] , and [10] , Chapter 11).
I would like to thank N. Grbac, D. Miličić, G. Savin, J. Schwermer and M. Tadić for some useful conversations. I would like to thank H. Grobner for carefully reading the manuscript, discovering an error in the proof of Lemma 4-3, and correcting some typos. I would also like to thank the referee, who read the paper very carefully and helped to improve the style of presentation.
Preliminary results
In this section we fix the notation used in this paper. We let G be a semisimple algebraic group defined over a number field k. We write V f (resp., V ∞ ) for the set of finite (resp., Archimedean) places.
For a finite subset S ⊂ V , we let
In addition, if S contains all Archimedean places V ∞ , we let
The group G ∞ is a semisimple Lie group, and G(A f ) is a totally disconnected group. Let K ∞ ⊂ G ∞ be a maximal compact subgroup. Let g ∞ = Lie(G ∞ ) be the (real) Lie algebra of G ∞ . Let U(g ∞ ) be the universal enveloping algebra of the complexified Lie algebra
We say that a continuous function f :
Here we consider f as a function of two variables
We write C ∞ (G(A)) for the vector space of all smooth functions on G(A). We let C ∞ c (G(A)) be the space of all smooth compactly supported functions on G(A).
By definition, we let
In fact, both are invariant under the action of G(A) by the right translation.
The
finite which satisfies certain growth condition (see [7] , 4.2). The space of all automorphic forms we denote by
A result of Harish-Chandra in Adelic Language and its Consequence
The following theorem is an extension to adelic groups of a theorem proved by Harish-Chandra (see [12] , Theorem 1). Together with its corollary (see Corollary 2-2 below), it is used in the proof of the main results of Section 3.
Proof. We may assume that U is of the form
and i = 1, . . . , m. Next, by [12] , Theorem 1, there exists
The following corollary is used in the proof of several results in this paper. We follow the idea of the proofs of [5] , Corollary 2.22 and Lemma 2.23.
Hence, we see that
. Indeed, the second expression for the convolution in (2-3) implies that u.ϕ = ϕ (u.α), and
Integrable Automorphic Forms
The topological space G(k) \ G(A) has a finite volume G(A)-invariant measure:
for f ∈ C c (G(A)) (the space of compactly supported complex continuous functions on G(A)).
is finite, the Hölder inequality implies:
giving a continuous embedding
We give the following definition:
consisting of all cuspidal functions (see ).
Proof. The equivalence (i)-(iii) given on page 196 and 4.3 (ii) in [7] and G(A) ). Now, the theorem is a consequence of Theorem 3-6.
Proof. We apply Theorem 2-1. First, let L ⊂ G(A f ) be an open compact subgroup such that f is right invariant under L. We can find a finite subset C ⊂ G(A f ) such that G(A) = G(k)·C·G ∞ ·L (see [3] ). We assume that the cardinal number of C is minimal possible subject to 
Therefore, Theorem 2-1 is applicable. That is, there exists α ∈ C ∞ c (G(A)) such that F = F α. Since f is G(k)-invariant on the left, this implies f = f α. Explicitly, we have the following:
Let X ∈ g ∞ . Then (3-7) implies
. Assume I > 0. Now, we compute using the Fubini theorem and Remark 3-9 for the second inequality 
This follows from the inequality above considering integral sums and taking the limit. We leave details to the reader. Now, we come to the one of the main results of the paper. (See the paragraph in the Introduction immediately after the statement of Theorem 0-3 which explains the proof.) Before we state the result, we introduce the space C ∞ (G(A)) f act,int K∞,Z(g∞)−finite consisting of all functions ϕ ∈ C ∞ (G(A)) K∞,Z(g∞)−finite which belong to L 1 (G(A)) and are factorizable in the sense that they belong to 
Proof. We prove (i). Let C be a compact set in G(A), we prove that the Poincaré series γ∈G(k) ϕ(γ· g) converges absolutely and uniformly on C. To accomplish that, we choose an open neighborhood
, we choose its compact neighborhood C g and a compact neighborhood U g of 1 such that
Since C is compact, we see that there are finitely many
It is enough to consider the case N = 1. Then we can assume
This implies the following:
Now, we use Theorem 2-1. This theorem implies that there exists α ∈ C ∞ c (G(A)) such that supp α ⊂ U , and ϕ = ϕ α. We compute
(As usual, we let α ∨ (h) = α(h −1 ).) Now, since |α ∨ | ∞ = |α| ∞ , we have the following:
Next, (3-11) implies the following:
This proves (i). Next, since the series γ∈G(k) f (γ · g) converges absolutely and uniformly on C, we obtain that ϕ(g) = ϕ α(g) = U ϕ(gh −1 )α(h)dh implies P (ϕ)(g) = U P (ϕ)(gh −1 )α(h)dh. Hence, the change of variables shows
This shows P (ϕ) ∈ C ∞ (G(k) \ G(A)). The integration formula (3-1) implies
|ϕ(g)|dg.
)). Now, applying Theorem 3-5 and since the map ϕ → P (ϕ) is obviously K ∞ × G(A f )-equivariant, to show P (ϕ) ∈ A(G(k) \ G(A)) we need to show that the map
Indeed, the first part of the proof and Corollary 2-2 show that γ∈G(k) X.ϕ(γ · g) converges absolutely and uniformly on compacta in G(A). We fix g ∈ G(A). We choose a compact subset C ⊂ G(A) such that g ∈ G(A) is in the interior int(C) of C. Then there exists t 0 > 0 such that g exp (tX) ∈ int(C) for |t| < t 0 . Next, we apply the Fundamental theorem of calculus:
Since the series P (X.ϕ) converges uniformly on C, we obtain:
Now, (3-14) follows. The claim (3-14) also proves (iii) with A cusp (G(k)\G(A)) replaced by A(G(k)\ G(A)).
Thus, in order to prove the theorem, we must show that P (ϕ) is a cuspidal function (see (1-1) ). The remainder of the proof of Theorem 3-10 is devoted to the proof of that fact. Now, the point is that the local cuspidality of ϕ ∞ implies the cuspidality of P (ϕ). In more detail, let N be the unipotent radical of a proper k-parabolic subgroup of G.
we see there exists an open compact subgroup L in G(A f ) such that ϕ is a finite sum of the functions of the form ϕ c,∞ ⊗ char c·L , where c ∈ G(A f ) and
, is the unipotent radical of a proper parabolic subgroup of G ∞ . Below we show the following (local cuspidality of ϕ ∞ ):
Then, (initially for almost all and then) for all
, we have the following:
(The first three equalities are justified by the fact that replacing ϕ by |ϕ| they hold with the lefthand side finite. Let U ⊂ G ∞ be a measurable set such that the measure of G ∞ − U is zero and (3-15) holds for g ∞ ∈ U . Then, since N (k) \ G(k) is countable, we see that
is a measurable set which has a complement of measure zero in G ∞ . The last equality holds for
It remains to prove (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) . If ϕ ∞ = 0, then (3-15) is clear. So, we assume ϕ ∞ = 0. Now, arguing as in Corollary 2-2, we see that
It follows from [12] that there exists a non-zero ϕ ∞ ∈ L 2 (G ∞ ) which is K ∞ -finite (on the right) and Z(g ∞ )-finite if and only if rank(K ∞ ) = rank(G ∞ ). A more precise result follows from [15] : there exists a non-zero ϕ ∞ ∈ L 1 (G ∞ ) which is K ∞ -finite (on the right) and Z(g ∞ )-finite if and only if rank(K ∞ ) = rank(G ∞ ). (In both cases one could take a matrix coefficient of a suitable representation in the discrete series.)
In the remainder of the proof we write f = ϕ ∞ . We assume f = 0. As we explained above this implies rank( 
and every f i is K ∞ -finite (on the right) and Z(g ∞ )-finite.
The group G ∞ also acts by the left translation l on L 2 (G ∞ ). This action commutes with r. The function f is not necessarily l(K ∞ )-finite.
To explain this, for an irreducible representation δ ∈K ∞ , we write d(δ) and ξ δ for the degree and the character of δ, respectively. We normalize Haar measure on K ∞ as follows K ∞ dk = 1. Then
is the projector on δ-isotypic component of the representation l on L 2 (G ∞ ). We write the Fourier expansion of f
and it is K ∞ -finite (on both sides) and Z(g ∞ )-finite.
Next, since every non-zero
is irreducible and isomorphic to U i . Next, by [12] , Theorem 1 (applied to the left action), there exists β ∈ C ∞ c (G ∞ ) such that F = β F , where
. Explicitly, we have the following:
. Now, we obtain that every E l δ (f ) (δ ∈K ∞ ) is either trivial or a sum of the matrix coefficients of representations in the discrete series (that is, of irreducible subspaces in L 2 (G ∞ )). Next, it follows from [22] , Theorems 5.5.4 and 7.2.2, that a matrix coefficient of a representation in the discrete series is a cuspidal function on G ∞ : N f (ng)dn = 0, for g ∈ G ∞ , and for the unipotent radical N of every proper parabolic subgroup of G ∞ . Therefore, E l δ (f ) is a cuspidal function on G ∞ . We show that f is a cuspidal function on G ∞ . We apply the Fourier expansion (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) .
The series (3-16) converges in L 2 -sense. But since we are dealing with C ∞ functions it converges absolutely to f in the usual topology on C ∞ (G ∞ ) (see [12] , Section 5, Corollary 1). This topology is defined by the family of seminorms:
where Ω ranges over compact subsets of G ∞ and u ranges over U(g ∞ ). The absolute convergence means
Next, we show that f is a differentiable vector in the Banach representation of G ∞ on L 1 (G ∞ ) by the right translation r. Indeed, by [12] , Theorem 1, we can find α ∈ C ∞ c (G ∞ ) such that f = f α. (This can be written as f = r(α ∨ )f . Hence the claim follows from [12] , Section 2, Lemma 2, but we find it interesting to give a direct proof.) Then, arguing as in the proof of Corollary 2-2, we find that, for
Since the function under the integral on the right-hand side in (3-18) is bounded from above by 2 · |X.α| ∞ applying the Mean-value theorem and, for |t| ≤ 1, it vanishes outside a fixed compact set, the Dominated convergence theorem implies that the right-hand side in (3-18) approaches zero when t → 0. Then the same is true for the left-hand side. This shows that f is a differentiable vector in L 1 (G ∞ ).
Let N be the unipotent radical of a proper parabolic subgroup of G ∞ . Since f is a differentiable vector in L 1 (G ∞ ), the right-hand side is finite in the following equality:
applying [12] , Section 3, Lemma 5.
Since (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) implies that the series δ∈K ∞ E l δ (f ) converges uniformly on compacta to f on G ∞ and (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) 
for almost all g ∈ G ∞ . This completes the proof of (3-15).
Non-vanishing of Poincaré Series I
In this section we assume a rather general setup. Through this section we let G be a locally compact Hausdorff topological group which is unimodular. Let dg be its Haar measure. We form L 1 (G) with respect to this measure.
If Γ is a discrete subgroup of G, then for f ∈ L 1 (G) we can form the Poincaré series P (f )(g) :=
the series γ∈Γ f (γ · g) converges absolutely almost everywhere and P (f ) ∈ L 1 (Γ \ G). This shows that it is meaningful to consider Poincaré series in such a generality. The series P (f ) might be zero almost everywhere for a non-zero f .
As an example and as a motivation for Theorem 4-1, let S(R) be the Schwartz space on R.
We writef (y) = R f (x) exp (−2πixy)dx for the Fourier transform. Then the series P (f )(x) = γ∈Z f (x + γ) is not identically zero if and only iff (γ) = 0 for some γ ∈ Z. Indeed, we can write the Fourier expansion P (f )(x) = γ∈Z c γ exp (2πiγx). P (f )(x) is not identically zero if and only if c γ = 0 for some γ ∈ Z. But c γ =f (γ). Now, to produce f such that P (f ) = 0, we simply require thatf is say compactly supported with support contained in ]0, 1[. We develop a non-vanishing criterion in the following theorem:
Theorem 4-1. Let G be a locally compact unimodular (Hausdorff ) topological group, and let
Then Γ\G |P (ϕ)(g)|dg > 0, and, in particular,
Proof. We begin with the following lemma:
Proof. Replacing C by its interior does not affect the assumption (4-2). Thus, in this proof we may assume that C is open with a compact closure.
Since C is open, we may consider C c (C) as a subset of C c (G). It is well-known that C c (C) is dense in L 1 (C) (see [13] , the definition of the Haar measure given in the first paragraph on the page 313 and Theorem 3.1). Hence, we can find a sequence (ψ n ) n≥1 , where
Thus, as n → ∞, this approaches C |ϕ(g)|dg − G−C |ϕ(g)|dg > 0. This proves the lemma.
Thus, the assumption of the lemma implies that of theorem.
To prove Theorem 4-1, we need one more lemma.
Lemma 4-5. Let ψ be given by 
Now, we prove the theorem. We compute
The computation in (4-6) implies the following:
If we put C = supp ψ, then Γ ∩ C · C −1 = {1} by the assumption of Lemma 4-3. Then
Since Γ ∩ C · C −1 = {1}, we see that the characteristic functions are related by
Next, Lemma 4-5 implies P (ψ)(g) = ψ(g) for g ∈ C. Therefore, if we consider |P (ψ)(·)| as a function on G invariant by Γ on the left, then the usual integration implies
Therefore, (4-7) and (4-8) imply
This proves the theorem.
Corollary 4-9. Let G be a locally compact unimodular (Hausdorff ) topological group which is countable at infinity. Let
Proof. Since G is countable at infinity, there exists compact sets C n (n ≥ 1) such that
We fix such n. Next, there exists i 0 such that
. Now, we apply Theorem 4-1.
Non-vanishing of Poincaré Series II
In this section we apply the results of the previous section to prove some non-vanishing results for the Poincaré series described by Theorem 3-10. The proof of Theorem 3-10 reveals that the existence of a non-zero ϕ which satisfies the assumptions of Theorem 3-10, implies that rank(K ∞ ) = rank(G ∞ ). The converse also holds and it follows from the fact that an irreducible representation of G ∞ in discrete series with a sufficiently regular infinitesimal character has integrable matrix coefficients [15] . [3] ). More generally, as a corollary, let S be a finite set of places of k containing all Archimedean places. Let L ⊂ G S be an open compact subgroup, then there exists a finite set
This can be considered as a discrete subgroup in G S . We remark that
This series converges uniformly on compacta (see . In particular, we recover a Poincaré series on G S (5-1)
We write down the following non-vanishing result: 
· is a sequence of discrete subgroups in G S such that ∩ n≥1 Γ n = {1}. Then γ∈Γ n ϕ S (γ · g S ) is not identically equal to zero for n large enough by Corollary 4-9. Now, we apply Theorem 3-10 and (5-1) to conclude that P (ϕ S ⊗ char L ) is a non-trivial cusp form in A cusp (G(k) \ G(A)).
Non-vanishing of Poincaré Series III
In this section we assume that G is a semisimple group over k = Q. Then the set of places of k is exactly the set of prime numbers p together with ∞. We assume that G ∞ has discrete series. (Then it also has integrable discrete series [15] in abundance.) Let G → SL n be some embedding defined over Q. This enables us to consider G ⊂ SL n as a subvariety defined over Q. We let Proof. Since ϕ ∞ = 0, we obtain G ∞ |ϕ ∞ (g ∞ )|dg ∞ > 0. Next, since G ∞ is countable at infinity, we can find a compact set C ∞ in G ∞ with a non-empty interior such that C∞ |ϕ ∞ (g)|dg > (G(Q) \ G(A) ). Hence γ∈Γ(m) ϕ ∞ (γ · g ∞ ) is a non-zero cusp form on a semisimple Lie group G ∞ for Γ(m) (see [7] , 4.4).
