Abstract. Traditional computational Grid resource managers enable high quantities of computational jobs to be scheduled and executed across a set of distributed computational resources. In general, the enactment of the policy for achieving this is the responsibility of the job scheduler, a centralised component that decides when and where jobs will be executed. However, when utilising a large-scale deployed resource manager under constant heavy load, a job may reside in a queue awaiting allocation for a considerable length of time. In addition, the job may take a considerable length of time to execute. When one considers multiple jobs with interdependent data requirements structured into a workflow, these properties can introduce significant inefficiencies in the overall execution of the workflow. This paper proposes and specifies a user-centric, user-local scheduler that applies the speculative, optimistic processing technique DataWarp to the scheduling process to improve the efficiency of workflow execution.
Introduction
The Grid has emerged as a paradigm that greatly facilitates the solution of large-scale computationally-intensive problems. Grids integrate networks, computing clusters, data, storage devices, processing power, and high-speed memories to provide a virtual global seamless integrated platform for high-performance computing [1] . Typically, a Grid deployment acts as a gateway to a larger resource managed by a resource manager (batch scheduler) [2, 3] . A common problem with Grid implementations, and in turn resource managers, is how best to schedule processing requests, or jobs, across a computational resource.
When considering the usage of scheduling in general, there are two stakeholders that hold particular interest: the computational resource owner and the resource consumer. However, they have potentially competing goals [4] . Typically, the computational resource owner's objective is to manage submitted jobs such that they make the most efficient use of resources, but the submitting user's objective is to manage job submission such that the computational resource delivers an acceptable result as quickly as possible. In some (often very simple) cases, these differing goals may agree and result in the same use of resources. In other cases, they may differ, often resulting in a compromised level of quality of service for individual users.
The computational resource owner relies on the enaction of a defined scheduling policy by a centralised scheduler component to ensure that their goal of efficient (and perhaps fair) use of resources is met. A common solution adopted by many resource manager schedulers [5, 6, 7] is to queue client job submission requests, and manage that queue (or queues) efficiently with respect to resources. Therefore, in addition to execution time of the submitted job, the user also has to take into account the time the job spends in the queue. When one considers a user workflow, where multiple job submissions have interdependencies, much of the time may be spent with jobs in the queue awaiting execution instead of actually executing. From the user's point of view this process quickly becomes inefficient, with the size and complexity of the workflow.
A possible approach to ameliorate the situation would be to analyse the workflow in terms of its data requirements and dependencies, and, taking into account the behaviour of the scheduling policy, manage the execution of that workflow. This paper proposes a user-centric client-side scheduler that dynamically manages the execution of a workflow more efficiently using a technique called DataWarp that embodies these considerations. DataWarp is an unusual approach to scheduling, not least for scheduling Grid jobs on to clusters. This is what we will illustrate in Section 4, when we describe in detail a scheduler which takes the role of a user trying to optimise their use of a remote resource, rather than the usual objective of a scheduler which is to optimise the overall use of that resource. To be able to introduce that scheduler properly we must first give an overview of Grid scheduling (section 2) and of the DataWarp method (section 3). Readers familiar with these topics could proceed immediately to section 4.
The Grid in Practice
A typical Grid deployment scenario consists of an installed Grid platform, such as Globus [2] or OMII [3] , acting as a gateway to a back-end large-scale computational resource. An example of such a resource is a batch processing system (or resource manager) which manages a cluster of machines such that jobs can be submitted from Grid clients and executed on those machines. The technical focus of this paper is the batch processing system, where the Grid platform is simply a possible means to access that resource.
This section firstly introduces PBS as an example batch processing system, and discusses basic techniques that demonstrate how operational knowledge of PBS can lead to improvements in efficiency.
Introduction to PBS
In general, the purpose of a batch processing system, or resource manager from a Grid perspective, is to schedule and initiate execution of batch jobs and to route these jobs between hosts. In addition, batch processing systems commonly have capabilities for transferring input and output data between hosts.
Many batch processing systems currently exist and are in popular use, although they commonly share many aspects of their architectures. A good example of a batch processing system is the Portable Batch Scheduler (PBS) [5] . An overview of the PBS architecture can be seen in Fig. 1 . In this architecture, these components are as follows:
• PBS Commands: the client-side interface to the PBS server for submitting, monitoring, modifying and deleting jobs.
• Job Server: the core component of PBS. This component is responsible for receiving/creating a job, modifying a job, running the job and protecting the job against system crashes.
• Job Executor (MOM): places a job into execution on demand from the server.
Responsible for creating an environment for the job, executing the job, and returning the job's output to the user when required. • Job Scheduler: controls when a job is run and on which resources, by implementing the site's scheduling policy. It queries the state of job executors, and queries the server to determine jobs to execute.
In addition, the following concepts are defined:
• Job: submitted by the client, contains information on how to execute the job, and optionally includes additional details: how/where to obtain the job's input data; how/where to place the job's output data; and the job's computation and data requirements (for scheduling purposes).
• Job Queue(s): managed list(s) of jobs that are waiting to be executed.
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Two examples of PBS in real use are its deployments on the US TeraGrid and the UK National Grid Service (NGS) [8] . For the purposes of this paper, we will use the NGS as an example Grid deployment to illustrate a typical usage scenario. There are two key methods by which jobs may be submitted to PBS on the NGS:
1. Local NGS shell: by logging into one of the NGS head nodes and submitting to the PBS cluster accessible via that head node directly. 2. Globus: using a Globus client installed on the user's machine to submit jobs through a Globus server installed on an NGS head node to the PBS cluster accessible via that head node.
Either of these methods requires a valid set of credentials for authentication purposes to access the NGS through the Globus Security Infrastructure that ensures only approved users may use the resources. (1) requires the credentials to log into the shell on the NGS. (2) requires the credentials to communicate with the Globus server. These credentials are provided by a user's e-Science certificate issued by the UK eScience Certificate Authority (CA) to individual users. A full overview of these security measures is beyond the scope of this discussion, although for the purposes of this paper it is enough to assume that a user has obtained a valid certificate and is able to launch jobs using one of the above methods.
There are two basic activities that we are interested in to enable us to use these resources, submitting jobs and monitoring the status of jobs, the typical practicalities of which will now be discussed.
Submitting and Monitoring the Job
Submitting a job to PBS through a remote NGS shell is performed in the following manner:
$ qsub <script>
A script is a shell script that contains instructions for running the job as well as parameters to PBS which may optionally define various run-time considerations of the job. This command submits the script <script> to PBS where it will reside on a PBS queue until it can be allocated execution on an appropriate node. When this occurs, <script> will be executed on that node. A unique identifier is returned (e.g. 339917.grid-compute) that allows us to reference that job for monitoring purposes. Monitoring the job is conducted as follows:
Where typical output may look something like:
The state of the job is denoted by the S column; in this case the job is being queued awaiting allocation to execute. There are numerous valid job states in PBS, although for simplicity following submission only these following possibilities are of interest:
• Queued (Q): Job is queued awaiting allocation to execute • Running (R): The job is in the process of executing
The status of the job is not returned by qstat and has therefore been executed (successfully or otherwise).
For submission via Globus, which is the preferred method of submission on the NGS, the process is much the same. Instead, globus-job-submit is used on a Globus client to submit the job thus:
$ globus-job-submit <globus-resource-manager> -x <pbs-arguments> <executable> <argument>…
Where <globus-resource-manager> represents the node to which the job is submitted e.g. grid-compute.oesc.ox.ac.uk/jobmanager-pbs. Arguments to -x enable PBS directives to be passed to PBS through Globus. Again, a unique job identifier is returned (e.g. https://grid-compute.oesc.ox.ac.uk:64002/2580/1168872087/) which can be used to reference the job.
Monitoring the job is also similar. The command globus-job-status is used:
$ globus-job-status <job-id>
Typical information returned is just the status of the job; either:
• PENDING: Job is waiting to be executed • ACTIVE: Job is in the process of execution • DONE: Job has successfully completed • FAILED: Job has failed Therefore, the means to submit and monitor jobs in either PBS or to PBS through Globus is much the same.
Subverting the Process
As described, once jobs are submitted to PBS they reside on the queue until the scheduler, taking into account the order of submission and job requirements, is able to allocate them to an execution node capable of executing each job. However, there are two basic factors that affect how long this process will take:
1. Queue time (Q): On a commonly shared, large-scale Grid resource, jobs may reside in a queue awaiting allocation for long periods of time.
Execution time (E):
The application itself may take a long time to run.
Together, these two factors determine the length of time to run the job i.e. Total time (T) = Q + E. Let us assume that the application execution is already as efficient as possible, and that we are similarly constrained by the time of Q. These two assumptions indicate we can never do better than Q + E for T.
However, strictly speaking, the job does not have to be fully defined (i.e. ready to run) at the point of submission. For example, a job script may execute an application that references data that is not ready to be processed, or simply does not exist when the job is submitted.
It is possible to devise a process to take advantage of this situation and reduce the impact of Q. Let us consider a user that wishes to submit a job to PBS but does not currently have the data required for input. A possible tactic to employ would be to submit a partially-defined job speculatively, that assumes the input data resides in a particular location (e.g. a file) but as yet does not. As long as the user is able to obtain the input data and ensure it is located where the job expects to find it before the job is actually executed, the job will be executed as normal, but potentially sooner than would have been the case. So, whilst we have not decreased Q, we have reduced its impact by applying a speculative, optimistic technique for submission.
A 'Placeholder' Job
We can further define this process with the concept of a placeholder job: it could be an 'empty' job that does nothing that is submitted. It sits in the queue and proceeds up the queue as a normal job. When enough information is gathered to configure a placeholder job, the job is then re-configured to reflect those initial input (data or job) conditions. This is typical of how existing resource managers are used by people in a manual sense (e.g. on the NGS). We are adopting this strategy in an automated sense. The following can happen:
1. The placeholder job has not been run: the user simply changes the parameters of the job. 2. The placeholder job has already passed its execution time: i.e. the information required to configure the job has arrived too late. The user creates a new job to reflect the known parameters and launches that one, although would have to wait for the job to complete. However, nothing is lost. 3. As a result of the execution of other jobs, it is determined that the output from the job is no longer required, in which case it is just removed from the queue.
A 'Predictive' Job
We can take the concept of a placeholder job one step further and eliminate the possibility of (2) above. Previously, we have considered the case that our input data was not ready for our application. However, now let us consider the possibility that the possible set of initial input data is sufficiently small that we can speculatively submit a set of jobs that cover likely (or possibly all) permutations of input data. Instead of a placeholder job, we now have the concept of a predictive job. When submitted, it already contains input conditions that are 'best-guessed'. The following can therefore happen:
1. We require the results (i.e. the predictive submission turns out to be validated by the results of other job(s) run since its submission). We use the results. 2. We do not require the results (i.e. the predictive submission turns out to be invalid -the results of other job(s) run since its submission negate the need for this job's results). We throw the results away.
Effectively, we are manually employing an optimistic partial branch prediction technique that may yield a time advantage.
The rest of the paper outlines an automated, optimistic strategy that embodies these techniques.
An Example Workflow
Typically, multiple job submissions are organised into a workflow that describes how the tasks are related in terms of control and/or data requirements and production.
For the purposes of this paper, let us introduce a simple example workflow described in pseudocode that represents a possible set of workflow actions. Such a representation allows us to abstract away from unnecessary implementation-specific details.
The workflow uses the following basic abstract structures:
• Data: a structure that represents a data object. This may be a file, a string of text, an image, etc.
• Job: a structure that holds basic information concerning a job, such as the executable to run, its location, etc.
In addition, it uses the following basic operations on a job J:
• J.submitJob(Data D…): submits a job J to a batch scheduler with the set of data D as input.
• J.waitFor(): wait until the job has been both queued and executed i.e. it is finished and its output data has been produced.
• Data D = J.getResults(): return the results D from a job.
Additionally, parallel is used to denote concurrent execution of multiple branches. The above functional abstractions are free to be defined in terms of a real platform; for PBS for example, submitJob would be based around the command qsub, and waitFor around qstat. In this case, an arrow designates the flow of data between each task, and thus the data dependencies are trivial. This example follows the typical Grid process of preprocess, compute and post-process:
• Pre-Process (A): Initial input data needs to be processed into a form acceptable to subsequent jobs, which is often necessary since many legacy applications executed on the Grid have inflexible data requirements.
• Mandatory Computation (B, H):
These jobs are submitted in every instance of the workflow.
• Possible Computation (J, K): Only one of these jobs is submitted per workflow instance. Dependent on the output from job H either job J or K is submitted.
• Post-Process (C): The output data from B and either J or K is processed into a form suitable for the end-user to use. This is often for visualisation purposes.
This workflow includes the basic characteristics of concurrency (exhibited by jobs B and C, H and J/K) and condition (exhibited by jobs J and K). The next section will illustrate how we can exploit these characteristics in combination with the methods described in the previous section by analysing the workflow to gain a time advantage for overall execution.
An Overview of DataWarp
DataWarp [9, 10] is a technique developed to assist applications working with data which might not be available on time and/or might be inaccurate or inconsistent [11] . Its objective is to permit applications to use data for which there is no unified notion of the correct value and was inspired by the notion of virtual time where the central system clock is replaced with a local notion of the current time in each application without affecting the results of the computation [12, 13] .
The standard behaviour for applications encountering problematic data is to wait for the problem to be resolved, possibly accompanied with an appeal for help to some appropriate authority. However, data in today's large open systems is subject to constant change, partially replicated in an unknown number of locations and maintained for different purposes by numerous owners. Many circumstances lead to data appearing inconsistent including timing differences, genuine errors and the consequences of owners whose expectations of the data are less stringent than others. Problems arising from timing differences generally sort themselves out eventually. Others require external intervention but in these systems there is no central authority able to arbitrate and resolve difficulties. The consequence is that an application which simply waits can suffer considerable delay achieving its objectives and may never be able to complete a task.
In the DataWarp view of the world, applications have to take responsibility for getting their work done: an application cannot afford to wait whilst some external actor corrects things as it might have to wait indefinitely. In any case, time spent waiting is time which could have been used doing something useful.
A heavy weight implementation of DataWarp would take all data which are in doubt and calculate the consequences of adopting every possible value for each. The application then computes the complete tree of possible computations. One of these has to be the "correct" one -the one which would have happened if the data issue hadn't arisen. So long as the application doesn't interact with the outside world, it can proceed in this indeterminate situation simultaneously progressing many computations.
When outside interaction is necessary, it is no longer possible to follow all possible executions and the application is forced to make a choice. The application has to select one of the possible executions to implement. This could be one which is considered to be most likely, entails the least effort or is least likely to lead to danger or financial loss. When or if the issue is resolved, the chosen action has to be reviewed. Hopefully, the chosen action will be exactly "right" -or close enough not to matter. In the worst case, the application will have to retract or compensate for some of its actions.
In practice DataWarp applications select a subset of candidate executions (perhaps just one) based on analysis of the problem and, since some actions are unimportant and the significance of others reduces in time, the application manages its list of "provisional" actions and only monitors those which it is prepared to change
Applying DataWarp to a Grid Scheduler
Users placing jobs into the queue for execution on a cluster in anticipation of the relevant data becoming available by the time the job reaches the head of the queue are manually adopting a DataWarp approach.
A feature of Grid workflows is they seek to co-ordinate a number of activities to compile some result but these activities and their results are not often visible to others so our scheduler can exist in a non-determinate state with a number of possible executions in progress. It only has to finally chose which to keep at the last moment just as it completes and announces the result.
The DataWarp scheduler is something that an individual would use to execute a workflow. Its objective is to get its work done as fast as it can. It is not concerned with optimal use of resources or fairness of allocation in the manner of the scheduler at the data centre.
The obvious way to execute a workflow, and this is the way most are executed, is to start at the beginning with the first task, put it in a queue for execution and wait until it is complete before moving on to the next… until you are done. Completing a workflow with n elements in this way entails n waits while a job makes its way up the queue. If there are many jobs and/or the progress of jobs up the queue is slow, the time to complete the workflow task could be far greater than necessary.
Applying a first level of DataWarp entails identifying dependencies between its jobs. Any which don't rely on results from others can be put on the queue for execution immediately. Experience of the behaviour of the queue and estimates execution times for the jobs enables the scheduler to place further jobs in the queue so they arrive at the top just as the data they need becomes available. Getting this right permits the scheduler to execute the workflow as fast as if it could slip jobs straight into first place on the queue.
At a second level, the scheduler can manage situations where control flow information is late or missing pursuing more than one branch of execution and making a final selection later. It may also start jobs early where missing parameters or input can be estimated in preference to abandoning a placeholder job and resubmitting.
Outline of Implementation
In this section we describe how a DataWarp aware personal workflow scheduler which sits between the user submitting a workflow for execution and the data centre operates. Its purpose is to manage and expedite the execution of the user's workflow and operates in two phases: analysis of the workflow and managing its execution.
Analysis
The DataWarp scheduler assembles a graph of the dependencies between the elements in the workflow. From the graph the scheduler compiles a timetable for the submission of placeholder jobs using its knowledge of the behaviour of the queue of pending jobs at the data centre and the time jobs will take to execute such that, assuming its estimates are accurate, as each job is completed a placeholder for its successor is arriving at the head of the queue permitting the workflow to continue without delay.
It also categorises the inputs (parameters, input data files, control flow) to the various jobs as being critical or not according to whether it is possible to substitute an estimate with a good expectation of achieving a satisfactory result.
Let us examine the results of such an analysis in practice. Fig. 3 
Management
With the timetable completed, the scheduler places the first jobs in the queue for execution and sets timers to insert placeholders as required. The scheduler then monitors the progress of the workflow and of its placeholders as they rise to the head of the queue. If placeholders are not arriving at the head of the queue just as the scheduler is ready to use them, it can adjust its timetable to insert placeholders earlier or later as necessary. From time to time, a placeholder job will arrive at the head of the queue before all of the data needed to perform the job is available. In the worst case, the scheduler will have to insert another job into the queue for this task (and reset its timetable of placeholder jobs). This is the last resort as it amounts to executing a single step of the workflow in the standard manner and waiting for the new job to make its way up the execution queue from the bottom. However, it may not be necessary; if the scheduler is missing control flow information, it can allow all possible executions to commence and discard or abort those not needed later. Alternatively if it is missing input which has been identified as not critical, the scheduler can insert a (safe) estimate and allow the job to proceed (though it should check that when the value does eventually arrive that it is compatible with the one used).
Referring to our example, let us assume our execution estimates are reasonable and that it always takes a job 6 minutes to rise to the head of the queue (Q -this time includes allowance for making the switch in the script). Let us consider the execution of just A, B and C. The obvious method would be to submit each job to the batch system as the previous one finishes. This would take: 6 + 7 + 6 + 20 + 6 + 43 = 88 minutes (Q wait times in bold).
However, using our scheduler permits the task to be completed 12 minutes earlier: For the whole workflow, H takes input from A and then either J or K is executed to arrive at a parameter selection which forms part of the input to C. If H, J and K are executed in sequence with the other jobs, they add 28 minutes to the total running time (6 + 5 + 6 + 11) but they need not slow the task at all if they are executed in parallel with B.
Let us now consider the consequences if the workflow doesn't go as planned. First, suppose H hasn't reported its result when J and K are scheduled to start. The placeholder jobs for J and K will arrive at the head of the queue before the scheduler is ready to decide which to execute. The DataWarp scheduler handles this by starting both and noting that it is still waiting for output from H. When it becomes available, the scheduler can abort the unnecessary job (or discard its output) and continue as normal.
Now let us consider the situation if B is finishing but H still hasn't completed. J and K are both complete but the scheduler still can't decide which output to select as input to B. It can't do what it did with J and K because it only has one placeholder job ready. Instead it exploits the classification of this input as non-critical. The scheduler makes a default selection; the output of J or K and still completes C on time. Perhaps the output from J, K is a configuration for a visualisation programme and whilst K always produces a useable result, J produces leads to one which is more aestheitcally pleasing, but only works on some classes of data (identified in H).
Conclusions
We have described an approach to optimistic scheduling, for Grid applications, based on the use of the DataWarp coordination protocol.
DataWarp allows processes to make progress even when not all the data they require is available. It subsequently corrects any problems that arise, by making forward progress to an acceptable state, not by undoing its actions.
In Grid applications, jobs typically take a long time to run and typically sit in a queue for long periods waiting for processor time. We can optimise their total elapsed time by submitting placeholder jobs that will, ideally, reach the front of the queue just in time to begin execution. A scheduler, based on such a plan, has been described. This scheduler optimises the progress of a workflow from a user's point of view, rather than from the resource's point of view. This approach is practical in the way the Grid is used today and is often implemented manually or in an ad-hoc workflow by users. How a community of users, all using such an optimistic scheduler once it had been automated, would evolve in practice is an interesting question.
We believe the resulting resource utilisation would be acceptable from the resource owner's point of view and that the community of users would be seen to evolve into an ad-hoc collaboration, not unlike the competing participants in Axelrod's experiments [14] .
