Broadcasting is an elementary operation in wireless multihop networks. Flooding is a simple broadcast protocol but it frequently causes serious redundancy, contention and collisions. Probability based methods are promising because they can reduce broadcast messages without additional hardware and control packets. In this paper, the counterbased scheme which is one of the probability based methods is focused on as a broadcast protocol, and the RAD (Random Assessment Delay) Extension is proposed to improve the original counter-based scheme. The RAD Extension can be implemented without additional hardware, so that the strength of the counter-based scheme can be preserved. In addition, we propose the additional algorithm called Hop Count Aware RAD Extension to establish shorter path from the source node. Simulation results show that both of the RAD Extension and the Hop Count Aware RAD Extension reduce the number of retransmitting nodes by about 10% compared with the original scheme. Furthermore, the Hop Count Aware RAD Extension can establish almost the same path length as the counter-based scheme.
Introduction
Recent advances in micro-sensors, which integrate circuit technology and low-power wireless communications will enable the deployment of extremely small, low-cost sensor nodes. Applications of sensor networks comprising numerous such sensor nodes include remote environmental monitoring, smart spaces, military surveillance, precision agriculture [2] .
A multi-hop wireless sensor network comprises multiple small wireless sensor nodes, each of which is driven by a limited battery capacity. As the number of sensor nodes increases to several hundreds or to several thousands, the persistent necessity of changing batteries would be a considerable burden. For that reason, it is highly desirable to reduce the power being used by each sensor node. A salient issue is the reduction of the amount of transmitted data because wireless communications at sensor nodes consume more power than any other activity [3] , [4] .
Broadcasting (diffusing a message from a source node to all the other nodes in the network) plays an important role in multi-hop wireless sensor networks. This operation is used for path establishment in most of routing protocols [5] , [6] . The most straightforward solution for broad- casting is a flooding (simple flooding), in which every node in the network retransmits an unseen received message once. However, the flooding may cause serious redundancy, contentions and collisions, known as a "broadcast storm" problem [7] . This problem leads to high overheads and high energy consumption. To solve the broadcast storm problem, various efficient broadcast protocols have been proposed [8] .
In this paper, we focus on the counter-based scheme which is one of the probability based broadcast schemes. Probability based schemes reduce the amount of unnecessary rebroadcasts with the cost of only slight additional hardware and without any control messages. Such features are desirable for wireless sensor networks because the cost of nodes can be reduced and wireless resource that is scarce can be saved. In [8] , probabilistic scheme and counter-based scheme are shown as examples of probability based methods. In the paper, it is pointed out that the counter-based scheme has adaptability to local topologies, and more precisely node density. This fact is supported in [7] where it is shown that the counter-based scheme outperforms the probabilistic scheme in terms of reachability and saved rebroadcast. The counter-based scheme is, however, not sufficient, and there still remains room for improvement as shown in this paper.
In this paper, we propose two approaches to improve the counter-based scheme: "Random Assessment Delay Extension (RAD Extension)" and "Hop Count Aware RAD Extension (HCA-RAD Extension)." As shown in Sect. 4, the RAD Extension reduces the number of retransmitting nodes by about 10% compared with the original counterbased scheme. In compensation for reduced rebroadcast, the RAD Extension possibly finds redundant paths with more hops from a source node to the other nodes than the original counter-based scheme. This inherence will be undesirable if it is used for routing protocols because redundant paths make more nodes consume power to relay data packets. In this paper, we call the side-effect "roundabout problem."
To cope with this problem, we propose the HCA-RAD Extension. As shown in Sect. 4, the HCA-RAD Extension finds almost the same length paths as the original counterbased scheme on average while it saves rebroadcasting almost as same as the RAD Extension.
The rest of this paper is organized as follows: Sect. 2 describes the original counter-based scheme. Improved counter-based schemes are proposed in Sect. 3. Section 4 presents some simulation results. Finally, conclusions are drawn in Sect. 5.
Counter-Based Scheme
In simple flooding, the more duplicate broadcast messages a node receives, the less effective its rebroadcasting becomes [7] . This is because the duplicate broadcast messages are likely to have been received by its neighboring nodes. This fact is involved in the counter-based scheme. In this scheme, a node which has received redundant messages more than a predefined threshold cancels to rebroadcast. The details of the original algorithm are shown below:
1. When a node receives a broadcast message for the first time, it initializes a counter and a timer to one and zero, respectively, and determines a timer threshold called "Random Assessment Delay (RAD)," the value of which is uniformly distributed between 0 and T max . 2. The timer increases with time. If the timer reaches the predetermined RAD (or expires), the node rebroadcast the message. 3. The node increases its counter by one every time it receives a duplicate broadcast message, and if the counter reaches the preset threshold C th prior to expiry of the timer, the node halts rebroadcasting.
References [7] and [9] show that C th set 4 to 6 is preferable from the viewpoint of the trade-off between reachability and saved rebroadcast. Note that the original counterbased scheme performs the same as the simple flooding in the case of C th = 1. Further, the rebroadcast is completed within T max or halted. In this sense, T max can be regarded as the maximum rebroadcast delay.
The counter-based scheme can reduce the number of retransmitting nodes just like an area based scheme, with a high arrival rate maintained. And this scheme needs neither hardware like an area based scheme nor additional communication cost like a neighbor knowledge based scheme. For this reason, the counter-based scheme can be regarded as a promising broadcast algorithm for wireless sensor networks.
There are some research efforts to improve the counterbased scheme [10] - [12] . In [10] , a node sets the value of the counter threshold C th according to the number of its neighboring nodes. Similarly, in [11] , a node sets C th according to the distance from the broadcasting node to itself. In [12] , the upper value of the RAD is a function of the the distance from the broadcasting node. These schemes, however, cooperate with a neighbor knowledge based scheme or an area based scheme. Such the cooperation possibly diminishes the strength of the original counter-based scheme, that is, a very little extra hardware and no control traffic. As shown in Sect. 3, there is still room for improvement without losing such features. This is our contribution in this paper.
Proposal Scheme

Basic Consideration
In this subsection, the reason why the redundant broadcast occurs in the original counter-based scheme is considered. Suppose the case of C th = 4 and the node placement shown in Fig. 1 . In this figure, the source node broadcasts a new message. Note that the rebroadcast by the node D covers only a quite small area, so that it can be in vain. This is because the node D exists near to the source node.
The original counter-based scheme can not always prevent such a redundant rebroadcast. For example, suppose that each node set its RAD after receiving the broadcast message from the source as shown in Fig. 1. In this figure , a circle denotes the communication range of the node at the center. Even though the node D will hear the same messages including the original one four times, the node D rebroadcasts since its timer expires earlier than those of the node B and C. The node D can suppress the redundant rebroadcast if the node D happens to set its RAD longer than the other nodes. Such a probability is, however, only 1/4 in this case since the value of the RAD is chosen uniformly at random. In order to increase success probability, the nodes with more redundant broadcasts had set their RAD longer. Unfortunately, however, the nodes can not predict the number of future received broadcasts at the moment of decision of the RAD.
Let us consider another example shown in Fig. 2 . In this figure, the node A and B exist near each other, and they set their RAD just after receiving a broadcast message from the source. The node A's timer expires at time t 1 earlier than the node B, and then the node C and D set their RAD just after receiving the node A's rebroadcast. In the case, the node B's timer tends to expires earlier than those of the node C and D since they are invoked later than the node B's timer. The node B's rebroadcasting covers only a small area since the node A and node B exist near. Such vain effort can be avoided if both the node C and D rebroadcast ahead of the node B. This, however, happens at the probability 1/6 (See Appendix A.1).
RAD Extension
The problem considered in the previous subsection comes from the way to decide the value of RAD. In the original counter-based scheme, each node has no choice but to determine its RAD at random since it does not have any information such as the distance between the source and itself.
To mitigate this problem, we introduce "RAD Extension" to the original counter-based scheme. The RAD Extension makes nodes receiving more rebroadcasts have longer pseudo RAD. The details of the RAD Extension are shown below:
1. When a node receives a broadcast message for the first time, it initializes a counter and a timer to one and zero, respectively, and determines a timer threshold called "Random Assessment Delay (RAD)," the value of which is uniformly distributed between 0 and ΔT = T max /(C th − 1). 2. The timer increases with time. If the timer reaches the predetermined RAD (or expires), the node rebroadcast the message. 3. The node increases its counter by one, and extends the RAD by ΔT every time it receives a duplicate broadcast message, and if the counter reaches the preset threshold C th prior to expiry of the timer, the node halts rebroadcasting.
Similarly to the original counter-based scheme, rebroadcasting completes or halts within T max = ΔT (C th − 1). This is because the initial RAD is uniformly chosen between 0 and ΔT , and the RAD could be extended at most (C th − 2) times.
Here let us consider how the RAD Extension works in the previous examples. Figure 3 shows an example similar to that shown in Fig. 1 . The node D extends its RAD twice due to the receptions from the node A and C. The counter of the node D reaches C th = 4 just after the reception from the node B, so that the node D halts rebroadcasting. The node D will fail only when its initial RAD is the shorter than those of the node A, B and C. Such a probability is 1/4. Thus the RAD Extension increases the success probability from 1/4 to 3/4. A. At the same time, the node C and D initially set their RAD between 0 and ΔT , so that their timers will expire by time t 1 + ΔT and rebroadcast. On the other hand, since the node B's timer expires after time t 1 + ΔT , the rebroadcasts of the node C and D increase the counter of the node B up to C th = 4. As results, the node B will halt rebroadcasting.
The RAD Extension has an undesirable effect in return for reducing unnecessary rebroadcasts. In this paper, we call the effect "roundabout problem."
Here let us consider how a path of successive rebroadcasts expands. In the RAD Extension, a node extends its RAD every receiving the duplicate rebroadcast. In other words, if a path happens to stick out, the node on the tip of the path will not receive so many rebroadcasts from the other nodes around itself. As a result, such a node will be given higher priority of rebroadcasting. This foments the path to expand itself, and suppresses the construction of other paths which may have smaller hops.
In Fig. 5 , the three-hop path from the source to the node D via the node A and C may block the two-hop path via the node B. If the node A and C happen to rebroadcast ahead of the node B, the node B will extend its RAD so that the node D rebroadcasts before the node B. As results, the node B will halt rebroadcasting. This happens with a probability of 1/6. On the other hands, in the case of the original counter-based scheme, such a probability is only 1/24. (See Appendix A.3.)
Hop Count Aware RAD Extension
In order to cope with the roundabout problem while restructuring redundant broadcasts, we introduce the Hop Count Aware RAD Extension. For this sake, the scheme is twofold:
1. In order to reduce the average hops of the path compared with the RAD Extension, the HCA-RAD Extension gives the higher priority to nodes with the smaller hops from the source. 2. In order to reduce redundant rebroadcasts, likely to the RAD Extension, the HCA-RAD Extension gives the higher priority to node with fewer duplicate rebroadcast receptions.
Recall that the reason of the roundabout problem in the RAD Extension is that the longer path tends to expand itself. In order to slack off the rate of such the expansion, the HCA-RAD Extension makes the nodes offset their RADs to wait for the ones with smaller hops.
The details of the HCA-RAD Extension are shown below:
1. When a node receives a broadcast message for the first time, the node initializes a counter to one, and determines the initial RAD at random uniformly between 0 and ΔT HCA = T max 2(C th −1) . Then the RAD is offset by (ΔT HCA − initial value of the RAD of a sender node). Here, the sender node is a neighbor node which rebroadcasts the message. Note that the node to receive the broadcast message is further from the source by one hop than the node to send the broadcast message. To notify the length of the offset, the sender includes its initial RAD in the broadcast packet. Note that the initial RAD of the source node is ΔT HCA . 2. If the node receives the same broadcast message during the RAD, the node increases its counter by one. Then, it cancels to rebroadcast if the counter reaches the preset threshold C th ; otherwise it extends the RAD by 2ΔT HCA . 3. After the RAD expires, the node retransmits the broadcast message.
Setting ΔT HCA as the half of ΔT of the RAD Extension enables to interleave waiting time among nodes with different hops but the same number of message receptions as shown in Fig. 9 . Then the nodes with H hops and N message receptions have retransmitted before nodes with H + 1 hops and N message receptions retransmit. This interleaved waiting time prevents nodes from overtaking the ones with smaller hops.
By this extended algorithm, each node decides its rebroadcast after other nodes which have shorter hop count and fewer message reception (Fig. 9) . Therefore, if the number of message reception is the same, rebroadcast probability is the same as RAD Extension. So, the number of average hop count can be reduced, without increasing the number of rebroadcast nodes from the RAD Extension.
Moreover, the rebroadcast is completed within T max = 2ΔT HCA × (C th − 1) or halted. The initial value of the RAD is chosen over the range from 0 to ΔT HCA . And the initial "waiting time" of a node is from ΔT HCA to 2ΔT HCA , since (ΔT HCA − initial value of RAD of a sender) is added to its initial RAD. Furthermore, the RAD could be extended 2ΔT HCA at most (C th − 2) times. As results, the sum of the initial RAD and its extensions is less than 2ΔT HCA ×(C th −1).
Here let us consider how the HCA-RAD Extension works in the previous examples. Figure 6 shows a similar example to that shown in Figs. 1 and 3 . And Fig. 7 shows a similar example to that shown in Figs. 1 and 4 . In both of the examples, the same operation as the RAD Extension was performed essentially, and redundant retransmission can be suppressed.
If the HCA-RAD Extension is used in the same situation as Fig. 5 , the shortest path can be discovered as shown in Fig. 8 . In this situation, the HCA-RAD Extension can certainly suppress the redundant path establishment (Appendix A.3).
In practice, the receiver node needs to know the initial RAD of the sender node in the HCA-RAD Extension. The simple method is that a node adds its initial RAD to a broadcasting message. Although it is a problem that a broadcast-ing message increases, the required amount of information is several bits since the range of the initial RAD is from 0 to ΔT . Moreover, if time synchronous type MAC protocols [13] or GPS are used and the system has a strict timer, the receiver node can calculate the initial RAD of the sender node using the message reception time and the time which the base station sends broadcast message. This is because, as shown in Fig. 9 , operation of all the nodes is divided by ΔT .
In the next section, we show some simulation results to verify the effect of the RAD Extension.
Performance Evaluation
In order to verify the effects of the RAD Extension and the HCA-RAD Extension, we perform simulation experiments using QualNet [14] . In the simulation, all the broadcasting schemes are implemented in the network layer instead of MAC layer. For each parameter setting, 50 trials with different random seeds were executed and the average value of them is plotted in the following graphs.
Parameter Settings
First, we mention the parameters defined in the simulation. A simulation area is set to 100 m × 100 m or 300 m × 300 m, and sensor nodes are deployed randomly in the area. A base station is placed in the center of the simulation area, and it performs broadcasting. The transmission range is set to about 20 m. The modulation is on-off keying, and the information rate is set to 10 kbps. It is assumed that the transmission power is 800 μW, the reception power is 500 μW, the idle power is 0.5 μW [15] . LPL (Low Power Listening) [16] is used as an MAC (Medium Access Control) protocol. In LPL, the periodic wakeup time is set to 50 ms [13] . Packet size of a broadcast message is set to 48 bytes. As a result, the packet transmission time is 38.4 ms.
Simulation Results
In this paper, the number of retransmitting nodes, reachability, hop count, and latency (shown as end to end delay in the graphs) are used as performance metrics. Here, the latency is defined as the time after the base station transmits a broadcast message until the last rebroadcast is completed.
The counter-based scheme, the RAD Extension and the HCA-RAD Extension have two control parameters T max and C th . The longer T max , the less redundant broadcasts but the larger latency. The value of C th controls the trade-off between the number of retransmitting nodes and reachability.
First, the counter threshold C th is varied. In Figs. 10(a) and 11(a), a simulation area is set to 100 m × 100 m, and the number of nodes is set to 100. The value of T max should be set larger enough to restrict redundant rebroadcasts. T max is set to 15s in Figs. 10 and 11. Figure 10(a) shows the number of retransmitting nodes and reachability against C th in the counter-based scheme, the RAD Extension and the HCA-RAD Extension. As shown in this graph, there is no significant difference in reachability, and when C th is 4 or more, the reachability is over 99.5%. On the other hand, the RAD Extension and the HCA-RAD Extension reduce the number of retransmitting node by about 10% when C th is set to three or more. As mentioned in Sect. 3, when C th is set to two, the number of retransmitting nodes is the same. Figure 11 shows the average number of hop counts against C th . As shown in this graph, the average number of hop counts of the HCA-RAD Extension is always fewer than the RAD Extension, and it is fewer than the original counter-base scheme when Cth is less than 4.
In Figs. 10(b) and 11(b), the network scale is increased nine times from Figs. 10(a) and 11 (a) with the same node density. Here, a simulation area is set to 300 m × 300 m, and the number of nodes is set to 900. Although the tendencies of retransmitting nodes, reachability, and hop count are the same as Fig. 11(a) , the average number of hop counts of the HCA-RAD Extension is suppressed about the same as the original counter-based scheme when C th is 4 or more. That is, it is shown that the effect of the HCA-RAD Extension becomes large with the network scale.
Next, the value of T max is varied. Here, a simulation area is set to 100 m × 100 m, the number of nodes is set to 100, and C th is set to 4. Since the transmission range is about 20 m, the node density is 12.56 m −2 . Figure 12 (a) shows the relationship between reachability and T max . It is read from this figure that reachability is hardly influenced by T max . Then, reachability drops in the case of too small T max . This is because broadcast messages are transmitted by some nodes during a short period. Therefore, they tend to collide each other. Figure 12 (b) shows the relationship between the number of retransmitting nodes and T max . The number of retransmitting nodes cannot be reduced enough in the case of too small T max . This is the same reason as reachability. However, the number of retransmitting nodes decreases with the value of T max in the counter-based scheme, the RAD Extension and the HCA-RAD Extension. In the simulation, the wakeup period in LPL (MAC layer) is set to 50 ms, and the transmission time of the broadcast packet is 38.4 ms. Therefore, it takes at least 353.6 ms for a node to receive four duplicate rebroadcasts so that it cancels its rebroadcast since C th = 4. Since all the broadcasting schemes are implemented in the network layer in the simulation, any node can not cancel to rebroadcast after its network layer passes the rebroadcast packet to the MAC layer even if it receives the fourth duplicate packet (C th = 4) before its rebroadcast. The value of T max should be set a few seconds or more since about twelve nodes compete in the transmission region of a node. And the RAD Extension and the HCA-RAD Extension outperform the original counter-based scheme when T max is set to 5s or more. Then T max is set to 15s in Figs. 10, 11, 15 and 16. Figure 13 shows the relationship between the latency and T max . In Fig. 13 , the latency increases linearly with T max . Furthermore, the latency in the RAD Extension is smaller than other schemes, because the initial RAD is cho- sen in the smaller range in the RAD Extension. This fact encourages a broadcast to diffuse rapidly. Moreover, the latency in the HCA-RAD Extension is almost the same as the flooding or the original counter-based scheme, regardless of the initial RAD is chosen in the smaller range. This is because, in HCA-RAD Extension, each node decides its rebroadcast after other nodes which have shorter hop count and fewer message reception. Figure 14 illustrates the relationship between the number of retransmitting nodes and the latency. In this figure, it is shown that the RAD Extension and the HCA-RAD Extension can suppress the number of retransmitting nodes under the condition of the same latency.
Next, the influence by node density is shown. Here, T max is set to 15 s, and C th is set to 4. A simulation area is set to 100 m × 100 m, and the number of nodes is set to 100. Figure 15(a) shows the relationship between the number of nodes in the network and reachability. If the node density is same, there is no significant difference in reachability.
Figure 15(b) shows the relationship between the number of nodes in the network and the number of retransmitting nodes. In the flooding, every node in the network retransmits a message. On the other hand, the number of retransmitting nodes in the counter-based scheme hardly increases even if the node density becomes high. Moreover, the RAD Extension and the HCA-RAD Extension reduce the number of retransmitting node by about 10% from the original counter-based scheme regardless of the node density.
Finally, in order to show the influence of the hops on the energy consumption, we consider the scenario of the data gathering where the sensed data packets are transfered along the paths which are established by proposal or conventional broadcast schemes. Here, Tiny Diffusion [6] was used as a routing protocol. Figure 16 illustrates the power consumption in the whole of the network where all nodes send the their sensed data at once to the base station. C th is set to 4, and T max is set to 15 s. The data packet length is 48 bytes. A simulation area is set to 300 m × 300 m, and the number of nodes is set to 900. In general, the power strongly depends on the frequency of the broadcasting to the data transfer. In the figure, the power does not include that for broadcasting in order to evaluate only the established path. In this figure, it is shown that HCA-RAD Extension reduces the power consumption of the data transfer by 2.6% and 7.9% compared to the counter-based scheme, and RAD Extension, respectively. This is because HCA-RAD Extension finds a path with the smaller hops so that the fewer data transmissions and overhearings can be achieved.
Conclusion
In this paper, the counter-based scheme was focused on as a broadcast protocol for wireless sensor networks, and the RAD Extension has been proposed to improve the original. Simulation results showed that the RAD Extension can reduce the number of retransmitting nodes by about 10% compared with the original scheme. In addition, we propose the HCA-RAD Extension to establish shorter path from the source node to the other nodes. This algorithm succeeds in shortening the average path length to almost the same as the counter-based scheme. And the reduction of retransmitting nodes is still kept about 10% compared to the counter-based scheme.
(A· 1)
Further let T RAD i denote the random variable of the RAD of the node i for convenience in the followings.
A.2 Probability to Suppress Redundant Rebroadcast in RAD Extension
In Fig. 2 , the node A (resp. B) can be assumed to rebroadcast prior to the node B (resp. A). The unnecessary rebroadcast by the node B (resp. A) is avoided when both the node D and C rebroadcast prior to the node B (resp. A) because of C th = 4. This happens with the probability P SRR def = Pr{max T RAD C , T RAD D < |T RAD A − T RAD B |}. The probability density function of the random variable |T RAD A − T RAD B | is given by
(A· 2) Using (A· 2), the value of P SRR can be calculated as follows:
On the other hand, the RAD Extension (Fig. 4) and the HCA-RAD Extension (Fig. 7) can certainly cancel one retransmission of the node A or node B regardless of how to choose the value of the RAD.
A.3 Probability to Establish Roundabout Path
First, let us consider the case of the original counter-based scheme shown in Fig. 5 . The roundabout path from the source to the node D via the node C and D will be established when the series of rebroadcasts of the node A, C, and D finishes before the node B's timer expires. This happens with the probability P ERP def = Pr{T RAD B < T RAD A + T RAD B + T RAD D }, which can be calculated as follows:
Second, let us consider the case of the RAD Extension shown in Fig. 5 . The roundabout path from the source to the node D via the node C and D will be established when the series of rebroadcasts of the node A and C finishes before the node B's timer expires. This happens with the probability P ERP−RADE def = Pr{T RAD B < T RAD A + T RAD B + T RAD D }, which can be calculated as follows:
Finally, let us consider the case of the HCA-RAD Extension shown in Fig. 8 . The node C does not rebroadcast earlier than the node B since the node C extend its initial RAD by ΔT − t a . Thus the roundabout path can not be established. 
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