Abstract Let Z n d be the additive group of 1×n row vectors over Z d . For an n×n matrix T over Z d and ω ∈ Z n d , the affine transformation F T,ω of Z n d sends x to xT +ω. Let α be the cyclic group generated by a vector α ∈ Z n d . The affine transformation coset pseudo-digraph T CP (Z n d , α, F T,ω ) has the set of cosets of α in Z n d as vertices and there are c arcs from x + α to y + α if and only if the number of z ∈ x + α such that F T,ω (z) ∈ y + α is c. We prove that the following statements are equivalent: Keywords-affine transformation, De Bruijn digraph, wrapped butterfly, transformation coset pseudo-digraph.
Introduction
This paper is about an interesting phenomenon, namely sometimes some digraphs arising from seemingly very general algebraic constructions or those restricted by a simple algebraic requirement turn out to be of a very regular pattern and have close connection with a family of seemingly very special digraphs, the so-called De Bruijn digraphs [2] . Perhaps we should call this special type of digraphs universal digraphs as they already appear in a wide range of research . In this sense, our work here will confirm the assertion that the mysterious De Bruijn digraphs are really universal. Let us postpone a more accurate
If a submodule M is spanned by a set S, we call S a generating set of M. For any nonzero vector α ∈ Z n d and T ∈ M at n (Z d ), the T -cyclic submodule generated by α is the submodule Z d (α; T ) . = {αT k , k ≥ 0} . A vector α is a cyclic vector for T provided Z d (α; T ) = Z n d . For any finite set S, #S denotes its cardinality. Let Γ be a digraph. The vertex set and the arc set of Γ are denoted by V (Γ) and E(Γ), respectively. For a subset V 0 of V (Γ), we write N Γ (V 0 ) for the out-neighbor set of V 0 , which is {w ∈ V (Γ) : ∃ u ∈ V 0 , e ∈ E(Γ), e starts from u and ends at w}. We let N 0 Γ (V 0 ) = V 0 and define inductively that N k
Γ (V 0 )) for any positive integer k. A digraph Γ is strongly connected if for any two vertices x and y of Γ, there always exists in Γ a path from x to y. We say that a digraph is connected if its underlying undirected graph is connected. The components of a digraph refer to its connected components. A digraph Γ is said to be balanced if the in-degree and out-degree of each of its vertices are equal. We write G ∼ = H to denote that G and H are isomorphic digraphs. If G ∼ = H, we think of them as different representations of the same object and thus often do not distinguish between them.
Given an α ∈ Z n d and a transformation F on Z n d , the transformation coset pseudodigraph (TCP digraph, for short) of Z n d with respect to them, denoted T CP (Z n d , α, F ), is the digraph whose vertex set is Z n d / α and the number of arcs from vertex x + α to vertex y + α is #{z ∈ x + α : F (z) ∈ y + α }. Let S be a union of several cosets of α in Z n d . If there are no arcs between S/ α and (Z n d − S)/ α in T CP (Z n d , α, F ), then we use the notation T CP (S, α, F ) to represent the subdigraph induced by the vertex set S/ α , which is a TCP digraph on S.
The conjunction Γ 1 ⊗ Γ 2 of two digraphs Γ 1 and Γ 2 has V (Γ 1 ) × V (Γ 2 ) as the vertex set and E(Γ 1 ⊗ Γ 2 ) has (x 1 , x 2 )(y 1 , y 2 ) as an element of multiplicity m 1 m 2 , where m i is the multiplicity of (x i , y i ) in E(Γ i ), i = 1, 2. We write C t for the cycle of length t. A generalized t-cycle [13, 20] is a digraph which permits a homomorphism from it to C t . Clearly, for any digraph Γ, C t ⊗ Γ is a generalized t-cycle. If G is a generalized t-cycle with a given homomorphism f in our mind, we refer to a subset of V (G) of the form f −1 (v) for v ∈ V (C t ) as a stage of G.
For any two positive integers d and n, the d-nary n-dimensional De Bruijn digraph B(d, n) [2] has Z n d as its vertex set and there is an arc from x = (x 0 , x 1 , · · · , x n−1 ) to y = (y 0 , y 1 , · · · , y n−1 ) if and only if y i = x i+1 for i = 0, · · · , n − 2. We also define B(d, 0) to be the digraph with one vertex and d loops. The r-stage d-nary n-dimensional generalized wrapped butterfly [17, 20] , denoted by GW BY (r, d, n), is the generalized r-cycle C r ⊗ B(d, n). When r = n, GW BY (r, d, n) becomes the well-known d-nary n-dimensional wrapped butterfly and is commonly denoted by W BY (d, n) [20] . The conjunction of a path with a De Bruijn digraph is called a generalized butterfly [11, 14, 21] .
In the course of investigating highly arc transitive digraphs, Praeger [17, Theorem 2.9] proved a surprising result that if a digraph admits certain symmetries then it must be a generalized wrapped butterfly. The school of Fiol investigated some symmetry property of the generalized wrapped butterflies [3, 8] . Hotzel [14] established many results about generalized butterflies and then made a very interesting conjecture that these digraphs have the largest order automorphism group among all MIN digraphs with a set of equal parameters. With the help of the powerful tool of Layered Cross Product [9] , Golbandi and Litman [11] worked out a series of deep characterizations for the generalized butterflies in terms of various symmetry properties. For some other characterizations for generalized butterflies or more general De Bruijn-like structures, see [21] and its references.
In the study of OTIS layouts of De Bruijn networks, Coudert, Ferreira and Perennes [6] introduced a class of digraphs and discussed when such digraphs will be isomorphic to De Bruijn digraphs. They claimed without proof that each component of that type of digraphs is the conjunction of a De Bruijn digraph with a cycle [6, p. 159] . However, recently, Coudert told us via email that the proof can be found in [5] .
The following results of Fiduccia et al. are motivated by their research on nonblocking switching networks [4, 10] .
if and only if any of the following statements holds:
(a) α is a cyclic vector for T ;
if and only if α is a cyclic vector for T.
Following the same line of research as described above, our paper aims to further study the De Bruijn-like structure hidden in affine TCP digraphs.
In Section 2, we prove that for any positive integers d, n, vectors α, ω ∈ Z n d and matrix T ∈ M at n (Z d ), the following statements are equivalent:
) is primitive; (c) α is a cyclic vector for T . This is much stronger than the statement of Conjecture 1.2. In Section 3, with the further assumption that T ∈ GL n (Z d ) we show that each component of T CP (Z n d , α, F T,ω ) is a conjunction of a cycle and a De Bruijn digraph, i.e., a generalized wrapped butterfly. In Section 4 we prove that the digraphs introduced by Coudert et al. [6] turn out to be a class of TCP digraphs. We present some necessary and sufficient conditions for such digraphs to be isomorphic with affine TCP digraphs and furthermore, with the De Bruijn digraphs.
De Bruijn digraphs and affine transformations
In what follows, we fix the notation that α, ω
Inspired by Theorem 1.1, we determine in this section some general conditions under which T CP (Z n d , α, F T,ω ) turns out to be a De Bruijn digraph. Let
Proof. The verification is routine.
We say that a digraph Γ is nice in case that there is a constant c such that for each vertex v of Γ and each w ∈ N Γ (v) there are exactly c arcs going from v to w. We call c the multiplicity of the nice digraph Γ. To get further isomorphism results about TCP digraphs, let us show that all affine TCP digraphs are nice. For Γ = T CP (Z n d , α, F T,ω ), there are three cases to examine:
(ii) α = 0, αT and α are linearly independent over Z d 0 ;
(iii) α = 0, αT and α are linearly dependent over
is nice with multiplicity 1 in cases (i) and (ii) and is nice with multiplicity c > 1 in case (iii) where c only depends on α and T .
Proof. For case (i), each vertex has only one arc beginning at it and hence Γ is nice with multiplicity 1.
Next consider case (ii). At this time, for any
In other words, each coset of α has at most one common element with F T,ω (x + α ). By the definition of a TCP digraph, we derive again that Γ is nice with multiplicity 1.
Finally, we turn to case (iii). In this situation, there exist r 1 , r 2 ∈ {0, · · · , d 0 − 1} which are not all zeros such that r 1 αT = r 2 α. We claim that r 1 = 0 as otherwise we will have r 2 α = 0 and then r 2 = 0 = r 1 follows, which is a contradiction. So we can set r 0 = min{r 1 > 0 : r 1 αT = r 2 α for some integer r 2 } and let c =
Since r 0 αT ∈ α , we get F T,ω (x + (tr 0 + j)α) = xT + tr 0 αT + jαT + ω ∈ xT + jαT + ω + α and thus we know that all c elements of Y j are mapped by F T,ω into a single coset of α . To finish the proof, it remains to check that different Y j correspond to different cosets of α. This is done by the following calculation:
Remark 2.3. When Γ 1 and Γ 2 are two nice digraphs with the same multiplicity, to prove that a bijection f : V (Γ 1 ) → V (Γ 2 ) induces an isomorphism from Γ 1 to Γ 2 , we need only verify f • N Γ 1 and N Γ 2 • f are equal as a map from V (Γ 1 ) to the power set of V (Γ 2 ). Lemma 2.2 together with this observation will be applied to affine TCP digraphs several times in this paper.
Lemma 2.4. For any ω ∈ Z n d and
Then we define a map f on
). Let us show that f induces an isomorphism from Γ 1 to Γ 2 .
We first prove that f is a bijection. Let c 0 = 1 and
Therefore, we deduce by induction that
where
Since c 0 = 1, A is invertible, thereby proving that f is a bijection. Next we demonstrate that the mapf :
is a bijection. We already know that f is surjective and hence so doesf. We continue to prove thatf is injective. Assume that f (x) + e n−1 = f (y) + e n−1 for some x, y ∈ Z n d . Then from Eq. (2), (x − y)A ∈ e n−1 . Observe that e n−1 A = e n−1 and A is invertible. Hence x − y ∈ e n−1 A −1 = e n−1 . Therefore,f is injective, as desired. Now we are ready to verify thatf is an isomorphism. By Lemma 2.2 and Remark 2.3 our task reduces to showing that for any x ∈ Z n d ,
Moreover, we can obtain from Eq. (1) 
Note further that e n−1 A = e n−1 and (N Γ 2 •f)(x+ e n−1 ) = {F Pn,0 (f (x)+re n−1 )+ e n−1 : r ∈ Z d }. This then ensures the truth of Eq. (3) and the proof is complete.
Proof. The necessity is obvious and thus we turn to consider the sufficiency. Let us use the shorthand notation
First consider the case of m T,α = 1. We can easily check that Γ has only one vertex with d 0 loops and hence is just B(d 0 , 0). This is the result.
So we assume from now on that m T,α > 1. We first point out that
. It is evident that the map η :
. For the time being it is not hard to verify that the mapη : 
and thus we conclude that there is k > 0 such that V k ∩ V 0 = ∅, which amounts to saying that V 0 = V k , as we note above. Let us assume that s = min{k > 0 : V 0 = V k }. To sum up, we have arrived at the fact that V 0 , · · · , V s−1 must be mutually disjoint nonempty sets whose union is V (Γ) and N Γ (V i ) ⊆ V i+1 for i ∈ Z s . This tells us that the length of any cycle of Γ is a multiple of s. This is possible only if s = 1 as Γ is primitive. Therefore,
In order to establish the main result of this section, we need the following lemma, an extension of which can be found in [7] .
Proof. Let f (x) be the characteristic polynomial of T ∈ M at n (Z d ). By the CayleyHamilton theorem, it holds f (T ) = 0 and so αf (T ) = 0. But f (x) is a degree n monic polynomial. Henceforth, we can derive from αf (T ) = 0 that αT n = α n is a linear combination of αT i = α i , i = 1, · · · , n. At this stage there is no difficulty to see from the definition of m T,α that m T,α ≤ n, as required. Fig. 1(a) . T = is strongly connected but not isomorphic to B(2, 2). It is isomorphic to C 2 ⊗ B(2, 1).
Example 2.11. See Fig. 1(c) .
is not connected. Each component is isomorphic to B(2, 1). (a) (b) (c) Fig. 1 
Components of TCP digraphs
Throughout this section we follow the convention made in Section 2 and further assume that T is invertible. Observe that under this assumption Γ = T CP (Z n d , α, F T,ω ) becomes a balanced digraph. In the following we will write [x] = x + Z d (α; T ). 
ω −i and let
Then we find that y + α ∈ N Γ (z 1 + α ) and z i + α ∈ N Γ (z i+1 + α ) for 1 ≤ i ≤ m T,α − 2, which tells us that y + α ∈ N 
Proof. The case of t = 1 is trivial. We now assume that a component Γ 1 of Γ contains t > 1 cosets, say [x i ]/ α , i ∈ Z t . First note that for each
is itself a component of Γ, contradicting t > 1. Now we can reorder the t cosets by choosing an arbitrary x 0 and set
/ α ) falls in another coset which will contradict the fact that Γ 1 is balanced and consists of t cosets. At this stage we can check that the map that sends V i = [x i ]/ α into i for each i ∈ Z t is a homomorphism from Γ 1 to C t , thus completing the proof. 
Our strategy is to find x i , i ∈ Z t , which satisfy
and
Having gotten such a set of x i s, we can verify that the map ψ :
, is an isomorphism from Γ 1 to Γ 2 as follows. It is obvious that ψ is a bijection.
Thus, by Lemma 2.2 and Remark 2.3, what we want becomes
This is the result. The rest of our proof is to prove the existence of x i , i ∈ Z t , which satisfy relations (5), (6) and (7). Since F T,ω (x t−1 ) ∈ [x 0 ], we may assume that
There are two cases. Case 1. t ≥ m T,α − 1. We choose
where s i ∈ Z d 0 are to be determined. Note that the form of our x i s guarantees the truth of Eq. (5) and (6) already. It remains to find s 0 , s 1 , · · · , s t−1 such that (7) holds. Indeed, we show that there is a unique set of numbers s 0 , s 1 , · · · , s t−1 , which fulfil (7). Combining Eq. (4) and Eq. (9) we deduce that
Formula (10) along with Eq. (8) implies
j=0 s j α t−j ∈ α , which amounts to saying that
It follows immediately that Eq. (11) is satisfied by taking
Thus the corresponding x i s will be the solution to (7), as desired.
Case 2. t < m T,α − 1. We choose x i s satisfying (5) and (6) by putting
be determined to guarantee (7) . Notice that
We substitute
l i α t−1+i and Eq. (12) into (7) to get
which together with Eq. (8) implies
Equating coefficients of α i , i = 1, · · · , m T,α −1, we obtain a system of m T,α −1 linear equations in m T,α − 1 unknowns s 1 , · · · , s t−1 , l 0 , · · · , l m T ,α −t−1 . This system of linear equations can be written as
where A is the matrix of order m T,α − 1 whose (i, j) term is
Since A is invertible, from Eq. (14) we can uniquely determine the m T,α − 1 unknowns
Clearly the corresponding x i s validate (7), as desired.
The following immediate consequence can be seen as an extension of the equivalence of statements (c) and (d) in Theorem 1.1. It is notable that all above results in this section are stated under the implicit assumption that T is invertible. The example below shows that Corollary 3.5 is false when T is not invertible. 
is connected but not strongly connected.
Notice that the component of Γ containing a vertex x + α is just the orbit of x + α under the action of F T,ω and the size of an orbit is just d , α = (20), ω = (00). T CP (Z 2 4 , α, F T,ω ) has two components: one is isomorphic to B(2, 1), the other is isomorphic to C 3 ⊗ B(2, 1). has three components: two of them are isomorphic to B(2, 1) and the third is isomorphic to C 2 ⊗ B(2, 1). Z 4 (α; T ) is not free over Z 4 while it is isomorphic to the free module Z 1 2 as a Z 2 -module. 
We prove in this section that the digraphs A(g, π, j) introduced in [6] turns out to be a class of TCP digraphs. We also establish some necessary and sufficient conditions for those digraphs to be isomorphic to the De Bruijn digraphs or the affine TCP digraphs discussed in the foregoing two sections. For any positive integer m, the symmetric group on Z m is denoted S m . Let g ∈ S n and π ∈ S d . Permutations on Z n d induced by g and π, which are also written g and π, respectively, are defined by g((x 0 , x 1 , · · · , x n−1 )) = (x g(0) , x g(1) , · · · , x g(n−1) ) and π((x 0 , x 1 , · · · , x n−1 )) = (π(x 0 ), π(x 1 ), · · · , π(x n−1 )). Note that this usage of g and π will be fixed in this section. For a fixed j ∈ Z n , the digraph Γ = A(g, π, j) is defined by V (Γ) = Z n d and xy ∈ E(Γ) if and only if y ∈ π(g(x)) + e j [6] . Let σ be the permutation on Z n such that σ(i) = i + 1 and the identity permutation of S d . Then the digraph A(σ, , n − 1) is just the De Bruijn digraph B(d, n) .
In the following, let {ε i : i ∈ Z n } and {e k : k ∈ Z n+1 } represent the standard bases of
, respectively. Given g ∈ S n , it corresponds a permutation matrix of order n,
, where δ is the Kronecker Delta. Let T =
We simply writex for the vertex (x, 1) + e n . Proof. Observe that e n T = (ε j , 1) = e j + e n and that π(α + e k ) = π(α) + e k for arbitrary α ∈ Z n+1 d and k ∈ Z n+1 . We obtain that in
= π((xT 0 + ε j , 1) + e j + e n ) + e n = π(xT 0 , 1) + e j + e n = (π(xT 0 ), 1) + e j + e n .
This ensures that Γ has no multiple arcs since {e j , e n } is linearly independent over Z d .
The following proposition reveals the algebraic nature of A(g, π, j).
Proof. We write
, e n , π • F T,0 ) and Γ 2 = A(g, π, j). Let ϕ be a map from
Obviously, ϕ is a bijection. Considering that there are no multiple arcs both in Γ 2 by its definition and in Γ 1 by Lemma 4.1, it is enough to prove
. This ends the proof.
Note that by putting together Theorem 3.4 and Lemma 4.2 we arrive at the conclusion that each component of A(g, π, j) is the conjunction of a De Bruijn digraph with a cycle when π is the identity permutation.
Since π • F T,0 is not necessarily an affine transformation, we have to prepare some further results in order to apply the results established in the earlier two sections to the analysis of T CP (Z n+1 d , e n , π • F T,0 ). Suppose there are t orbits of Z n under the action of g. We choose a set of representatives of these orbits as j 0 = j, j 1 , · · · , j t−1 . We denote the orbit containing j k by Orb(j k ) whose cardinality is Proof. If we can deduce for any k > 0 that
then we see immediately that Z d (e n , T ) = Z n d if and only if g is a cyclic permutation in S n and hence the lemma follows. We induct on k to prove Eq. (18) . Note that for k = 1, Eq. (18) holds as e 1 n = e n T = e n + e j . Now suppose k ≥ 2 and the Eq. (18) holds for smaller values of k. Note that e k n = e k−1 n T and that e i T = e g −1 (i) , i ∈ Z n+1 . By the inductive hypothesis, e k n = (e n + k−2 t=0 e g −t (j) )T = e n + e j + k−2 t=0 e g −t−1 (j) = e n + k−1 t=0 e g −t (j) . This ends the proof. Proof. By means of Theorem 2.8, the fact that e n is a cyclic vector for T implies the second equality. In addition, Lemma 4.4 tells us that g is a cyclic permutation and so relation (16) holds. Therefore the first equality comes from Lemma 4.3, as expected. , e n , π • F T,0 ) is a primitive digraph, then e n is a cyclic vector for T .
Proof. Let us write V k = (π k (0), · · · , π k (0), 1) + e n + i∈Orb(j) e i , k ∈ Z t , where t is the size of the orbit of 0 under the action of π.
Observe that N Γ (V k ) ⊆ V k+1 , k ∈ Z t . Hence V (Γ) = ∪ t−1 i=0 V i because Γ is strongly connected. Moreover, V 0 , · · · , V t−1 are mutually disjoint by the definition of t. This fact together with N Γ (V k ) ⊆ V k+1 indicates that the length of any cycle of Γ is a multiple of t. It follows that t = 1 since Γ is primitive. This means V 0 = V (Γ), i.e., Z n+1 d = e n + i∈Orb(j) e i = Z d (e n , T ). Thus we are finished. 
