We prove a generalization of the classical Poincaré-Lelong formula. Given a holomorphic section f , with zero set Z, of a Hermitian vector bundle E → X, let S be the line bundle over X \ Z spanned by f and let Q = E/S. Then the Chern form c(D Q ) is locally integrable and closed in X and there is a current W such that dd
Introduction
Let f be a holomorphic (or meromorphic) section of a Hermitian line bundle L → X, and let [Z] be the current of integration over the divisor Z defined by f . The Poincaré-Lelong formula states that If U is the meromorphic section of the dual bundle L * such that U · f = 1, then R =∂U is a (0, 1)-current, and we have the global factorization
If A = −2ℵ∂ log(1/|f |), then clearly dA =∂A = c 1 (D L ) − [Z], and it is easily checked that A = U · D L f/2πi. In this paper we consider analogous formulas for a holomorphic section f of a higher rank bundle, and our main result is the following generalization of the Poincaré-Lelong formula. (ii) There is a current W of bidegree ( * , * ) and order zero in X which is smooth in X \ Z, and with logarithmic singularity at Z, such that
where C(D Q ) denote the natural extension of c(D Q ).
Here c(D) denotes the Chern form with respect to the Chern connection D associated to the Hermitian structure, i. 
If E is a line bundle, then, see Definition 4.4, W = W 0 = log(1/|f |), so (1.5) is the then usual Poincaré-Lelong formula.
In [8] Bott and Chern developed a method of transgression which in particular gives a form w in X \ Z such that dd
. It is not unexpected that one can extend this construction across Z by a careful analysis of the occurring singularities at Z. In the recent paper [17] , Meo proves (1.5) for k = p. Previously this formula was proved in [7] in the case when f defines a complete intersection, i.e., p = m. A variety of analogous formulas for d rather than dd c are constructed in quite general (non-holomorphic) situations in [12] , [13] , [14] , and [15] .
Clearly M p is always a positive current. It follows from (
is a positive form. For an even more precise formula for M, see Proposition 7.5.
Let us say that E is positive if E * is Nakano negative. If A = −2ℵ∂W we have, cf., (1.4),
In [1] we introduced a residue current R = R p + · · · + R min(m,n) , associated with f , with support on Z, where R k is a (0, k)-current with values in k E * , and a principal value current U = U 1 +· · ·+U m such that (δ f −∂)U = 1 − R, where δ f denotes contraction with f . When E is a line bundle, then U = 1/f and R =∂(1/f ). In analogy to (1.1) we can factorize M p as
this was proved in [2] . We have a similar, but somewhat more involved, formula for the whole current M, see (6.4) in Section 6. In a similar way we can express A and c(D Q ), see (6.5) and (6.6), in terms of the current U .
. . , f r be holomorphic sections of E and let Z be the analytic set where they are linearly dependent. Moreover, let S be the trivial rank r-subbundle of E over X \ Z generated by f j and let Q = E/S. Then c(D Q ) has a natural current extension C(D Q ) across Z and there is a closed current M of bidegree ( * , * ) with support on Z and a current A such that
This can be proved by a small modification of the argument in this paper; in the case Z has generic dimension such a formula was proved already in [14] , and the general case should be contained in [15] . It follows from (1.7) that the current M k is a representative for c k (D E ) for k > m − r. However, we have no analogous formula for dd c .
As indicated above, the proof of Theorem 1.1 relies on the construction in [8] , combined with a careful control of the singularities at Z. To begin with one constructs a form v in X \ Z such that
By Hironaka's theorem and toric resolutions, following [4] and [18] , we can prove that this equality has meaning in the current sense across Z. 
and M = dd c (log |f |C(D Q ))1 Z . Theorem 1.2 follows essentially by applying ideas in [8] .
In Section 7 we discuss the positivity and prove Theorem 1.2, essentially by applying ideas from [8] . The paper is concluded by some examples.
Preliminaries
We first recall the differential geometric definition of Chern classes. Let E → X be any differentiable complex vector bundle over a differential manifold X, 
In order to make the computation more explicit we introduce the exterior algebra bundle
if e * j is the dual frame, and a = jk a jk ⊗ e j ⊗ e * k with respect to these frames. A given connection D = D F on F extends in a unique way to a linear mapping E (X, ) → E (X, ) which is a an anti-derivation with respect to the wedge product in , and such that it acts as the exterior differential d on the T * (X)-factor. It is readily seen that
if ξ is a form-valued section of E. In the same way we have
and thus the snake of D End E (ξ ⊗ η) is equal to
as claimed.
Since D End E I = 0, (I = I E ) we have from (2.1) and Lemma 2.1 that
We letĨ m =Ĩ m /m! and use the same notation for other forms in the sequel. Any form ω with values in can be written ω = ω ∧Ĩ m + ω uniquely, where ω has lower degree in e j , e * k . If we define e ω = ω , then this integral is of course linear and moreover
Dω.
In fact, since DĨ m = 0,
Observe that
Lemma 2.1 and (2.3) together imply that the Chern form c(D)
is closed. Furthermore, following the outline above, we get the formula
and hence, by Lemma 2.1,
Bott-Chern classes
From now on we assume that E is a holomorphic Hermitian bundle and that D E is the Chern connection and D E is its (1, 0)-part. Then the induced connection D E * on E * is the Chern connection on E * etc. In particular, our mapping D on is of type (1, 0), i.e., D = D +∂.
Let E → X be a Hermitian vector bundle with Chern connection D E . The Bott-Chern classĉ(E) is the equivalence class of the Chern form c(D E ) in
Lemma 3.1. Let D be a connection depending smoothly on a real parameter t. Moreover, assume that L ∈ E (X, End(E)) depends smoothly on t and that
Also assume that t has bidegree (1, 1) for all t. If
This lemma as well as the other material in this section is taken from [8] . However, we use a somewhat different formalism, and for the reader's convenience we supply some simple proofs.
Proof. In view of (2.4) we have that (suppressing the index t)
and by identifying bidegrees we get that
, (2.6), we thus have
By deforming the metric one can use this lemma to show thatĉ(E) is independent of the Hermitian structure on E, see [8] . However we are interested in a somewhat different situation. Assume that we have the short exact sequence of Hermitian vector bundles
where Q and S are equipped with the metrics induced by the Hermitian metric of E. Then
is a smooth vector bundle isomorphism. If D S and D Q are the Chern connections on S and Q respectively, then
with respect to the isomorphism (3.4), where β ∈ E 1,0 (X, Hom(S, Q)) is the second fundamental form, see [10] . We shall now modify the connection
Proof. Observe that
since D 1 jj * = D End E,1 jj * = 0 in view of Lemma 2.1 and (3.8). Therefore,
The proposition now follows by letting → 0 and computing the t-integral on the left hand side.
Altogether we therefore have that −dd c v = c(D E ) − c(D S )c(D Q ) and thuŝ c(E) =ĉ(S)ĉ(Q).

Proof of the main formula
Let f be a nontrivial holomorphic section of E, Z = {f = 0}, and let S be the trivial subbundle of E over X \ Z, generated by the f . We then have the short exact sequence (3.3) over X \ Z, where g: E → Q = E/Q is the natural projection. Let σ be the section of the dual bundle E * with minimal norm such σ · f = 1. Then clearly
Observe that the natural conjugate-linear isometry
extends to an isometry on the space of form-valued sections.
Following Section 3 we let γ b = D End E (jj * ). By Lemma 4.1 and (4.1) we then have
The following formula is the key point in the analysis of the singularities of c(D Q ). Proof.
For any section A of End(E),
is the determinant of the restriction of A to Q, that is, the determinant of gAg * . In view of (3.6) therefore the expression on the right hand side of (4.4) is equal to det(I Q + ℵ Q ) = c(D Q ). Now, let v and b be the forms in X \ Z defined by (3.7) and (3.9). (ii) If the natural extensions are denoted by capitals, then
and
Proof. This is clearly a local question at Z. Locally we can write f = f 1 e j + · · · + f m e m , where e j is a local holomorphic frame for E. In a small neighborhood U of a given point in X, Hironaka's theorem provides an ndimensional complex manifold U and a proper mapping : U → U which is a biholomorphism outside −1 ({f 1 · · · f ν = 0}), and such that locally on U there are holomorphic coordinates τ such that
n , where u j nonvanishing; i.e., roughly speaking * f j are monomials. By a resolution over a suitable toric manifold, following [3] and [18] , we may assume in the same way that one of the functions so obtained divides the other ones. For simplicity we will make a slight abuse of notation and suppress all occurring * and thus denote these functions by f j as well. We may therefore assume that f = f 0 f where f 0 is a holomorphic function and f is a non-vanishing section. Since σ = f * /|f | 2 , it follows that σ = σ /f 0 where σ is smooth, and hence
is smooth in this resolution. Moreover, Df ∧∂σ = Df ∧∂σ + · · ·, where · · · denote terms that contain some factor f or σ . In view of Proposition 4.2 it follows that (the pullback of) c(D Q ) is smooth, and therefore locally integrable.
Since the push-forward of a locally integrable form is locally integrable we can conclude that c(D Q ) is locally integrable. It follows that alsoγ b = D (f ∧ σ ) and∂γ b are smooth. Since (4.6) and (4.7) hold in X\Z and c(D E ) is smooth, it follows that all the forms are smooth in the resolution. We can conclude that all the forms are locally integrable in X and that (4.6) and (4.7) hold.
The presence of the factor jj * = f ∧ σ implies that, cf., (3.9), Definition 4.4. We define the current W as
In particular, if E is a line bundle, i.e., m = 1, then V = 0, and since σ · f = 1 we have that W = log(1/|f |). It is now a simple matter to conclude the proof of Theorem 1.1.
Proof of Theorem 1.1. Consider a resolution of singularities in which f = f 0 f with f non-vanishing, as in the proof of Proposition 4.3. Then we know that c(D Q ) is smooth, and therefore log |f |c(D Q ) is locally integrable there. Moreover, since log |f | = log |f 0 | + log |f | we have that
This form is locally integrable for λ > 0 and tends to
when λ → 0, where [f 0 = 0] is the current of integration over the divisior defined by f 0 . Thus M is a closed current of bidegree ( * , * ) and order zero in X with support on Z. Thus, see, e.g., [10] , M k = 0 for k < p = codim Z and M p = j α j Z p j for some numbers α j . To see that α j is precisely the multiplicity of f on Z p j we can locally deform the Hermitian metric to a trivial metric. Then = 0 and a straight-forward computation, see [2] , reveals that
which is equal to the multiplicity times [Z p j ] according to King's formula, see [11] and [10] . Thus part (i) of the theorem is proved. Since c(
Now part (ii) follows from Proposition 4.3, cf, (4.9).
A direct approach to (1.6)
We use the same notation as in the previous section. In [6] 
is a well-defined connection on Q, and we claim that it is actually the Chern connection D Q . In fact, if η = gξ , then
It follows that Q η = g( a ξ), and since a ξ = 0 if ξ takes values in S, we have that
with respect to the smooth isomorphism (3.4). Therefore,
and taking the determinant, we find that
Proposition
If γ a is defined by (5.1), then
(5.5) −tDγ a + t 2 γ a ∧ γ a = −t (Df ∧∂σ + f ∧ σ ) + (t − t 2 )Df ∧ φ ∧ σ.
Proof. A simple computation yields
where the dot means the natural contraction of E and E * so that ξ · (α ∧ η) = α(ξ · η) if ξ and η are sections of E and E * , respectively, and α is a form. Since σ · Df = −D σ · f = φ we get the desired formula.
Proof. We choose the homotopy
In view of (2.6), (2.1), and Proposition 5.1 we have that
satisfies the second equality in (5.7) in X \ Z. Noticing that σ ∧ σ = 0, a computation of the t-integral yields (5.6). Since a has bidegree ( * , * − 1) and da has bidegree ( * , * ) it follows that∂a = da.
The forms a and b are related in the following way.
Proof. Starting with (3.7) we have
In view of (6.3) and (6.6), recalling that φ = −∂ log |f | 2 , we now get (5.8).
By a resolution of singularities as in the proof of Proposition 4.3 above one can see that a is locally integrable. Let A denote its natural extension. By such a resolution one can also verify that the formal computation (using As a consequence we get that∂A
Factorization of currents
Since a and c(D Q ) are locally integrable, |f | 2λ a and |f | 2λ c(D Q ) are welldefined currents for Re λ > − and we have
It also follows that
Now consider the expression (5.6) for a. Since each term in exp(Ĩ + ℵ˜ ) has the same degree in e j and e * k it must be multiplied by terms with the same property in order to get a product with full degree. Therefore we can rewrite a as
In [1] we introduced the currents
It is part of the statement that the right hand sides are current valued holomorphic functions for λ > − , evaluated at λ = 0. In general U and R are not locally integrable. The current R is supported on Z,
where R k is the component of bidegree (0, k) taking values in k E * , and (δ f −∂)U = 1 − R. In view of (6.3), (6.1), and (6.2) we have the factorization formulas 
Positivity
Let E → X be a Hermitian holomorphic bundle as before and let e j be an orthonormal local frame. A section Notice that ℵ is Hermitian; it is said to be Nakano positive if ℵ ≥ N 0. Analogously we say that E is positive, E ≥ B 0, if ℵ ≥ B 0. Neither of these positivity concepts implies the other one unless m = 1.
Since jk (E * ) = − jk (E) it follows that E is positive in our sense if and only if E * is Nakano negative. The next proposition explains the interest of Bott-Chern positivity in this context.
be a short exact sequence of Hermitian holomorphic vector bundles. Then
Proof. It is well-known, see for instance [10] , that E ≤ N 0 implies that S ≤ N 0. From the sequence (7.1) above we get the exact sequence 0
The next simple lemma reveals that our definition of Bott-Chern positivity coincides with the one used in [8] . 
Observe that if f = f j ⊗e j , then f * = f j ⊗e * j since e j is ortonormal. Proof. If (7.2) holds, then
Conversely, if a is positive, it is diagonalizable, and so there is a basis f for T * 1,0 ⊗ E such that (7.2) holds.
If we identify f with f j ∧ e j as before, then (7.2) means that
If B = B jk e j ⊗e * j is a scalar-valued section of End E, then it is Hermitian if and only if B jk =B kj and it is positively semi-definite if and only if
for some sections g of E; or equivalently, Proof. In view of (7.3) and (7.4), we see that (7.5) is a sum of terms like 
If s = f * as before, then σ = s/|f | 2 , and therefore we have
Since∂s = (Df ) * it now follows immediately from Proposition 7. It remains to see that one can choose W so that it is positive where |f | < 1. Notice that if some of the A j in (7.5) are replaced by A j ≥ B A j , then the resulting form will be larger; this follows immediately from the proof. Now, log(1/|f |)c(D Q ) is positive when |f | < 1. From (4.8) we have that
Since this is an alternating sum of positive terms it has no sign. If we replace each factor −ℵDf ∧∂σ by ℵ − ℵDf ∧∂σ , then we get a larger form which in addition is closed, since it is just a certain constant times c k (D Q ), cf., (7.6). Therefore, for a suitable constant
is a positive form and dv k = dv k . Thus the current
will have the stated property.
The modification of v in last part of the proof is precisely as in [8] but with our notation, and for an arbitrary k rather than just k = m − 1. It is not necessary to consider each v k separately. By the same argument one can see directly that −v = −v + νc(D Q ) is positive if ν is appropriately chosen, and dv = dv.
One can prove that if we multiply (7.7) with λ∂|f | 2 ∧∂|f | 2 /|f | 2 and let λ → 0 + , then all terms with j < p − 1 will disappear; see for instance the proof of Theorem 1.1 in [1] . We thus have From this formula it is apparent that M k vanishes if k < p, and that M p is positive, regardless of ℵ . One can also derive this formula from (6.4).
Remark 2. When k > p, M k depends on the metric, but there is still a certain uniqueness: Let Z k be the union of the irreducible components Z k j of Z of codimension k. One can verify, see [2] , that the restriction of M k to Z k is a sum We also notice that the deviation from equality is precisely the total mass of M m on the hyperplane at infinity. If m = n we get Bezout's theorem (f 1 , . . . , f m ) , where f j are holomorphic sections of L j , such a Green current was obtained already in [3] .
