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Abstract
First, we provide a new representation of dimension n for Artin braid
group Bn. This representation is not faithful, as we will show. But it is
easily defined, and captures the fundamental interactions of the strands
in braids, i.e., over-crossings, under-crossings or no-crossings. Next, we
introduce a more general n-dimensional representation for Bn, which in-
cludes the first representation as a very special case. Moreover, as another
special case it also includes the unreduced Burau representation.
1 Introduction, Preliminaries and Notations
Let Bn be the n-strands braid group with Artin generators σi, 1 ≤ i ≤ n − 1,
satisfying the so-called cubic and commuting relations:
σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 2 and σiσj = σjσi for |i− j| ≥ 2 (1.1)
Following the famous Burau representation of braid group, which turned out
to be not faithful, it is by now, well known that the braid group Bn is indeed
linear, i.e., there exist faithful linear representations of it [1, 2, 3, 4, 6, 7, 8, 9, 10].
In this contribution, first we provide a new representation of dimension n for
the braid group Bn. This representation is not faithful (despite our wish). But
it is easily defined and understood, and captures the fundamental interactions
of the strands in braids, i.e., over-crossings, under-crossings or no-crossings.
Next, we introduce a more general n-dimensional representation for Bn, which
includes the first representation as a very special case. Moreover, as another
special case it also includes the unreduced Burau representation.
For a given braid σ in Bn, which is composed of powers of some σi’s, we use
the common pictorial representation. We use two sets of points, both depicted
by numbers 1, 2, · · ·n (from left to right), and we call them higher points and
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lower points. When there is no confusion we might simply say a higher i and
a lower j, or might even refer to them only as i and j (figure below). For our
purpose, we fix the downward direction for all braids. This means we always
imagine that any strand in a given braid, ”like the path of a moving particle”,
starts at a higher point indicated by a higher number i, 1 ≤ i ≤ n and travels
”all the way down”, to arrive at a lower point indicated by a lower number j,
1 ≤ j ≤ n. In doing so, the strand might passes through some crossings of type
σi’s and σ
−1
i ’s. We will call the crossing in a σi a positive crossing, also called
an over-crossing, and call the crossing in its inverse σ−1i , a negative crossing,
also called an under-crossing (figure below).
1 2 3
1 2 3
Higher points →
Lower points →
a positive crossing
a positive crossing
a negative crossing
(1.2)
We will call a strand, starting from a higher i and ending at a lower j, the
ith-strand. We will assign to it a value ψij which is equal to the product of all
crossings it has passed throughout its downward travel. Hence for any given braid
σ in Bn, we will have a n by n matrix representation! All these will become
clear in the following sections. In Section 2 we describe the core idea of how the
representation is defined, first for B2. Then we explain how to generalize that
idea to Bn. In Section 3 we present the representation by stating and proving
the main theorem. Then we show that the representation is not faithful. In
Section 4, we introduce a more general representation for Bn, a very special
case of which is the unreduced Burau representation [1]. Thus, we call it the
general Burau representation. Moreover, another special case of it will be the
representation defined in Section 3.
2 The core idea of this paper
The core idea of this paper is as follows. Let B2 be the 2-strands braid group
with the generator σ. We will call σ the positive crossing (also called the over-
crossing) and call its inverse, σ−1, the negative crossing (also called the under-
crossing). Let Z[t±1, b±1] be the ring of Laurent polynomials in two variables,
over Z. We will assign two 2 by 2 matrices ψ and ψ−1 in GL2(Z[t
±1, b±1]) (2
dimensional representations), to σ and to σ−1 respectively, as follows (figures
below).
In the positive crossing σ, the 1st strand, which is also the top strand, goes
downward from the higher point 1 to the lower point 2. We assign the entry
ψ12 = t to this strand. At the same time the 2
nd strand, which is also the
bottom strand, goes downward from the higher 2 to the lower 1. We assign the
2
entry ψ21 = b to this strand. In the negative crossing σ
−1, the top strand goes
downward from the higher 2 to the lower 1. We assign the entry ψ−121 = t
−1 to
this strand. At the same time the bottom strand goes downward from the higher
1 to the lower 2. We assign the entry ψ−112 = b
−1 to this strand. Moreover, since
there is no strand connecting the higher 1 to the lower 1, we set ψ11 = 0. For a
similar reason ψ22 = 0, and also ψ
−1
11 = ψ
−1
22 = 0.
In summary, in positive crossing, t is assigned to the top strand and b as-
signed to the bottom strand, at the crossing point. Similarly, in negative cross-
ing, t−1 is assigned to the top strand and b−1 assigned to the bottom strand,
at the crossing point. In simplest words the core idea is, t for top and b for
bottom in positive crossing, and, t−1 for top and b−1 for bottom in negative
crossing! (below figures).
↓ Positive crossing
Higher points: 1 2
1 2Lower points:
↓ Negative crossing
1 2
1 2
(2.3)
σ ≡ ψ =
(
0 t
b 0
)
σ−1 ≡ ψ−1 =
(
0 b−1
t−1 0
)
(2.4)
To extend this idea to Bn with generators σ1, σ2 ,· · · it is enough to to
assign the value 1 to any strand who goes downward from a higher point i to
a lower point i straight away without being involved with any crossings. This
means the ii-entry=1, for such a i. Also remember that if there is no strand
connecting a higher i to a lower j then the ij-entry=0. For B3 this is shown
below:
↓ Positive crossing
1 2 3
1 2 3
↓ Positive crossing
1 2 3
1 2 3 (2.5)
σ1 ≡

0 t 0b 0 0
0 0 1

 σ2 ≡

1 0 00 0 t
0 b 0

 (2.6)
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↓ Negative crossing
1 2 3
1 2 3
↓ Negative crossing
1 2 3
1 2 3 (2.7)
σ−11 ≡

 0 b
−1 0
t−1 0 0
0 0 1

 σ−12 ≡

1 0 00 0 b−1
0 t−1 0

 (2.8)
In examples below, we show how a typical braid in B3 composed of some
generator is depicted, and how its matrix representation is calculated by multi-
plication of matrices representing its constituent generators:
Example 2.1.
σ = σ2σ
−1
2
1 2 3
1 2 3
=
σ0 the identity braid
1
1
2
2
3
3 (2.9)
σ = σ2σ
−1
2 ≡


1 0 0
0 0 t
0 b 0




1 0 0
0 0 b−1
0 t−1 0

 =


1 0 0
0 tt−1 0
0 0 bb−1

 =


1 0 0
0 1 0
0 0 1

 = I3
(2.10)
Example 2.2.
σ = σ2σ
−1
1 σ2
1 2 3
1 2 3 (2.11)
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σ = σ2σ
−1
1 σ2 ≡

1 0 00 0 t
0 b 0



 0 b
−1 0
t−1 0 0
0 0 1



1 0 00 0 t
0 b 0

 =

 0 0 b
−1t
0 tb 0
bt−1 0 0


(2.12)
Remark 2.3. [Path Analyzing method: (a)] It is important for us to notice
that, the matrix representation of a given braid σ could be found in two ways.
One way is, naturally, by multiplying all matrices representing those generators
who make up the braid σ.
Second way is, more naturally, by direct construction of matrix entries, fol-
lowing the core idea of, t for top and b for bottom in positive crossing, and,
t−1 for top and b−1 for bottom in negative crossing.
This is done by analyzing the path of each strand from its starting higher
point to its ending lower point, in the braid. We show this for the braid of
Example (2.2). The 1st strand travels downward from the higher 1 all the way
to the lower 3. Doing so, this strand passes a negative crossing by being at
the bottom, hence collecting a b−1. Then it passes a positive crossing by being
at the top, hence collecting a t. Multiplying these, gives the 13-entry of the
matrix representation as b−1t. Similarly the 2nd strand travels downward from
the higher 2 all the way to the lower 2. Doing so, this strand passes a positive
crossing by being at the top, hence a t, followed by another positive crossing by
being at the bottom, hence a b. Thus the 22-entry= tb. Similar ”path analyzing”
gives the 31-entry= bt−1.
(b) It is also important to pay attention to the following simple facts. Hav-
ing the downward direction in mind, in any positive crossing, the top strand,
correspond to t, goes one step from left to right, and the bottom strand, cor-
respond to b, goes one step from right to left. In any negative crossing, the
top strand, correspond to t−1, goes one step from right to left, and the bottom
strand, correspond to b−1, goes one step from left to right.
3 The representation
3.1 Main Theorem
Generalizing the above idea, more rigorously, for Bn we have the main theorem.
Theorem 3.1. Let Bn be the braid group with Artin generators σi, 1 ≤ i ≤
n− 1. Let Z[t±1, b±1] be the ring of Laurent polynomials in two variables, over
Z. The following defines a representation of Bn into GLn(Z[t
±1, b±1]).
Ψ : Bn → GLn(Z[t
±1, b±1]) (3.13)
Ψ(σi) := Ii−1 ⊕
(
0 t
b 0
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
0 t
b 0
0 · · ·
0 · · · 0 · · · In−i−1

 (3.14)
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Here, Ik is the identity matrix of size k. The above definition also implies that,
Ψ(σ−1i ) =


Ii−1 0 · · · 0 · · ·
0 · · ·
0 b−1
t−1 0
0 · · ·
0 · · · 0 · · · In−i−1

 (3.15)
Remark 3.2. [Path Analyzing] Here is the core idea of how the above map is
defined, not only for the generators σi’s but also for any arbitrary braid σ which
is a composition of powers of some σi’s. For any i, 1 ≤ i ≤ n, we follow the path
of the ith-strand in σ, traveling downward from a higher point i to a lower point
j. We define the ij-entry of the representation of σ as follows. Throughout its
travel the ith-strand might pass through some crossings with other strands. If it
passes a positive crossing from the top (bottom), we assign the value t (b). If it
passes a negative crossing from the top (bottom), we assign the value t−1 (b−1).
At the end, the ij-entry of the representation is defined to be the multiplication
of all the assigned values throughout this journey! However, if the ith-strand
goes directly from a higher i to the lower i without any crossings, then we define
the ii-entry of the representation to be the value 1. Moreover, all other entries,
not corresponding to any journey of any strand, are defined to be zero.
Proof. [of Theorem (3.1)] Being a representation follows easily from the defi-
nition of Ψ and from direct and simple calculations on block matrices. How-
ever, here we use th path analyzing method. We only prove the cubic identity
Ψ(σi)Ψ(σi+1)Ψ(σi) = Ψ(σi+1)Ψ(σi)Ψ(σi+1). The remaining identities could
be proved in a similar manner. We use the following diagrams. Let us refer to
the resulting matrix representation as ψ. As it is clear from both diagrams, the
only involved strands are ith, (i+ 1)
th
and (i+ 2)
th
strands.
In the diagram of σi σi+1 σi,
σi σi+1 σi
1 · · · i-1 i i+1 i+2 i+3 · · · n
1 · · · i-1 i i+1 i+2 i+3 · · · n (3.16)
we see that the ith-strand moving downward from the higher i to the lower i+2,
passing through two positive crossings, both at the top (hence a t followed by
another t). Thus the i i+ 2-entry is equal to t2, i.e., ψi i+2 = t
2.
The (i+ 1)
th
-strand moving downward from the higher i + 1 to the lower
i + 1, passing through a positive crossing at the bottom (hence a b), followed
by another positive crossings at the top (hence a t). Thus the i+ 1 i+ 1-entry
is equal to bt, i.e., ψi+1 i+1 = bt.
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Finally, the (i+ 2)th-strand moving downward from the higher i+ 2 to the
lower i, passing through a positive crossing at the bottom (hence a b), followed
by another positive crossings at the bottom (hence another b). Thus the i+2 i-
entry is equal to b2, i.e., ψi+2 i = b
2.
Moreover, since all other kth-strands for k 6= i, i+ 1, i+ 2, go directly from
the higher k to the lower k without any crossings, the diagonal entries ψk k = 1
for k 6= i, i+ 1, i+ 2. All the other entries, not involved in any journey of any
strand, are zero.
Next, in the diagram of σi+1 σi, σi+1,
σi+1 σi σi+1
1 · · · i-1 i i+1 i+2 i+3 · · · n
1 · · · i-1 i i+1 i+2 i+3 · · · n (3.17)
we see exact similar patterns, as in σi σi+1 σi, for the i
th-strand and (i + 2)
th
-
strand. For the (i+ 1)th-strand the only difference is the order of being at the
top of a positive crossing followed by being at the bottom of another positive
crossing (i.e. tb instead of bt). Thus we get the similar results, ψi i+2 = t
2,
ψi+1 i+1 = bt, and ψi+2 i = b
2. Obviously the same is true for all other entries.
Therefore we have the desired result,
Ψ(σi)Ψ(σi+1)Ψ(σi) = Ψ(σi+1)Ψ(σi)Ψ(σi+1) =


Ii−1 0 · · · 0 · · ·
0 · · ·
0 0 t2
0 tb 0
b
2 0 0
0 · · ·
0 · · · 0 · · · In−i−2


(3.18)
.
This finishes the proof of the theorem.
3.2 This representation is not faithfull
Now by providing some examples, we will show that the kernel of the represen-
tation defined in Theorem (3.1) is not trivial. Hence the representation is not
faithful. In what follows, by abusing the notation, we simply use σ not only to
denote a braid but also to denote its matrix representation Ψ(σ) as well.
7
Example 3.3. We notice that, in B3, for braids α and β as shown below,
α = σ1σ
−1
2 σ1
1 2 3
1 2 3
β = σ2σ
−1
1 σ2
1 2 3
1 2 3 (3.19)
we have equal matrix representations from Theorem (3.1),
α = β =

 0 0 b
−1t
0 tb 0
bt−1 0 0

 (3.20)
Thus the representaion of αβ−1 is,
αβ−1 = I3 =

1 0 00 1 0
0 0 1

 (3.21)
But αβ−1 as a braid in B3, is not equal to the trivial braid σ0:
αβ−1 = σ1σ
−1
2 σ1σ
−1
2 σ1σ
−1
2
1 2 3
1 2 3
σ0 the trivial braid
6=
1
1
2
2
3
3 (3.22)
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Therefore we have the non trivial braid αβ−1 = σ1σ
−1
2 σ1σ
−1
2 σ1σ
−1
2 in the kernel
of the representation.
For more examples one can verify that, for example in B3, if we let, α =
σ−11 σ
2
2σ
−1
1 σ
−1
2 σ
2
1σ
−1
2 and β = σ
−1
2 σ
2
1σ
−1
2 σ
−1
1 σ
2
2σ
−1
1 , then αβ
−1 = I3 from the
representation. But it is not hard to see that as a braid in B3, αβ
−1 6= σ0.
Also in B4, One can check that if we let, σ = σ
2
1σ
2
3σ2σ
−2
3 σ
−2
1 σ
−1
2 then the
representation of σ is the identity matrix I4, but as a braid in B4, σ is not equal
to the trivial braid σ0.
In Section 4 we generalize and improve the representation defined in this
section to the one with a much smaller kernel.
4 General Burau representation
In this section, we introduce a more general representation for Bn, a very special
case of which is the unreduced Burau representation [1]. Thus, we call it the
general Burau representation. Moreover, another special case of it will be the
representation defined in Section 3. The idea behind the present section is as
follows. To define the representation of Section 3, we essentially assigned a
specific 2-by-2 matrix representation to the basic crossing of two strands in B2,
and then extended that representation to Bn in the most natural way. The
unreduced Burau representation, if considered from purely linear algebra point
of view, is defined in the same manner.
This prompted us to ask the question, what is the most general possible
2-by-2 matrix that can be assigned to the basic crossing of two strands in B2,
which can then be extended to a representation of Bn in a natural way. The
result, the answer to the above question, is summarized in the following theorem,
Theorem (4.1).
Theorem 4.1. Let Bn be the braid group with Artin generators σi, 1 ≤ i ≤ n−
1. Let Z[a±1, b±1, c±1, d±1] be the ring of Laurent polynomials in four variables,
over Z. The map,
Ψ : Bn → GLn(Z[a
±1, b±1, c±1, d±1]) (4.23)
Ψ(σi) := Ii−1 ⊕
(
a b
c d
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
a b
c d
0 · · ·
0 · · · 0 · · · In−i−1

 (4.24)
will define a non-trivial representation of Bn into GLn(Z[a
±1, b±1, c±1, d±1]), if
and only if one of the following cases occurs:
Case 1: If d = 0, c = 1−a
b
and a 6= 1, which results in the representation,
Ψ : Bn → GLn(Z[a
±1, b±1]) (4.25)
Ψ(σi) := Ii−1⊕
(
a b
1−a
b
0
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
a b
1−a
b
0
0 · · ·
0 · · · 0 · · · In−i−1

 (4.26)
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Case 2: If a = 0, c = 1−d
b
and d 6= 1, which results in the representation,
Ψ : Bn → GLn(Z[d
±1, b±1]) (4.27)
Ψ(σi) := Ii−1⊕
(
0 b
1−d
b
d
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
0 b
1−d
b
d
0 · · ·
0 · · · 0 · · · In−i−1

 (4.28)
Case 3: If a = d = 0 and b 6= 0, c 6= 0, which results in the representation,
Ψ : Bn → GLn(Z[c
±1, b±1]) (4.29)
Ψ(σi) := Ii−1 ⊕
(
0 b
c 0
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
0 b
c 0
0 · · ·
0 · · · 0 · · · In−i−1

 (4.30)
Everywhere in above formulas, Ik is the identity matrix of size k and 1 ≤
i ≤ n− 1.
Proof. We will have a non-trivial representation if and only if all matrices rep-
resenting σi’s are non-singular (invertible) and satisfy the cubic and commuting
relations in (1.1). For non-singularity we will always make sure that ad− bc 6= 0
in all cases. It is clear the commuting relations satisfy under no conditions.
Therefore, we only need to satisfy the cubic relations.
Without loss of generality, it is enough to show the results in B3, where for
the qubic relation to hold we need, Ψ(σ1)Ψ(σ2)Ψ(σ1)−Ψ(σ2)Ψ(σ1)Ψ(σ2) = 0.
A simple calculation shows that,
Ψ(σ1)Ψ(σ2)Ψ(σ1)−Ψ(σ2)Ψ(σ1)Ψ(σ2) =


abc+ a2 − a abd 0
acd −a
2
d+ ad2 −abd
0 −acd −bcd− d2 + d


(4.31)
For this matrix to be a zero matrix, it is clear that at least one of the a, b, c, d
must be zero. If, for example, we assume only d = 0 then all the entries of the
above matrix are zero except the first entry of the diagonal. From which we get
the relation c = 1−a
b
. This is case 1. Case 2 and case 3 follow as easy and with
a similar analysis.
We finish the proof by remarking that, if b = 0 (c = 0), it implies c = 0
(b = 0) and a = d = 1, which results in the trivial representation. Also, all
other possible cases will result in singular (not invertible) matrices.
Remark 4.2. In Theorem (4.1), Case 2 seems essentially similar to Case 1.
Focusing on Case 1, we would like to point out that, as a special case, if we let
1− a = b we will arrive at,
Ψ(σi) := Ii−1 ⊕
(
1− b b
1 0
)
⊕ In−i−1 =


Ii−1 0 · · · 0 · · ·
0 · · ·
1− b b
1 0
0 · · ·
0 · · · 0 · · · In−i−1


(4.32)
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This is indeed the unreduced Burau representation. Hence the title of this sec-
tion. On the other hand Case 3 is exactly the simple representation we defined
in Section 3 (with only names of variables changed).
Remark 4.3. In an earlier version of this paper, we had tried to define some
sort of link invariants using the simple representation defined in Section 3.
The author would like to thank Professor Vladimir Shpilrain and Professor
Valeriy Bardakov for their attention and for kindly pointing out to me that there
were technical flaws in my arguments regarding those link invariants. Also for
reminding me that the representation in Section 3 has a large kernel. In fact,
those correspondences with Professor Vladimir Shpilrain and Professor Valeriy
Bardakov encouraged the author to generalize and improve that representaion to
the one in the current section.
Next step is indeed to use the general representation of Theorem (4.1) to
define some link invariants. This is a work in progress.
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