




硕 士 学 位 论 文
半参数ARCH模型的估计
Estimation of the Semi-parametric ARCH Model
黄 粉 丽
指导教师姓名： 刘 继 春 教授
专 业 名 称： 应用数学
论文提交日期： 2 0 1 0 年 5 月
论文答辩时间： 2 0 1 0 年 5 月




































































Yt+1 = m(Yt) + εt
√
β0 + β1Y 2t
其中εt ∼ iid.N(0, 1), m(Yt)函数的形式不确定, 为非参部分, β0, β1是待估参数,√


















Semi-parametric model is a kind of important statistical model which develops from
the 1980’s. This kind of model contains both parametric and nonparametric components. In
some case, it is more closer to the truth. So analyzing the Semi-parametric model has greater
practical significance.
In this paper, we propose a kind of semi-parametric ARCH model:
Yt+1 = m(Yt) + εt
√
β0 + β1Y 2t
where εt ∼ iid.N(0, 1), the form of the function m(Yt) which is not determined is the
nonparametric part. β0, β1 are estimated parameters.
√
β0 + β1Y 2t is the parametric part.
Combining with local linear fitting of non-parametric estimation and maximum likelihood
of the parameter estimation, we give the method of estimating such models. Further, com-
bining this method with bootstrap method, we compare the result of the parametric method,
semi-parametric method and semi-parametric bootstrap approach in the end.
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一个有效的参数模型. 非参方法的综述见Hastie, Tibshirani (1990); Härdle (1990); Scott







































































定理 1 (见Ling(2007), Th2.1) 模型 (2.1) 存在严平稳解的充分必要条件
是Lyapounov指数 γ < 0 , 该解 {yt}, t = 1, 2, . . . , n 是唯一的, 几何遍历的, 且存
在 u > 0有 E|yt|u < ∞.
定理 1的证明是把模型(2.1)转换成了一个马尔可夫链. 我们常用这种方法来寻找
非线性时间序列模型平稳的条件.







βi < 1. (2.2)
其中当 εt ∼ iid.N(0, 1)时, E|εt| =
√
2/π.







βi < 1 (2.3)








λ1 = (α1, . . . , αp)
′, λ2 = (β0, β1, . . . , βp)

























其中ηt(λ) = yt − λ′1Y1t−1, Y1t = (yt, . . . , yt−p+1)′, Y2t = (1, y2t , · · · , y2t−p+1)′. 令 Θ是参数
空间,在 Θ上最大化 Ln(λ)即得到 λ的极大似然估计 λ̂. 下面给出假设.
假设 1 Θ是一个有界紧集.真参数 λ0是Θ的一个内点,且对 ∀λ ∈ Θ有Lyapounov
指数 γ < 0.
下面的定理给出极大似然估计的渐近性质.
定理 2 (见Ling(2007), Th3.1) 假设 {yt}, t = 1, . . . , n是模型( 2.1)的严平稳遍历
解. 若假设(2.1)成立,则当 n → ∞时有
√















当 p = 1时,我们考虑如下的模型:
yt+1 = α0 + α1yt + εt
√
β0 + β1y2t (2.6)












(yt+1 − α0 − α1yt)2
2(β0 + β1y2t )
] (2.7)







求解上述方程组, 只能用数值迭代的方法来求解. 首先假设 α1 是已知的, 由(2)式求
出此时的解 β̂(1),然后把 β̂(1) 的值反过来代入到(1)式中,求出此时的 α̂1(1) 的值,再把
α̂1
(1) 的值代入到(2)式,求出解 β̂(2). 如此迭代下去,直到得到稳定的 α̂1(m), β̂(m) (在一















设 {(Xi, Yi)} 是有相同联合分布 (X, Y ) 的二维严平稳过程, m(x) = E(X|Y =
y), σ2(x) = var(X|Y = y) ̸= 0. Xi关于 Yi的回归模型记作
Xi = m(Yi) + σ(Yi)εi. (3.1)
其中 εt ∼ iid.N(0, 1), m(·), σ(·)是未知函数. 对函数 m(·), σ(·),我们不规定具体形
式,而仅做出一些定性假设,比如假定 m(·), σ(·)是平滑的. m(·)是期望函数,它可以
是线性的,可以是非线性的,还可以是带门限的等等; σ2(y) = var(Yt+1|Yt = y), σ(·)
称为波动函数(见Engle (1982)).
当 Yi+1 = Xi时,则上述模型为
Yi+1 = m(Yi) + σ(Yi)εi (3.2)
模型(3.2)称为非参数自回归条件异方差( NARCH )模型. 如果 σ(·)是常数,则称为非
参数自回归( NAR )模型.
3.1 局部线性估计
令 m(Yt) = α0(t) + α1(t)Yt,因为 α0(t), α1(t)函数的形式不确定,所以我们只能
用它们定性的特点: 函数是平滑的. 因此可以用局部常数来逼近,即给定时间点 t0,用
αi(t) ≈ αi(t0), i = 0, 1, 其中 t包含在 t0 的一个小邻域内.令 h表示邻域的大小, K
表示非负的权重函数, 它们分别称为带宽参数和核函数. 用局部回归的方法(见Fan,
Gijbels (1996)) ,通过下面的带权重的局部最小二乘准则,关于参数 a, b最小化
n∑
t=1
[Yt+1 − a− bYt]2Kh(t− t0) (3.3)
可以得到 αi(t0), i = 0, 1的估计,其中 Kh(·) = K(·/h)/h. 常见的核函数有均匀核函
数, Epanechnikov核,双权和函数和三权核函数. 根据理论和经验知当带宽 h是最优选
择时,所得的核密度估计的表现几乎是相同的. 注意到当核函数 K 有单边支撑时,如
单边的Epanechnikov核: 3
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令 µ(t, yt) = α0(t) + α1(t)yt, Êt = yt+1 − µ(t, yt), Et ≈
√























其中核函数用单边Epanechnikov的核函数 3/4(1− t2)I(t < 0). 关于局部参数 β0, β1,最
大化(3.5),可以得到估计 β̂0(t0) = β̂0, β̂1(t0) = β̂1通过在每个时间点 t = 1, 2, . . . , n最
















































































Xt+1 = g(Xt, . . . , Xt−p+1) + εtσ(Xt, . . . , Xt−p+1), (4.2)
其中 εt ∼ IIDD(0, 1). 假设 g : Rp → R, σ : Rp → (0,+∞) 是可测函数. 当
∥u∥ → ∞,令
g(u) = b(u)Tu+ o(∥u∥), σ(u) = o(∥u∥) (4.3)
其中 b(u) = (b1(u), . . . , bp(u))
T .这里 b1, . . . , bp : R
p → R是有界可测函数. 为了简化
式子,我们定义 X̃t := (Xt, . . . , Xt−p+1)T . 运用(4.3)式,模型(4.2)可以重新表示为
X̃t+1 = G(X̃t) + Σ(X̃t)ηt+1 (4.4)
其中 ηt = (εt, 0, . . . , 0)
T , G(u) = (g(u), u1, . . . , up−1)
T , u = (u1, . . . , up−1)
T ,当 ∥u∥ →
∞时, G(u) = A(u)u+ o(∥u∥),
A(u) =

b1(u) b2(u) . . . bp−1(u) bp(u)
1 0 . . . 0 0
0 1
. . . ...
...
... . . . . . . 0 0
0 . . . 0 1 0

, (∗)
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