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We develop the Hutchinson–Barnsley theory for ﬁnite families of mappings on a metric
space endowed with a directed graph. In particular, our results subsume a classical
theorem of J.E. Hutchinson [J.E. Hutchinson, Fractals and self-similarity, Indiana Univ.
Math. J. 30 (1981) 713–747] on the existence of an invariant set for an iterated function
system of Banach contractions, and a theorem of L. Máté [L. Máté, The Hutchinson–
Barnsley theory for certain non-contraction mappings, Period. Math. Hungar. 27 (1993)
21–33] concerning ﬁnite families of locally uniformly contractions introduced by Edelstein.
Also, they generalize recent ﬁxed point theorems of A.C.M. Ran and M.C.B. Reurings
[A.C.M. Ran, M.C.B. Reurings, A ﬁxed point theorem in partially ordered sets and some
applications to matrix equations, Proc. Amer. Math. Soc. 132 (2004) 1435–1443], J.J. Nieto
and R. Rodríguez-López [J.J. Nieto, R. Rodríguez-López, Contractive mapping theorems in
partially ordered sets and applications to ordinary differential equations, Order 22 (2005)
223–239; J.J. Nieto, R. Rodríguez-López, Existence and uniqueness of ﬁxed point in partially
ordered sets and applications to ordinary differential equations, Acta Math. Sin. (Engl. Ser.)
23 (2007) 2205–2212], and A. Petrus¸el and I.A. Rus [A. Petrus¸el, I.A. Rus, Fixed point
theorems in ordered L-spaces, Proc. Amer. Math. Soc. 134 (2006) 411–418] for contractive
mappings on an ordered metric space. As an application, we obtain a theorem on the
convergence of inﬁnite products of linear operators on an arbitrary Banach space. This
result yields new generalizations of the Kelisky–Rivlin theorem on iterates of the Bernstein
operators on the space C[0,1] as well as its extensions given recently by H. Oruç and
N. Tuncer [H. Oruç, N. Tuncer, On the convergence and iterates of q-Bernstein polynomials,
J. Approx. Theory 117 (2002) 301–313], and H. Gonska and P. Pit¸ul [H. Gonska, P. Pit¸ul,
Remarks on an article of J.P. King, Comment. Math. Univ. Carolin. 46 (2005) 645–652].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let { f i: i = 1, . . . ,N} be a ﬁnite family of selfmaps of a metric space (X,d). Following Hutchinson [13], we say that a
nonempty subset K of X is invariant with respect to { f i: i = 1, . . . ,N} if K =⋃Ni=1 f i(K ). It is shown in [13] that if each f i is
a Banach contraction and (X,d) is complete, then for any σ ∈ {1, . . . ,N}N and x ∈ X , the limit Γ (σ ) := limn→∞ fσ1 ◦ · · · ◦
fσn (x) exists and does not depend on x; moreover, the set
K∗ := Γ
({1, . . . ,N}N)
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[5] and therefore, in the literature, K∗ is called a fractal in the sense of Barnsley associated with the iterated function system
(abbr., IFS) { f i: i = 1, . . . ,N}. The above result prompts the following deﬁnition: A family { f i: i = 1, . . . ,N} is a Hutchinson
system (abbr., HS) if the operator Γ is well deﬁned, i.e., given σ ∈ {1, . . . ,N}N and x ∈ X , the limit limn→∞ fσ1 ◦ · · · ◦ fσn (x)
exists and does not depend on x, and the set Γ ({1, . . . ,N}N) is invariant with respect to { f i: i = 1, . . . ,N}. Thus every ﬁnite
family of Banach contractions on a complete (X,d) is an HS. Note that a singleton { f } is an HS iff f is a Picard operator
(abbr., PO; see, e.g., [27]), i.e., f has a unique ﬁxed point x∗ and for any x ∈ X , limn→∞ f nx = x∗ . Also, it is clear that if
{ f1, . . . , fN } is an HS, then each f i is a PO, but the reciprocal of it is not true (see, e.g., [12, Ex. 4]).
Subsequently, Hutchinson’s result was extended in several directions. In particular, the following result was established
by Máté [17, Th. 1]. Recall that given α ∈ (0,1) and ε > 0, a mapping f : X → X is called an (α, ε)-contraction (cf. [7]) if
d( f x, f y) α d(x, y) for any x, y ∈ X with d(x, y) < ε.
(This deﬁnition was prompted by the fact that every analytic function f on a domain D of the complex plane such that f
maps some compact and connected subset C of D into itself and | f ′(z)| < 1 for all z ∈ C is an (α, ε)-contraction (see [7]),
but it need not be a Banach contraction (cf. [17]).) (X,d) is called ε-chainable if for any x, y ∈ X , there exists an ε-chain
from x to y, i.e., a ﬁnite sequence (xi)ni=0 such that
x0 = x, xn = y and d(xi−1, xi) < ε for i = 1, . . . ,n.
Theorem 1 (Máté). Let (X,d) be a complete ε-chainable metric space for some ε > 0. Let α ∈ (0,1), and let f1, . . . , fN be (α, ε)-
contractions on X. Then { f1, . . . , fN } is an HS.
Actually, the theorems of Hutchinson and Máté are independent: The former deals with a wider class of metric spaces
while the latter allows mappings to satisfy a more general contractive condition. One of our purposes here is to obtain a
theorem which would yield both the above results. To do that, we shall extend our argument given in [14], where we have
studied the class of generalized Banach contractions on a metric space endowed with a directed graph. These studies were
inspired, in turn, by a number of recent results giving suﬃcient conditions for f to be a PO if a metric space (X,d) is
endowed with a partial ordering (see [20–22,27,29]). Here we recall the ﬁrst result in this direction obtained by Ran and
Reurings [29, Th. 2.1].
Theorem 2 (Ran–Reurings). Let (X,d) be a complete metric space endowed with a partial ordering  such that
every pair of elements of X has an upper and a lower bound. (1)
Let f : X → X be continuous and -monotone, and such that for some α ∈ (0,1) and for any x, y ∈ X,
x y ⇒ d( f x, f y) α d(x, y). (2)
If there exists x0 ∈ X with x0  f x0 or f x0  x0 , then f is a PO.
A lot of further extensions of Theorem 2 were given by Nieto and Rodríguez-López [21,22,20], and Petrus¸el and Rus [27].
In particular, the authors relaxed the monotonicity conditions, and assuming some types of a compatibility between a metric
and an order structure, they could also weaken the continuity condition. Note that these results have some interesting
applications to matrix equations and ordinary differential equations; the details may be found in the above cited papers.
In [14] we presented a different approach to these problems: We used the language of graph theory instead of partial or-
derings. This let us generalize and unify all earlier results; in particular, we replaced (1) by a natural and signiﬁcantly weaker
condition of connectivity of some graph. Since this paper deals with iterated function systems of Banach G-contractions de-
ﬁned in [14], we give some notions introduced in [14]. For a convenience of the reader, now we also recall some basic
concepts of graph theory. Actually, throughout this paper we consider a triple (X,d,G), where (X,d) is a metric space and
G is a directed graph such that the set V (G) of its vertices coincides with X , the set E(G) of its edges contains all loops,
i.e., E(G) ⊇ {(x, x): x ∈ X}, and E(G) has no parallel edges. Such graphs are called reﬂexive. Then we may identify G with
the pair (V (G), E(G)). We denote by G˜ the (undirected) graph obtained from G by ignoring the direction of edges. However,
here we shall treat G˜ as a directed graph for which the set of its edges is symmetric.
If x and y are vertices of G , then a path in G from x to y of length M (M ∈ N ∪ {0}) is a sequence (xi)Mi=0 of M + 1
vertices such that
x0 = x, xM = y and (xi−1, xi) ∈ E(G) for i = 1, . . . ,M.
G is called connected if there is a path between any two vertices. G is weakly connected if G˜ is connected.
If G is such that E(G) is symmetric, then for x ∈ V (G), [x]G denotes the equivalence class of the following relation R
deﬁned on V (G) by the rule:
yRz if there is a path in G from y to z.
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preserving (cf. [23]; also, [10]), i.e., for any x, y ∈ X ,
(x, y) ∈ E(G) ⇒ ( f x, f y) ∈ E(G),
and there exists α ∈ (0,1) such that for any x, y ∈ X ,
(x, y) ∈ E(G) ⇒ d( f x, f y) α d(x, y).
By [14, Prop. 2.1], every G-contraction is also a G˜-contraction. f is called G-continuous (cf. [14, Def. 2.3]) if given x ∈ X and
a sequence (xn)n∈N ,
xn → x and (xn, xn+1) ∈ E(G) for all n ∈ N imply f xn → f x.
In [14] we established four theorems giving some suﬃcient conditions for a G-contraction to be a PO. They deal,
respectively, with discontinuous, G-continuous, continuous and nonexpansive mappings. In the next section we obtain gen-
eralizations of these results giving suﬃcient conditions for a ﬁnite family of G-contractions to be an HS. As shown in
Section 3, each of these theorems subsumes the results of Hutchinson and Máté. As another application, we get a theo-
rem on inﬁnite products of linear operators on an arbitrary Banach space which yields new generalizations of the classical
Kelisky–Rivlin [15] theorem on iterates of the Bernstein operators on the Banach space C[0,1].
Finally, let us mention that the idea of using graphs in the theory of IFSs is due to Mauldin and Williams [19] (also, cf.
[8, p. 113]) who introduced the notion of a graph directed IFS. However, their approach is completely different. First, they
consider a ﬁnite directed multigraph – it usually has more than one, though ﬁnitely many, edges between any two of its
vertices even if they coincide, whereas our graph is in general inﬁnite and reﬂexive. Moreover, to every vertex u of the
Mauldin–Williams graph and every edge e from u to v , are attached one complete metric space (Su,du) and one mapping
fe : Sv → Su which is a similarity, i.e., for some re > 0,
du( fe p, feq) = redv (p,q) for all p,q ∈ Sv .
(Actually, in [19] all Su are assumed to be compact subsets of Rm with a nonempty interior.) It was shown in [19] that if
re < 1 for each edge e, then there is a unique list (Ku)u∈V of nonempty compact sets (Ku ⊆ Su for u ∈ V ) such that
Ku =
⋃
v∈V
⋃
e∈Euv
fe(Kv ) for all u ∈ V ,
where Euv is the set of all edges from u to v . A further generalization of the Mauldin–Williams result was achieved by
Edgar and Golds [9]: Here all mappings fe are assumed to be Lipschitzian with Lipschitz constants less than 1. (Also, see
[8, p. 115].) In particular, this result yields the Hutchinson theorem if we consider a graph with a single vertex and N
self-loops representing Banach contractions f1, . . . , fN on a complete metric space (X,d) which is then attached to this
unique vertex. Observe that in our paper graphs are used in order to weaken a hypothesis on mappings; in particular, each
of them may have many ﬁxed points and need not be continuous. Nevertheless, it seems that both approaches could be
uniﬁed by considering a Mauldin–Williams graph (V , E), and systems (Su,du,Gu)u∈V and ( fe)e∈E , where for any vertex
u ∈ V , (Su,du,Gu) is a complete metric space with a reﬂexive graph Gu , and for any e ∈ Euv , a mapping fe : Sv → Su is
such that for some re ∈ (0,1), (p,q) ∈ E(Gv ) implies ( fe p, feq) ∈ E(Gu) and du( fe p, feq)  redv(p,q). Then if each graph
Gu was complete, i.e., E(Gu) = Su × Su , we would get the Mauldin–Williams theorem. On the other hand, the case in which
V is a singleton and E consists of N self-loops would yield our result.
2. Iterated function systems of Banach G-contractions
We begin with the following auxiliary result.
Lemma 1. Let (X,d) be a metric space and G be a reﬂexive graph with V (G) = X. Let f1, . . . , fN : X → X be G-contractions with a
constant α ∈ (0,1). Then the following statements hold.
1o For any n ∈ N and σ1, . . . , σn ∈ {1, . . . ,N}, fσ1 ◦ · · · ◦ fσn is a G˜-contraction with a constant αn.
2o Given x ∈ X and y ∈ [x]G˜ , there is r(x, y) 0 such that for any n ∈ N and σ1, . . . , σn ∈ {1, . . . ,N},
d
(
fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)
)
 αnr(x, y).
Proof. Let n ∈ N and σ1, . . . , σn ∈ {1, . . . ,N}. By [14, Prop. 2.1], fσ1 , . . . , fσn are G˜-contractions with a constant α. Let (x, y) ∈
E(G˜). An easy induction shows that(
fσn−k ◦ · · · ◦ fσn−1 ◦ fσn (x), fσn−k ◦ · · · ◦ fσn−1 ◦ fσn (y)
) ∈ E(G˜) for k = 0, . . . ,n − 1. (3)
In particular, ( fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)) ∈ E(G˜), so fσ1 ◦ · · · ◦ fσn preserves edges of G˜ . Moreover, by hypothesis
and (3), we get
d
(
fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)
)
 α d
(
fσ2 ◦ · · · ◦ fσn (x), fσ2 ◦ · · · ◦ fσn (y)
)
 · · · αn d(x, y),
so 1o is proved.
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(xi−1, xi) ∈ E(G˜) for i = 1, . . . ,M . Let n ∈ N and σ1, . . . , σn ∈ {1, . . . ,N}. By 1o , we infer
d
(
fσ1 ◦ · · · ◦ fσn (xi−1), fσ1 ◦ · · · ◦ fσn (xi)
)
 αn d(xi−1, xi) for i = 1, . . . ,M.
Hence and by the triangle inequality,
d
(
fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)
)

M∑
i=1
d
(
fσ1 ◦ · · · ◦ fσn (xi−1), fσ1 ◦ · · · ◦ fσn (xi)
)
 αn
M∑
i=1
d(xi−1, xi),
so it suﬃces to set r(x, y) :=∑Mi=1 d(xi−1, xi). 
Proposition 1. Let (X,d) be a metric space and E be a reﬂexive graph with V (G) = X. Let f1, . . . , fN : X → X be G-contractions
such that for some x0 ∈ X, fix0 ∈ [x0]G˜ for i = 1, . . . ,N. Then given x ∈ [x0]G˜ and σ ∈ {1, . . . ,N}N , ( fσ1 ◦ · · · ◦ fσn (x))n∈N and
( fσ1 ◦ · · · ◦ fσn (x0))n∈N are equivalent Cauchy sequences.
Proof. Let r(·,·) be a function as in Lemma 1. Set
r(x0) := max
{
r(x0, f ix0): i = 1, . . . ,N
}
.
Let σ ∈ {1, . . . ,N}N . For n ∈ N, set yn := fσ1 ◦ · · · ◦ fσn (x0). By Lemma 1,
d(y j, y j+1) = d
(
fσ1 ◦ · · · ◦ fσn (x0), fσ1 ◦ · · · ◦ fσn ( fσ j+1x0)
)
 αnr(x0, fσ j+1x0) αnr(x0),
so
∑∞
n=1 d(yn, yn+1) < ∞ which yields (yn)n∈N is a Cauchy sequence. Now let x ∈ [x0]G˜ . By Lemma 1,
d
(
yn, fσ1 ◦ · · · ◦ fσn (x)
)
 αnr(x0, x) → 0 as n → ∞
which completes the proof. 
As a consequence, we obtain the following result which extends [14, Cor. 3.1].
Theorem 3. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. The following statements are equivalent:
(i) G is weakly connected;
(ii) every ﬁnite family { f1, . . . , fN} of G-contractions on X has the property that for any x ∈ X and σ ∈ {1, . . . ,N}N , the limit
limn→∞ fσ1 ◦ · · · ◦ fσn (x) exists and does not depend on x;
(iii) for any G-contraction f on X, there is x∗ ∈ X such that limn→∞ f nx = x∗ for all x ∈ X.
Proof. By [14, Cor. 3.1], (i) and (iii) are equivalent. (ii) ⇒ (iii) is obvious. Thus it suﬃces to prove (i) ⇒ (ii). So let x, y ∈ X
and σ ∈ {1, . . . ,N}N . By hypothesis, [x]G˜ = X ; in particular, f ix ∈ [x]G˜ for i = 1, . . . ,N and y ∈ [x]G˜ . Since (X,d) is complete,
Proposition 1 yields the convergence of ( fσ1 ◦ · · · ◦ fσn (x))n∈N and ( fσ1 ◦ · · · ◦ fσn (y))n∈N to the same limit. 
Remark 1. [14, Ex. 3.2] shows that there exist a connected graph G and a ﬁxed point free G-contraction f on the unit
interval. Then { f } is not an HS since f is not a PO. Thus it is not possible to improve Theorem 3 by stating in (ii) that
{ f1, . . . , fN } is an HS.
Now we shall present four theorems which give suﬃcient conditions for an IFS of G-contractions to be an HS. The ﬁrst
result deals with mappings which need not be continuous.
Theorem 4. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. Assume that the triple (X,d,G) has the following
property:
for any (xn)n∈N in X, if xn → x and (xn, xn+1) ∈ E(G) for n ∈ N,
then there is a subsequence (xkn )n∈N with (xkn , x) ∈ E(G) for n ∈ N. (4)
Let f1, . . . , fN be G-contractions on X such that for some x0 ∈ X,
(x0, f ix0) ∈ E(G) for i = 1, . . . ,N.
Then the following statements hold.
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2o If G is weakly connected, then { f1, . . . , fN } is an HS.
3o If
⋃N
i=1 f i ⊆ E(G), then for any x ∈ X and σ ∈ {1, . . . ,N}N , there exists the limit Γ (σ , x) := limn→∞ fσ1 ◦ · · · ◦ fσn (x).
Proof. We show 1o holds. By [14, Prop. 3.1], [x0]G˜ is f i-invariant for each i = 1, . . . ,N . Let x ∈ [x0]G˜ and σ ∈ {1, . . . ,N}N .
By completeness, we get in view of Proposition 1 that ( fσ1 ◦ · · · ◦ fσn (x))n∈N and ( fσ1 ◦ · · · ◦ fσn (x0))n∈N converge to the
same element Γ (σ ). We show Γ (σ ) ∈ [x0]G˜ . Let n ∈ N. By hypothesis, (x0, fσn+1x0) ∈ E(G), so by Lemma 1, we infer
( fσ1 ◦ · · ·◦ fσn (x0), fσ1 ◦ · · ·◦ fσn+1 (x0)) ∈ E(G). Hence and by (4), there is (kn)n∈N such that ( fσ1 ◦ · · ·◦ fσkn (x0),Γ (σ )) ∈ E(G).
Thus the sequence(
x0, fσ1x0, fσ1 ◦ fσ2 (x0), . . . , fσ1 ◦ · · · ◦ fσk1 (x0),Γ (σ )
)
is a path from x0 to Γ (σ ) which yields Γ (σ ) ∈ [x0]G˜ . So if K := {Γ (σ ): σ ∈ {1, . . . ,N}N}, then K ⊆ [x0]G˜ .
We show f j(K ) ⊆ K for j = 1, . . . ,N . Let x ∈ K . Then for some σ ∈ {1, . . . ,N}N , x = Γ (σ ) = limn→∞ fσ1 ◦ · · · ◦ fσn (x0)
and for some (kn)n∈N , ( fσ1 ◦ · · · ◦ fσkn (x0),Γ (σ )) ∈ E(G). Hence we infer
d
(
f j ◦ fσ1 ◦ · · · ◦ fσkn (x0), f j
(
Γ (σ )
))
 α d
(
fσ1 ◦ · · · ◦ fσkn (x0),Γ (σ )
)→ 0 as n → ∞,
so f j(Γ (σ )) = limn→∞ f j ◦ fσ1 ◦ · · · ◦ fσkn (x0) = Γ (( j, σ1, σ2, . . .)) which yields f jx ∈ K .
Now we show K ⊆⋃Nj=1 f j(K ). Let x ∈ K , x = limn→∞ fσ1 ◦ · · · ◦ fσn (x0). Set y := limn→∞ fσ2 ◦ · · · ◦ fσn (x0). As before,
we infer ( fσ2 ◦ · · · ◦ fσkn (x0), y) ∈ E(G) for some (kn)n∈N . Hence
d
(
fσ1 ◦ · · · ◦ fσkn (x0), fσ1 y
)
 α d
(
fσ2 ◦ · · · ◦ fσkn (x0), y
)→ 0 as n → ∞
which yields x = fσ1 y. Thus x ∈
⋃N
j=1 f j(K ).
Finally, 2o and 3o are immediate consequences of 1o . 
Our next results do not use any compatibility conditions between a graph and a metric structure. Instead, some types of
continuity of mappings are required.
Theorem 5. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. Let f1, . . . , fN be G-contractions on X such that
for some x0 ∈ X, (x0, f i x0) ∈ E(G) for i = 1, . . . ,N, and f1, . . . , fN are G-continuous. Then for any x ∈ [x0]G˜ and σ ∈ {1, . . . ,N}N ,
( fσ1 ◦ · · · ◦ fσn (x))n∈N and ( fσ1 ◦ · · · ◦ fσn (x0))n∈N converge to the same point Γ (σ ), and the set K := {Γ (σ ): σ ∈ {1, . . . ,N}N} is
invariant with respect to { f1, . . . , fN }. In particular, if G is weakly connected, then { f1, . . . , fN } is an HS.
Proof. Since (X,d) is complete, the convergence of the above sequences follows from Proposition 1. Let j ∈ {1, . . . ,N} and
x ∈ K . Then there is σ ∈ {1, . . . ,N}N such that x = limn→∞ yn , where yn := fσ1 ◦ · · · ◦ fσn (x0). Since (x0, fσn+1x0) ∈ E(G) and
fσ1 ◦ · · · ◦ fσn preserves edges of G , we infer (yn, yn+1) ∈ E(G). Hence and by G-continuity of f j , limn→∞ f j yn = f jx which
means f jx = Γ (( j, σ1, σ2, . . .)). So we have shown ⋃Ni=1 f i(K ) ⊆ K .
Now let x ∈ K , x = Γ (σ ). Set yn := fσ2 ◦ · · · ◦ fσn (x0) for n  2. By hypothesis, we infer (yn, yn+1) ∈ E(G). Moreover,
yn → y, where y := Γ ((σ2, σ3, . . .)). Hence and by G-continuity of fσ1 , we get limn→∞ fσ1 yn = fσ1 y, i.e., x = fσ1 y. This
shows K ⊆⋃Ni=1 f i(K ). 
The following example shows that under the assumptions of Theorem 5, { f1|[x0]G˜ , . . . , fN |[x0]G˜ } need not be an HS since,
in general, the above deﬁned set K is not a subset of [x0]G˜ . So we cannot improve Theorem 5 by repeating here statement
1o of Theorem 4.
Example 1. Let X := [0,1] be endowed with the Euclidean metric. Deﬁne the graph G by
V (G) := X and E(G) := {(0,0), (1,1)} ∪ {(x, y): x, y ∈ (0,1) and x y}.
(In fact, E(G) is a partial order.) We consider a singleton { f }, where f x := x/2 for x ∈ [0,1), and f 1 := 1. Then f is a
G-contraction and f ⊆ E(G). Set x0 := 1/2. Then (x0, f x0) ∈ E(G) and [x0]G˜ = (0,1). Since f |(0,1) is not a PO, { f |[x0]G˜ } is
not an HS. Moreover, also { f |cl[x0]G˜ } (= { f }) is not an HS since f has two ﬁxed points.
In some cases it is possible to weaken or even remove the assumption ‘(x0, f i x0) ∈ E(G) for i = 1, . . . ,N ’ used in Theo-
rems 4 and 5. Namely, we have the following
Theorem 6. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. Let f1, . . . , fN be continuous G-contractions on X
such that for some x0 ∈ X, fix0 ∈ [x0]G˜ for i = 1, . . . ,N. Then for any x ∈ [x0]G˜ , ( fσ1 ◦ · · · ◦ fσn (x))n∈N and ( fσ1 ◦ · · · ◦ fσn (x0))n∈N
converge to the same element Γ (σ ), and the set K := {Γ (σ ): σ ∈ {1, . . . ,N}N} is invariant with respect to { f1, . . . , fN }.
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i=1 f i(K ). Conversely, if x ∈ K and j ∈ {1, . . . ,N}, then for some σ ∈ {1, . . . ,N}N , we get by continuity of f j
f j x = f j
(
lim
n→∞ fσ1 ◦ · · · ◦ fσn (x0)
)
= lim
n→∞ f j ◦ fσ1 ◦ · · · ◦ fσn (x0) = Γ
(
( j, σ1, σ2, . . .)
) ∈ K .
Hence we infer
⋃N
i=1 f i(K ) ⊆ K . 
Remark 2. Actually, the above proof also shows that if f1, . . . , fN are continuous selfmaps of X and for some x0 ∈ X , the
limit Γ (σ ) := limn→∞ fσ1 ◦ · · · ◦ fσn (x0) exists for every σ ∈ {1, . . . ,N}N , then the set {Γ (σ ): σ ∈ {1, . . . ,N}N} is invariant
with respect to { f1, . . . , fN }.
As an immediate consequence, we get the following pellucid
Corollary 1. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. Let f1, . . . , fN be continuous G-contractions on X. If
G is weakly connected, then { f1, . . . , fN } is an HS.
Remark 3. [14, Ex. 3.2] (also, cf. [14, Rem. 3.7]) shows that Corollary 1 cannot be generalized by substituting G-continuity or
condition (4) for continuity of mappings. Thus even if G is weakly connected, we can drop the assumption ‘(x0, f i x0) ∈ E(G)
for i = 1, . . . ,N ’ neither in Theorem 4 nor in Theorem 5.
Our next result deals with mappings satisfying yet stronger continuity condition. This extends [14, Th. 3.5]. We precede
it by the following
Lemma 2. Let (X,d) be a metric space and E be a dense subset of X . Let f1, . . . , fN : X → X be such that for any x ∈ E and σ ∈
{1, . . . ,N}N , the limit Γ (σ ) := limn→∞ fσ1 ◦ · · · ◦ fσn (x) exists and does not depend on x. If the semigroup{
fσ1 ◦ · · · ◦ fσn : n ∈ N, σ1, . . . , σn ∈ {1, . . . ,N}
}
is equicontinuous on X, then { f1, . . . , fN } is an HS.
Proof. Let x ∈ X , σ ∈ {1, . . . ,N}N and ε > 0. By equicontinuity, there is δ > 0 such that for any y ∈ B(x, δ), n ∈ N and
σ1, . . . , σn ∈ N, d( fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)) < ε/2. Let z ∈ E be such that d(x, z) < δ. By hypothesis, there is k ∈ N
such that for n k, d( fσ1 ◦ · · · ◦ fσn (z),Γ (σ )) < ε/2. Hence we get for such n that
d
(
fσ1 ◦ · · · ◦ fσn (x),Γ (σ )
)
 d
(
fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (z)
)+ d( fσ1 ◦ · · · ◦ fσn (z),Γ (σ ))< ε.
This shows limn→∞ fσ1 ◦ · · · ◦ fσn (x) = Γ (σ ). Finally, by continuity of f1, . . . , fN and Remark 2, {Γ (σ ): σ ∈ {1, . . . ,N}N} is
invariant with respect to { f1, . . . , fN } which completes the proof. 
Theorem 7. Let (X,d) be complete and G be a reﬂexive graph with V (G) = X. Let f1, . . . , fN be G-contractions on X such that for
some x0 ∈ X, fix0 ∈ [x0]G˜ for i = 1, . . . ,N. If the semigroup{
fσ1 ◦ · · · ◦ fσn : n ∈ N, σ1, . . . , σn ∈ {1, . . . ,N}
}
is equicontinuous on X (in particular, this is the case if f1, . . . , fN are nonexpansive), then { f1|cl[x0]G˜ , . . . , fN |cl[x0]G˜ } is an HS.
Proof. By [14, Prop. 3.1], [x0]G˜ is f i-invariant for i ∈ {1, . . . ,N}. Hence and by continuity of mappings, also cl[x0]G˜ is f i-in-
variant for i ∈ {1, . . . ,N}. By completeness and Proposition 1, for any x ∈ [x0]G˜ and σ ∈ {1, . . . ,N}N , the limit limn→∞ fσ1 ◦· · · ◦ fσn (x) exists and does not depend on x. So it suﬃces to apply Lemma 2 to the family { f1|cl[x0]G˜ , . . . , fN |cl[x0]G˜ }. 
3. Applications
We begin with a remark that each of Theorems 4–7 yields a classical Hutchinson’s [13] result on IFS. Indeed, deﬁne the
graph G0 by V (G0) := X and E(G0) := X × X . Then the class of G0-contractions coincides with the class of Banach contrac-
tions, and G0-continuity is equivalent to the continuity. Obviously, G0 is connected and satisﬁes (4). Thus if f1, . . . , fN are
Banach contractions on a complete (X,d), then for the graph G0 all Theorems 4–7 are applicable, so each of them yields
{ f1, . . . , fN } is an HS.
Now we present that Theorem 1 can be derived from Corollary 1. In fact, Theorem 7 yields somewhat more general
result:
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1o If there exists x0 ∈ X such that for each i ∈ {1, . . . ,N}, there is an ε-chain from x0 to fix0 , then { f1|cl[x0], . . . , fN |cl[x0]} is an HS,
where
[x0] := {x ∈ X: there is an ε-chain from x0 to x}.
2o If (X,d) is ε-chainable, then { f1, . . . , fN } is an HS.
Proof. Deﬁne the graph G by
V (G) := X and E(G) := {(x, y) ∈ X × X: d(x, y) < ε}.
Clearly, G is reﬂexive and G = G˜ . Let i ∈ {1, . . . ,N} and (x, y) ∈ E(G). By hypothesis,
d( f ix, f i y) α d(x, y) < αε < ε.
Thus each f i is a G-contraction. Moreover, the semigroup { fσ1 ◦ · · · ◦ fσn : n ∈ N, σ1, . . . , σn ∈ {1, . . . ,N}} is equicontinuous
on X since it is easily seen that
d
(
fσ1 ◦ · · · ◦ fσn (x), fσ1 ◦ · · · ◦ fσn (y)
)
 d(x, y) if d(x, y) < ε.
Now the assumption of 1o means f ix0 ∈ [x0]G˜ for i = 1, . . . ,N . So Theorem 7 yields 1o . Finally, observe that ε-chainability
of (X,d) is equivalent to the connectivity of G . Thus 2o follows from Corollary 1. 
The rest of this section will be devoted to a study of inﬁnite products of linear operators on a Banach space. We shall
give some generalizations of the following
Theorem 9 (Kelisky–Rivlin). For i ∈ N, let Bi be the Bernstein operator on the space C[0,1], i.e.,
(Biϕ)(t) :=
i∑
k=0
ϕ
(
k
i
)(
i
k
)
tk(1− t)i−k for ϕ ∈ C[0,1] and t ∈ [0,1]. (5)
Then the sequence of iterates of Bi is convergent;moreover, we have the following formula:
lim
n→∞
(
Bni ϕ
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t for ϕ ∈ C[0,1] and t ∈ [0,1].
The asymptotic behaviour of iterates of linear operators was studied by a number of authors (see, e.g., [1,2,6,11,25,
26,30,31]). However, in general, these results deal with operators which are given by some speciﬁc formulas. In [14] we
established a theorem on a convergence of iterates of a linear operator which is not given explicitly. The following result is
a generalization of [14, Th. 4.1] to ﬁnite families of linear operators. As shown below, it can be derived from Theorem 4 as
well as Theorem 5.
Theorem 10. Let X be a Banach space and X0 a closed subspace of X . Let T1, . . . , TN : X → X be linear operators (not necessarily
continuous on X ) such that for i = 1, . . . ,N,
‖Ti |X0‖ < 1 and (I − Ti)(X) ⊆ X0.
Then for any x ∈ X, the family {T1|x+X0 , . . . , TN |x+X0 } is an HS. Moreover, if there exists a linear subspace Y0 of X such that
Y0 ⊆
N⋂
i=1
Fix Ti and Y0 ∩ (x+ X0) = ∅ for all x ∈ X,
then given x ∈ X and σ ∈ {1, . . . ,N}N , the sequence (Tσ1 ◦ · · · ◦ Tσn (x))n∈N is convergent and
Y0 ∩ (x+ X0) =
{
lim
n→∞ Tσ1 ◦ · · · ◦ Tσn (x)
}
. (6)
Hence the above limit is independent of σ but it may depend on x.
Proof. Deﬁne the graph G by
V (G) := X and E(G) := {(x, y) ∈ X × X: x− y ∈ X0}.
Clearly, G is reﬂexive and G = G˜ . By the proof of [14, Th. 4.1], each Ti is a G-continuous G-contraction with Ti ⊆ E(G),
and (4) holds. Thus the assumptions of Theorems 4 and 5 are satisﬁed. Hence we infer {T1|x+X0 , . . . , TN |x+X0 } is an HS for
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the sequence (Tσ1 ◦ · · · ◦ Tσn (x))n∈N is convergent and
lim
n→∞ Tσ1 ◦ · · · ◦ Tσn (x) = limn→∞ Tσ1 ◦ · · · ◦ Tσn (y) = y
because y ∈ (x+ X0) ∩⋂Ni=1 Fix Ti . This shows (6). 
Theorem 10 is a generalization of the Kelisky–Rivlin theorem. Actually, it yields the following result which is still more
general than Theorem 9.
Corollary 2. Let {B1, . . . , BN } be the family of Bernstein operators on C[0,1] deﬁned by (5). Then for any σ ∈ {1, . . . ,N}N and
ϕ ∈ C[0,1], the sequence (Bσ1 , . . . , Bσn (ϕ))n∈N is uniformly convergent and
lim
n→∞
(
Bσ1 ◦ · · · ◦ Bσn (ϕ)
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t for t ∈ [0,1]. (7)
Proof. We show the above family satisﬁes the assumptions of Theorem 10. Set
X := C[0,1] and X0 :=
{
ϕ ∈ X: ϕ(0) = ϕ(1) = 0}.
Let i ∈ {1, . . . ,N} and set
ψk(t) :=
(
i
k
)
tk(1− t)i−k for k = 0,1, . . . , i and t ∈ [0,1].
Then Biϕ =∑ik=0 ϕ(k/i)ψk . It is well known that
i∑
k=0
ψk(t) = 1 and
i∑
k=0
(k/i)ψk(t) = t for t ∈ [0,1], (8)
i.e., Bie j = e j , where e j(t) := t j for j = 0,1. Moreover, it is clear that
ψ0(0) = ψi(1) = 1. (9)
Hence and by (8), we get
ψ j(0) = 0 for j = 1, . . . , i, and ψ j(1) = 0 for j = 0, . . . , i − 1 (10)
since each ψk is nonnegative. We show (I − Bi)(X) ⊆ X0. Let ϕ ∈ X and t ∈ [0,1]. Then
(
(I − Bi)(ϕ)
)
(t) = ϕ(t) −
i∑
k=0
ϕ(k/i)ψk(t) =
i∑
k=0
(
ϕ(t) − ϕ(k/i))ψk(t).
Hence and by (10), we infer (I − Bi)ϕ ∈ X0.
Now we prove ‖Bi |X0‖ < 1. Observe that
ψ−10 (0) ∩ ψ−1i (0) = ∅. (11)
Let ϕ ∈ X0 and t ∈ [0,1]. Then
∣∣(Biϕ)(t)∣∣=
∣∣∣∣∣
i−1∑
k=1
ϕ(k/i)ψk(t)
∣∣∣∣∣ ‖ϕ‖
i−1∑
k=1
ψk(t)
= ‖ϕ‖(1− ψ0(t) − ψi(t)) ‖ϕ‖(1− ψ0(t0) − ψi(t0)),
where t0 is a point at which the function t → 1−ψ0(t)−ψi(t) attains its maximum on [0,1]. This maximum is less than 1;
otherwise, t0 ∈ ψ−10 (0) ∩ ψ−1i (0) which contradicts (11). So we have shown ‖Bi |X0‖ < 1.
Set Y0 := span(e0, e1). By (8), Y0 ⊆⋂Ni=1 Fix Bi . Moreover, given ϕ ∈ X , the function t → ϕ(0) + (ϕ(1) − ϕ(0))t belongs
to Y0 ∩ (ϕ + X0). Hence and by Theorem 10, we get (7). 
Observe that the above proof does not use explicit formulas for functions ψk . In fact, it suﬃces ψ0, . . . ,ψi satisfy condi-
tions (8), (9) and (11). So, actually, we have proved the following result which in turn is a generalization of [4, Th. 4] due
to Agratini and Rus.
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0 = ai0 < ai1 < · · · < aini = 1.
For such i and k = 0, . . . ,ni , let ψik be continuous functions on [0,1] such that
ni∑
k=0
ψik = 1,
ni∑
k=0
aikψik(t) = t for t ∈ [0,1],
ψi0(0) = ψini (1) = 0 and ψ−1i0 (0) ∩ ψ−1ini (0) = ∅.
For i = 1, . . . ,N, let Ti be deﬁned by
Tiϕ :=
ni∑
k=0
ϕ(aik)ψik for ϕ ∈ C[0,1].
Then for any σ ∈ {1, . . . ,N}N and ϕ ∈ C[0,1], the sequence (Tσ1 ◦ · · · ◦ Tσn (ϕ))n∈N is uniformly convergent and
lim
n→∞
(
Tσ1 ◦ · · · ◦ Tσn (ϕ)
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t for t ∈ [0,1].
Corollary 3 also generalizes [25, Th. 3.1] of Oruç and Tuncer concerning iterates of the so-called q-Bernstein operators
Bi,q in the case when q ∈ (0,1]. The operator Bi,q is deﬁned by Bi,qϕ :=∑ik=0 ϕ(aik)ψik for ϕ ∈ C[0,1], where
aik := [k]q/[i]q and ψik(t) :=
[
i
k
]
q
tk
i−k−1∏
s=0
(
1− qst)
for k = 0, . . . , i. Here [k]q := 1+ q + · · · + qk−1 for k > 0, [0]q := 0 and
[ i
k
]
q is the q-binomial coeﬃcient deﬁned by[
i
k
]
q
:= [i]q[i − 1]q . . . [i − (k − 1)]q[1]q[2]q . . . [k]q if 1 k i,
and
[ i
0
]
q := 1. Moreover,
∏−1
s=0(· · ·) denotes 1. Then the classical Bernstein operator Bn coincides with Bn,1. Since it was
shown in [28] that Bi,qe j = e j for j = 0,1, it is easily seen that the assumptions of Corollary 3 are satisﬁed. Thus Corollary 3
yields the following
Corollary 4. Let q1, . . . ,qN ∈ (0,1] and for i = 1, . . . ,N, Bi,qi be the qi-Bernstein operator. Then for any σ ∈ {1, . . . ,N}N and
ϕ ∈ C[0,1], the sequence (Bσ1,qσ1 ◦ · · · ◦ Bσn,qσn (ϕ))n∈N is uniformly convergent and
lim
n→∞
(
Bσ1,qσ1 ◦ · · · ◦ Bσn,qσn (ϕ)
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t for t ∈ [0,1].
Finally, as yet another application of Theorem 10, we obtain a generalization of a recent result by Gonska and Pit¸ul [11]
concerning an asymptotic behaviour of the following operator V i on C[0,1] introduced by King [16]:
(Viϕ)(t) :=
i∑
k=0
ϕ
(
k
i
)(
i
k
)(
ri(t)
)k(
1− ri(t)
)i−k
,
where r1(t) := t2, and for i  2,
ri(t) := −1/(2i − 2) +
[(
i/(i − 1))t2 + 1/(2i − 2)2]1/2.
By [11, Th. 3.1], given i ∈ N and ϕ ∈ C[0,1], the sequence (V ni ϕ)n∈N converges and
lim
n→∞
(
V ni ϕ
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t2 for t ∈ [0,1].
Now Theorem 10 yields the following
Corollary 5. Let N be a positive integer. Then for any σ ∈ {1, . . . ,N}N and ϕ ∈ C[0,1], the sequence (Vσ1 ◦ · · · ◦ Vσn (ϕ))n∈N is
uniformly convergent and
lim
n→∞
(
Vσ1 ◦ · · · ◦ Vσn (ϕ)
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t2 for t ∈ [0,1]. (12)
Proof. Set X := C[0,1] and X0 := {ϕ ∈ X: ϕ(0) = ϕ(1) = 0}. Repeating the argument of Corollary 2, we get (I − V i)(X) ⊆ X0
and ‖Vi |X0‖ < 1 for i = 1, . . . ,N .
Now set Y0 := span(e0, e2), where e2(t) := t2 for t ∈ [0,1]. It was shown in [16] that for any n ∈ N, Vnei = ei for i = 0,2.
Hence Y0 ⊆⋂Ni=1 Fix Vi . Moreover, for any ϕ ∈ X , the function t → ϕ(0) + (ϕ(1) − ϕ(0))t2 belongs to Y0 ∩ (ϕ + X0). Hence
and by Theorem 10, (12) holds. 
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Recently, Agarwal, El-Gebeily and O’Regan [3] generalized the results of Ran and Reurings ([29]; cf. Theorem 2), and Nieto
and Rodríguez-López [21] by weakening a contractive condition. Namely, instead of Banach contractions with respect to a
partial ordering (cf. (2)), they considered generalized ϕ-contractions, i.e., mappings satisfying the condition: for any x, y ∈ X ,
x y ⇒ d( f x, f y) ϕ(max{d(x, y),d(x, f x),d(y, f y), (d(x, f y) + d(y, f x))/2}), (13)
where a function ϕ : R → R is nondecreasing and such that limn→∞ ϕn(t) = 0. (This class of functions was introduced to
metric ﬁxed point theory by Matkowski [18].) Subsequently, further studies in this setting were developed very recently by
O’Regan and Petrus¸el [24]. In particular, [24, Ths. 3.3, 3.6 and 3.10] deal with generalized ϕ-contractions satisfying a simpler
(and more natural) condition than (13): for any x, y ∈ X ,
x y ⇒ d( f x, f y) ϕ(d(x, y)).
Now a question arises whether it is possible to extend the results of this paper by considering families of (ϕ,G)-contractions,
i.e., mappings which satisfy the condition: for any x, y ∈ X ,
(x, y) ∈ E(G) ⇒ d( f x, f y) ϕ(d(x, y)),
where G is a reﬂexive graph such that V (G) = X . It turns out that, in general, this is not possible. In particular, the following
example shows that none of Theorems 4–7 can be generalized to families of (ϕ,G)-contractions even if N = 1.
Example 2. Set
X := {sn: n ∈ N}, where sn :=
n∑
k=1
1
k
,
and endow X with the Euclidean metric dE . Clearly, (X,dE) is complete. Deﬁne a graph G by
V (G) := X and E(G) := {(sn, sn+1): n ∈ N}∪ {(sn, sn): n ∈ N}.
Then G is reﬂexive and connected. Set
f sn := sn+1 for n ∈ N.
Clearly, f is edge-preserving. Let (x, y) ∈ E(G) and x = y. Then there is k ∈ N such that x = sk and y = sk+1. Hence |x− y| =
1/(k + 1) and | f x− f y| = 1/(k + 2). Thus, if we deﬁne a function ϕ by
ϕ(0) := 0, ϕ(t) := 1/3 for t > 1/2,
and ϕ|(0,1/2] is the polygonal line with nodes
(
1/(n + 1),1/(n + 2)) for n ∈ N,
then | f x − f y| = ϕ(|x − y|). It is easily seen that ϕ is nondecreasing, continuous and such that ϕ(t) < t for t > 0;
hence limn→∞ ϕn(t) = 0 (cf. [18]). Thus f is a (ϕ,G)-contraction. Moreover, f is nonexpansive (hence continuous and
G-continuous), and f ⊆ E(G). Since every convergent sequence in X is constant for suﬃciently large n, we infer (4) holds.
However, f has no ﬁxed points, so { f } is not an HS.
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