Time series often contain unknown trend functions and unobservable error terms. As is known, Yule-Walker estimators are asymptotically efficient for autoregressive time series. The focus of this article is the Yule-Walker estimators for time series with trends. A nonparametric detrending procedure is proposed. It is concluded that the asymptotic properties of the Yule-Walker estimators of autoregressive coefficients are not altered by the detrending procedure. The results of the simulation studies and real data application corroborate the asymptotic theory.
Introduction
Typically, the first step in time series analysis is to ''separate'' the deterministic trend and seasonality components from the stochastic noise component. One of the common approaches taught by textbooks is to apply a moving average filter to ''remove'' the slowly varying trend and the seasonality from the time series data, and then proceed to make inference based on the residual series which is used as a substitute of the unobserved time series without trends. Although much has been done for such residual based inference, little attention has been paid to the appropriateness of substituting the residual sequence for the unobservable time series except for trends with known parametric forms; see for example, [9] and Chapter 9 of [4] .
There are two most relevant works pertaining to the asymptotic property of the Yule-Walker estimators for autoregressive coefficients of time series with nonparametric trends. In particular, Truong [8] tackled the issue and established the asymptotics of Yule-Walker estimators when the trend was estimated by moving average or kernel regression techniques under the restrictive assumption of Gaussian noise; Shao and Yang [6] showed the oracle efficiency of Yule-Walker estimators when the trend was estimated by B-splines under mild moment assumptions on the noise. By ''oracle efficiency'' we refer to the asymptotic equivalence of the autoregressive coefficient estimators based on the unobserved stationary noise sequence and the computed residual sequence. In other words, Yule-Walker estimators from the residual sequence with the trend estimated and removed are as efficient as those from the time series with the trend known by ''oracle'' and deleted. Both of these two articles, however, did not provide data-driven smoothing parameter selection.
In this paper we will propose a nonparametric detrending procedure. This procedure constructed from local linear regression is a modified version of the well-known moving average filter. Compared with the classic moving average method, this new procedure has two major advantages: it not only automatically corrects boundary bias, but chooses the optimal moving average parameter based on the data as well. These two features make it more suitable for practitioners to deal with time series data with trends, as one sees from simulation results in Section 4, using the classic moving average filter can lead to erroneous estimation of the autoregressive coefficients. Moreover, under strict stationarity and similar moment conditions to those in [6] , the oracle efficiency of the Yule-Walker estimators based on residuals is rigorously established without requiring Gaussianity of the noise sequence. It is worth mentioning that the major theoretical result of this paper is derived by bounding the moments of terms in the error decomposition, which is very different from the technique utilized by Shao and Yang [6] for B-spline smoothing. Their technique is closely related to Song and Yang [7] .
The paper is organized as follows. Section 2 will describe the proposed local linear trend filter and its theoretical properties; Section 3 will outline the data-driven selection of the optimal moving average parameter; Section 4 will present the results of simulation studies and real data analysis. The proofs of all technical results will be provided in the Appendix.
Autoregressive coefficient estimation
The observed data {X t } n t=1 we work with are of the form
is the trend and the unobserved noise sequence {Y t } n t=1 is a realization of an autoregressive time series with order p (i.e., AR(p)) that satisfies
(1)
.e., the Z t 's are independent and identically distributed with EZ t = 0, EZ 
T in which the sample autocovariance functionγ (l) is calculated bỹ
see Eq. (8.1.5) of [1] . Throughout this paper, we refer toφ as the ''infeasible'' estimator of φ, as apparently it makes use of the unobserved sequence {Y t } n t=1 and thus is not a proper statistic. In Chapter 1 of [1] and other standard textbooks on time series analysis, various ad hoc estimators of the trend function m (·) are provided. Perhaps the most popular one is the moving average estimator defined bŷ
in which q is the moving average lag and N t,q =  |i−t|≤q 1 is the number of indices i between t − q and t + q. Assuming that q ≤ (n − 1) /2, elementary algebra shows that
The residual sequence of this estimator is used in the second step to compute the sample autocovariance function and the estimates of φ. Although this method is widely recommended, the only theoretical justification for this two-step approach was in [8] , which, nonetheless, required Gaussianity of {Y t } ∞ t=−∞ (and equivalently, of {Z t } ∞ t=−∞ ). This last restriction rules out many interesting time series data, especially in economics and finance, that exhibit strong non-Gaussian features.
We will construct a modified moving average trend estimator. Under the assumptions on strict stationarity, the moments and causality of {Y t } ∞ t=−∞ and proper conditions on the moving average lag q, this estimator leads to the same theoretical optimality as in [8] . Note that the optimality of the proposed trend estimator does not require Gaussianity of {Y t } ∞ t=−∞ .
To begin with, for any 1 ≤ t ≤ n, the moving average trend estimatorm (t/n) in (4) is rewritten as a Nadaraya-Watson
where K (u) = 0.5I {|u|≤1} is the uniform kernel with I A being the indicator function for the set A, K h (u) = K (u/h)/h, and h = q/n is called the bandwidth in the kernel smoothing literature. The above estimatorm (t/n) is the solution to the following local constant least squares problem
We propose to estimate m (·) by the local linear method. Specifically,
whereâ satisfies
The following is the explicit formula for the proposed trend estimator, the derivation of which is given in the Appendix:
where
,
.
Fan and Gijbels [2] promoted local linear estimators over Nadaraya-Watson estimators in that it automatically corrects boundary bias. In other words, the local linear estimator in (6) satisfies
whereas the local constant estimator in (4) or (5) has the rate of O(h) at the boundary. We denote the residuals bŷ
and the sample autocovariance function bŷ
The Yule-Walker estimator of φ based on the residuals in (8) is defined bŷ
Before presenting the main results, we state the following assumptions.
→ ∞. In particular, one can take q n ∼ n 4/5 .
Remark 1. Assumption (A2) and the condition that
t=−∞ is a strictly stationary sequence with
Also according to Assumption (A4), as n → ∞, the bandwidth h = h n = q n /n ≪ n −1/8 and the number of n
One of the critical steps in implementing the detrending procedure is to find an appropriate q. We will provide a datadriven estimate of the optimal q in Section 3. The following result concerns the benchmark ''infeasible'' estimatorφ.
Theorem 1 (Theorem 8.1.1, Brockwell and Davis [1]). Under Assumptions
where p is the covariance matrix defined in (2) . Moreover,
With the smoothness of m(·) specified in Assumption (A1) and the order of q specified in Assumption (A4), the Yule-Walker estimatorφ defined in (10) is oracally efficient as indicated by the following theorem. Its proof is given in the Appendix.
Theorem 2. Under Assumptions
and hence . The consistency ofσ 2 can be proved similarly to the counterpart of Theorem 3 in [6] . We summarize the conclusion as follows.
Theorem 3. Under Assumptions
Denote by χ 2 p,1−α the 100 (1 − α)-th percentile of the chi-square distribution with p degrees of freedom. The next result follows directly from the above two theorems and Slutsky's Theorem.
In other words
Implementation
In this section, we describe the procedure to implement the trend estimator. To this end, we first need to determine the moving average lag q for the purpose of trend estimation. According to Fan and Gijbels [2] , with the design variable taking on values i/n, 1 ≤ i ≤ n and K (u) = 0.5I {|u|≤1} , the optimal bandwidth h which asymptotically minimizes the mean integrated
The corresponding optimal q is
where ⌈a⌉ denotes the integer part of a real number a. This q opt apparently satisfies Assumption (A4). However, it is not applicable, as it involves the second derivative of the unknown function m(·) and the unknown variance γ (0).
We will provide a data driven practical method to determine the moving average lag q. Specifically, following Yang and Tschernig [10] , we propose the rule-of-thumb (ROT) estimator defined aŝ
is the solution to the least squares problem
Simple algebra yields that
and thuŝ
Onceq ROT is obtained, one can compute the residualsŶ t from (8) andφ from (10).
Simulation studies and application

Simulation studies
In this section, we will carry out simulation experiments to illustrate the finite-sample behavior of Yule-Walker estimators of autoregressive coefficients based on the detrending time series. All calculations are implemented by the free software package R which is available from http://www.r-project.org.
We simulate 100 replicates of the time series in (1) with AR(p) errors for p = 1, 2, 3, respectively, and sample sizes n = 100, 200, 400, 1000. The white noise Z t ∼ N (0, 1) and the trend function is defined as
We simulate the same autoregressive time series as those in [6] , the parameters of which represent a wide range of autoregressive time series. Specifically, the autoregressive parameters are respectively φ 1 = −0. For each value of φ and a sample size, there are two estimates and the corresponding sample standard deviations (SD) in Tables 1-3 . The top one is the mean estimates of φ and their sample standard deviations of the proposed method, and the bottom one is the estimates from (4) with q = 2, which is used in [1] . From the simulation studies in these tables, the estimates of φ using the proposed method are much more accurate than their counterparts from the fixed q = 2. When the sample sizes are larger, the estimates of our method are closer to the true coefficient values. This fact is showed in Fig. 1, the boxplots of the 100 sample ratiosφ 1 /φ 1 for the AR(1) process. The horizontal dashed line is y = 1. In addition, the coverage Table 2 Estimates of AR(2) coefficients and standard errors. frequencies from 100 replicates in Tables 4, 5 corroborate Corollary 1, that is the confidence ellipsoids based onφ andφ are asymptotically the same at any level α for any AR(p).
Application
In this section, we analyze a real time series data set of the first differences of the annual global surface air temperatures in Celsius from 1880 through 1985. The data exhibit a remarkable nonlinear upward trend in Fig. 2 . Hall and Keilegom [5] estimated the AR(1) coefficient by the observations directly before estimating the trend function. Their estimate waŝ φ 1 = 0.414. Shao and Yang [6] estimated the AR(1) coefficient using a B-spline to detrend the data and their result waŝ φ 1 = 0.386 with the standard error 0.090. We detrend the data by the modified moving average filter and analyze the residual sequence. It is straightforward to obtain the optimal bandwidth h = q/n = 0.189 and the coefficient estimate Coverage frequencies from 100 replicates in a confidence ellipsoid for φ in AR(1). interval. Therefore, we conclude that the model is adequate. For the purpose of comparison, we also fit an AR(2) model to 
the data and the estimates are Keilegom [5] . Table 5 Coverage frequencies from 100 replicates in a confidence ellipsoid for φ in AR (2) . Consider the objective function
Differentiating (A.1) with respect to a and b, and setting these partial derivatives as 0, we obtain the equations as follows: where
It is straightforward to get (7) by solving Eqs. (A.2).
To prove Theorem 2, note from (3) and (9),
We will discuss the property of each term of (A.3) in several lemmas. The following proposition concerns the uniform convergence rate of the difference between Y t andŶ t . Its proof is similar to Theorem 6.5 of [3] and therefore omitted.
Proof. Proposition A.1 implies
The proof is complete.
Next, we will consider the sums of the first and last q observations in (A.3).
Lemma A.2. Under Assumptions (A1)-(A4), as n → ∞,
Proof. Without loss of generality, we set l = 0. By the strong law of large numbers (SLLN) for an α-mixing sequence (Proposition 2.8 of [3] ), q
In the following, we will consider the terms that involve the n − 2q terms in the middle in (A.3). Note that we have the following decomposition:
We introduce two propositions as follows regarding the convergence rates of T 1n and T 2n .
Proof. By the definition of T 2n , 
