Most color-acquisition devices capture spectral signals by acquiring only three samples, critically undersampling the spectral information. We analyze the problem of estimating high-dimensional spectral signals from low-dimensional device responses. We begin with the theory and geometry of linear estimation methods. These methods use linear models to characterize the likely input signals and reduce the number of estimation parameters. Next, we introduce two submanifold estimation methods. These methods are based on the observation that for many data sets the deviation between the signal and the linear estimate is systematic; the methods incorporate knowledge of these systematic deviations to improve upon linear estimation methods. We describe the geometric intuition of these methods and evaluate the submanifold method on hyperspectral image data.
INTRODUCTION
Most color-acquisition architectures obtain a small number of spectral samples to estimate a high-dimensional spectral signal. This estimation is imprecise because the input signal is critically undersampled; there are no guarantees that the estimate will be correct. Yet as we all experience, both with our own eyes and by the success of the still and video camera industries, it is possible to capture enough information about the input signal to create a reasonable facsimile.
Much of the success can be explained by the fact that the final receiver of the signal, the human visual system, samples the input only coarsely by using the three types of cone photoreceptors. This is not a full explanation of why color cameras, whose sensors do not sample the spectral signals in the same way as the human eye, provide enough information to create reasonable reproductions. A second reason for the success is found in the input signals: The reflectance functions of surfaces and spectral power distributions of natural illuminants contain a great deal of structure. Daylights, for example, appear to be well characterized by no more than three independent components. 1 Many natural surfaces are described accurately by using linear parameterizations of fewer than eight terms. 2, 3 The significant structure in the input signals motivated the creation of several computational theories of color estimation based on linear methods. Investigators from engineering, neuroscience, and psychology developed linear computational methods that were designed to take advantage of the structure in natural scenes. [4] [5] [6] [7] These were followed by increasingly complex algorithms designed to incorporate further knowledge about the signals, such as the nonnegativity of surface reflectance functions 8 or the likely distribution of reflectance values. 9 These theoretical developments have also been extended into practical procedures for illuminant and surface estimation in engineering applications. [10] [11] [12] This paper introduces a method for estimating highdimensional spectral signals from low-dimensional sensor responses. The spectral estimation method extends the current dominant paradigm, based on linear models. Specifically, we follow the general insight introduced by Brainard and Freeman, who argued that the best models will be derived from understanding the distribution of the input signals and then using a Bayesian approach for the estimation method. 9 It is commonly understood that a complete Bayesian approach can lead to unwieldy computations. Here we develop a compromise between the general Bayesian approach and the much simpler linear estimation methods that we think can be of practical use.
We begin in Section 2 by introducing the notation used throughout the remainder of the paper, and we develop the mathematical theory behind linear estimation. In Section 3 we develop a new estimation method, which we refer to as submanifold estimation. In Section 4 we evaluate the estimation method by using hyperspectral data. Finally, in Section 5 we discuss the limitations of the method, practical implementation issues, and related work.
BACKGROUND A. Notation
There is a simple linear relationship between the input signal (light spectral power distribution) and the sensor response (sensor voltage) in most electronic imageacquisition technologies [charge-coupled devices, photomultipliers, or complementary metal-oxide semiconductor photodetectors]. This linear relation simplifies spectral estimation algorithms and justifies representing physical elements of the scene and imager as vectors or matrices.
In this paper we represent spectral signals as vectors, and we combine two or more spectral signals into the columns of a matrix. The dimension of these vectors is the number of wavelength samples, N , and for any applica-tion we assume that this value is chosen so that the spectral information is represented with essentially no loss of information. The choice of spacing between the wavelength samples, ⌬, depends on the usual considerations that apply when converting continuous signals to discrete signals.
Using this matrix notation, the relationship between spectral input signals and sensor responses can be expressed compactly. Suppose that s represents a scene surface reflectance function; e represents the scene illuminant spectral power distribution; diag(x) represents a square matrix with x along the diagonal and all other elements are zero; a matrix T represents the imager sensor responsivities, where each column of the matrix is a different sensor responsivity function; and ␣ is a scale factor. Then the sensor response, r, is simply
Equation (1) is a brief description that emphasizes the flow of spectral information but masks the role of several important factors that influence the relationship between the sensor response and the scene characteristics. For example, the orientation of the surface, the lens aperture and focal length, exposure duration, and other factors combine to influence the final sensor values. But for a fixed imaging condition, all these factors can be encapsulated into the scale factor, ␣. The separate factors must be made explicit and accounted for in a full simulator. 13, 14 Because Eq. (1) is bilinear with respect to the surface and illuminant, the role of the illuminant and surface can be switched. Throughout this paper we assume that the illumination is known; this greatly simplifies the language and is the most common application. Given this assumption, it is convenient to group the sensor responsivity matrix and the illuminant into one quantity, which we refer to as the system sensor matrix ͓T e ϭ ␣ diag(e)T⌬͔. Hence Eq. (1) becomes
Because we review the basic structure of several common linear estimation problems and introduce submanifold estimation structure, geometry, and algorithm, we suppress consideration of the effects of noise and sensor properties to simplify the equations and clarify the principles. In subsequent empirical papers on estimation, 15 we will include these noise properties. The basic insights described here remain unchanged, although, when we include the effects of noise, the formulas become somewhat more complex.
For a fixed illuminant, we can treat the surface reflectance function as the input signal. The ability to estimate the signal from the responses is limited by the fact that there are a small number of sensors (typically, three), while the signal is a high-dimensional function of wavelength. Given this situation, it is always possible to find many signals that predict the measured response; hence it is reasonable to consider only methods in which the estimated signal predicts the measured response. 16 Consequently, the methods differ only in their estimate of the signal components that are invisible to the sensors (i.e., the null space of the sensor matrix). Estimation methods that use better information about the structural properties of the signal will produce better estimates. Figure 1 illustrates the graphical relationship among the input signals (gray circles), the system sensor responsivity function (solid black vector), and the estimation rules. For simplicity, we assume that the signals contain energy at only two wavelengths so they can be represented as points on the plane. Furthermore, we assume that we have a monochrome sensor so that the number of system sensors is less than the dimension of the surface reflectance functions. The slope of the system sensor vector is the relative sensor responsivity to the two wavelengths.
For measurement, the sensor response to a surface reflectance, s, is computed by dropping a perpendicular (dashed black line) from the reflectance function to the sensor arrow. The sensor response, r, is proportional to the distance from the origin to the point on the sensor vector. From Fig. 1 , we see that the sensor response could be produced by any signal along this perpendicular line. The requirement that an estimation method must explain the measured response implies that the reflectance estimate must fall on the perpendicular.
Estimation methods are influenced by two factors: (1) the error metric relating the estimated signal to the measured signal and (2) the knowledge about the likely values of the signal. We will fix the error metric and vary our assumptions about the signal in this paper. The error metric we will use is the sum of squared error or, equivalently, the L 2 error:
Here s i is a measured reflectance, ŝ i is an estimated reflectance, and N s is the number of estimated reflectance functions. We focus on this metric because it is used heavily throughout the estimation literature and because of its geometric properties: The error between estimated and measured signals is simply the squared Euclidean distance between two samples. 
B. Linear Estimation
Nearly all spectral estimation algorithms have been based on linear estimation methods. [3] [4] [5] [6] [7] [17] [18] [19] [20] [21] [22] Specifically, if r is a measured sensor response, linear methods seek a matrix ⌫ and a vector ␥ that estimates the reflectance function (ŝ) by minimizing the error in Eq. (3):
Because we have fixed the error metric, the linear matrix, ⌫, and vector, ␥, are determined only by our assumptions about the measured reflectances. The more we know about the likely values of s, the better we can construct ⌫ and ␥. The first assumption is that nothing is known about the reflectance functions; every relative reflectance function is possible and equally likely. This implies that the covariance matrix of s is a scaled version of the identity matrix and the mean of s is zero. 23, 24 On the basis of this assumption, the linear estimator matrix is the pseudoinverse of the sensor responses, and the fixed vector is derived from this matrix, the mean of the surface reflectance functions, s, and the system sensor responsivities, T e
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(5b) Figure 2 illustrates the geometric consequences of such an estimator. The figure is identical to Fig. 1 with the exception that the estimation function and estimation errors have been added. The gray circles represent the reflectance functions at two different wavelengths. The black line, which resides on the system sensor vector, denotes the estimation function, and the black ϫ's represent a subset of reflectance estimates. Additional black lines connect reflectance functions to their corresponding estimates. Hence the squared length of each of these black lines represents the estimation error for a particular reflectance function.
The next important assumption is that the reflectance functions reside in a lower-dimensional subspace. 2, 3, 25, 26 Principal components analysis can be used to confirm this assumption. When the reflectance data are limited to a subspace, linear estimation methods constrain the estimates to fall within that subspace. The signal covariance matrix, which is used to derive the lowerdimensional subspace, is used to derive ⌫ and ␥. If we suppose that ⌺ s is the covariance matrix of reflectance functions obtained from a training data set, then the best linear estimator matrix is
The fixed vector, ␥, is derived from the linear estimator matrix in the same way (␥ ϭ s Ϫ ⌫T e s). Figure 3 shows the estimation function based on knowing the mean and covariance matrix of the reflectance signals used in the training data. It is identical to Fig. 2 except that the estimation function is shifted to the space where the reflectance data reside instead of where the system sensors reside. This shift reduces the estimation error, which can be seen by comparing the estimation errors (lengths of the black lines connecting the gray circles with the black x's) with those in Fig. 2 .
Some estimation methods restrict the estimated values to a subspace, but they do not compute the mean and covariance matrix of the signals directly. Instead, they indirectly compute these statistics by assuming a signal distribution.
For example, the method of maximum ignorance with positivity assumes the surface reflectance data is uniformly distributed between zero and one. 27 The smoothest constraint method extends the positivity method by assuming near wavelengths are linearly correlated with each other. 28 The more closely these assumptions approximate the signal distribution, the better the assumed mean and covariance matrix and hence the better the resulting estimation matrix. Assuming a signal distribution is a good idea when representative data are not available; however, if data are available, most likely it is better to compute the statistics from the measured data than to assume a distribution.
Linear estimation based on the L 2 metric is optimal when the signal data set conforms to a normal distribution. 9, 24, 29 However, when the data deviate from normal, we can improve on the linear estimation methods. 9, 22, 30, 31 Figure 4 shows reflectance data that do not follow a normal distribution. Each gray circle denotes a reflectance function, and the black line shows the best linear estimate surface. Additional black lines connect estimates of some reflectance functions with their corresponding measured reflectance functions, and the squared lengths of each line equal the estimation error for the particular sample.
Even though the estimation function is contained within the data subspace, large estimation errors occur because of the nonlinear structure in the data. This is a fundamental limitation of linear estimation. Submanifold estimation is designed to clarify and describe how we can overcome this limitation.
SUBMANIFOLD ESTIMATION
In this section we introduce a method to estimate nonlinear structure in spectral data. The method overcomes a major limitation of linear estimation by extending the estimation function from a hyperplane to a more general surface. Specifically, the method finds certain nonlinear structure in the data and uses this structure to improve the spectral estimation.
As an intuition for the method, consider a physical phenomenon that depends on a small number of parameters that are nonlinearly related to the measured values. For example, the reflectance function of human skin depends on a series of nonlinear interactions between three pigments. 32 The spectral properties of the combination of the three pigments require a (global) linear model description of skin surface reflectances with more than three dimensions. Yet locally, the surface reflectance functions can be described by using only a threedimensional linear model.
The procedure of using a small number of local measurements to predict the remaining measurements is very similar to Poincaré's definition of a submanifold. In his paper ''Analysis situs,'' Poincaré 33 defines a submanifold of R N when the values of a point in R k are sufficient to predict the values in R NϪk . 34 In addition, the mapping itself should vary smoothly. Hence we refer to the method as submanifold estimation. The number of submanifold dimensions, k, is referred to as the intrinsic, or cover, dimensionality. Estimation methods benefit from the knowledge that the intrinsic dimensionality of the spectral data is small (i.e., k Ӷ N) because then fewer parameters need to be estimated. When fewer estimation parameters are needed, the signal can usually be estimated by using fewer sensors. 30 Submanifold methods can be applied to imaging conditions when we have a priori knowledge of the likely properties of the image contents. This knowledge could be represented in the form of either a database of surfaces or a mathematical formula. For example, the Macbeth Color Checker is a chart that comprises 24 different patches, including important and challenging surfaces for imaging applications. 35 A second example is the American National Standards Institute IT 8.7/2 surface reflectance chart. These charts are manufactured to capture the reflectance functions intrinsic to specific print-process outputs. This information contains the a priori information that is necessary for submanifold methods.
We describe two versions of the submanifold estimation method. The first method applies to the situation when the absolute spectral power distribution of the illuminant is known. We refer to this method as absolute-scale estimation because scale information can be used in the estimation process. Second, we describe a method that applies when only the relative spectral power distribution of the illuminant is known; the absolute level is unknown. We refer to this method as relative-scale estimation. Under these conditions, a solution, ŝ, represents the entire family of solutions, ␣ŝ, where ␣ is an unknown scale factor.
A. Absolute-Scale Estimation
In certain imaging applications the lighting is controlled and the intensity level is known, e.g., imaging with an optical scanner or imaging artwork with a camera. Absolute-scale estimation is designed for these imaging conditions. The intuition of absolute-scale estimation flows from examining the limitation of the linear estimation method (Fig. 4) . The best linear estimates fall on a line; however, the true data systemically deviate from the line. If we use a priori information to compute the likely deviation from the line, say, by tabulating the expected deviations, then we can correct the linear estimate by adding in these deviations.
We can express the absolute-scale estimation algorithm by an equation that includes both the linear estimation and a nonlinear function that records the expected deviation. Suppose ⌫ A is the linear estimator matrix, ␥ A is a fixed vector, and ␦ A (r) is a nonlinear vector-valued function of r that stores the expected deviation. The subscript A is used to denote the absolute-scale algorithm. Then we can extend Eq. (4) to write a new estimation equation:
(7) Figure 5 shows an example of absolute-scale submanifold estimation. The gray circles represent the reflectance data as in Fig. 4 . The curve represents the submanifold estimation function, where all the estimates will fall. Combining the linear estimate [first two terms in Eq. (7)] with the expected deviations [summarized by the function ␦ A (r) in Eq. (7)] creates the curve. When the data form a compact set that cluster near the typical deviation from the linear estimate, the submanifold procedure improves the estimation accuracy substantially. The short black lines represent the measurement error in the submani- fold procedure; the line lengths are substantially shorter than the corresponding lines in Fig. 4 .
The flow diagram for absolute-scale submanifold estimation is summarized in Fig. 6 . First, the linear estimator matrix, ⌫ A , and the fixed vector, ␥ A , are derived from the training data by using the methods described in Section 2, ⌫ A ϭ ⌺ s T e (T e t ⌺ s T e ) Ϫ1 and ␥ A ϭ s Ϫ ⌫ A T e t s (step i).
The expected deviation function, ␦ A (r), is derived in several steps. For each training data sample, we compute the residual errors from the linear estimator (step ii). These residual errors represent adjustments that improve the linear estimate. The adjustment, a j , depends on the difference between the jth training data reflectance function, s j , and the linear estimate,
For any measured response, r, we compute the distance to each of the training responses, d j (r) ϭ ʈr Ϫ T e t s j ʈ (step iii). These distances govern how much each adjustment value, a j , contributes to the submanifold estimate. Training responses near (small d j ) the measured response, r, are given more weight than training responses far (large d j ) from the response. We implement this principle by using a kernel function, g(d, d L ), which specifies a weight that depends inversely on the distance for responses less than d L from the measured response (step iv). The kernel function used in the calculations shown in this paper, the tricube function, 29 is given in Eq. (9):
The weights assigned to each training data response, for a measured response, are
The only remaining decision is to specify the distance, d L . This distance should be chosen to capture the structure of the data submanifold as represented by the training data set. Choosing small values of d L in regions where the local structure changes rapidly and large values in regions where the local structure remains constant optimizes performance of the submanifold algorithm. This constraint on d L must be balanced by the need to include an adequate number of training data points in each local region. When only a small number of training points is contained in the local region, the estimate in the region may have a large variance and may overfit in the region. We recommend defining a minimum d L value based on the data submanifold structure and expanding this value if fewer than, say, 16 training samples fall within this distance.
Next, we compute the expected deviation function (step v). We use a piecewise linear function to map a measured response into adjustment values. The formula is shown in Eq. (10):
Here ⌽ A (r) and A (r) are the linear adjustment matrix and offset vector, respectively. Both quantities depend on r. They are derived by using weighted linear regression:
The columns of the matrix A contain the adjustment vectors; the columns of S are the training data; the diagonal matrix W(r) contains the weights along its diagonal; 1 is the vector of ones, where the subscript indicates the number of one elements; N t is the number of training samples; ã is the weighted mean of the adjustments ͓ã (r) ϭ AW(r) 2 1 N t /w(r) t w(r)͔; and s is the weighted mean of the training response vectors ͓s(r) ϭ SW(r) 2 1 N t /w(r) t w(r)͔. Both ⌽ A (r) and A (r) are a function of the response, r, because the weighting matrix, W(r), depends on r. Hence ⌽ A (r) and A (r) must be recomputed for each measured response.
Finally, the value of the expected deviation function, ␦ A (r), is added to the linear estimate to produce the submanifold estimate [Eq. (7), step vi]. Figure 7 illustrates graphically the entire estimation algorithm for a measurement made with a single system sensor. As in previous figures, the gray circles represent the training reflectance data, and the black vector represents the system sensor responsivity. The distance from the origin to the square on the sensor line represents the value of the sensor measurement.
The solid black circles on the sensor vector denote the sensor measurements to the training data that are the nearest neighbors to the current measurement. The samples producing these responses are identified by the open black circles. The estimate (denoted by the x) is calculated by a weighted sum of the training data; these weights are inversely related to the distance between the sensor responses to the training data and the current measurement.
B. Relative-Scale Estimation
Relative-scale estimation applies to measurement conditions when the local intensity of the illuminant is unknown. Examples of such conditions include imaging with a flash, consumer imaging, and studio imaging applications. In these situations the geometry of the scene influences the local illumination intensity as surfaces have various orientations with respect to the illumination or as intensity falls off with distance from a point light source.
Under these imaging conditions, an estimation method cannot use absolute intensity information. If the response measured for a particular surface is r, we must admit that the surface reflectance could be s or ␣s depending on the local illumination intensity. Conversely, even if we know s, depending on the local illumination intensity, the measured response could be any one of the values, ␣r.
Given this restriction, we should not seek to estimate a single reflectance from a response, but rather we must recognize that each measurement is consistent with a set of surface reflectance functions that are related by a scale factor. Equivalently, we should realize that responses related by a scale factor are associated with precisely the same set of possible surface reflectance functions. Hence the surface reflectance estimates derived from the responses ␣r, for any ␣, should be the same.
This difference between absolute-scale and relativescale measurements has a simple geometric intuition. In the absolute-scale case, we measure response points, r, and we estimate absolute surface reflectance functions, s. In the relative-scale case, however, there is an equivalency along the response lines, ␣r, and from these response lines we estimate surface reflectance lines ␣s. In this relative-scale case, the estimation problem maps response lines into surface reflectance lines.
A consequence of the estimation restriction is that the entire mapping from measurement to estimate must obey homogeneity. Suppose that we estimate the surface reflectance function from the response ŝ ϭ (r), where (•) is the complete estimation function. We have just described how any scaled version of the response must be associated with a scaled copy of the estimated surface reflectance function, (␣r) ϭ ␣ŝ. It follows that (␣r) ϭ ␣(r). The mapping function (r) must be homogeneous, but it need not be linear.
We derive the relative-scale algorithm by converting the absolute-scale algorithm [Eq. (7)] to a homogeneous form. We describe the changes to the absolute-scale submanifold algorithm (Fig. 6 ) necessary to convert Eq. (7) to a homogeneous form.
First, the linear estimator derived in the absolute-scale case is an affine mapping; it includes the addition of a fixed vector (step i). For the relative-scale case, we must remove this fixed vector (␥ R ϭ 0). Consequently, the absolute-scale linear estimator matrix, ⌫ A , must be replaced by a new operator to account for the deletion of the fixed vector. This new linear estimator, ⌫ R , replaces the surface reflectance covariance matrix in the absolutescale case with the surface reflectance sum-of-products matrix:
Here the columns of the matrix S contain the training surface reflectance vectors and the columns of T e are the system responsivity functions defined in Section 2. Next, the adjustment vectors (step ii) are derived by using the absolute-scale equation with the relative-scale linear estimator, ⌫ R .
To compute the distances between the measured response and the training data responses (step iii), we must take into account that the intensity information is irrelevant. Hence we convert the responses to chromaticity coordinates, r c ϭ r/(1 N r t r). Here N r is the number of system sensors, which is the number of elements in a response vector. The new distance formula is d j (r) ϭ ʈr c Ϫ T e t s j /(1 N r t T e t s j )ʈ. The weights are calculated from these distances that have been computed in chromaticity coordinates (step vi).
To compute the relative-scale expected deviation function, ␦ R (r), we need to make two changes to the absolutescale piecewise linear function [Eq. (10); step v]. First, we eliminate the offset term, R (r) ϭ 0; second, we recompute the linear estimator matrix, ⌽ R (r), to compensate for the loss of the offset vector. The new formula is
Here the quantities are the same as the absolute-scale case except for the weighting matrix, W(r). For the relative-scale algorithm, the weights are computed from distances based on chromaticity coordinates of the sensor responses rather than the responses themselves. Finally, the relative-scale linear estimate and the expected deviation function are added together (step vi). Because both the linear estimate portion and the expected deviation function obey homogeneity, the entire estimation function for the relative-scale application is homogeneous, as required. Figure 8 shows the geometric intuition behind the relative-scale estimation scale. For graphical simplicity, we assume reflectance functions are defined by three wavelength samples, and the system has two sensors. The short gray vectors represent the three wavelengths, the small gray spheres represent the reflectance functions, and the long black vectors represent the system sensor responsivity functions. The gray planar surface is the system sensor subspace. When a measurement is acquired, reflectance functions are projected onto this subspace (see Section 2). The small black spheres on the planar surface represent the sensor measurements of the gray reflectance functions. The semitransparent surface shows the relative-scale submanifold estimation surface, which is a homogeneous nonlinear surface that passes near the reflectance functions (gray spheres).
EXPERIMENT
We illustrate the submanifold estimation in a relativescale application. Specifically, we use the method to estimate the reflectance functions in a scene captured under a known light source by a three-channel color sensor. This experiment is relevant to typical color cameras when the illuminant is known; in this case the lighting intensity varies owing to the scene geometry. A more extensive analysis of this application, as well as an analysis of an absolute-scale application, will be described elsewhere.
15

A. Data Collection
The training data were natural and man-made surface reflectance data sets obtained from four sources The test data were simulated by using hyperspectral image data 37 and a model camera. We used four hyperspectral test images sampled from 400 to 700 nm every 10 nm. The four extracted test images, rendered for printing, are shown in Fig. 9 . They consist of (a) books and an apple, (b) the Macbeth Color Checker, (c) a bear and soft drink can, and (d) fruit.
The simulated camera responses were based on the properties of the QImaging Retiga 1300 camera. The sensor spectral responsivities of this camera were measured with a calibrated light source and an Oriel monochrometer. In the simulations, photon noise and read noise were added on the basis of the camera specifications: (a) an 8-bit camera with an electron well capacity of 16,000 electrons and (b) read noise of 20 electrons. Figure 10 compares the performance of relative-scale submanifold estimation with the best linear estimator. The abscissa represents the linear estimator error, and the ordinate represents the fractional change in error by use of the relative-scale submanifold method. The gray shading indicates the number of image pixels with a given linear error and a given submanifold error change. The horizontal black line indicates fractional change of one: In this case the linear and submanifold errors are equal. Points plotted above this line indicate smaller linear error, and points plotted below indicate smaller submanifold error. The average fractional change in error produced by using the submanifold method was 0.88, a 12% reduction in the size of the error. The nature of the reduction, however, is more important than the grand average. In this example, the submanifold method reduces the error for pixels that have a particularly large linear error. As we explain more fully elsewhere, 15 the submanifold method improves the estimates in identifiable local regions of the space. The value of the submanifold routine is mainly in reducing these large deviations, not reducing average error.
B. Results
DISCUSSION
A. Limitations Submanifold estimation as well as linear estimation assumes that the reflectance estimates are a function of the sensor responses. More specifically, given a sensor response, the methods produce one and only one reflectance estimate. The methods do not adjust their estimates on the basis of other factors, e.g., past measurements or local measurements. This property may limit the estimation results for reflectance functions with complex statistics. Figure 11 illustrates this limitation for submanifold and linear estimation methods. The figure shows an example of possible reflectances that are not a function of the sensor responses. The reflectance information wraps around itself for the lower sensor responses. The solid curve shows the submanifold estimation function, and the dashed line shows the linear estimation function. Both methods fail to produce estimates that are embedded in the reflectance data because the data cannot be represented as a function. Instead, both methods average the reflectance data (locally or globally) and produce estimates that do not exist. For larger sensor responses in the figure, the reflectance data can be represented as a function. Here submanifold estimation improves its estimates because the technique works locally.
Another limitation of submanifold estimation is that it requires many reflectance measurements to build a highquality training data set. Submanifold estimation requires data that uniformly sample the likely targets; the method's performance improves as we obtain better information about likely errors by using local values. The number of training data samples needed reflects how well behaved the data are; if the typical deviation from the linear estimate varies slowly across the input targets, then a small number of training data samples will suffice. If the data change rapidly, it will be necessary to sample the data more finely. 
B. Implementation
Most of the values needed to apply the submanifold method can be computed ahead of time, making the method very efficient. The linear transformation matrix can be precomputed, and the nonlinear mapping can be precomputed and stored in a piecewise linear look-up table. By use of a look-up table, a measured response can be quickly mapped into the appropriate nonlinear estimate. At run time, each measured response is (a) multiplied by the linear transformation matrix and (b) run through a look-up table. The results of these two operations are multiplied by their respective principal components, and, finally, these outputs are summed.
C. Related Research
There has been a considerable amount of research on the estimation of spectral information for various input devices. Hardeberg and Schmitt 38 divide the research into two groups: physical models and empirical models. Algorithms based on physical models use the properties of surface, lights, and sensors to perform the estimation. [39] [40] [41] When these physical models are too complex or the physical processes are unknown, estimation algorithms based on empirical models and signal processing are a good alternative. Empirical models are constructed on the basis of training data that are obtained by testing various input values and recording the output values of the system. Most spectral estimation algorithms and color-conversion algorithms are based on empirical models.
Algorithms using empirical models also can be divided into two groups: linear and nonlinear models. Linear models are by far the most common; these are compact descriptions of the input signals, and the linear format works smoothly with the mathematics of sensors and image capture. 1, [3] [4] [5] [6] [7] [17] [18] [19] In Section 2 we describe several of the most widely used algorithms. Although these can be useful, there are cases when the underlying physical process is highly nonlinear. Nonlinear models, such as those in this paper, have been developed for these cases. Examples of nonlinear models include polynomial, tetrahedral lookup, and neural networks. Hong et al. 42 evaluated the performance of various polynomial models. These models assume that the physical process behind the creation of the spectral information can be described by a polynomial. Tetrahedral models do not assume any global structure; instead, the models assume that the data are locally linear. 38, 43 Finally, different types of neural networks have been developed for color calibration. 14, 44 All of these nonlinear models (polynomial, tetrahedral models and neural networks) can be used for spectral estimation in the absolute-scale case. The differences in performance levels between the methods will depend on how well they capture the structure of the data. The polynomial methods make the strongest assumptions about the data submanifold; to the extent that the data deviate from a polynomial surface, the estimates will be incorrect. Neural networks cannot be characterized as a single class because there are so many types of networks. To the extent that they approximate Bayesian networks, however, their performance will be similar to the methods described here or to tetrahedral models.
The main weakness of these nonlinear models is their failure to satisfy homogeneity: Hence they are inappropriate for the important case of relative-scale estimation. Submanifold estimation methods can be used for relativescale estimation when the intensity of the illuminant is unknown, making the method useful for camera applications as well as scanner applications.
CONCLUSIONS
We introduce several ideas for the first time, to our knowledge, in the context of spectral estimation for color reproduction: (a) the explanation of spectral estimation based on submanifold geometry, (b) the accompanying account of the conditions under which training data will succeed in improving on the estimation derived from linear methods, (c) the application of the kernel method for incorporating the training data information, and (d) the method for analyzing the case in which there is an unknown scaling of the data. The submanifold methods are beyond linear but before Bayesian.
