Hemolysis caused by flow in hypodermic needles interferes with a number of tests on blood samples drawn by venipuncture, including assays for metabolites, electrolytes, and enzymes, causes discomfort during dialysis sessions, and limits transfusion flow rates. To evaluate design modifications to address this problem, as well as hemolysis issues in other cardiovascular devices, computational fluid dynamics (CFD)-based prediction of hemolysis has potential for reducing the time and expense for testing of prototypes. In this project, three CFD-integrated blood damage models were applied to flow-induced hemolysis in 16-G needles and compared with experimental results, which demonstrated that a modified needle with chamfered entrance increased hemolysis, while a rounded entrance decreased hemolysis, compared with a standard needle with sharp entrance. After CFD simulation of the steady-state velocity field, the time histories of scalar stress along a grid of streamlines were calculated. A strain-based cell membrane failure model and two empirical power-law blood damage models were used to predict hemolysis on each streamline. Total hemolysis was calculated by weighting the predicted hemolysis along each streamline by the flow rate along each streamline. The results showed that only the strain-based blood damage model correctly predicted increased hemolysis in the beveled needle and decreased hemolysis in the rounded needle, while the power-law models predicted the opposite trends.
The membranes of red cells can be ruptured by fluid stresses in flows through hypodermic needles during venipuncture blood draws, hemodialysis, and blood transfusions. Plasma-free hemoglobin (Hb) released from damaged red cells interferes with a number of common clinical assays, causing a need for repeated blood draws to get accurate assays. Such repeated blood draws induce extra patient discomfort, cost additional time and resources, and perhaps delay diagnosis. Of some concern is that rates of significant hemolysis appear to be greater in emergency departments (1) , where timely diagnosis can be particularly important.The threat of plasma-free Hb also imposes limits on dialysis and transfusion flow rates. While larger needle bores increase allowable flows (2) , these limits are especially evident in pediatric transfusions, which must be accomplished through small-bore needles.
In experiments conducted at the University of Louisville (3) , new needle designs with modified entrance geometry were evaluated for their potential to reduce flow-induced red cell damage. Hemolysis from three groups of 16-G needles-one standard group with sharp entrance, another with beveled entrance, and a third with rounded entrance-was compared. Plasma-free Hb was measured with a spectrophotometric method. The experimental results showed that the rounded entrance reduced hemolysis relative to the standard entrance, but the beveled entrance produced more.
Directly simulating the motion and deformation of red cells flowing in a cardiovascular device is challenging because of (i) the large number of cells, (ii) their large motion and deformation, (iii) the complex stress/strain relationship of the cell membrane, and (iv) cell/cell interactions. Until these considerable problems are solved, continuum-based models of doi:10.1111/j.1525-1594.2012.01569.x blood damage may be useful. Most popular are the models of Heuser and Opitz (4) for porcine blood and Giersiepen et al. (5) for human blood (6) , which are based on a power law of the form IH = Ct a t b , where IH is the index of hemolysis, and t and t represent shear stress and exposure time, respectively. The models were based on experiments over a range of constant shear stress of 57-255 Pa and exposure time of 7-700 ms. It was later found that the carbon seals in the Couette system caused significant red cell damage (7) , leading to overprediction of hemolysis. Difficulties of application of this formulation include its prediction of negative hemolysis rate with decreasing stress when a total time derivative is used to calculate hemolysis rate (8) . While Yeleswarapu et al. (9) point out that the model provides conservative estimates of hemolysis across wide ranges of stress and exposure time, the degree of conservatism is extreme in some cases. For instance, Goubergrits and Affeld (10) found that following red cells around a model of the complete human circulation (stress less than about 8 Pa, which is below the range on which the model is based) resulted in at least 24¥ overprediction. The model has been extended to turbulent flows (11) (12) (13) . Formulas for sublytic cell damage and damage accumulation have been hypothesized for the power-law model (10, 14) , as well as more generally (9, 15, 16) .
Arora et al. (17) modeled erythrocytes as droplets and scaled hemolysis with droplet strain. Droplet elasticity was chosen to cause this threshold strain to occur at a shear rate of 42 000/s. Hemolysis predictions were calibrated to Giersiepen et al. (5) by defining an effective shear stress (the steady-state shear stress that would produce a given strain) to insert into the power-law model. Thus, its accuracy is tied to that of the underlying empirical prediction, as well as to the linear viscoelastic response of the droplet. The latter causes underprediction of cell aspect ratio and overprediction of major axis angle, both by wide margins, for shear rates below the hemolysis threshold, which may cause errors in calculation of strain accumulation along path lines in more complex flows.
Other models have utilized average flow field characteristics rather than path line stress/strain calculations to predict hemolysis (e.g., Arvand et al. [18] ). When validated with experimental data for a particular device, these models may be useful for studying design variations in the same device, but extrapolation to other devices may require additional validation. Garon and Farinas (16) used a Lagrangian to Eulerian transformation of the Giersiepen et al. model to provide a volume-integrated hemolysis index, which has limited utility for identifying the specific device features that cause blood trauma. More useful for guiding device modifications might be the local damage index, which was an intermediate result of this work but was not analyzed.
There is potential for reducing the empiricism and increasing the accuracy and design usefulness of hemolysis models by utilizing a strain-based approach that incorporates the observed strain threshold for red cell membrane failure. A strainbased blood damage model was developed by Chen and Sharp (19) that provides the capability to estimate the strain and deformation of red cells under fluid stress and is also amenable to use in the computational fluid dynamics (CFD) analysis of hemolysis. This strain-based model was found to provide an improved fit of experimental hemolysis threshold results over a wider range of fluid stress and duration of stress compared with the power-law models and, therefore, may represent another advancement toward the goal of a hemolysis prediction model universally applicable to complex flows.
Previously, DeWachter and Verdonck (20) calculated hemolysis in 13-, 14-, and 16-G peripheral hemodialysis cannulae with the Giersiepen et al. (5) model and found that the model overpredicted hemolysis by about a factor of two, but successfully followed the expected trend that at equivalent flow rates greater hemolysis occurred in smaller cannulae. In this article, the Chen and Sharp (19) model is compared with two power-law models in the flow through three types of 16-G needles: a standard needle with sharp entrance and two modified needles with beveled and rounded entrances. The predictions of the three red blood cell damage models are also compared with experiments.
METHODS
The analysis process included CFD calculation of the flow fields and extraction of stress distributions along sampled streamlines (CFD simulations section), and application of the three blood damage models to the time histories of fluid stress along each streamline to predict the amount of hemolysis for each model (Blood damage models section). Experiments were also conducted to validate the differences in bulk flow simulated by CFD (Flow measurements section).
CFD simulations
The geometries of three needles were created by the three-dimensional (3D) computer-aided design (CAD) tool Solid Edge V13 (Siemens PLM Software, Inc., Plano, TX, USA). Figure 1 shows close-ups of the geometries of the upstream ends of the standard, beveled, and rounded needles. The standard needle has an opening formed by a primary bevel that defines the angle of the opening with respect to the axis of the bore and two secondary bevels on the upstream (lower left in each image) half of the opening for further sharpening the tissue-piercing point. The primary bevel creates a sharp downstream (upper right in each image) edge of the opening that causes high fluid stresses in blood passing by it. The beveled needle is modified with a chamfered edge around the downstream half of the entrance, and the rounded needle is modified with a rounded downstream edge.
All needles were 16-G stainless steel with inner diameter Di = 1.219 mm and outer diameter Do = 1.651 mm. The primary bevel angle was 14°for each. The full length of each needle was 45.19 mm (from the sharp point to the exit end). CAD geometries of the needles were imported into GAMBIT (Ansys, Inc., Canonsburg, PA, USA) to generate computational grids. FLUENT v6 (Ansys, Inc.) was used to simulate the incompressible, steady-state, Newtonian, laminar, 3D flow field.
A Newtonian fluid of density r = 1050 kg/m 3 and viscosity m = 0.00351 kg/m·s (3.51 cP) was simulated to flow through the needles. A pressure drop of 44.8 kPa (6.50 psig) was applied between the entrance and the exit of the needles to match the experiments. The upstream end of the needle was surrounded by a brick domain of 3 mm ¥ 9 mm ¥ 1.5 mm, in which blood flow was drawn into the needle through the entrance of the needle. On the faces of the brick domain, pressure inlet conditions were applied. Because the geometry was symmetric about the midplane, only half of the needle was simulated. Figure 2 shows the schematic of the initial computational domain for the standard needle.
Initially, a coarse grid was applied to simulate the full length (45.2 mm) of the needle to get the average velocity through each type of needle.All the Reynolds numbers, based on inner diameter, were less than 1220. Note that the velocities were slightly higher in the modified needles (3.25 m/s in the beveled needle and 3.34 m/s in the rounded needle) than the standard needle (3.04 m/s), reflecting the reduction in losses associated with the transition of the main stream of the flow into the bore of the needle.
Subsequently, fine grids were used to simulate a shorter 24.9 mm length of needle with a velocity boundary condition at its exit. This length of needle, which was verified in preliminary simulations to approach fully developed flow at its exit, enabled the application of higher resolution in the remaining grid. About 790 000 nodes were used in these simulations. Figure 3 shows the schematic of the grid for the standard needle. Convergent steady solutions were designated when relative errors of pressure and velocity components were less than 10 -7 . The 3D resultant stress is characterized by the von Mises stress, tvM, which is proportional to the scalar stress ts used in previous literature (12), τ τ
For pure shear flow, the scalar stress is conveniently equal to the shear stress.
Because the flow is steady, the path line of an arbitrary particle in the flow is the same as the streamline through the same position. From the CFD solution of the velocity field, a grid of streamtubes filling the flow cross section was defined and the time histories of ts along streamlines central to each streamtube were extracted.To facilitate the sampling process, the starting sample points were located on the circular cross section of the needle exit and tracked upstream to the entrance. The sample points were uniformly distributed in the x and z directions across the exit flow cross section. To predict the small value of hemolysis, about 48 000 (the exact number is slightly different for each needle type) sample points were used inside the half cross section. To evaluate the discretization error, another set of sample streamtubes with about 12 000 sample points was used for comparison.
Along each streamline, the time history of ts was extracted for hemolysis analysis. To reduce errors in hemolysis prediction associated with numerical noise, a smoothing algorithm was applied to the stress histories:
where m is the end of the index of sampling points along a streamline, n is iteration index, n = 0~20, and τ Because the numerical simulations only cover 24.88 mm or the first (upstream) half of the needle, the time history of ts along the downstream half was taken as the constant value for fully developed Poiseuille flow at each sample point on the exit cross section.
Blood damage models
Three blood damage models were applied to the results of the CFD simulation.
A strain-based blood damage model based on Rand's (21) viscoelastic membrane model was developed previously (19) ,
where S is the area strain of the membrane and critical strain Sc for membrane failure is taken as Sc = 0.064 (21, 22) . a is an empirical constant and b = 1.7 mm is the minor radius of deformed red cells. ts is the scalar stress, te = 150 Pa is the stress required to elongate the cell to an isoarea ellipsoid (beyond which area dilation ensues), and t is exposure time. C0 and C1 are related to the Young's moduli of the membrane, C2 is related to short-term viscous response, and C3 is related to the viscosity that determines the long-time characteristic of the model. C0, C1, and C3 were obtained from Rand's micropipette experiments, C0 = 3.5 ¥ 10 -2 cm/dyn, C1 = 3.9 ¥ 10 -2 cm/dyn, and C3 = 1.5 ¥ 10 -4 cm/dyn·s. a = 39.01 and C2 = 84/s were obtained from optimization based on microscope images of deformed red cells (19) .
For CFD analysis of hemolysis, the numerical integral form of Eq. 2 was applied along each streamline i:
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where j = 0~m, j = 0 is the starting time step when the red cell is near the entrance, and j = m is the ending time step when the cell is at the exit. At any time j, if (tsi,j -te) < 0, it is reset to (tsi,j -te) = 0. . for 0, otherwise (4) To estimate the overall percentage of hemolysis for the total blood flow through the needle, the factor F for each streamline was weighted by the flow rate through the surrounding streamtube. The overall percentage of hemolysis (IH) of the blood flow through the needle was calculated by 
where (DQ)i = (DA)i·Vi is the flow rate through each streamtube and (DA)i is the cross-sectional area of each streamtube. Because the sample points were uniformly distributed on the sample plane, (DA)i is constant except around the boundary of the needle bore. For simplicity, the irregular areas of boundary streamtubes were taken to be the same as the nonboundary streamtubes. Release of Hb is quantified by the additional factor Ce. Ce = 1 if all intercellular Hb empties into the plasma and Ce = 0 if none is released. In this preliminary study, Ce in the strain-based model was taken as an empirical constant for all membrane failures. Mechanistic representations of incomplete Hb loss are reserved for future work. For instance, it has been observed that as membrane area stress increases, the probability of the formation of pores increases, whereas pores smaller than about 10 nm in diameter are stable and tend to reseal (23) . Larger pores are unstable and can lead to membrane rupture. If stress is reduced, the hydrophobic pores, regardless of size, tend to reseal. In addition, when cells elongate in response to longer duration of uniaxial stress, their deformation may progress to a dumbbell shape that eventually pinches off in the smaller central section (Fig. 4) . Figure 5 shows SEM pictures of red cells sheared between concentric cylinders (24) . In the images for the higher shear rates are such dumbbell shapes, remnants of dumbbells, and only a few cell fragments with openings in the membranes. All these cell responses tend to reduce Hb loss and support lower plasma-free Hb prediction, Ce < 1.
For comparison, hemolysis predictions were also obtained with two alternate models based on the power-law equation
where Hb is total Hb fraction, DHb is the released Hb fraction, and C = 1.8 ¥ 10 where tsi,j is the scalar stress at step j along streamline i and (ti,j+1 -ti,j) is the exposure time of the stress tsi,j.
For the Heuser and Opitz (4) and Giersiepen et al. (5) models, the summation along each streamline predicts some level of hemolysis on every streamline. However, for the strain-based model, the numerical integration along each streamline predicts finite hemolysis on streamlines along which the strain threshold is exceeded and no hemolysis on the rest. Therefore, for flows in which high fluid stress is localized, a further discretization criterion was imposed on the spatial resolution of the high stress region, that is, that the number of streamlines on which lysis is predicted is large enough to accurately resolve the hemolysis fraction. This criterion can be approximated as a requirement that the number of blooddamaging streamlines exceeds the reciprocal of the desired accuracy, for example, for 1% accuracy, at least 100 hemolytic streamlines should be provided.
Each of the three blood damage models was applied to analyze flow-induced hemolysis for each needle type. Two C+ + programs were written to process the streamline data extracted from the FLUENT simulation and to implement the blood damage models to obtain the IH.
Hemolysis predictions from all three models were compared with experimental results (3) obtained with a protocol similar to that of Sharp and Mohammad (25) , which found that the needle with rounded entrance produced significantly less hemolysis than the standard one, while the one with chamfered entrance produced more. The simulated driving pressure and needle size and geometry were set to be the same as in the experiments.
Flow measurements
Experiments were conducted to measure bulk flows through the same needles simulated by CFD. The experimental system (25) comprised a 10-mL syringe housed inside a pressure chamber with a solenoid actuated trigger to release the plunger, forcing blood through the needle in reverse orientation, that is, with the pointed end of the needle inserted through the hub of the syringe and slightly into the barrel, so that fluid flowed from the entrance of the needle to its hub, mimicking the flow in venipuncture blood draws. The shaft of the needle was sealed to the hub of the syringe with an elastic boot. The hub of the needle extended outside the pressure chamber and, thus, was exposed to atmospheric pressure. Similitude was preserved by testing with a water/glycerol (45% by weight) mixture and a chamber pressure (45 kPa = 6.5 psig) that caused the Reynolds numbers to be similar to those of the simulations.
The flow rate was estimated by dividing the known volume of fluid (6 mL) in the syringe by the elapsed time of the ejection event found by reviewing video recorded in Mini-DV, NTSC format. This procedure ignores the initial transient acceleration of the flow (25), which could not be quantified by this method. Each condition was repeated 10 times. Statistical significance was tested by analysis of variance (ANOVA).
RESULTS
Measured mean ejection times for the glycerol mixture were 1.192 Ϯ 0.0570 (standard deviation), 1.126 Ϯ 0.0482, and 1.052 s Ϯ 0.0480 for the standard, beveled, and rounded entrances, respectively, which produced estimates of cross-sectional mean flow velocities of 4.50, 4.76, and 5.09 m/s. For these conditions, the Reynolds numbers were 1463, 1549, and 1658, respectively, maintaining laminar flow, which was the case for the simulations as well (Reynolds numbers of 1109, 1186, and 1219). ANOVA comparisons showed that all measured differences among the needle types were significant (P < 0.05).
A comparison of the measured flow rates of the modified needles relative to that of the standard needle is shown in Fig. 6 . The experimental measurements exhibit a smaller difference between the beveled and standard needles than the simulations and a larger difference between the rounded and standard needles. However, all trends are the same, including increased velocity in the beveled needle relative to the standard needle and a further increase in velocity in the rounded needle compared with the beveled needle. which only occur in a small region near the edge of the needle, are shown in white.)
Because the flow is steady, the path line of an arbitrary particle in the flow is the same as the streamline through the same position. From the CFD solution of the velocity field, a grid of streamtubes filling the flow cross section was defined and the time histories of ts along streamlines central to each streamtube were extracted (Fig. 11) . Figure 12 shows an example smoothed time history of ts along such a streamline. Table 1 shows the experimental results and the initial predicted results for the three models of hemolysis for each of the three types of needles. Predicted hemolysis was compared for two levels of spatial resolution to assess the discretization error. The percentage of error was calculated by (IH of lower sample number -IH of higher sample number)/IH of higher sample number * 100% for each set of sample streamtubes. The differences in hemolysis between the two resolution levels were less than 5% for all cases. Table 2 shows that the number of hemolytic streamlines (for which F = 1 in Eq. 4) for the strainbased model is at least 625 for both levels of spatial resolution for a discretization error of no worse than 0.16%.
The magnitudes of hemolysis predicted by the power-law models and by the strain-based model with Ce = 1 were much larger than the plasma-free Hb measured in the experiments. The Heuser and Opitz model produced the closest agreement but was still roughly an order of magnitude too large. The strain-based and Giersiepen et al. models were roughly two and three orders of magnitude too large, respectively.
The overprediction of hemolysis by the power-law models is consistent with previous investigations, as discussed earlier. For the strain-based model with Ce = 1, the hemolysis prediction is thus far based on complete release of Hb from all cells whose membranes have been predicted to fail. Now, with experimental hemolysis data, it is possible to determine a realistic value of Ce. The Ce value calculated to match predicted hemolysis to the experimental plasma-free Hb results for the standard needle, Ce = 9.68 ¥ 10 -3 , implies that only about 1% of the Hb in cells strained to membrane failure is actually released to the plasma. Figure 13 shows the relative experimental and predicted results for the higher spatial resolution of about 48 000 sample streamtubes. Only the strainbased model correctly predicted increased hemolysis in the beveled needle and decreased hemolysis in the rounded needle. Both the Giersiepen et al. (5) and Heuser and Opitz (4) models incorrectly predicted decreased hemolysis in the beveled needle and increased hemolysis in the rounded needle.
The local flow features contributing to the differences in hemolysis among the needles can be explained in the following figures. Figure 14 marker corresponds to the central position of the streamtube and its color represents the value of IHi. Four high hemolysis (IH~30 ¥ 10 -6 ) groups of approximately 60 streamtubes each appear in the plot for the standard needle and represent the regions of the flow that contribute most to overall hemolysis. For the beveled needle, two high hemolysis (IH~30 ¥ 10 -6 ) groups and one large medium hemolysis (IH~27 ¥ 10 -6 ) group appear higher in the cross section than for the standard needle, and the low hemolysis (IH~20 ¥ 10 -6 ) regions of moderate hemolysis are slightly more numerous and shift toward the lower wall of the tube. For the rounded needle, only two high hemolysis (IH~30 ¥ 10 -6 ) groups appear still higher in the cross section, and the concentration of low hemolysis (IH~20 ¥ 10 -6 ) streamtubes near the walls is reduced. These plots confirm that the strongest contributor to hemolysis is the high velocity flow past the downstream edge of the needle opening, as suggested by the fluid stress plots in Fig. 8 .
The high hemolysis regions are further compared in Fig. 15 , which shows 3D plots and time histories of ts of streamlines that pass through the upper right high hemolysis (IH~30 ¥ 10 -6 ) region in Fig. 14 for each needle type. For the standard needle, the peak value of ts exceeded 600 Pa. For the beveled needle, the peak value was about 400 Pa, and for the rounded needle, the peak value was about 300 Pa.
DISCUSSION
This test of hemolysis prediction models in the flows in these needles may appear to be a challenging one, given that the approximately 10% higher bulk flow rate in the rounded needle tends to increase fluid stress across the entire flow cross section. This higher flow rate contributed to incorrect predictions of higher hemolysis in the rounded needle by the Giersiepen et al. and Heuser and Opitz models. Differences in the potential for hemolysis in these needle flows are not readily recognizable from the scalar stress fields (Figs. 8 and 10 ). For instance, the small area of very high stress at the downstream edge of the beveled needle (Fig. 8) suggests a mechanism by which hemolysis may be larger in the beveled needle than in the standard needle, but the comparison of total hemolysis by the entire flow fields for each needle is not clear. Correctly predicting hemolysis differences among the needles apparently depend on accumulating the influences of fluid stress and exposure time along cell paths throughout the whole flow pattern (Eq. 5). Yet, recognizing such distinc- tions are of fundamental importance, as the modifications made to these needles are representative of the changes that might be considered in refining a wide range of cardiovascular devices to reduce hemolysis. Changes in the leading edge of the impeller in a centrifugal blood pump and smoothing of inlet and outlet ports in a ventricular assist device are examples of design alternatives with analogous local impact on an otherwise similar bulk flow. Keys to the optimization of device design are not only accurate hemolysis results but also the interpretation of the influence of design changes that CFD and a mechanistic hemolysis model can provide. With plots of parameters IHi and ts from the strainbased model, a developer of cardiovascular devices can evaluate the flow region that is critical to reduce hemolysis. When a modified design for the geometry of a cardiovascular device is formulated, these tools can be used to evaluate the resulting IH and explain how the change in flow pattern may help to reduce hemolysis.
CONCLUSIONS
The correct prediction of hemolysis trends among the different needle entrance geometries is a significant, though tentative, step toward providing a hemolysis prediction model for complex blood flows. The current strain-based model requires, in particular, an empirical factor Ce that represents only about 1% Hb release from the characteristic membrane failure in this flow. The magnitude of this factor indicates that significant aspects of the mechanics of release of Hb from red cells have not yet been incorporated into the model. Nonetheless, the results show that the strain-based blood damage model has the potential to be an effective tool in the application of CFD analysis to hemolysis. With further verification in a range of flows, the model may facilitate the development of cardiovascular devices by reducing the need for physical testing of prototypes for hemolysis.
Another limitation of this model is that it does not apply well to exposure times less than about 0.1 ms (19) . For many applications in cardiovascular devices, which have exposure times longer than 1 ms, this is not a problem. However, for bubble and shockwave flows (e.g., cavitation and shockwave lithotripsy, respectively), the inertial effect may be dominant and a mass term may be needed to provide better fits. Therefore, one of the future improvements for this model may be to add a mass term into the current Maxwell/Voigt mechanical model. Another related improvement may be to investigate and incorporate the time dependence of te in the model, representing the variability of the stress threshold to reach the limiting isoarea ellipsoidal shape, which may also improve the performance of the model for short exposure times. It is also worth reiterating that in continuum models such as this, it is challenging to represent influences at the cellular level, such as cell-to-cell and cell-toboundary interactions. The paths of cells may also deviate from streamlines calculated for continuum flow due to momentum and transverse lift (26) (27) (28) . These factors are presently not included, nor is the impact of neglecting them certain.
