Abstract. We study the approximability of the following NP-complete (in their feasibility recognition forms) number theoretic optimization problems:
1. Given n numbers a1; : : : ; an 2 Z, nd a minimum gcd set for a1; : : : ; an, i.e., a subset S fa1; : : : ; ang with minimum cardinality satisfying gcd(S) = gcd(a1; : : : ; an).
2. Given n numbers a1; : : : ; an 2 Z, nd a`1-minimum gcd multiplier for a1; : : : ; an, i.e., a vector x 2 Z n with minimum max 1 i n jxij satisfying P n i=1 xiai = gcd(a1; : : : ; an). We present a polynomial-time algorithm which approximates a minimum gcd set for a1; : : : ; an within a factor 1+ln n and prove that this algorithm is best possible in the sense that unless NP DTIME(n O(log log n) ), there is no polynomial-time algorithm which approximates a minimum gcd set within a factor (1 ? o(1)) ln n.
Concerning the second problem, we prove under the slightly stronger complexity theory assumption, NP 6 DTIME(n poly(log n) ), that there is no polynomial-time algorithm which approximates a`1-minimum gcd multiplier within a factor 2 log 1? n , where is an arbitrary small positive constant.
Complementary to this result, there exists a polynomial-time algorithm, which computes a gcd multiplier x 2 Z n for a1; : : : ; an 2 Zwith kxk1 0:5 kak1. In this paper, we also present a simple polynomial-time algorithm which computes a gcd multiplier x 2 Z n with Euclidean length kxk 1:5 n kak= gcd(a1; : : : ; an).
Introduction
It is widely believed that NP-optimization problems cannot be solved e ciently, i.e., in time polynomial in the input length of the problem at hand. However, in many practical applications approximate solutions of NP-optimization problems su ce. Thus, there has been done a lot of work in studying the complexity of nding such approximate solutions for NP-optimization problems.
On the one hand, it is desirable to have approximation algorithms such that the value of the returned solution is within a small factor to the optimum solution of the problem. Considering minimization problems, the worst-case ratio of the value of the solution returned by the approximation algorithm to the optimum solution is called the approximation factor of the approximation algorithm. Considering a minimization problem with input instance I we say that the function opt ( ) is approximable within a factor f(I) if there exists a polynomial-time algorithm A such that A(I) f(I) opt (I).
On the other hand, we want to guarantee that the constructed approximation algorithms are best possible in that no substantial better approximation factors can be achieved, unless certain complexity theoretical assumptions, e.g., NP 6 DTIME(n poly(log n) ), are wrong.
In this paper we investigate the following NP-complete optimization problems: Minimum GCD Set (MinGCDS)
INSTANCE: n numbers a 1 ; : : : ; a n 2 Z SOLUTION: A subset S fa 1 ; : : : ; a n g such that gcd(S) = gcd(a 1 ; : : : ; a n ) MEASURE: The size jSj of the subset S Minimum GCD Multiplier in`1-norm (MinGCDM 1 ) INSTANCE: n numbers a 1 ; : : : ; a n 2 Z SOLUTION: A vector x 2 Z n such that P n i=1 x i a i = gcd(a 1 ; : : : ; a n ) MEASURE: The`1-norm kxk 1 := max 1 i n jx i j of the vector x Both problems have been shown to be NP-complete by Majewski and Havas 16] .
For the MinGCDS problem we present a polynomial-time approximation algorithm achieving an approximation factor 1+ln n and prove that this algorithm is best possible. Speci cally, we prove that unless NP DTIME(n O(log log n) ) the optimum solution of MinGCDS cannot be approximated in polynomial-time within a factor (1?o(1)) ln n. Roughly speaking, the proof of both factors results from the similiarity between the problems MinGCDS and Min SetCover, where the latter NP-complete problem (see Karp 13] ists a polynomial-time algorithm which computes a gcd multiplier x 2 Z n for a 1 ; : : : ; a n with kxk 1 0:5 max 1 i n ja i j. We propose an algorithm which computes for a vector a = (a 1 ; : : : ; a n ) 2 Z n in polynomial-time a vector x 2 Z n satisfying hx; ai = gcd(a 1 ; : : : ; a n ) and kxk 1:5 n kak= gcd(a 1 ; : : : ; a n ).
On the other hand, we prove that, unless NP DTIME(n poly(log n) ); The Min Label Cover problem in`1-norm is de ned in Section 4 and shown to be not approximable within a factor 2 log 1? n , where is an arbitrary small positive constant, unless NP DTIME(n poly(log n) ). From the gap-preserving reductions we see that the same inapproximability factor holds for the problems MinLS 1 and MinDES 1 .
Preliminaries
We brie y introduce some notation (see 6]).
De nition 1. An optimization problem is a set I f0; 1g of instances, a set S f0; 1g of feasible solutions on input I 2 I and a polynomial-time computable measure m : I S ! R + , that assigns each tuple of instance I and solution S, a positive real number m(I; S), called the value of the solution S.
The optimization problem is to nd, for a given input I 2 I a solution S 2 S such that m(I; S) is optimum over all possible S 2 S.
If the optimum is min S2S fm(I; S)g (resp. max S2S fm(I; S)g) we refer to as a minimization (resp. maximization) problem.
De nition 2. For an input I of a minimization (resp. maximization) problem whose optimal solution has value opt (I), an algorithm A is said to approximate opt (I) within a factor f(I) i opt (I) A(I) f(I) opt (I) (resp. opt (I)=f(I) A(I) opt (I));
where f(I) 1 and A(I) > 0.
For studying the hardness of approximation problems we introduce the following reduction due to Arora 2] .
De nition 3. Let and 0 be two minimization problems and , 0 1. Main Theorem 4. Given a set U of n numbers a 1 ; : : : ; a n 2 Z, there exists a polynomial-time algorithm which computes a subset S fa 1 ; : : : ; a n g satisfying gcd(S) = gcd(U) and jSj (1 + ln n) opt MinGCDS (U).
Proof. The following algorithm working in a greedy fashion will do the work. input fa 1 ; : : : ; a n g =: U S := ; repeat choose an x 2 U n S which minimizes gcd(S fxg) S := S fxg until gcd(S) = gcd(U) Obviously, the above algorithm runs in polynomial-time and computes a subset S fa 1 ; : : : ; a n g = U with gcd(S) = gcd(U). Thus, it remains to show that the set S satis es jSj (1 + ln n) opt MinGCDS (U) as claimed above.
Since opt MinGCDS (U) = opt MinGCDS (fa 1 = gcd(U); : : : ; a n = gcd(U)g), we may assume that gcd(U) = 1. With the primes p 1 ; : : : ; p s contained in the factorization of the numbers a 1 ; : : : ; a n we rst de ne the numbers ij 2 N 0 , 1 i n, Consider now the multiset MinSC instance given by the universe U, consisting in M j copies of each prime p j and the subsets S i , consisting in M j ? ij copies of each prime p j with 1 i n and 1 j s. Since gcd(U) = Q s j=1 p 0 j , it is obvious that computing a minimum gcd set for U amounts to nd a minimum set cover for U among the subsets S 1 ; : : : ; S n . Considering our algorithm we see that it follows the straightforward heuristic maximize x2UnS jf j = 0 j Q s j=1 p j j = gcd(S fxg)gj: If I denotes the current index set with 2I S := S, this heuristic amounts to the heuristic maximize i2f1;:::;ngnI jfj j 2I fig S contains M j copies of p j gj used for the MinSC approximation algorithm from Johnson 11] , adapted to multisets. Therefore, every single selection-step of our algorithm is equivalent to a single selection-step of the multiset MinSC approximation algorithm from Johnson 11] . Thus, we may apply Chvatal's 7] analysis of the MinSC approximation algorithm. Chvatal 7] has shown that also the multiset version of the MinSC approximation algorithm achieves an approximation factor of (1 + ln n), which proves the claim.
u t
The following Theorem was implicitly proven by H astad, Just, Lagarias and Schnorr 10, Sec. 6].
Main Theorem 5. Given a vector a = (a 1 ; : : : ; a n ) 2 Z n , there exists an algorithm which is polynomial in the bitlength of the input and computes an integral vector x 2 Z n satisfying hx; ai = gcd(a 1 ; : : : ; a n ) and kxk 1:5 n kak= gcd(a 1 ; : : : ; a n ).
Proof. The main purpose of the algorithm presented in 10] was, in fact, to compute n ? 1 linearly independent integer relations for an input vector a = (a 1 ; : : : ; a n ) 2 Z n , i.e., linearly independent integral vectors m 1 ; : : : ; m n?1 2 Z n satisfying hm i ; ai = 0, i = 1; : : : ; n ? 1. The algorithm extends the vector a= gcd(a 1 ; : : : ; a n ) 2 Z n to a generating system fb 0 ; b 1 ; : : : ; b n g = fa= gcd(a 1 ; : : : ; a n ); e 1 ; : : : ; e n g of the integral lattice Z n , where e i is the i th unit-vector in Z n . While leaving the vector b 0 xed, the algorithm applies the L 3 -lattice basis reduction algorithm to the vectors b 0 ; b 1 ; : : : ; b n .
The algorithm terminates with a basis b 0 ; b 2 ; : : : ; b n of the lattice Z n and b 1 = qb 0 for some q 2 Z. By lattice basis reduction theory the dual lattice vectors c 2 ; : : : ; c n which are the rows of the inverse matrix c 1 ; : : : ; c n ] > := b 0 ; b 2 ; : : : ; b n ] ?1 form a basis of the lattice L a consisting of the zero vector 0 and all integer relations for a. The analysis of the algorithm shows that the vector c 1 =: x, which is the only dual basis vector not orthogonal to a, satis es hx; ai = gcd(a 1 ; : : : ; a n ): Moreover, from a closer look to the proofs given in 10] we infer kxk 1:5 n kak= gcd(a 1 ; : : : ; a n ); furthermore, the algorithm performs poly(n; dlog kak 1 e) bit operations. u t A total-cover (P 1 ; P 2 ) of G MEASURE: The`1-cost cost(P 1 ; P 2 ) of the total-cover (P 1 ; P 2 )
Remark. In the above de nition we can always ensure the existence of a totalcover with`1-cost at most N; we simply let P 2 (v 2 ) = f1g for all v 2 2 V 2 and P 1 (v 1 ) = B for all v 1 2 V 1 .
A slightly weaker form of the following Lemma is implicitly proved in Arora, Babai, Stern and Sweedyk 3].
Lemma10. There exists an almost-polynomial-time, i.e., DTIME(n poly(log n) ), transformation from 3-Sat to Min Label Cover such that, for all instances I: I 2 3-Sat =) 9 total-cover (P 1 ; P 2 ) of (I) : cost(P 1 ; P 2 ) = 1 I = 2 3-Sat =) 8 total-cover (P 1 ; P 2 ) of (I) : cost(P 1 ; P 2 ) > 2 log 1? j (I)j ;
where is an arbitrary small positive constant.
Proof. We have to make a detour around the maximization version of the label cover problem, which comes as follows: (b2= e(b1)) 0 . . . 
