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Abstract 
 
Temporal representation and reasoning plays an 
important role in Data Mining and Knowledge Discovery, 
particularly, in mining and recognizing patterns with rich 
temporal information. Based on a formal characterization 
of time-series and state-sequences, this paper presents the 
computational technique and algorithm for matching 
state-based temporal patterns. As a case study of real-life 
applications, zone-defense pattern recognition in 
basketball games is specially examined as an illustrating 
example. Experimental results demonstrate that it 
provides a formal and comprehensive temporal ontology 
for research and applications in video events detection. 
 
Key words: algorithm, temporal pattern recognition, 
basketball zone-defense.  
 
1. Introduction 
 
Data mining is the process of finding trends and 
patterns in data [4]. Generally speaking, data mining 
requires some historical knowledge as for the internal 
temporal relationships of certain patterns. Therefore, 
temporal representation and reasoning is essential and 
ubiquitous for data mining and knowledge discovery. In 
fact, recognizing temporal patterns actually plays an 
important role in many applications such as prediction, 
forecast, explanation, diagnosis, history reconstruction, 
decision making, and so on, where the history of 
situations in terms of time-series of states is more vital 
than distinct states/processes or actions/events. For 
instance, in the area of medical information systems, a 
patient’s medical history is obviously very important: to 
prescribe the right treatment, the doctor needs to analysis 
not only the patient’s current state, but also his/her 
previous health situations, including: How long has the 
patient been ill? Did the patient have the same problem or 
relevant disease 
previously? Has the patient had some treatment already  before 
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seeing the doctor? Has the patient been allergic to any 
drugs in the past? Also, in weather forecast, to provide 
correct and accurate prediction, weather experts need to 
know not only the current weather parameters 
summarized as temperature, air pressure, precipitation 
amount, wind speed and residual snow/ice amount, but 
also the weather histories in terms of time-series of 
weather parameters over some certain prior periods, such 
as: How long did the heat wave last? Was there lightning 
before or during the rain? Did snow melt then refreeze? 
And so on. Similarly, in basketball games, to find correct 
zone-defense strategy detection, we need to know not 
only the current positions of each defender, but also their 
previous positions and movements, etc. 
It has been noted that, time-series and sequences are 
important patterns in data mining and have attracted a lot 
of researchers’ interests [3, 8, 9, 11, 13]. However, in 
most of those proposed formalisms, the fundamental time 
theories based on which time-series and sequences are 
formed up are usually not explicitly specified, where time-
series and sequences are simply expressed as lists in the 
form of well-ordered indexes or as sequences of collection 
of observations, and so on. The formal characterizations 
with respect to the temporal basis are neglected, leaving 
some critical issues unaddressed. 
 In what follows in this paper, the formalism for 
formalizing time-series and state-sequences is briefly 
introduced in section 2. Based on this formalism, section 
3 presents the computational technique and algorithm for 
matching state-based temporal patterns, illustrated by a 
real-life case study. Experimental results are provided, 
analyzed and evaluated in section 4, demonstrating the 
efficiency of the proposed technique and algorithm. 
Finally, section 5 provides a brief summary and concludes 
the paper. 
 
2. The formalism 
 
For general treatment, in this paper, we shall adopt the 
general time theory proposed in [10] as the temporal 
basis. The time theory takes a nonempty set of primitive 
time elements, with an immediate predecessor relation, 
Meets, over time elements, and a duration assignment 
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 function, Dur, from time elements to non-negative real 
numbers. If Dur(t) = 0, then t is called a point; otherwise, 
that is Dur(t) > 0, t is called an interval (detailed 
characterization of such a time theory is given in [10]). 
Analogous to the 13 relations introduced by Allen for 
intervals [1,2], there are 30 exclusive temporal order 
relations over time elements including both time points 
and time intervals, which can be classified into the 
following 4 groups: 
• Relations which relate points to points: 
{Equal, Before, After} 
• Relations which relate points to intervals: 
{Before, After, Meets, Met_by, Starts, During. 
Finishes} 
• Relations which relate intervals to points: 
{Before, After, Meets, Met_by, Started_by, Contains, 
Finished_by} 
• Relations which relate intervals to intervals: 
{Equal, Before, After, Meets, Met_by, Overlaps, 
Overlapped_by, Starts, Started_by, During, Contains, 
Finishes, Finished_by} 
Based the above time theory, a time-series ts is 
defined as a vector of time-elements temporally ordered 
one after another [9]. Formally, a general time-series is 
characterized in terms of the following schema: 
GTS1) ts = [t1, …, tn]; 
GTS2) Meets(tj, tj+1) ∨ Before(tj, tj+1),  
for all j = 1, …, n-1; 
GTS3) Dur(tk) = dk, 
for some k where 1  k   n and di is a non-
negative real number. 
N.B. : Before(t1, t2) ⇔ ∃t(Meets(t1, t) ∧ Meets(t, t2)) 
Generally speaking, a time-series may be incomplete 
in various ways. For example, if the relation between tj 
and tj+1 is “Before” rather than “Meets”, it means that the 
knowledge about the time-element(s) between tj and tj+1 is 
not available. In addition, if Dur(tk) = dk is missing for 
some k, it means that duration knowledge as for time-
element tk is unknown. Correspondingly, a complete time-
series is defined in terms of the schema as below: 
CTS1) ts = [t1, …, tn]; 
CTS2) Meets(tj, tj+1), for all j = 1, …, n-1; 
CTS3) Duration(ti) = di, 
for all i = 1, …, n, where di is a non-negative real 
number. 
The validation of data is usually dependent on time. 
For instance, $1000 (Account Balance) can be valid 
before and on 1 January 2003 but become invalid 
afterwards. We shall use fluents to represent Boolean-
valued, time-varying data, and denote statement “fluent f 
holds true over time t” by formula Holds(f, t): 
(F1) (f, t)  ∀t1(Part(t1, t)  Holds(f, t1)) 
 That is if fluent f holds true over a time element t, then  
f holds true over any part of t. 
(F2) ∀t1(Part(t1, t)  ∃t2(Part(t2, t1) ∧ Holds(f, t2))) 
    Holds(f, t) 
That is, if any part of time t contains a part of itself 
over which fluent f holds true, then f holds true over t. 
Here, Part(t1, t2) is the shorthand writing of Equal(t1, t) 
∨ Starts(t1, t) ∨ During(t1, t) ∨ Finishes(t1, t). 
(F3) Holds(f1, t) ∨ Holds(f2, t)  Holds(f1 ∨ f2, t) 
That is, if fluent f1 holds true over time t or fluent f2 
holds true over time t, then at least one of them holds true 
over time t. 
(F4) Holds(not(f), t) ⇔ ∀t1(Part(t1, t)  ¬Holds(f, t1)) 
That is, the negation of fluent f holds true over time t 
if and only if fluent f does not hold true over any part of t. 
(F5) Holds(f, t1) ∧ Holds(f, t2) ∧  Meets(t1, t2) 
    Holds(f, t1⊕t2) 
That is, if fluent f holds true over two time elements t1 
and t2 that meets each other, then f holds over the ordered-
union [10] of t1 and t2. 
A state is defined as a collection of fluents. Following 
the approach proposed in [12], we shall use Belongs(f, s) 
to denote that fluent f belongs to the collection of fluent 
representing state s. 
For the reason of simple expression, if f1, …, fm are all 
the fluents that belong to state s, we shall represent s as 
<f1, …, fm>. Also, without confusion, we shall use 
formula Holds(s, t) to denote that s is the state of the 
world with respect to time t, provided that: 
(F6) s = < f1, …, fm>  
 Holds(s, t) ⇔ Holds(f1, t) ∧ ... ∧ Holds(fm, t) 
That is, a state s holds true over time t if and only if 
every fluent in the s holds true over time t.  
A state-sequence ss is defined as a list of states 
together with its corresponding time-series ts [9]. A 
general state-sequence is defined in terms of the schema 
as below: 
GSS1) ss = [s1, …, sn]; 
GSS2) Holds(si, ti),  
for all i = 1, …, n, where [t1, …, tn] is a time-series. 
 Finally, a state-sequence is defined as complete if and 
only if the corresponding time-series is complete. 
 
3. States-based pattern recognition 
 
As a popular worldwide sport game, basketball has led 
to various research interests, including basketball video 
retrieval, shot segmentation, event or highlight detection, 
semantic annotation, etc. In what follows in this paper, we 
shall focus on the so-called zone-defense pattern 
matching (or zone-defense strategy detection) as a real-
life case study of states-based temporal pattern 
recognition. 
 
3.1. Zone-defense state and graph 
Zone-defense is a very common defense strategy in 
basketball. In particular, zone-defense uses basic 
principles to force opponents either in full-court, three-
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 quarter-court, or half-court areas in order to upset their 
offense [6]. Comparing with man-to-man defense, zone 
pressure defense requires each defender guard his zone 
consistently. Fig.1 shows the ordinary positions of 5 
defenders in 1-3-1 zone-defense: 
 
 
 
Fig.1. Defenders’ positions in 1-3-1 zone-defense 
Firstly, we premise that: 1) The defenders have 
adjusted to their best defensive positions at the moment 
when the ball is just to be passed or dribbled; 2) As the 
zone-defense strategy is to defense the offensive opponent 
to attack into interior playfield, we only consider the 
states when the ball is in the midfield, the wing and the 
corner.  
According to these two premises, a basketball zone-
defense video clip is structured by zone-defense states or 
so-called state-sequence ˖ SS = [S1, …, Sn], and 
Holds(Si,ti) for i = 1, …, n, where [t1, …, tn] is a time-
series of the moments referred in premise 1).  
Following the conventional notations in graph theory, 
we represent a zone-defense graph as G = <VG, EG>, 
where VG and EG denote the set of the vertices (defenders’ 
position) and the set of edges respectively, and EG ⊆ VG
hVG. In particular, here, |VG| = 5. The position of each 
defender is denoted by the horizontal and vertical 
coordinates of the corresponding vertex. 
Obviously, each state Si has its corresponding graph 
Gi, where i = 1, …, n. In addition, we shall use the 
following vector [ball1, …, balln] to record the ball’s 
position of each state, where ballię {midfield, wing, 
corner} for i = 1, …, n. 
 
3.2. Standard zone-defense graph database 
 
Zone-defense can be divided into various formations, 
including 2-3, 1-3-1, 1-2-2, 3-2, 2-2-1, 2-1-2 and 1-2-1-1 
zone-defense strategies,  where the first three have been 
noted as the most common ones employed in actual 
basketball games. In this paper, we shall focus on the first 
three formations.  
In the first place, we shall formulate the standard 
zone-defense graph database according to two famous 
basketball coaching web sides [5, 6]. For instance, a 
typical 2-3 zone-defense clip (state-sequence) for the ball 
from the state of setting-up in the midfield to the state of 
passing or dribbling to the wing and then to the corner can 
be presented in terms of the following 3 graphs as shown 
in Fig.2 (the star marks denote the 5 defenders and the 
circle denotes the ball): 
 
(a) setting-up in the midfield 
 
(b) passing or dribbling to the wing 
 
(c) passing or dribbling to the corner 
Fig.2. A sample clip (3 states) of 2-3 zone-defense  
Table 1 below shows the number of our standard 
zone-defense graph database of different zone-defense 
strategies obtained from the two web sites [5, 6]. 
Table 1. The number of standard zone graphs 
     zone-defense 
 
ball’s position 
 
2-3 
 
1-3-1 
 
1-2-2 
midfield 4 3 2 
wing 4 12 7 
corner 6 6 2 
totally 14 21 11 
In order to reduce human’s subjective error, we 
invited 10 professional basketball coaches to enter the 
standard zone-defense graphs for our system. For each 
vertex of any graph, we assign the average of the 10 
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 entered values (with respect to horizontal and vertical 
coordinates) to it.  
 
3.3. LM-based state matching algorithm  
 
As mentioned above, each zone state has its 
corresponding zone graph. Therefore, state matching can 
be transformed into the corresponding graph matching. In 
this section, we shall extend the Laplacian matrix-based 
algorithm proposed in [7] for matching zone graphs. The 
original algorithm proposed in [7] is demonstrated to be 
precise in matching image pairs; however, on one hand, it 
is invariant with respect to zoom, and on the other hand, it 
is very sensitive to the translation of single vertex. The 
main process of the extended algorithm is expounded as 
following: 
1) Formulating  the distance Laplacian Matrices for 
zone graph G and H: 
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Here, we take M as the diagonal line length of the 
half-court playfield. 
Obviously, in addition to the spatial distance (SD) 
relationships as characterized by formula (1) and (2), 
the spatial direction (SD’) relationships between 
defenders also play an indispensable role. Hence, 
additional direction Laplacian Matrices with respect to 
the direction relationships are formulated as: 
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where ( , )
i jG G
R V V denotes the direction relationship 
between
iG
V and
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N.B.: Single vertex translation has less effect on the 
direction Laplacian Matrices than the distance 
Laplacian Matrices. 
2) Computing the Singular Value Decomposition 
(SVD) for each Laplacian Matrix respectively:  
1 5( ) { ,..., } TL G Udiag Uλ λ=                             (6) 
1 5( ) { ,..., } TL H Vdiag Vγ γ=                              (7) 
1 5
' ' ' '( ) { ,..., }( )TL G U diag Uλ λ='     (8) 
1 5
' ' ' '( ) { ,..., }( )TL H V diag Vγ γ='     (9) 
3) Sign adjusting [7] V and V’ into Va and Vb. 
4) Constructing the matching distance between ith 
vertex in G and jth vertex in H: 
              2 2 2 Ta a( ) 2 U (V )i j i jij i j i j i jP U Vλ γ λ γ λγ= − = + −   (10)  
2' ' ' T( ) 2[1 2( ) ( ) ]i j i jij b bP U V U V= − = −            (11)  
N.B.: Here, Eigen-values are added to take into account of 
the effects from distance zoom. This is different from the 
algorithm proposed in [7]. 
5) Defining the matching relationship matrix: 
              T Ta aC = UV  = [U (V ) ] = [C ]i j ij                       (12) 
' T T '
b bC = UV  = [U (V ) ] = [C ]i j ij                      (13) 
6) Computing the matching distance of each vertex in 
G, with respect to its relationships to the vertices in 
H :  
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7) Computing the compound matching distance 
between graph G and H: 
5
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Finally, the global matching distance between 
graph G and H is defined by: 
' '( , ) ( , ) ( , )D G H Dis G H Dis G Hµ µ= +             (18) 
where ' 1µ µ+ = .  
As illustrated by the experimental results shown later 
in this paper, by taking 0.75µ = and ' 0.25µ = , the 
algorithm demonstrates an outstanding performance. 
 
3.4. State-sequence matching algorithm 
 
As mentioned earlier in the paper, a test basketball 
video clip can be denoted by a state-sequence [S1test, …, 
Smtest], which in turn can be expressed as a graph-
sequence [G1test, …, Gmtest], and the corresponding ball 
positions [ ball1test, …, ballmtest]. We shall match each test 
graph with the graphs in the standard zone-defense graph 
database. 
Zone-defense state-sequence matching algorithm is 
given as below. 
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 Firstly, we match the test graph-sequence with 
standard 2-3 zone graph-sequences
23
23 23 23
1[ ,..., ]nG G G= in 
terms of the following procedure:    
Step 1: 
For each , 1, 2,...,test testiG G i m∈ = , compute the 
distances between testiG and graphs with the same ball 
position as testiG in standard 2-3 zone graph database, 
in terms of the graph matching algorithm presented in 
section 3.3: 
23 23( , ) [ ]
j
test
i z ijD G G D=                                (19) 
where 23
z j
test
iball ball= , 23{1, 2,..., }jz n∈ ,
231, 2,..., pj n n= < , and pn is the number of the graphs 
with the same ball position as testiG in 2-3 zone graph 
database.  
Step 2: 
Search the most similar graph compared with testiG in 
2-3 zone graph database.  
23 23 23, arg min([ ])
ji
i z i ij
j
SG G j D= =             (20) 
Step 3: 
Computing the similarity degree between the test 
state-sequence and 2-3 zone state-sequences: 
23 23 23
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1
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m
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i
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where 23
ji
zw denotes the weight of graph 23jizG
 in  2-3 
zone graph database, which are obtained from our 
coaches as well. 
Secondly, in terms of the same procedure, we define 
the similarity degree between the test state-sequence and 
1-3-1 zone state-sequences as: 
131 131 131
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1
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m
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$
               (22) 
Thirdly, we define the similarity degree between the 
test state-sequence and 1-2-2 zone state-sequences in the 
same manner as: 
122 122 122
test
1
min([ ])
ji
m
z ij
i
Sim w D
=
=
$
               (23) 
Finally, the zone-defense formation pattern of the test 
zone-defense video is defined as: 
23 131 122
test test testarg max( , , )testZ Sim Sim Sim=          (24) 
In summary, the flow chart of basketball zone-defense 
matching system can be shown as Fig. 3: 
 
Fig.3. The flow chart of zone-defense matching system 
As illustrated in Fig.3, in the first place, the test state-
sequence is transformed into the corresponding graph-
sequence, which is then matched with the graphs in the 
standard zone graph database. The compositive similarity 
degrees with each standard zone are then obtained 
according to the graph-sequence that is the most similar 
one compared with the test graph-sequence, which in turn, 
provide matching results to confirm which zone-defense 
formation does the test state-sequence belong to. 
 
4. Experimental results 
 
We tested our system with both simulated zone-
defense data and real-life basketball zone-defense video 
data. For each zone-defense formation, with simulated 
data, we formulated 20 clips (state-sequences) provided 
by the professional coaches. Also, we have collected the 
real basketball zone-defense videos lasting about 1 hour, 
including 112 clips containing 3 to 8 states. The detected 
zone-defense video clips were manually decomposed into 
state-sequences and then represented by corresponding 
graphs. Table 2 shows the numbers of test clips and states 
in detail: 
Table 2. The number structure of test data 
 zone total clips total states 
 
Real 
2-3 52 286 
1-3-1 31 221 
1-2-2 29 169 
 
Simulated 
2-3 20 145 
1-3-1 20 161 
1-2-2 20 128 
Firstly, we give an example of the matching (global) 
distances between a given test state-sequence and 3 
testZ
1-2-2 
zone  
1-3-1 
zone  
test
1G test2G
test
mG
2-3 
zone  
23
mSG
131
mSG
131
2SG131
1SG
122
1SG122
2SG
122
mSG
23
testSim
131
testSim
122
testSim
test 
graphs
standard
zone 
graphs 
the most 
similar 
graphs 
test 
states
matching 
result
23
2SG
23
1SG
similarity 
degrees
test
mS
test
2S
test
1S
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 standard zones. The second row are the corresponding 
graphs of the test state-sequence with 3 states as shown in 
the first row, where the rest rows are the most similar 
graph compared with each test graph in 2-3,  1-3-1, and 1-
2-2 zone-defense strategies, as appearing in the row order. 
It is clear to see from Fig.4 that the most similar zone-
defense formation compared with the test state-sequence 
is the 2-3 zone-defense pattern, which agrees with the 
matching result from our algorithm.  
test(1)
D=0.49797
D=2.04
D=1.1107
test(2)
D=0.087146
D=0.4005
D=0.955
test(3)
D=0.28318
D=0.50064
D=1.0579
 
Fig.4. An example of basketball zone-defense video 
clip recognition 
Table 3 below shows the matching precise for each 
zone-defense pattern. It indicates that the matching 
algorithm (SDD’) proposed here, which takes into 
account of both spatial distance and spatial direction 
relationships, outperforms SD or SD’ that only address 
spatial distance or spatial direction relationships, 
respectively. 
Table 3. Matching precise for each zone-defense pattern 
test data zone precise (%) average 
precise SD SD’ SDD’ 
 
real 
2-3 74.6 69.8 82.7 75.7 
1-3-1 65.9 63.1 77.4 68.8 
1-2-2 80.3 70.7 86.2 79.0 
 
simulated 
2-3 82 80 85 82.3 
1-3-1 91 89 95 91.6 
1-2-2 79 81 85 81.6 
average precise: 78.8 75.6 85.2  
 
5. Conclusions and future work 
Based on a formal characterization of time-series and 
state-sequences, we have introduced the computational 
technique and algorithm for detecting zone-defense 
patterns from basketball videos. The experimental results 
show that it is useful in helping the coach of the defense 
side to check whether the players play in a right zone-
defense strategy, as well as the coach of the offensive side 
to detect the strategy of the opponent. Specially, we have 
extended the Laplacian Matrix-based algorithm to take 
account of the effects from zoom and single defender’s 
translation in zone-defense graph matching. As the future 
work, we shall take account of the effects from rotation 
and expand the test dataset to explore the relationships 
between sequences of basketball zone-defense in order to 
obtain the best strategy. 
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